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AUTHOR INDEX
FOREWORD

The Twelfth International Conference on Lasers and Applications was held in New Orleans, Louisiana, December 3rd through December 8th, 1989. The meeting brought together participants from throughout the world, and provided a forum for both formal and informal discussions. This volume is a record of the exciting research papers presented at the Conference.

The Keynote Address was delivered by Professor William T. Silfvast of the Center for Research in Electro-Optics and Lasers at the University of Central Florida. In a paper entitled, "Plasma Lasers: Promises and Limitations", Professor Silfvast provided new perspectives and new insights into plasma lasers. He also suggested some research avenues which would lead to more efficient laser operation and to the development of new lasers at shorter wavelengths.

Dr. Frank J. Duarte organized a popular and well attended panel discussion on the Strategic Defense Initiative. Professor Charles Brau graciously served as Moderator for the spirited and thought-provoking remarks of the Panel Members and the audience. We thank these gentlemen, the Panel Members, and the audience for their participation.

The 1989 Einstein Prize for Laser Science was shared by two scientists: Professor H. Jeffery Kimble of the California Institute of Technology and Dr. Richard E. Slusher of AT&T Bell Laboratories. Professor Kimble discussed his research in a paper entitled: "Squeezed States of Light" and Dr. Slusher elucidated his investigations in a paper entitled: "Squeezed Light Enhanced Microscopy".

The "Lasers '89 Award" for the best contributed paper, reflecting the most innovative and timely research, was also shared by two research groups. The first was "Application of a Novel Picosecond Pulsed Laser Driven X-Ray Source in Time Resolved Diffraction Experiments", by Dr. B. Van Wonterghem and Professor P. M. Rentzepis of the University of California at Irvine. The second paper honored was "Measurement of Absorption and Electrostriction in Gases Near 1.06 µm", by Drs. M. M. Tilleman and S. F. Fulghum of Science Research Laboratory Inc.

We wish to express our appreciation to the Program Committee for their valuable assistance and counsel. The Society for Optical and Quantum Electronics provided excellent management, organization and editorial support. In particular the efforts of Dr. Vincent I. Corcoran as Conference Chairman and Ms. Kathleen Duke as Conference Secretary/Treasurer are greatly appreciated. We gratefully acknowledge the generous financial support of the Society for Optical and Quantum Electronics, the U.S. Army Research Office, the U.S. Air Force Office of Scientific Research (EOARD), the Eastman Kodak Company (Photographic Products Group and MCRD), EG&G Princeton Applied Research, New Mexico State University and the Rockwell International Corporation.
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PLASMA LASERS: PROMISES AND LIMITATIONS

William T. Silfvast
Professor of Physics and Electrical Engineering
University of Central Florida
Center for Research in Electro-Optics and Lasers
12424 Research Parkway
Orlando, Florida 32826

Abstract

Most gaseous or plasma layers operate in a regime where the electron or plasma density is high enough to be a limiting factor in laser power output. Improvements can therefore only be achieved by increasing the ratio of upper-laser-level population to electron density. Two relatively unstudied types of lasers, recombination-pumped lasers and photoionization-pumped lasers, have the potential to improve this ratio and thus, yield higher efficiency.

Introduction

Since the demonstration of the first laser\(^1\) in 1960, considerable effort has been expended in discovering and developing new lasers and improving older ones. Occasionally, calculations are made or parameters are further optimized on an existing laser to try to obtain more power output. The large field of gas or plasma lasers is no exception in this attempt towards optimization. Plasma lasers span a much larger wavelength range than any other class of lasers, from the far infrared to the soft-x-ray regions of the spectrum. But, for the most part, these lasers have evolved over the years from efforts of relatively separate groups of researchers who have expertise in specific types of discharges or plasmas.

It seems appropriate at this time to try to look at this class of lasers as a whole, rather than at specific parts, and try to come to some conclusions about plasma lasers in general. Another way of wording the title might be: "Plasma Lasers: How are we doing?"

Requirements For Making A Laser

There are two principal requirements for making a laser. The first is a population inversion. This requirement is a necessary but not a sufficient condition for laser action. The second requirement is having enough population in the upper-laser-level (or enough difference in population between the upper and lower laser levels) to produce enough gain for the laser intensity to reach the saturation level during the excitation or pumping cycle. This requirement is the "sufficient" requirement and is in fact the much more critical and difficult-to-achieve requirement.

Population Inversion

It can be shown by a simple analysis of an atomic or molecular species that if one excites such a system to produce a population of high-excited energy levels, a very large number of inversions will automatically occur amongst the various excited levels as the population relaxes back to the ground state during the pumping cycle. This is due to the fact that, as you go to the higher and higher energy levels and thus higher principal quantum numbers of the species, the radiative decay rate of those levels to all lower-lying levels continues to decrease. Thus, when the excited population reduces to the point where radiative decay dominates over all other decay processes, the lower levels will decay faster than the higher levels and inversions will be established throughout the spectrum of levels. Hence, population inversions are almost always inevitable.

Thus, it is not surprising that population inversions were observed at 182 Å in a decaying carbon plasma\(^2\) as early as 1974, long before the first soft-x-ray laser was achieved\(^3\) in 1985 in a selenium plasma. The report in 1974 generated a lot of interest at the time. It would have been much more surprising, however, if an inversion had not been seen! The observed gain was only .000003, far too small to make a laser. In fact, even with all of the more recent efforts to make a laser on the carbon transition\(^4\), a large enough inversion has yet to be achieved that will allow the intensity to reach saturation, the test of a true laser.
Enough Upper-Laser-Level Population

The difficult process in producing a laser is in achieving enough population in the upper-laser-level (while still maintaining an inversion) to produce enough gain to allow the amplified beam to reach saturation and thus begin to efficiently extract energy from the amplifier. The reason this is difficult is that, as the medium is pumped harder (to produce more excited states), more detrimental species such as free electrons are produced which tend to reduce or destroy the population inversion. For example, electron collisions with atoms tend to be relatively unselective in exciting various energy levels. The net result is that higher pumping rates tend to drive populations more toward thermal equilibrium, a distribution that is not inverted and is consequently far from the large inversions that are necessary for laser action.

How much upper-laser-level population is enough? "Enough" can be quantified as a dimensionless number, equal to the product of the stimulated emission cross section times the population difference between the upper and lower laser level times the effective gain length, with a value approximately equal to 10. The stimulated emission cross section is proportional to wavelength and thus decreases linearly towards shorter wavelengths. The effective gain length is the length of the gain medium the beam can pass through, and extract energy from, before it exists the medium. For a gain medium with no mirrors this would be just the length of the amplifier. For a medium with one mirror, this would be twice the length of the medium. For a medium with mirrors at each end of the elongated amplifier, aligned parallel to each other and normal to the amplifier axis, the effective length can be up to 100 to 200 times the amplifier length depending upon the reflectivity of the mirrors.

Thus, while making lasers at any wavelength is not an easy task (until you know how, of course), making them at shorter wavelengths is much more difficult. Not only does the stimulated emission cross section get smaller, but mirror reflectivities become significantly lower, thereby producing a smaller effective amplifier length. Also, the lifetime of upper-laser-levels becomes shorter at shorter wavelengths, resulting in a shorter duration that the excited population remains, to benefit from the reflected beam from the mirrors, thereby shortening the effective gain length even more. It is thus not too surprising that the first lasers were developed in the infrared, then came visible lasers and then a few ultraviolet lasers. Vacuum ultraviolet lasers are very few and far between and XUV and soft-x-ray lasers (if defined as beams that reach saturation within the amplifier) are almost non-existent.

Improvement In Laser Output

From the simple analysis discussed above, the laser output can be improved by two possible techniques. Either the effective length can be increased or the population in the upper-laser-level can be increased.

Increased Gain Length

Increasing the gain length seems like an obvious and simple choice in improving laser output. It can, at the most, double the laser output for a doubling of the gain length if the original length is already long enough to bring the intensity above saturation. In fact, the output does not quite double since the geometry factors are such that as the mirrors get farther apart, the requirements for reaching saturation are actually increased somewhat and the efficiency decreases. As a practical matter, users prefer smaller lasers rather than larger ones and thus increasing the length is not necessarily effective. One of the principal drives towards semiconductor lasers, in addition to their efficiency, is their compact size. In many instances, doubling the size or length of a laser would make it unusable in a product.

Increased Power Input

Increasing the power input per unit gain volume, to provide a higher excitation rate to the upper laser level, seems like a more desirable choice than increasing the effective gain length. Not only could the size of the laser be kept down, but presumably the output would go up, thereby not only increasing the usefulness but perhaps decreasing the production cost by allowing a smaller laser to be made for the same power level. Why then is this not routinely done? What are the limitations in power input per unit volume?
By a simple energy analysis it can be shown that for a one-percent efficient laser with an effective gain length of 10 cm (including mirror considerations) the power output per unit volume can be written as:

$$\text{Power/volume} = 3.6 \times 10^{-15}/L \lambda^4 \quad \text{(Watts/cm}^3)$$

where $L$ is the gain length in centimeters and $\lambda$ is the wavelength in centimeters. Longer effective gain lengths will reduce the coefficient by the appropriate length ratio.

**Limitations**

**Power Input**

A limitation that becomes apparent by looking at the above equation is that power input is a serious problem at shorter and shorter wavelengths. While there is no problem in operating a helium-neon laser at 6328 Å with a power input of $10-20$ Watts/cm$^3$, it becomes extremely difficult to inject $10^{10}$ - $10^{11}$ Watts/cm$^3$ to attempt to make a 10 Å laser or even more improbable to try to deposit $10^{14}$ - $10^{15}$ Watts/cm$^3$ to make a 10 Å laser. A second limitation is that in injecting more power to make the upper-level-population higher, the gain can also become higher thus producing stimulating emission in unwanted directions thereby limiting the potential increase in output power.

**Thermalization**

While both of these conditions are restrictive, neither is a universal problem. There is, however, one universal problem: thermalization! Thermalization is nature's way of bringing things to a normalized condition. If species such as gaseous atoms interact by collisions at a high enough rate then they will reach a distribution in population and velocity that is related to a Boltzmann temperature distribution (which does not allow the possibility of a population inversion). The only methods of dealing with this problem are to either put the energy into the gain medium and extract the beam before thermalization occurs (rapidly-pulsed lasers), or to operate under conditions where thermalizing effects don't occur so as to take advantage of radiative decay, which is a non-thermalizing process that can dominate at lower gas densities.

Thermalization almost always occurs in gas lasers via electrons (which are present in all gas lasers, some much more than others). Hence, the reference to plasma lasers in the title of the paper. The simplest way to estimate the deleterious effects of electrons is to calculate the electron density $n_e$, at which electron collisional decay from a given level equals or exceeds the radiative decay from that level$^5$. This electron density, denoted as $n_{e,\text{max}}$, is equal to:

$$n_{e,\text{max}} = 0.13T_e^{0.5} / \lambda^3$$

where $T_e$ is the electron temperature in degrees Kelvin and $\lambda$ is the wavelength in centimeters. It can be seen that this equation is strongly wavelength dependent. Any value of $n_e$ above $n_{e,\text{max}}$ for a given wavelength will preclude an inversion. Therefore, since this is an important parameter, Table I shows a listing of various plasma lasers, their respective wavelengths, the associated $n_{e,\text{max}}$, the experimental value of $n_e$ reported for each laser, and the upper-laser-level density, $n_{\text{UL}}$. It can be seen that the measured or estimated volume of $n_e$ is at or near $n_{e,\text{max}}$ for most plasma lasers. The only exceptions are the very low plasma density, low-input-power helium-neon and helium-cadmium lasers, which operate in a unique low-current regime as compared to most plasma lasers, and the carbon soft-x-ray laser which is produced in such a way that $n_{e,\text{max}}$ cannot be reached.
### Table I

<table>
<thead>
<tr>
<th>Laser Type</th>
<th>Laser Wavelength (angstroms)</th>
<th>$n_e^{\text{max}}$ (cm$^{-3}$)</th>
<th>$n_e$ (cm$^{-3}$)</th>
<th>$N_{\text{ULL}}$ (cm$^{-3}$)</th>
<th>$N_{\text{ULL}}/n_e^{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb</td>
<td>7229</td>
<td>$8 \times 10^{13}$</td>
<td>$1 \times 10^{14}$</td>
<td>$7 \times 10^{12}$</td>
<td>0.09</td>
</tr>
<tr>
<td>He-Ne</td>
<td>6328</td>
<td>$9 \times 10^{13}$</td>
<td>$1 \times 10^{11}$</td>
<td>$8 \times 10^{9}$</td>
<td>0.00009</td>
</tr>
<tr>
<td>Cu</td>
<td>5105</td>
<td>$1 \times 10^{14}$</td>
<td>$1 \times 10^{14}$</td>
<td>$9 \times 10^{11}$</td>
<td>0.009</td>
</tr>
<tr>
<td>Ar$^+$</td>
<td>4880</td>
<td>$1 \times 10^{14}$</td>
<td>$2 \times 10^{14}$</td>
<td>$2 \times 10^{9}$</td>
<td>0.00002</td>
</tr>
<tr>
<td>He-C</td>
<td>4416</td>
<td>$1.3 \times 10^{14}$</td>
<td>$1 \times 10^{12}$</td>
<td>$4 \times 10^{11}$</td>
<td>0.003</td>
</tr>
<tr>
<td>Ar$^{++}$</td>
<td>3360</td>
<td>$2 \times 10^{14}$</td>
<td>$1 \times 10^{14}$</td>
<td>$2 \times 10^{9}$</td>
<td>0.00005</td>
</tr>
<tr>
<td>KrF</td>
<td>2480</td>
<td>$1 \times 10^{15}$</td>
<td>$8 \times 10^{14}$</td>
<td>$1 \times 10^{14}$</td>
<td>0.1</td>
</tr>
<tr>
<td>Xe</td>
<td>1089</td>
<td>$5 \times 10^{16}$</td>
<td>$2 \times 10^{16}$</td>
<td>$2 \times 10^{13}$</td>
<td>0.0004</td>
</tr>
<tr>
<td>Se$^{24++}$</td>
<td>206</td>
<td>$9 \times 10^{19}$</td>
<td>$2 \times 10^{20}$</td>
<td>$7 \times 10^{15}$</td>
<td>0.00008</td>
</tr>
<tr>
<td>C$^5+$</td>
<td>182</td>
<td>$1 \times 10^{20}$</td>
<td>$5 \times 10^{18}$</td>
<td>$3 \times 10^{15}$</td>
<td>0.00003</td>
</tr>
</tbody>
</table>

Since most plasma lasers involve ionic laser levels, the maximum $N_{\text{ULL}}$ would be equal to $n_e^{\text{max}}$ divided by the charge state $X$ of the laser species. Thus, the maximum possible ratio of $N_{\text{ULL}}/n_e^{\text{max}}$ is of the order of unity or slightly less, depending upon the ionization stage $Z$ of the laser state.

Since electron densities are at or near $n_e^{\text{max}}$ for most well-known lasers, it can be expected that increasing the pumping power, which directly increases the electron density, will not produce an increase in the laser output. If $n_e$ is increased above $n_e^{\text{max}}$, $N_{\text{ULL}}$ will not increase because electron collisions will either maintain or reduce that density, thereby decreasing the efficiency of the laser.

#### Increased Efficiency

The only way to increase the efficiency of lasers is to increase the ratio of $N_{\text{ULL}}/n_e^{\text{max}}$. From Table I, it can be seen that lasers such as the Ar$^+$, the Ar$^{++}$, and the Se$^{24+}$ lasers have the lowest ratios of $N_{\text{ULL}}/n_e^{\text{max}}$, whereas excimer lasers have one of the highest ratios. The low ratios result from the excitation mechanism of direct electron collisions. Because electron collisions are not particularly selective, they tend to excite a wide range of levels equally and thus dilute their effectiveness. A survey of electron collisionally-excited levels has shown that $N_{\text{ULL}}/n_e^{\text{max}}$ is typically $10^{-5}$ which is similar to the values for Ar$^+$ and Se$^{24+}$ shown in Table I. How can we be more selective?

An increase in $N_{\text{ULL}}/n_e^{\text{max}}$ can be achieved by the following processes: (1) using ground state or metastable excited ions that are efficiently and selectively produced in large quantities during electron excitation (particularly as a result of their serving as a reservoir to collect all of the decaying excited states), or (2) by using photoionization processes that can more selectively excite a specific excited ion level than can electron excitation.
Recombination Lasers

Ground state ions have been used effectively to make lasers by a number of processes including electron-ion recombination, molecular formation (such as excimers), and by charge transfer. In effect, these are all recombination processes since the donor ion reduces its charge state or recombines. Perhaps the best example of using ions in a recombination process is the class of lasers known as excimer lasers. The word excimer results from "excited state dimer" and the excitation process involves first the production of noble gas ions in the discharge and then their "recombination" with a halogen donor to produce an excited state dimer. The effectiveness of such a process can be seen in Table I where the KrF laser has the highest ratio of \( \frac{N_{\text{ult}}}{n_{\text{max}}^e} \) (0.1). It should be recognized that these lasers are extremely effective in converting each ion created in the excitation process into a lasing species.

Atomic recombination lasers offer the same potential for efficiency that excimer "recombination" lasers offer in that the recombination process (known as collisional recombination) can "funnel" each recombining ion to a specific upper-laser-level by electron collisional de-excitation. Such a specific upper-laser-level is determined by its being one of the lowest lying levels above a large energy gap between levels. Bound electrons are thus moved to that level where they accumulate to a large enough population to produce laser action. Such lasers have the potential of having every recombining ion pass through the upper-laser-level and thereby contribute to the laser flux. Perhaps the best known short wavelength laser using this process is the 182 Å carbon soft-x-ray laser. Other lasers at longer wavelengths using this process are described in references 7 and 8. None of these has yet achieved the potential high-efficiency that such lasers are, in principle, capable of.

There are also many lasers operating by charge exchange types of recombination processes. One example of this is the helium-selenium laser described in reference 9. Also lasers operating in the ultraviolet via this process are discussed in reference 10 but again, none of these has as yet achieved notable efficiencies.

Photoionization-Pumped Lasers

Electrons can also be used to generate efficient broad-band sources such as laser-produced plasmas. Such soft-x-ray sources can then be used to pump photoionization lasers. Photoionization lasers were first proposed in 1967, but were not successfully demonstrated until 1983, when two transitions in Cd vapor were excited in this fashion. A number of other lasers have since been demonstrated including two short-wavelength transitions in Xe and Cs vapor. In the cadmium laser, the ratio \( \frac{N_{\text{ult}}}{n_{\text{max}}^e} \) is 0.6, one of the highest ever achieved for an ion laser, thus indicating the potential efficiency of this type of process.

Such lasers are the gaseous analogy of the flashlamp-pumped solid state lasers such as the neodymium and ruby lasers. Photoionization cross sections to specific levels have a very broad energy range and thus very broadband sources can be used for selective pumping to specific levels. The wavelength range for excitation is typically in the HUV or soft-x-ray spectrum, an area where there has been little effort in broadband source development.

Conclusions

Greater efforts should be made in the development of recombination-pumped lasers, including molecular ion recombination, atomic ion recombination and charge transfer processes. Also, further investigation of photoionization-pumped lasers are needed, with particular emphasis at the stage on the development of efficient broad-band soft-x-ray sources as pumping sources. If such efforts are made, we will achieve more efficient lasers with higher output energies over a broad spectral range from the infrared to the soft-x-ray region.
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PULSED-POWER DRIVEN X-RAY LASERS: FANTASY OR REALITY?
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Abstract

All existing laboratory x-ray lasers utilize as a gain medium a linear plasma created by a line-focused high power Nd:glass or CO₂ laser. In this paper we assess the prospects of creating an x-ray laser by employing pulsed electrical discharges as the energy source for the plasma gain medium. Progress toward achieving a pulsed-power driven soft x-ray laser via electron pumping and/or photoexcitation is reviewed. Advantages and disadvantages of pulsed-power drivers compared to laser drivers are discussed. At present, resonant photoexcitation appears to be the most promising candidate for early success as a pulsed-power x-ray laser. Recent progress at the Naval Research Laboratory, Physics International Corporation, and Sandia National Laboratories (discussed in detail elsewhere in these proceedings) has brought the realization of such an x-ray laser within reach.

1. Introduction

During the 1980s x-ray lasers moved from the realm of theoretical calculations and proposed inversion schemes to reality in the laboratory. Present x-ray lasers consist in part of a plasma amplifying medium, created by a line-focused high power optical or infrared laser. Lasing occurs either via pure amplified spontaneous emission or, in some cases, with the assistance of amplification using multilayer mirrors. Population inversions in the plasma are set up by either electron collisional excitation or recombination, or a combination of the two, depending on the chosen element and ionization stage. Schemes thus far successfully demonstrated are: collisional excitation and/or recombination in neonlike and nickel-like ions, and recombination in hydrogenic and lithiumlike ions. Wavelengths at which gain has been demonstrated in these devices range from about 45 to 300 Å, with the shortest wavelength now attributable to recent success with nickel-like tantalum at Lawrence Livermore National Laboratory. Pulsewidths for the laser lines range from 170 ps for neonlike selenium to 4 ns for recombining lithiumlike aluminum, to 10-30 ns for magnetically confined recombining hydrogenic carbon. Total energies in the soft x-ray laser lines have been measured at 3 μJ for neonlike Ge, 0.5 mJ for neonlike Se, and 1-3 mJ for hydrogenic carbon.

For virtually any application envisioned for x-ray lasers, the more coherent x-ray photons available, the better. This is especially true for holography. Also, it is easier to utilize a cavity if the x-ray laser pulse is at least several nanoseconds to allow photon transits between the mirror(s) and the gain medium. These considerations, as well as others discussed below, motivate a search for x-ray laser drivers other than high power optical or infrared lasers.

2. Potential Advantages of a Pulsed-Power Driver

Laser-driven x-ray laser research, as noted above, has met with considerable success in the 1980s. However, the potential advantages of a pulsed-power driver are considerable and strongly indicate that the goal of a pulsed-power driven x-ray laser is well worth pursuing. Many of these advantages are also relevant to the inertial confinement fusion (ICF) effort. An excellent source of comparative data for large lasers and pulsed-power devices is the 1986 ICF review conducted by the National Academy of Sciences (NAS) (Ref. 14). Pulsed-power is currently superior to large laser drivers in three significant areas: cost, available energy on target, and wall-plug efficiency.

In Ref. 14, the cost of drivers is expressed in dollars per joule of installed capacity. The largest ICF-class laser now in existence, the NOVA device at Lawrence Livermore National Laboratory, can deliver ~100 kJ on target with the 10 beam configuration at 1.06 μm. However, the 2-beam line focused x-ray laser target chamber, perhaps the finest such facility anywhere, can deliver 5.6 kJ to a linear target at 0.53 μm. According to Ref. 14, the cost of NOVA was $200 million or $2000/J. By contrast, the pulsed-power PBFA-II light-ion-fusion accelerator at Sandia National Laboratory can potentially deliver 1-2 MJ to target at an installed cost of $30/J. The estimated wall-plug efficiency (20%) is typical of a modern pulsed-power generator. By contrast, the overall efficiencies of high power, short-pulsed laser drivers range from around 1% for Nd:glass to 5% and 8% for CO₂ and KrF lasers, respectively. Therefore, in terms of cost, energy on target, and efficiency, pulsed-power currently possesses clear advantages over lasers.

If x-ray lasers are to come into common use in research and industry, it is clear that substantial reduction in their overall size must occur. Recent advances in inductive energy storage technology at the Naval Research Laboratory provide a realistic basis for reduction in the physical volume of pulsed-power generators by as much as two orders of magnitude. In summary, a pulsed-power driven x-ray laser offers the potential for significant reductions in size as well as cost. Together with greater efficiency and deliverable energy, these advantages continue to provide motivation for maintaining a strong effort to achieve gain at soft x-ray wavelengths using a pulsed-power device.
3. Potential Disadvantages of a Pulsed-Power Driver

The fact that only high power lasers have succeeded to date in creating extractable gain in plasma may be partially indicative of the greater resources which have been devoted to such experiments. However, it is also clear that lasers are currently better suited to precisely tailor the desired characteristics of an amplifying plasma. Z pinch plasmas have long been plagued by kink and sausage instabilities which can prevent establishment of sufficient linear uniform gain length. Inhomogeneities may result in unacceptable refraction of the soft x-ray beam. In Z pinch plasmas created by supersonic nozzles which puff gas into the diode, residual cold gas may absorb the soft x-rays before they reach the diagnostic instruments. The above difficulties do not occur with laser-produced plasmas.

Another potentially troublesome aspect of the pulsed-power driver is that the characteristic time scale for rise and persistence of current is at least ten nanoseconds. This is reflected in similar plasma lifetimes. Therefore, recombination laser schemes which demand cooling on a subnanosecond time scale would be difficult to implement on pulsed-power machines. Since the current cannot be reduced so rapidly some other cooling technique, perhaps stagnation onto a capillary as investigated by Krishnan, Nash, and Lepell[17], might be required, complicating the experiment.

Photopumped x-ray lasers, which have not yet been realized either by laser drivers or pulsed-power generators, are discussed below as one of the most promising areas for pulsed-power research. However, to optimize the "flashlamp" pump power at the laser, the pumped and pumping plasmas should be located in close proximity. The presence of large currents and fields, combined with the need for a return current configuration, leads to difficulties in such close placement of two different plasmas. However, significant progress has recently occurred in this regard as the Sandia group has succeeded in reducing the separation to 2 cm[18].

In summary several possible barriers to the achievement of a pulsed-power driven x-ray laser exist and must be overcome if such a device is to be realized. We now turn from these general considerations to a specific discussion of approaches to a pulsed-power x-ray laser and their current experimental status.

4. Approaches to a Pulsed-Power Driven X-Ray Laser

4.1 Neonlike Krypton Gas-Puff Z Pinch

Highly charged neonlike ions, where 3p-3s population inversions result naturally from the rapid decay of 3s levels to the $2^6S_0$ ground state and the population of 3p levels by collisional excitation and recombination, have proven to be very robust sources of soft x-ray amplification. At present, 11 neonlike ions ranging in atomic number from 28 to 47 have exhibited gain in the laboratory. The neonlike selenium (Z=34) laser was the first to be demonstrated[19,20] and is the most intensively investigated to date[21]. Krypton (Z=36) is an excellent source for gas-puff Z pinches and its neonlike stage could certainly produce 3p-3s population inversions with plasma conditions similar to that required for its neighbor in the periodic table, selenium. Electron densities of $3\times10^{20}$ - $10^{21} cm^{-3}$ and temperatures of 0.6 - 1.2 keV in a uniform linear plasma would produce gain on 3p-3s lines in the 150 - 200 Å spectral region. Detailed one-dimensional radiation hydrodynamic modeling of a krypton double-puff Z pinch suggests such gain would persist for a few ns.

A series of experiments was undertaken at Physics International Corporation by M. Krishnan and colleagues in an effort to demonstrate laser action in a neonlike krypton gas-puff Z pinch. The "Double-Eagle" generator, supplying currents of ~3 MA with a 90 ns risetime, was employed in a standard single-puff configuration as well as in a design using a double-puff -- an outer puff stagnating on an inner krypton jet in an effort to provide stability and improve the plasma's morphology. The outer-inner puff configuration did indeed result in a more suitable plasma. On one shot, the plasma remained quite linear for ~5 ns for a 1.5 cm length. X-ray spectra revealed the presence of both neonlike and fluorinelike Kr. However, pinhole images revealed some degree of nonuniformity within this linear plasma. On no shot could the expected 3p-3s laser lines be positively identified and demonstrated to be amplified. Krishnan and Deeney[22] have speculated that one or more of the following deleterious effects may account for this negative result. Cold gas from the puff may have absorbed a significant fraction of the gain lines' energy. On time-integrated axial spectra, continuum emission which persists for tens of nanoseconds may have swamped the laser lines which are expected to last a few nanoseconds. Remaining nonuniformities - especially in density - may have caused deleterious refraction of the soft x-rays. Since the x-ray spectra in the 1.5 - 2.0 keV range were very similar to spectra taken of Se at Livermore[21] during actual Se laser shots, it is likely that some gain was indeed achieved in these experiments, even though amplification could not be demonstrated. The negative result brings sharply into focus the difficulties which need to be surmounted in pulsed-power x-ray laser research. By no means can it be concluded that a pulsed-power neonlike x-ray laser is unattainable. For instance, a series of experiments using wires to form the plasma - perhaps copper or zinc (Z = 29, 30) would at least eliminate cold gas absorption and might produce a stable plasma. For the time being, however, most effort is directed toward other schemes as discussed below.

4.2 Photoionization and Recombination Schemes

Hussey and co-workers at Sandia National Laboratories have developed an interesting design[22] for a pulsed-power driven x-ray laser which features a hollow cylindrical target, to generate a neonlike recombination laser pumped by photoionization. The outer layer of the cylinder would contain a fairly low atomic number element such as Al, whose heliumlike resonance line
could photoionize the neonlike lasant (nickel, for example) but not the fluorinelike stage. Such targets can be optimized to produce modest gain for driving currents in the 3.5-5.5 MA range. As explained in Ref. 22 (which should be consulted for full details), the outlook for experimental achievement of gain is guarded because of expected implosion nonuniformities as well as uncertainties in the expansion hydrodynamics of the lasant inside the cylinder.

Krishnan and co-workers have presented some experimental evidence suggestive of recombination-pumped gain in Ne X which was imploded onto an Al-coated on-axis parylene capillary. The capillary may act as a heat sink, promoting cooling and recombination. No conclusive evidence of lasing has since been observed, but the general design is promising and is worthy of continued effort. Ref. 17 should be consulted for details.

4.3 The Sodium-Neon Photoresonant Scheme

One of the most active areas currently under investigation in pulsed-power x-ray laser research is the line-coincidence sodium-neon flashlamp laser. In 1975 Vinygradov and co-workers pointed out that the \( \text{Na X} \) line coincides in wavelength with the \( \text{Ne IX} \) line, within a thermal Doppler width. This scheme was later analyzed in detail. Its essential features are presented in Fig. 1. The intense helium-alpha Na X line pumping a relatively cool (50-100 eV) neon plasma of ion density \( 7 \times 10^{17} \) cm\(^{-3}\) can greatly overload the heliumlike neon \( n=4 \) levels, resulting in population inversions in the 4-3, and possibly 4-2 and 3-2 singlet transitions of Ne IX located near 230 Å, 58 Å, and 82 Å, respectively. The 50-100 eV temperature range for neon promotes most ions into the desired heliumlike stage without collisionally exciting the \( n=2 \) and 3 lower laser levels which would spoil the inversions. The principal requirement for the sodium-bearing plasma is that it generate sufficient power in the pumping transition. In practice this means temperatures of 200-600 eV and electron densities at least \( 10^{20} \) cm\(^{-3}\), preferably higher. Clearly the conditions for the sodium pump and neon lasant are sufficiently different as to require spatially separate plasmas. Before considering the present status of sodium-neon experiments it is appropriate to review its considerable advantages in a pulsed-power configuration.

---

**Fig. 1.** Simplified energy level diagram showing the essential features of the Na/Ne photoresonant system.

One obvious attraction is that instabilities in the pumping sodium plasma are largely irrelevant. As long as sufficient pump power is attained, gain is achievable in the separate, presumably more stable neon lasant. At worst, non-uniform sodium emission would result in spatial variations in the neon gain coefficient -- probably very mild variations since the Na/Ne separation would greatly reduce the radiative flux variations at the neon lasant surface. An additional advantage is that the relatively cool, tenuous neon plasma can be created by much smaller driver currents, or purely by the x-rays emanating from the sodium plasma. As detailed elsewhere in this conference, the Sandia group has recently succeeded in photoionizing neon to the heliumlike stage using x-rays from a sodium-bearing plasma. It is conceivable that a relatively modest laser (\( 10^{11} \) - \( 10^{12} \) W cm\(^{-2}\)) could successfully drive a cryogenic or gas-jet neon target to the appropriate lasant conditions for pumping by the sodium source.

There are additional advantages. Z pinch plasmas have long demonstrated their ability to produce tens of kilojoules of K shell x-rays in the atomic number range in which sodium is located. The lasant may produce amplified soft x-rays for as long as the pump power is sufficient - that is at least 10 ns, which would facilitate cavity operation. Finally, gain length
studies may be accomplished in an efficient, clean, straightforward fashion by deploying lasant targets of various lengths around the pump plasma or shadowing different sections of lasant plasma from the pump.

How much power is required of the Na X 1s⁵ - 1s²p ¹P₁ pump transitions to create gain in the Ne IX 4f-3d singlet transition at 230 Å? (This is the most promising laser line.) Of course, the answer to this critical question depends upon the emitted spectral width of the pump line and the Na/Ne separation, as well as the assumed neon conditions. If it is assumed that opacity broadening widens the sodium line to 4.5 Doppler widths (3x10¹⁴ Hz) and that the neon plasma can be created at nearly optimal conditions (ion density 3x10¹⁸ cm⁻³, temperature 50 eV), Table 1 contains the required pump power as a function of Na/Ne separation for a 2-cm long Na pinch. Of course if the pump line is narrower, the numbers in the table are pessimistic since more of the Na line's energy would be concentrated in the highly absorbing neon line's core. For lower neon densities, the reduction in gain (or required increase in pump power) is nearly linear. For neon ion densities exceeding 2x10¹⁹ cm⁻³, no gain is attainable due to collisional quenching of the population inversion(s).

Table 1. Power in the 11 Å sodium pump line required to produce a gain of 1 cm⁻¹ in the 4f-3d singlet transition of Ne IX, as a function of Na/Ne separation, under plasma conditions described in the text.

<table>
<thead>
<tr>
<th>Na/Ne SEPARATION (cm)</th>
<th>POWER (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.0</td>
<td>255</td>
</tr>
<tr>
<td>4.0</td>
<td>164</td>
</tr>
<tr>
<td>3.0</td>
<td>97</td>
</tr>
<tr>
<td>2.0</td>
<td>47</td>
</tr>
<tr>
<td>1.5</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1 is based upon the detailed calculations described in Ref. 26. For a gain of 1 cm⁻¹, a pump line power of 47 GW is needed at Na/Ne separation of 2 cm; for 5 cm this power increases dramatically to 255 GW. Much of the recent progress in the Na/Ne scheme is the steady increase in the demonstrated pump line power to the point where currently available sources are sufficient for gain at separations ≤ 3 cm. The first step in developing a suitable sodium source for a Z pinch was taken by the Naval Research Laboratory experimental group which has demonstrated 25-30 GW of pump line power reproducibly at the relatively modest current of 1 MA available on NRL’s Gamble-II generator. Note that this approach utilizes a NaF capillary discharge and that roughly half the energy is absorbed by the useless fluorine ions. Full details of this source development are contained in Refs. 28-32. Very recently (Fall 1989) this capillary source was successfully adapted to the Double-Eagle generator at Physics International Corporation, using 3 MA driving currents. Line pump powers of 100-130 GW were reproducibly demonstrated despite the presence of the fluorine. Details are given elsewhere in these proceedings.

Also very recently, Deenev and co-workers at Physics International have successfully extruded, mounted, and fired pure Na wires on the Double Eagle generator. A record pump line power of 150 GW was demonstrated on a single shot, but only 90-100 GW could be consistently produced. Initial difficulties with the sodium wire technology resulted in non-uniformities in the wires which probably account for the large shot-to-shot variations. Future experiments are likely to result in significant improvements. Ref. 33 describes in detail these latest developments using the Double-Eagle generator.

Significant attention has been devoted to the neon lasant and Na/Ne photopumping experiments demonstrating fluorescence have been performed at the Naval Research Laboratory and Sandia National Laboratories. At NRL, one of the return current posts was replaced by the neon plasma pumped by the central sodium-fluorine plasma. Na/Ne separation in this geometry was 5 cm. Photopumping of the neon was confirmed by fluorescence indicated by the enhanced brightness of the pumped 4-1 neon line compared to the 3-1 line. This enhancement (Fig. 2) occurred only when the neon plasma assembled during the period of high power sodium emission, and was not seen when a NaF discharge was replaced with a MgF₂ discharge, nor when no pump plasma at all was present. It is encouraging that fluorescence is detectable in time-integrated x-ray spectra at relatively modest pump powers of 25-30 GW at a fairly large separation of 5 cm. The recent successful fluorescence experiments at Sandia National Laboratories are described elsewhere in these proceedings.
Fig. 2. Ne IX γ(1-4) to β(1-3) line ratio as a function of Na/Ne plasma implosion time difference. Also shown are shots with no pump plasma present and with MgF\textsubscript{2} replacing the NaF plasma. Figure courtesy of Dr. Frank Young of the Naval Research Laboratory.

5. Summary and Current Prospects

Even though all present x-ray amplifiers are driven by high-power optical or infrared lasers, the goal of a pulsed-power driven x-ray laser is well worth pursuing. Pulsed-power generators are advantageous compared to lasers with respect to cost, energy on target, and efficiency. The emergence of inductive storage technology promises significant reductions in physical size as well. Potential obstacles to attainment of a pulsed-power driven x-ray laser include Z pinch instabilities, inherent plasma time scales which are too long for some lasing schemes, possible absorption of the soft x-ray beam by cold matter, and difficulties in situating dual component pump-lasant plasmas in close proximity. Approaches to pulsed-power x-ray lasing which have been pursued include neonlike krypton via gas puff Z-pinches, recombination induced by neon puffs stagnating onto hollow on-axis cylinders, and photon pumping (either photoionization or resonant excitation). Currently, the sodium-neon resonant photoexcitation scheme is being vigorously pursued at the Naval Research Laboratory, Physics International Corporation, and Sandia National Laboratories. At Physics International's Double Eagle 3 MA generator, sodium pump powers have already been achieved (using two different sodium sources) which are adequate for pumping gain in neon at Na/Ne separations ≤ 3 cm. In the relatively near future, improvements to these sources will be implemented which have excellent prospects for increasing this power by a factor of two or more. Pulsed-power driven x-ray lasers, while not yet demonstrated, are now much closer to reality than fantasy.
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LITHIUM-LIKE RECOMBINATION SCHEME FOR X-UV LASERS
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Abstract: Recombination in lithiumlike ions in a rapidly cooling plasma is an attractive way towards X-ray lasers because, at a given lasing wavelength, it requires less pumping energy than most other pumping schemes. In this paper we describe the status of experiments relative to the Li-like scheme, and we discuss the problem of increasing the gain-length product necessary to achieve efficient X-ray lasers.

I - INTRODUCTION

The first proposal by Gudzenko and Shelepin of recombination pumping\(^1\) considered the relaxation of an hydrogen plasma produced by a gas discharge. For lasing at short wavelengths, the recombination scheme in hydrogenlike ions has been extensively studied since 1974 with C\(^5+\) ions in laser-produced plasmas\(^3\). The first evidence of the exponential increasing of a aluminium lithium-like line has been presented in 1981 at the same conference\(^4\). In the case of Li-like ions, the plasma temperature must reach the point where the ionization is such as the plasma contains mainly helium-like ions. So, during expansion and cooling the free electrons recombine with ions leading to Li-like ions in highly excited states. This is the condition for the production of population inversions. The ionization energy of Li-like ions being much less than for H-like ions, the lithium-like scheme requires less laser energy than most other schemes.

Several elements from magnesium to chlorine have proved to give amplification for lines lying between 80 Å and 200 Å. Aluminium has been studied much more extensively than any other element and the results obtained with Li-like aluminium allow to give a good account of what has been achieved till now regarding the lithium-like scheme and of the problems which remain to be solved.

Let us recall the diagram of levels of Li-like ions. Figure 1 shows transitions of interest for soft X-ray amplification. The wavelengths are given for aluminium. In a plasma of intermediate density (10\(^{17}\) to 10\(^{21}\) cm\(^{-3}\)) when the pumping laser turns off, the temperature fastly falls down and three-body recombination populates strongly the upper energy levels of the recombined Li-like ion. Recombination is followed by a radiative-collisional cascade to intermediate levels \(n = 4,5\). At the same time, owing to the low electron temperature, electron-ion collisions from the ground state cannot balance the fast radiative decay of the lower excited levels \((n = 3)\). These processes result in transient population inversions, especially between levels 3d on the one hand and 4f and 5f on the second hand.

\(\text{Figure 1}:\) Simplified energy-level diagram of lithiumlike ions. The wavelengths correspond to aluminium.
Figure 2 gives examples of population inversions calculated in a recently improved plasma model. Electron temperature and density are deduced from a one-dimensional lagrangian code. This last takes account of laser-radiation absorption in underdense plasma corona by inverse Bremsstrahlung, collisional ionization, radiative and collisional recombination, and thermal conduction. Each curve on the figure displays the gain versus the distance to the target at given time. Time interval between the curves is 50 ps. The gain maximum occurs at 400 ps for the 4f line (470 ps for the 5f line) after the maximum of the laser pulse. It is noticeable the gain calculated at 154 Å is one order of magnitude larger than at 105 Å. This is a constant result of calculations which is not systematically verified in experiments. Plasma temperature at the gain maximum is of 45 - 50 eV. The value of gain is very sensitive to this parameter. Temperature reduction by means of an adjustable parameter results in a strong enhancement of the gain. Thus one can expect that increasing of plasma cooling, either by optimizing target shape or with using radiation loss from heavy element, will enhance amplification.

II - AMPLIFICATION IN SHORT PLASMA COLUMNS

Several experiments performed in different laboratories with different techniques have shown that aluminium plasma recombination actually provides gain at the wavelengths of the 5f or 4f lines. In this section we summarize a first set of experiments differing each other in many aspects but having in common the magnitude of the plasma column length used for measuring the gain. In these experiments the plasma length was 1 centimetre or less. We do so because - as we will see in the next section - new problems seem to be addressed from recent experiments when one attempts to increase the plasma length up to several centimetres. These experiments are described in section III.

The first measurements of amplification by Li-like ions have been performed by our group in the first eighties. The neodymium-glass laser (1.06 μ) of GILM at Palaiseau was used with a pulse duration comprised between 0.6 and 25 ns. The laser beam was focused on the target surface by combining either spherical and cylindrical lenses or two crossed cylindrical lenses. The focal-spot size was 0.1 mm x 10 mm, later extended up to 20 mm with the use of two superimposed laser beams. The target used for producing the plasma was a plane sheet of spectroscopically pure metal. Emission from the plasma axis was analyzed using an X-UV spectrometer based on a 1 m radius concave grating of 3600 grooves per mm used at 60° angle of grazing incidence. Time integrated and time resolved spectra could be recorded owing to the use of either a scintillator coupled with an optical multichannel analyser (OMA) or an X-UV streak camera as detectors.

An extensive study of time-integrated emission of aluminium plasma has been made for laser irradiance comprised between $0.6 \times 10^{11}$ and $3 \times 10^{12}$ W/cm². A wavelength band wide of about 10 Å round the position of 3d - 5f transition was recorded by OMA. Strong absorption lines were observed, corresponding to transitions of lower charge ions. Regarding the 3d - 5f transition at 105.7 Å and, to a lower extent, the 3p - 5d one at 103.8 Å they give absorbing lines at very low irradiance, which turn progressively into negative peaks in the plasma absorption background when the irradiance rises above a threshold value of about $3 \times 10^{11}$ W/cm². This behaviour is characteristic of the lithiumlike structure and not only of aluminium. Analogous negative peaks were observed in the absorption spectra of magnesium at 127.85 Å and sulphur at 65.2 Å the wavelengths of the 3d - 5f transition.
Amplification time history has been studied in time-resolved experiments. The X-UV streak camera provided a time resolution about 100 ps. It was connected either with photographic plate or with the OMA. A typical result corresponding to a laser irradiance of 3. 10^12 W/cm^2 and to a pulse duration of 2 ns is presented in figure 3. Time-resolved emission of two aluminium plasma columns, at the wavelength of 3d-5f transition, is shown on the upper part of the figure. The column lengths are respectively 7 and 3 mm. Let us notice that the time of maximum intensity is delayed with the column lengthening. The lower part of the figure shows the time evolution of gain, deduced at each time from the above intensities. The plasma is at first optically thick, and then it goes continuously from absorption to amplification; gain is decreasing again at the end of plasma recombination, when density has fallen. The maximum of gain is near 2 cm^-1. It occurs about 5 ns after the top of the laser pulse.

![Figure 3: Time-resolved gain measurement at 105.7 A in Li-like aluminium. On the left: time variation of radiation emitted by plasma columns of lengths 3 mm and 7 mm. On the right: gain deduced from these intensities. Target: 0.2 μm of Al on a graphite plate. Laser wavelength 1.06 μm, pulse duration 2.0 ns, irradiance 3. 10^12 W/cm^2.](image)

The transition 3d - 4f is theoretically a better candidate than the 3d - 5f one for amplification: its radiative decay probability is about 3 times larger, and populations deduced from simulations are almost the same for both levels 4f and 5f. Evidence of amplification due to transition 3d - 4f has been found in time-resolved experiments but, in our experiments the gain value is not found significantly higher than for 3d-5f.

Since a few years, a number of X-ray laser experiments using the Li-like scheme have been carried out in various laboratories. Experimental parameters are very different from one experiment to another one, what does not permit close comparisons of gain values, but all experiments have shown evidence of gain involving one or both 3d - 4(5)f transitions.

The recombination scheme is studied at Princeton with particular characteristics of plasma column production including the possibility of magnetic confinement. Heavy impurities may be introduced to radiatively increase the cooling. Owing to the use of a CO^2 pump laser, the plasma heating arises in a zone of electron density 10^19 cm^-3, instead of 10^21 cm^-3, with a Nd-glass laser. Then, population inversions take place in a region of lower density they have a longer duration (owing to the magnetic confinement) than with other devices. The amplification in Li-like magnesium, aluminium and silicon has been studied in this confined plasma column. Time-integrated plasma emission was recorded along both axial and transverse directions, the axial spectrometer being placed at two different transverse positions corresponding to gain and non-gain regions. GxL values about 1.5 at 187.2 Å in Mg X, at 129 Å in Si XII and 3 at 154.7 Å in Al XI have been reported. The 3d -5f transitions were not observed. That might be related to the low initial density of the plasma.

Amplification for 3d - 5f transitions has been observed in other experiments realized with frequency doubling and tripling of Nd-glass radiation. The Osaka group chose to study, in the same experiment, amplifications from H-like carbon and oxygen and Li-like aluminium by using targets made of 600 A-thick foils of formvar coated with 200 A of aluminium. A 100 J-150 ps-laser beam at λ = 0.53 μ was focussed to a linear spot of 0.035 mm width and 15 mm length, which gives an irradiance of 1.3x10^14 W/cm^2. Time integrated spectra covering the wavelength region of 100-300 Å exhibited amplification for the 3d - 5f and 3p - 5d transitions of Li-like aluminium, with gain coefficients of 1.5 cm^-1 and 1 cm^-1 respectively. Surprisingly, amplifications occurred only when the laser irradiated the formvar surface opposite to the aluminium, and not when the aluminium was directly irradiated. No amplification was detected at the wavelength of the 3d - 4f line.

In a similar experiment performed at Rochester by Moreno et al., amplifications were detected for 3 - 4 as well as for 3 - 5 transitions. The wavelength of the pump laser was shorter and the laser pulse has a longer duration (650 ps) than in the former experiment, but the irradiance on the target surface was analogous. Targets consisted of 5000 Å layer of aluminium and a 100 Å layer of gold on a 10 μ thick mylar backing. They were irradiated on both sides. Gold was included in targets in order to enhance the plasma cooling, but it did not have significant effect on aluminium-line intensities. Amplifications were deduced from time-integrated spectra with high-spectral resolution. Figure 4 shows a large increase of the amplifying lines from 3 mm- to 6 mm-long plasma columns. Gain values of 4.5 cm^-1 and 3.5 cm^-1 were found.
respectively for the 3d - 4f and 3d - 5f transitions. They are the largest experimental values measured up to now. However, the plasma-column length was short and the GxL values, 2.7 and 2.1, are of the same order as in other experiments.

Pumping by recombination in H-like systems, based on short-laser pulses and fibre targets is under investigation since years at Rutherford Appleton Laboratory 19. A collaborative work has been undertaken between the British group and our own in order to test the Li-like scheme in the same experimental conditions 20. Targets were 7 µ diameter and 7 to 12 mm-long carbon fibres coated by 3500 Å of aluminium. They were irradiated by two or four frequency-doubled beams of the VULCAN laser, which delivered 15 J per beam in 120 ps. The size of the focussing spot for each beam was 0.03 mm x 7 mm, which corresponds to an irradiance of 6.10^12 W/cm². The X-UV emission of the plasma was detected by two time-resolving spectrometers, one along column axis and the other one in the transverse direction. The transverse spectra exhibited intense resonance lines 2s - 3p and 2p - 3d, but 3d - 5f and 3p - 5d are barely discernible and their transverse intensities could not be measured. The exponential increase of 3d - 4f and 3d - 5f line intensities, given by the on-axis spectrometer at the time of peak gain for each transition, is shown in figure 5. It shows gain coefficients of 2.6 cm⁻¹ and 1.6 cm⁻¹, respectively for the 3d - 4f and 3d - 5f transitions. The corresponding GxL values are 3.1 and 1.9.

Let us still point out the result recently reported by Zhizhan et al. noting gain of 3.1 cm⁻¹ at 105.7 Å in aluminium 21. In this work amplification is also observed at 88.9 Å in Li-like silicon.

A last experiment differs from the others by the very low target irradiance used for producing the plasma (2. 10¹¹ W/cm²) from a Nd-glass laser (1.06 µ) with a long pulse (5 ns) 22. A large increase of line intensities against the plasma column length is reported in this work. For the 3d - 4f and 3d - 5f transitions, this increase fits gain coefficients of 4.5 cm⁻¹ and 3.4 cm⁻¹ what corresponds to GxL products as high as 5.4 and 4.1. This result has given rise to some surprise. However, at the Conference Laser's 81 we reported the first evidence of non-linear intensity increasing at λ = 105.7 Å in aluminium, obtained for an irradiance of 3.5x10¹¹ W/cm² and a 20 ns-laser pulse. A gain coefficient between 0.5 cm⁻¹ and 2 cm⁻¹ was deduced from line intensity measurements, this large uncertainty coming from the detector calibration 23. In a further work (ref. 7 above) we studied the threshold of population inversion emergence in aluminium in using 3.5 ns-pulses 24. We found it to be near 2x10¹¹W/cm², that is the value of Hara's experiment. But, near this threshold, the gain was very weak, (i.e. gain coefficient ≤0.01 cm⁻¹). On the other hand, computational
simulations never revealed us a possible large gain in similar conditions. Thus although our previous works are in agreement with the production of gain in the condition of Hara's experiment, the large values reported in this work remain to be explained. It seems unlikely that a 2-D effect in plasma expansion will suffice to clear completely the point.

As a conclusion, disregarding now some differences between experiments - like the fact that gain is either for only one or for both 4f- and 5f- lines - one can deduce from the above results that, at laser irradiance from $10^{12}$ W/cm$^2$ to $10^{14}$ cm$^2$, plasma lines of length around 1 cm provide gain coefficients between 1 cm$^{-1}$ and 4 cm$^{-1}$.

III - AMPLIFICATION IN LONG PLASMA COLUMNS

All the results summarized in the previous section make up a first stage of the research about the lithium-like scheme. It is obvious that they are not sufficient to carry out real X-ray lasers. The goal to be reached is to put the gain-length product at a value of 10 or 15, when it is only about 2 or 3 in the previous experiments. This requires new experiments in which the length of the plasma line is significantly increased, either directly or by using multipass devices made with multilayers mirrors.

We recently carried out preliminary experiments with a 6 cm-long plasma column. Five of the six beams of the Nd-glass laser of LULI at Palaiseau were used to produce the plasma. They were located in a plane perpendicular to the column axis on one and the same side of the target. After focusing by cylindrical lenses of focal length 450 mm, the five beams were superposed on a rectangular spot of 0.2 mm x 64 mm. The target was 60 mm wide in order to avoid cold plasma at the ends of the column. The energy of each beam was about 100 J with a pulse duration of 2 ns. So the irradiance was of $2 \times 10^{12}$ W/cm$^2$ on the target surface.

The grazing incidence spectrometer used the Wadsworth circle (with radius equal to the fourth part of the radius of curvature of the concave grating) instead of the classical Rowland circle (half radius of curvature). This configuration has been chosen because it privileges the analysis of radiation having a strong directivity with respect to isotropic emission. An optical multichannel analyser was used as a detector. An analyser of beam divergence could be inserted between the plasma column and the spectrometer. It enabled to record, in a single shot, several spectra emitted along the column axis and along oblique directions. A multilayers tungsten/carbon mirror, with a 5% synchrotron-radiation-controlled reflectivity, was set perpendicularly to the axis, at the end opposite to the detector. So 3d - 5f amplification was determined by comparison of single- and double-pass intensities.

To reduce the radiative trapping, the target was a 1000 Å layer of aluminium coating the surface of a massive plate made either of a polymer free of aluminium or of graphite. Experiments have shown amplification effectively to occur, the increasing of intensity from single- to double-pass case being of 1.7 (figure 6). This corresponds to a GxL value of 3, i.e. the gain coefficient was not larger than 0.5 cm$^{-1}$. As regards the "effective" GxL value, which takes the double-pass into account, it was of 4.
Although this value is large enough to conceive an X-ray laser using for instance a six-pass cavity, it is of importance to understand why the gain-coefficient comes to such small values in the case of long plasma columns. The fact that we have observed so far in all attempts we made to increase the plasma length, in the present case, radiation trapping must likely be ruled out because, with thin layer targets, the 2p-3d emission near the target surface cannot be strong. Moreover, the refraction of the amplified beam is negligible because the plasma density in the active region, as well as the density gradient in the direction perpendicular to the axis, are very small having regard to the value of the wavelength of the amplified line. Therefore we must turn to new considerations regarding the production of the plasma column.
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**Figure 7**: Calculation of gain versus target distance for the 154.7 Å line of Li-like aluminium. Laser wavelength: 1.06 \( \mu \)m, pulse duration: 0.6 ns, irradiance 2 \times 10^{12} \text{ W/cm}^2. Curves are plotted at fixed time, i.e. 2 ns (upper curves) or 3.1 ns (lower curves) after laser pulse maximum.

We must keep in mind for instance that, in all gain measurement procedures, one assumes the plasma to be homogeneous in temperature and density along the column axis. Now the distribution of energy may be far from constant from a point to another through the laser beam section and one is founded to wonder about the effects of inhomogeneities on the gain coefficient. Gain calculations in aluminium illustrated by figure 7 are intended to give a preliminary and yet suggestive response to this question. The figure displays the gain for the 3d-4f transition as a function of target distance, in a plasma produced by a 600 ps laser pulse, for three different irradiances (2 \times 10^{12}, 4 \times 10^{12}, and 2 \times 10^{13} \text{ W/cm}^2). Results are given at two fixed times, i.e. 2 ns and 3.1 ns after laser pulse maximum. Let us consider now a plasma column produced by an inhomogeneous beam such as regions of low, middle and high irradiance are distributed along the focal spot. It appears from figure 7 the low irradiance region to give a large amplification at 2 ns, even when the high irradiance region, being still strongly absorbing, reduces or destroys the gain. This region becomes amplifying later and at larger distance from the target. From figure 7 we see this to occur at a time where the gain of the low irradiance region is already well reduced. The middle irradiance region has an intermediate behaviour. It is clear that the plasma column will provide much less amplification than if it was an homogeneous one. The point which is emphasized by this calculation is laser-beam inhomogeneities to disynchronize the gain production along the plasma column and consequently to reduce the total gain. It has been often assumed that plasma inhomogeneities are quickly smoothed by electron-ion collisions. Nevertheless very few 2D-simulations are presently available to support this statement especially during plasma recombination.

Now it has been shown laser-beam inhomogeneity to actually produce long-scale plasma irregularities of such a type that they could result in a reduction of gain when plasma length increases \(^{28}\). In the case the LULI laser a complete mapping of the plasma is still missing but an image of a small part of the column has also revealed the presence of strong irregularities. This is shown in figure 8. Therefore the long-scale plasma inhomogeneity increasing is a good candidate for being the cause of the gain coefficient decreasing which is observed when the plasma column is lengthened above 1 or 2 cm.
Figure 8: Pindhole image for 500 ev radiation of a small part (1.25 mm) of the plasma line produced in an experiment performed at LULI. Strong irregularities are visible.

IV - CONCLUSION

The recombination scheme in lithium-like ions has proved to give gain at the wavelengths of 4f and 5f lines. It is an attractive way to an X-ray laser. Gain coefficients are very sensitive to details of experimental techniques which cannot be included in theoretical simulations. It is very likely that making the plasma cooling faster, either by adding heavy elements or by a suitable target design, will increase the gain. However large gain-length products are not yet achieved although attempts have been made with long plasma lines. Target parameters and target composition must be optimized. A reasonable uniformity (20%-30%) of the plasma along its axis turns out to be a major requirement of future experiments.

This work has been supported by DRET under contract 88-236.
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SODIUM Z-PINCHES FOR X-RAY LASER RESEARCH ON THE 6-TW DOUBLE-EAGLE GENERATOR
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Abstract

The sodium-neon photopumped X-ray laser scheme is under investigation at Physics International on the DNA/Double-EAGLE generator. A series of z-pinch implosion experiments, using a NaF capillary source as well as an extruded, pure Na wire, was performed to produce bright line emission from the 1s²-1s2p resonance line of NaX. A peak power in this line of 150 GW and a peak total line yield of 8 kJ were measured.

Introduction

The sodium-neon photopumped X-ray laser scheme uses the Na X 1s²-1s2p 1P line (He-α) at 11.0027 Å to resonantly photo-excite the Ne IX 1s²-1s4p 1P line, at 11.0003 Å. This excitation can result in inversions in the 4-3, 4-2 and 3-2 lines. Predictions of the gain in the 4f-3d line, at 230 Å, give 2 cm⁻¹ when the sodium and neon plasmas are 2 cm apart and the sodium plasma radiates 100 GW in the He-α pump line. These gain estimates assume an optimum neon ion density of 5x10¹⁸ cm⁻³ and electron temperature of 50-100 eV. At Physics International (PI), the sodium-neon scheme is investigated using pulsed power driven Z-pinchess to produce both the lasant and pump plasmas. A high power, 3-6-TW, high current, 2.5-4 MA waterline pulsed power generator is used to implode a sodium bearing load to produce the pump line, and a low-current, 100-400-kA capacitor bank is used to pinch a neon gas jet to produce the lasant plasma.

This approach of using two separate sources allows them to be independently optimized. In addition, in this geometry, length scaling studies to show exponential growth on-axis can be performed by shielding the neon lasant, effectively pumping different lengths of the lasant plasma. Ideally, for a successful experiment, the sodium pump plasma should radiate greater than 100 GW for longer than 10 ns. The long pulse length would allow for use of a multi-pass cavity. Moreover, the neon lasant plasma should be uniform over a 2 to 3 cm length, with the desired density and temperature for a time greater than the pump pulse width for maximum efficiency.

The sodium-neon X-ray laser scheme has been investigated on various pulsed power generators. A sodium-fluoride (NaF) capillary source has been tested on the 1-TW, 1.2-MA Gamble II generator at Naval Research Laboratory, and these experiments gave 25 GW in the He-α line. When one of the return rods in these experiments was replaced by a neon gas puff pinch, evidence of fluorescence was obtained. Subsequent experiments with a sodium-chloride (NaCl) discharge source on the 3-TW, 2.5-MA PITHON generator were aimed at increasing the sodium pump line power. In fact, the best pump power achieved was 65 GW, and it was concluded that to further improve the pump power would require (1) a better defined source than the NaCl discharge, (2) higher currents, and (3) the use of a pure sodium plasma. To achieve this, implosions have been performed on the 6-TW, 3.4-MA Double-EAGLE machine. Double-EAGLE produces higher radiation yields and powers. Indeed, recent radius scaling experiments on Double-EAGLE achieved 40 kJ, 1 TW of 1 keV radiation from nickel wire array implosions. The results at the higher current levels, using a characterized NaF capillary source and sodium wire arrays, are presented in this paper.

The Sodium Fluoride Capillary Z-Pinch

The NaF capillary source fielded on Double-EAGLE is similar to that described by Welch et al., except that it is driven by a more energetic capacitor bank. The larger discharge current increases the mass flow from the capillary and thus enables efficient coupling to the higher current generator. The capillary was mounted on Double-EAGLE as depicted in Figure 1; it was fired from the anode (ground) into the transparent cathode. The cathode was a 4-cm-diameter, hollow stainless steel cylinder with a 25-μm tin-coated-copper-wire mesh wound on the open face. The mesh acted as the current path. In order to vary the parameters of the NaF-bearing plasma injected into the 3-cm anode-cathode gap, the delay between triggering the capillary and triggering Double-EAGLE could be adjusted, and the diameter of the graphite nozzle placed downstream of the capillary could be altered. During these experiments, the delay was scanned from 3 to 11 μs and 1.0-, 1.5- and 2.0-cm-diameter nozzles were tested.

Various spectroscopic X-ray diagnostics, described by Nash et al., were mounted to study the radiation properties of the plasma and hence, determine the temperatures and densities. The sodium (and fluorine) K-shell X-ray emissions were measured with a 4-cm curved Mica crystal spectrometer with gated microchannel plates and a space-resolved 4-cm curved Mica crystal spectrometer. X-ray diodes and

* Present Address: Science Research Laboratory, Suite 100, 1150 Baliena Boulevard, Alameda, CA 94501.
calorimeters, filtered with 2-μm Kimfol plus 1.8-μm aluminum, gave measurements of the total K-shell yields and emission powers. Importantly, a copper cathode X-ray diode filtered by 2-μm germanium was used to measure the power emitted in the sodium He-α line, as proposed by F. C. Young et al. Finally, a time-resolved dual pinhole, dual filter X-ray camera was used to give information on the K-shell-emitting and L-shell-emitting X-ray regions. The filters were 2-μm aluminized Kimfol and 8-μm Kimfol plus 1.8-μm aluminum. The latter only transmits >1 keV X-rays.

Examples of the measured X-ray emissions and K-shell spectra are shown in Figures 2(a) and 2(b). The current from Double-EAGLE is shown, in Figure 2(a), along with the measured K-shell and He-α emission powers for Shot 2072. This shot was performed with a 1.5-cm diameter graphite nozzle, and Double-EAGLE was triggered 5.5 μs after the capillary driver bank. Shot 2072 was the highest power shot and 130 GW, 3.4 kJ was measured in the He-α line. The total K-shell yield was 14 kJ, and the peak K-shell emission power was 540 GW. The lower figure, 2(b), is a photograph of the space-resolved crystal spectra obtained on Shot 2072. The electrode orientation and axial scale are shown on the right hand side of the figure. In addition, below the photograph, the emission lines in the sodium and fluorine are indicated, as is the wavelength position of the L-edge of the germanium filter with transmits the Na He-α line but absorbs the Na Ly-α line. Notice that the spectrum is dominated by these two lines, with the Ly-α being the most intense. Taking a densitometer scan (not shown) of the spectrum and correcting for the filter transmissions, then the ratio of Ly-α to He-α is 2.45. Assuming that the measured 3.4 kJ is correct for the Na He-α line, this gives 8.4 kJ in the Na Ly-α line and a corresponding total radiated yield in these two lines of 11.8 kJ. This is consistent with the estimated total K-shell yield of 14 kJ.
Sodium Wire Array Experiments

Pure sodium wire array sources\textsuperscript{12} have been developed at Physics International. These wire arrays are extruded in-situ while Double-EAGLE is at vacuum prior to a shot. The wire arrays were composed of 6 or 12 wires arranged equi-spaced on a diameter that varied from 9 to 12 mm. The thickness of the individual wires was adjusted by using different pinhole sizes on the extruder. Seventy-five to 150-μm-thick wires were tested.

Figure 3 shows the measured He-α power and K-shell power along with the Double-EAGLE current, for Shot 2098, which was a 12-mm diameter array having six, 150-μm diameter wires. The Na He-α power and yield were 153 GW and 8 kJ respectively. These were the highest power and yield with the sodium wires. The kimfol/aluminium filtered X-ray diode measured a K-shell yield of 31 kJ. A photograph of the space-resolved crystal spectrum for Shot 2098 is presented in Figure 4. Again, the axial scale and line indications are marked. Again, the spectrum is still dominated by the He-α and Ly-α lines, with the Ly-α line being the most intense.
Figure 3. Double-EAGLE Current and X-ray emission for a 12 mm diameter Sodium wire Array.

Figure 4. K-Shell Spectrum for a Sodium Wire Array Implosion.
Discussion of Sodium Source Experiments on Double-EAGLE

Previously, arguments have been made that the total K-shell emission power from a Z-pinch should scale as the current to the fourth power\(^1\). Moreover, Krishnan et al.\(^1\) suggested that at some point, energetics would dictate that the K-shell emission power should roll-over to a current squared scaling, and theoretical modeling by K. G Whitney and J. W. Thornhill\(^1\) has explored at what point this transition occurs for aluminum implosions. Now, from Figure 5, it seems that the Na He-\(\alpha\) emission power is scaling proportional with the generator power. This translates into an effective current scaling of approximately \(I^2\) from the Gamble II to Double-EAGLE results. However, this is an individual line, and the ratio of this pump line power to the total K-shell power would vary from experiment to experiment; therefore, further analysis is required to model this scaling. The scaling is exciting, though, because it suggests that an optimized sodium source on the 25-TW Saturn generator\(^1\) at Sandia National Laboratories should give higher pump powers.

In summary, two different sodium sources have been successfully tested on the 6-TW Double-EAGLE generator, producing a maximum power of 150 GW and yield of 8 kJ in the Na X 1s\(^2\)2p 1P line. This should be sufficient to produce fluorescence and gain in a properly prepared neon lasant plasma.

![Figure 5. Experimentally observed He-\(\alpha\) power scaling with generator power.](image)
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SMALL SCALE SOFT X-RAY LASERS; APPLICATIONS TO MICROSCOPY.
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Abstract

The widespread application of soft x-ray laser technology is contingent on the development of small scale soft x-ray lasers that do not require large laser facilities. Progress in the development of soft x-ray lasers pumped by a Nd laser of energy 6-12 J is reported below. Application of an existing soft x-ray laser to X-ray microscopy has begun. A soft X-ray laser of output energy 1-3 mJ at 18.2 nm has been used to record high resolution images of biological specimens. The contact images were recorded on photoresist which was later viewed in a scanning electron microscope. We also present a Composite Optical X-Ray Laser Microscope "COXRALM" of novel design.

1. Introduction

The field of x-ray laser technology has recently matured to the stage where the application of these devices to fields such as x-ray microscopy is underway\(^1\) and commercial units are being planned with a view to industrial applications such as microlithography. A critical factor in such development is the scale and hence cost of these devices. The collisionally pumped soft x-ray laser in neon-like ions, developed at Livermore\(^2\), requires a large scale laser facility such as Novette or Nova to create a plasma of appropriate conditions. A 3 mJ, 182 Å soft x-ray laser based on a recombining plasma was developed at Princeton\(^3\) with an efficiency almost 2 orders of magnitude higher than the collisionally pumped case. However the pump laser required, a 300J CO\(_2\) laser, was still large. In order to increase the output energy and efficiency of the 182 Å soft x-ray laser we have been developing soft x-ray amplifiers. A gain of \(8 \text{cm}^{-1}\) has been measured in a 3 mm long carbon plasma transversely pumped by a 3 nsec Nd laser pulse of energy 25J, of which only 15 J impinged on the target\(^4\). In this paper we will present initial gain measurements of \(4.5 \text{cm}^{-1}\) at 182 Å in a carbon plasma pumped by a 6 J laser pulse\(^5\). Application of an existing soft x-ray laser to the field of x-ray microscopy will be described in section 3. An intensive effort to generate gain in
the region of 10 Å is also underway at Princeton and was described in the 1988 Proceedings of this conference. The powerful sub-picosecond laser is now operating close to its full design goals of 150-250 mJ in a 300 fsec pulse and work on the physics of laser-matter interactions at these ultra high intensities is underway. This article will concentrate on the development of small-scale soft x-ray lasers and their applications.

2. Amplification at 182Å with a 6J Pump Laser

In this section, we present gain measurements on the CVI 182Å transition in a carbon plasma produced with a 6J, 3 nsec Nd:glass laser pulse. The experimental set-up was the same as presented in an earlier paper. Figure 1 shows the rotatable target system used. A 67-cm focal-length spherical lens and 450 cm focal length cylindrical lens were operated in a slightly defocussed arrangement to produce a ~200 μm x 5 mm line-focus on a length-varying cylindrical target. The target lengths used in this experiment were 1, 2.5, and 4.5 mm (limited by the diameter of the access ports in the target chamber). A 0.8 x 2 mm slot in a mask located 1.5 cm away from the target in the axial direction, selected a limited spatial region which was viewed by an axial soft x-ray spectrometer equipped with a multichannel detector. In the experiments the slot was placed in such a way that it selected a spatial region 0.0 - 0.8 mm from the target surface.

Figure 2 shows the intensity variation of the CV 135Å, OVI 173Å, CVI 182Å, and CV 186Å lines with respect to the plasma length using a 6J, 3 nsec. laser pulse. No stainless steel blade or magnetic field was used. The CVI 182Å line (3-2 transition) increased non-linearly while the CVI 135Å (4-2 transition) and some other lines increased linearly as expected from optically thin spontaneous emission from a homogeneous plasma of length equal to the length of the target. This was a clear indication of gain on the 182Å line. The difference in the length dependence of the 182Å and 135Å lines here is very important (the contribution of the 4th order of the CVI 33.74Å line to 135Å, even for the 1mm plasma, was negligible due to the large opacity of this line). The data were fitted by a nonlinear regression model which performed a least-square fit of the data to the relation:

$$I(L) = \frac{(\exp(GL)-1)^{3/2}}{(GL \times \exp(GL))^{1/2}}$$  \hspace{1cm} (1)

This describes the output intensity of a Doppler-broadened, homogeneous source of amplified spontaneous emission of gain-length product GL. The fit yielded a value of the gain of 4.5 / cm on the CVI 182Å line and of 0.5 / cm on the CVI 135 Å line (see Fig. 3). This result augers well for the commercial availability in the near
Fig. 2 Spectra obtained with 6J laser energy from carbon plasmas of length: (a) 1mm, (b) 2.5mm and (c) 4.5 mm.

Fig. 3 Intensities of the CVI 182Å and CVI 135Å lines versus plasma length and (dashed line) a least squares fit to the gain equation (eqn. 1) with a gain of 4.5 cm\(^{-1}\) at 182Å.

The future of relatively inexpensive soft x-ray lasers for uniformities in plasma conditions along the plasma region viewed by the detector and not due to stimulated emission.

3. Contact Microscopy using a Soft X-Ray Laser

Much progress has been made in Biology and Medicine due to the high resolution images obtained from electron microscopes. However, in order to be viewed by an electron microscope the specimen must undergo intensive specimen preparation techniques and it is clear that some information about the living cell is lost in the process. One can view a live cell with a light
Fig 4: SEM image of replica of Granulocytes from *Limulus Polyphemus* (Horseshoe Crab). The replica was generated by contact microscopy using the 18.2 nm soft x-ray laser microscope with high fidelity but the resolution is, of course limited. Soft X-ray contact microscopy offers a new method to obtain high resolution images of live cells. The specimen is contained in an environmental cell isolated from the X-ray laser vacuum system by a 120 nm thick silicon nitride window. The image is recorded on photoresist which is later viewed by an electron microscope\textsuperscript{11}. The highly collimated output beam of the soft X-ray laser, compared to a conventional plasma light source, has the advantage of less penumbral blurring of the image and more flexible microscope design. The soft X-ray laser also has the advantage of a 10-30 nsec exposure time enabling flash images of live cells to be recorded, unlike the several minutes needed for synchrotron sources which effectively prevents the imaging of live cells with synchrotrons.

Fig 5: SEM image of replica of hela cells (Helen Lane cervical cancer cell) that was subject to an viral infection.

One topic of considerable current interest in biology is immunology and since this involves the **dynamic** response of immune cells to foreign matter it is a natural subject for investigation by soft X-ray laser microscopy. One of the most primitive and hence simplest, immune systems is found in the horseshoe crab (*Limulus Polyphemus*) where there is only one type of immune cell to fulfill several functions. A sample of blood from the horseshoe crab was dehydrated in an ethanol series and critical point dried using the standard procedure but was not fixed or stained and an exposure was taken with the soft X-ray laser contact microscope. The resulting images viewed in an JEOL 840 scanning electron microscope are shown in Figure 4. The depressions apparent in the granulocyte are known to exhibit immune functions from work in conventional electron
microscopy. The smaller white features covering the cell are new and were not apparent on images obtained in conventional electron microscopy. Their identity and function is presently unknown.

An improved technique using backscattered electrons for initial viewing of the specimen was used to obtain the image shown in Fig. 5. This is a SEM image of a replica of hela cells (cultured human cervical cancer cells). An embedding-free section of a monolayer of extracted hela cells that had been subject to an viral infection was prepared on a carbon/formvar base. The replica was generated by contact microscopy using the 18.2 nm soft x-ray laser.

4. Microscope Development

Perhaps the greatest potential for soft X-ray laser microscopy is in the study of dynamic processes in live cells. To maintain and manipulate cells in a living state is a considerable experimental challenge and for novel microscopic techniques to have a significant impact in biology they must be practical and convenient to use. To this end we have developed a Composite Optical Soft X-ray Laser Microscope, "COXRALM" (Figures 6,7). This is a new type of microscope combining an inverted phase contrast optical microscope with a soft X-ray laser contact microscope. The inverted optical microscope has already been used as a microspectrofluorometer for the study of
transient coenzyme fluorescence changes in living cells as a result of the intracellular microinjection of metabolites. This research is aimed at understanding the pathology and physiology of cancer cells. However, the inevitable limitations in resolution of the optical microscope meant that many features of the metabolic processes inside the cells remained obscure.

COXRALM offers the possibility of making an X-ray contact image of these cells while preserving the ability to select and observe through the optical microscope and perform microinjection of metabolites and/or inhibitors and xenobiotics just prior to X-ray exposure. The cells will be mounted on resist on a transparent substrate. When a contact X-ray image is desired, the X-ray laser beam tube will be lowered until the silicon nitride vacuum window at the tip is in contact with the cell and then the X-ray laser is triggered. The system has been installed on the X-ray laser and was used in initial experiments without the optical microscope to generate the contact images shown in Figures 4 and 5.
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Abstract

A scheme to frequency-double (approximately) a soft x-ray laser using a four-wave mixing process in a plasma medium is proposed and investigated theoretically. The potential for considerable conversion is shown in a Na-like K plasma converting radiation at about 189 \( \text{Å} \) to radiation at about 93 \( \text{Å} \).

I. Introduction

With the advent of laser sources in the EUV and soft x-ray regimes, it becomes of interest to consider the extension of optical laser techniques and applications to shorter wavelengths. Nonlinear optical phenomena in general have been of great interest and importance to laser physicists; the prospect of frequency mixing in the EUV is of special interest to our group, both for the eventual production of a bright tunable coherent source for applications, and for the prospect of achieving shorter wavelength radiation through doubling.

The mixing of x-ray radiation and optical radiation has been considered previously in Ref. 1 and Ref. 2. Our interest here is focused on mixing EUV radiation with EUV radiation for the purpose of developing a short wavelength laser source, since our group is working on a small scale (tabletop) EUV laser. In order to produce coherent radiation in the water window in a future generation laser system, we propose that it may be more feasible technically to obtain short wavelength radiation through frequency mixing rather than to face the power requirements associated with obtaining substantial gain in the water window in a small scale system.

Unionized matter is highly absorbing in the EUV. Efficient frequency conversion in the EUV requires low loss, and we have concluded that a low density plasma will probably be most conducive to the mixing process. This conclusion immediately rules out frequency doubling since parity selection rules cannot be satisfied in isolated ions which are found in such plasmas.

Our approach is therefore to study four-wave mixing, in which two EUV beams are combined with an intense third optical beam to generate harder EUV radiation at roughly double the frequency of the initial EUV beams. Since it is unlikely that ions can be found with two connected transitions at the same energy (to within a few linewidths), it may not be practical to carry out four-wave mixing experiments with only one EUV laser and one optical laser. Our choice of ion was initially motivated by the hope of developing a scheme in which only a single EUV laser frequency would be required.

The process which we have studied is the four-wave mixing which produces \( \omega_4 \) generated from

\[
\omega_4 = \omega_1 + \omega_2 - \omega_3, 
\]

where \( \omega_1 \) and \( \omega_2 \) are x-ray laser photons with roughly equal energies, or possibly the same energy, and \( \omega_3 \) is an optical laser photon.

This difference process is used rather than the straight sum process because in positively dispersive media such as plasmas, only difference processes can be noncollinearly phase-matched. As we shall demonstrate, the conversion rates are sufficiently low to require phasematching, unless very high x-ray laser intensities are achieved; and of the various phase-matching schemes only the noncollinear type appears feasible in a plasma medium. Like the sum process, tripling and higher-order harmonic processes also appear difficult to phasematch.

The low conversion rates also require us to use resonances on all three transitions; hence the desirability of different lasers for \( \omega_1 \) and \( \omega_2 \), chosen to match transitions. Of course, \( \omega_3 \) must also be tuned to resonance.

II. Conversion Example: Na-Like K

As an example, we study conversion in a plasma of Na-like K, as shown in Figure 1.

![Figure 1: Schematic of K IX energy levels and the four-wave mixing scheme.](image)
The initial state is the thermally populated 3p, and each transition is LS-split. Note that either one x-ray laser at about 65.6 eV should be used, or, for better resonance, two different lasers, matching the transitions better.

The multiphoton transition rates can be calculated straightforwardly using Feynman diagrams, and the results are well known. The nonlinear susceptibility is

\[ \chi^{(3)}(\omega_4; \omega_1, \omega_2, \omega_3) = \frac{1}{\hbar^3} \sum_{\mu_1, \mu_2, \mu_3, \mu_4} \rho_{\mu_1} \rho_{\mu_2} \rho_{\mu_3} \rho_{\mu_4} \]

\[ \times \left( \frac{1}{\omega_{21} - \omega_1 - i\Gamma_{21}} + \frac{1}{\omega_{31} - \omega_2 - i\Gamma_{31}} \right) \]

\[ \times \left( \frac{1}{\omega_{41} - \omega_1 - \omega_2 - \omega_3 - i\Gamma_{41}} \right) \]

where only the resonance denominators relevant for \( \omega_1 = \omega_2 > \omega_3 \) have been retained. Here \( \omega_{ij} \) is the transition frequency from level \( i \) to level \( j \). The results given in the figures of this work derive from numerical evaluation of this formula.

Expressing the converted intensity in dimensionless terms then gives us the scaling relation

\[ I_4 \approx 1 \hbar^3 I_1 I_2 I_3 \]

from which, in comparison with analogous schemes in the optical regime, the necessity of higher intensities, better resonance matching and phasematching is clear.

For the case of just one x-ray laser, with \( \omega_1 = \omega_2 \gg \omega_3 \) the nonlinear susceptibility \( \chi^{(3)} \) is shown in Figure 2.

\[ \chi^{(3)}(\text{Cgs}) \]

\[ \text{Figure 2: Nonlinear susceptibility for } \omega_4 = 2\omega_1 - \omega_3 \text{ conversion} \]

\[ \text{as a function of } \hbar \omega_2, \text{ assuming that } 2 \hbar \omega_1 - \hbar \omega_3 = 136.40 \text{ eV} \]

The ion temperature is taken to be \( 2 \times 10^5 \text{K} \) in this and in the following figures.

The single and two-photon peaks are visible. The linewidths, which are due primarily to Doppler broadening, are sufficiently wide to make the line-matching requirement not too demanding.

For the case of two separate x-ray lasers, we show in Figure 3 the dependence of \( \chi^{(3)} \) upon \( \hbar \omega_2 \), assuming that \( \hbar \omega_1 \) has been fixed at 66.5 eV, fairly near the 66.7 eV resonance.

\[ \chi^{(3)}(\text{Cgs}) \]

\[ \text{Figure 3: Nonlinear susceptibility for the } \omega_4 = \omega_1 + \omega_2 - \omega_3 \text{ process as a function of } \hbar \omega_2, \text{ assuming that } \hbar \omega_1 = 66.5 \text{ eV and that } \hbar \omega_1 + \hbar \omega_2 - \hbar \omega_3 = \hbar \omega_4 = 136.40 \text{ eV} \]

Some structure due to 7p fine structure splitting may be observed in the two-photon resonance. Also, a cancellation occurs at 66.9 eV.

Using input intensities of \( 10^{10} \text{ W/cm}^2 \) for the x-ray lasers and \( 10^{12} \text{ W/cm}^2 \) for the optical, we find the intensities shown in Figure 4 for the case corresponding to Figure 3.

\[ \text{Figure 4: Nonlinear conversion for the } \omega_4 = \omega_1 + \omega_2 - \omega_3 \text{ process as a function of } \hbar \omega_2, \text{ assuming that } \hbar \omega_1 = 66.5 \text{ eV and that } \hbar \omega_1 + \hbar \omega_2 - \hbar \omega_3 = \hbar \omega_4 = 136.40 \text{ eV} \]

and that \( \hbar \omega_1 + \hbar \omega_2 - \hbar \omega_3 = \hbar \omega_4 = 136.40 \text{ eV} \).
The scale on the left shows the maximum possible non-phasematched conversion before back-conversion begins. The right-hand scale shows, for phasematched operation, the value of $NL$ required for 10% conversion, assuming that other processes do not limit the conversion.

As can be seen, the results are quite reasonable. In non-phasematched operation, the output should be sufficient to allow detection of signal and hence demonstration of the effect. Phasematching may allow efficient conversion of soft x-ray radiation.

We conclude from the promising results of this example calculation that nonlinear effects should be observable and useful in the soft x-ray regime, much as they are in the optical. The unfavorable scaling to this regime, however, will require both attention to phasematching and resonance matching, as well as high input intensities.
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ADIABATIC WHISPER-GALLERY MIRRORS FOR EUV AND SOFT X-RAY LASER CAVITIES
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Whisper-gallery mirrors have been studied for use in laser cavities for the extreme ultraviolet and soft X-ray regimes. One cavity scheme proposed by Vinogradov would use a cylindrical whisper-gallery mirror and a pair of laser amplifiers. Unfortunately, the low-order modes of such a cavity are small in comparison with the amplifiers, and hence single-mode operation would be difficult to achieve. We examine a strategy for increasing the size of the cavity modes by using mirrors of an elongated shape. Based upon an analysis relating the mode structure of a mirror of arbitrary shape to that of a round mirror, we propose a particular family of curves as candidates for the form of the elongated mirrors.

1. Introduction

A whisper-gallery mirror (WGM) is an optical structure which, by means of a series of glancing-angle reflections, can deflect light through a large total angle. Such a mirror has been proposed for use in laser cavities for the extreme ultraviolet and soft X-ray regimes [1-6].

Fig. 1: Multiple reflections inside a whisper-gallery mirror.

When analysing what happens to a beam as it passes through a WGM, it is useful to think in terms of a paraxial approximation [7]. Just as with the more familiar wave optics of Gaussian beams, the structure of the field is separated into its axial and transverse dependencies, corresponding respectively to variations in the one direction parallel and the two directions perpendicular to the beam axis. The transverse structure in turn separates into a "vertical" part for the direction perpendicular to the mirror surface and a "horizontal" part for the remaining direction tangential to the mirror surface (but orthogonal to the axial direction). The effect of a WGM upon a beam propagating along its surface is highly astigmatic: the vertical and horizontal structures evolve quite differently from each other.

The present paper concerns the mode structure in the vertical direction. We shall see below that for the wavelengths and mirror sizes likely to be of interest for an X-ray laser, the low-order modes of a circular WGM tend to be quite small in the vertical direction. As a consequence, it would be difficult to couple a laser amplifier into only one or just a few modes: the cavity Fresnel number would inevitably be large. Fortunately, it appears possible to increase the characteristic size of the low-order modes by employing elongated mirrors rather than round ones.

2. Modes of a cylindrical WGM

To get some feeling for the mode structure of a WGM, it helps to consider the simplest scenario, that of a beam propagating azimuthally inside a cylindrical whisper-gallery mirror. In this case, the "horizontal" direction of the WGM lies parallel to the cylinder's axis, while the "vertical" direction extends radially inward from the mirror surface. The radial eigenmodes of a cylindrical WGM are presented by Vinogradov et. al. [4]. Their exact description involves Bessel functions of large, complex-valued order, but they may be well approximated in terms of Airy functions. In all of the low-order modes, the energy is localized close to the mirror surface. The lowest order mode has one maximum, the second mode has two extrema separated by a node, and so forth for the modes of higher order. The characteristic height of the lowest-order mode is given roughly as

\[ h \approx \frac{1}{2}\left(\frac{\lambda R}{2}\right)^{1/3}, \]  

where \( \lambda \) denotes wavelength and \( R \) the mirror radius.

As an explicit example, consider the implications of this relation for the laser system recently described by Hagelstein [8]. That scheme would operate at 194 Å on the 4d - 4p transition in Ni-like molybdenum; the amplifiers are to be repetitively pumped by a
Nd:glass slab laser at intervals of 3.5 ns. In order for the time between pump pulses to coincide with that required for X-rays to make one pass around the cavity, a mirror radius of 10.7 cm is required. This implies a mode height \( h = 2 \mu m \), which is quite small in comparison with the 50 \( \mu m \) diameter typical of the laser amplifiers. In principle, it would be possible to increase the mode size by using a larger mirror, but the scaling is too weak to make this practical: raising \( h \) to 50 \( \mu m \) would require a mirror radius of 2.6 km.

3. Elongated mirrors and adiabaticity

The question thereby arises of how to obtain a greater mode size from a compact mirror. A proposed solution [7] is to use an elongated geometry in which the mirror's radius of curvature is large near the amplifiers, so as to give a useable mode height there, and smaller in between, so as to give a manageable cavity size; see Fig. 2.

![Fig. 2: Cavity having an elongated geometry in order to increase size of low-order modes.](image)

This proposal tacitly assumes that the eigenmodes of a mirror of arbitrary shape should locally resemble the eigenmodes of a circular mirror. That is, within any section of the mirror small enough that the curvature is roughly constant, the \( n \)-th true eigenmode should be well approximated by the \( n \)-th Airy-function mode for a round mirror of equal curvature. This is in fact correct as long as the curvature changes very slowly along the mirror surface: radiation injected in one local Airy-type mode will remain in that form as it propagates, with the mode height varying appropriately in response to changes in the local radius of curvature. The argument here is analogous to that of the quantum adiabatic theorem, which describes the effects of a slowly time-varying potential upon a given initial wavefunction [9].

Within our constraints on perimeter and mode size, however, the curvature is forced to change so rapidly that truly adiabatic behavior is impossible. The locally Airy-like modes are still a legitimate and complete basis set for a description of the optical field, but they can no longer be considered eigenmodes. Any variation in curvature induces a certain coupling between these modes, and only in the adiabatic limit can the coupling be ignored.

4. Variational solution for minimal coupling

Although we cannot entirely avoid the mode coupling just described, we can attempt to reduce its effects. By choosing the mirror shape so as to minimize the net coupling, some kind of quasi-adiabatic behavior might be obtained. We conjecture that such a shape might be optimal in the sense of maximizing the mode height for a given overall mirror size.

Let \( c(s) \) denote the curvature of the mirror as a function of arc-length along the surface. Any variations in \( c(s) \) with respect to \( s \) will induce coupling between the locally Airy-like modes. (In the case of a circular mirror, the curvature \( c(s) = 1/R \) is a constant, and the coupling vanishes.) The coupling between the lowest-order mode, \( |1\rangle \), and the second mode, \( |2\rangle \), is given by a matrix element of the form

\[
M_{12} = \langle 2 | \frac{d}{ds} | 1 \rangle,
\]

dependent both upon the curvature and its rate of change. For the optimal mirror shape, we seek that \( c(s) \) which minimizes the functional

\[
I = \int ds \ | M_{12} |^2 = \int ds \ L(c(s), c'(s)).
\]

The result is

\[
c(s) = \frac{c_0}{(1 - \beta s)^{3/2}},
\]

in which \( \beta \) and \( c_0 \) are arbitrary parameters. Different choices of these parameters correspond to various members of a family of spiral-shaped curves. The quantity \( 1/\beta \) sets the length scale, and any given curve terminates in an ever-tightening spiral as \( s \to 1/\beta \). The dimensionless ratio \( \alpha = 2c_0/\beta \) determines the curve's overall shape, with higher values of \( \alpha \) corresponding to curves of larger initial curvature. Figure 3 depicts two curves having identical values of \( \beta \) but different values of \( \alpha \).

![Fig. 3: Above, two examples from the curve family giving minimal coupling between modes. The axes represent Cartesian coordinates in units of \( 1/\beta \). Below, detailed view at the endpoint of the curve \( \alpha = 0.235 \).](image)
Sections of these spiral curves can be pieced together to make a complete cavity. The cavity shown in Fig. 2 consists of four identical sections taken from the curve $a = 0.235$.

5. Conclusion
In summary, the low-order modes of a round whisper-gallery are small in comparison with the sizes typical of an X-ray laser amplifier, and therefore a cavity incorporating such a mirror would have a large Fresnel number. A possible solution to this problem lies in using an elongated mirror. An approximate analysis of the eigenmodes of such a mirror can be constructed in terms of the eigenmodes of a circular mirror. When the condition of adiabaticity is not met, however, the analysis must be refined to include the effects of mode coupling. By choosing the mirror shape so as to minimize the net mode coupling, a special family of mirror shapes is obtained.

To what extent these elongated mirrors are an improvement over circular ones remains to be seen. It may be feasible to increase the mode height by a factor of ten or more in this fashion, but a better understanding is required of how the presence of coupling affects the mode height. We do not know, for example, just how large a coupling can be tolerated before the mode height predicted on the basis of truly adiabatic behavior becomes invalid; a more exact analysis is needed.
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ABSTRACT

The interaction of ultra-short high power laser pulses with matter offers great potential for the production of future x-ray laser media. To date, most x-ray and XUV laser experiments have required very large and expensive visible lasers to produce moderate gain and only very small conversion efficiencies from the optical to the XUV spectral region have been achieved. With the recent developments of sub- and picosecond optical tabletop lasers it has become possible to generate the required pump powers in moderate laser systems for the production of hot, high density plasmas as x-ray laser media.

This paper discusses some of the basic physics issues which are relevant to x-ray laser schemes based on high temperature, high density plasmas produced by ultra-short laser pulses. In particular, the dominant laser absorption processes, energy transport and ionization mechanisms, at close to solid density, will be investigated and discussed in the context of experimental results recorded on solid targets irradiated with a 1.5 ps KrF laser pulse with an energy of up to a Joule. Finally, a novel and versatile diagnostic based on the Moire deflectometry technique is described which will allow the characterization of the spatial divergence and the transverse mode structure of an x-ray laser beam.

Introduction

Significant progress has been made in the development of soft x-ray lasers in recent years. XUV laser action has now been demonstrated on numerous transitions with wavelengths as short as 44 Å using collisional excitation\(^1\)\(^-\)\(^4\) and recombination schemes.\(^5\)\(^-\)\(^9\) All the present working XUV laser systems however are pumped by very large visible lasers. Consequently the research is very expensive and limited to a small number of laboratories. With the availability of multi-terawatt tabletop laser systems similar and novel x-ray laser schemes can now be investigated. The interaction of a single picosecond, high power KrF laser pulse with solid targets has recently been studied using time integrated and time resolved x-ray spectroscopy,\(^10\)\(^-\)\(^14\) fully ionized aluminium plasmas with temperatures of about 400 eV and densities well above \(10^{23} \text{cm}^{-3}\) were observed.\(^10\)\(^-\)\(^12\) It was inferred from titanium K, emission measurements that about 20% of the incident laser energy was deposited in suprathermal electrons.\(^13\) The level of ionization was investigated by observing K, and L-shell emission on various targets.\(^14\) The application of high density plasmas produced by picosecond laser pulses for recombination x-ray lasers has been discussed in a recent paper.\(^15\)

This paper discusses some of the basic processes occurring during the interaction of ultra-short laser pulses with matter resulting in the production of hot, high density plasmas as pump media. In particular, the absorption of the laser energy, the transport of the absorbed energy into the solid material and the ionization of the solid are considered. A simple, novel technique based on Moire deflectometry is described which allows the spatial divergence and the transverse mode structure of an x-ray laser to be determined. If simultaneously the bandwidth of the lasing transition is measured then both the spatial and temporal coherence are known.

Basic Physical Processes

1. Absorption of the Laser Light Incident on Solid Targets

The absorption of laser pulses with a duration of tens of picoseconds to nanoseconds is now quite well understood.\(^15\) An underdense plasma is formed rapidly resulting in the absorption of the laser energy close to or at the critical density surface via a combination of inverse bremsstrahlung and resonance absorption, depending on the laser conditions and target material. Resonance absorption becomes the dominant process for \(T_e > 10^4 \text{ eV}, D_{\text{crit}} \approx 10^{-14} \text{ cm}^2\).

In contrast when sub or picosecond laser pulses are used the laser energy is absorbed close to or at the initial target surface and no significant hydrodynamic expansion can occur on these time scales. The laser energy may be absorbed through a variety of mechanisms including inverse bremsstrahlung, resonance absorption and others.\(^17\)\(^-\)\(^19\) Inverse bremsstrahlung may not be very efficient because of the very steep density gradients produced under these ultra-short laser irradiance conditions. Absorption fractions of less than 10% are estimated for density scalelengths less than 5 μm using the absorption coefficient for inhomogeneous plasmas.\(^20\) For solid densities higher absorption efficiencies are obtained when the exponential part of the electromagnetic wave is taken into account.\(^21\) However the efficiency falls very quickly when
the solid is heated to temperatures of a few tens of eV's. Consequently, if inverse bremsstrahlung were the only absorption mechanism operating, it might not prove possible to produce plasmas with temperatures of up to 1 keV which are required for x-ray laser pump media.

On the other hand resonance absorption may be quite an efficient process for energy deposition close to the target surface. According to linear resonance absorption theory, the fractional absorption depends on \((k_{\lambda})^{2/3} \sin^{2} \theta\), and maximizes at approximately 50\% for \((k_{\lambda}L)^{2/3} \sin^{2} \theta = 0.6\). The resonance absorption fraction can be estimated as a function of the plasma density scale-length. This is shown in figure 1 for two different angles. As can be seen, when an average value of \(\sin^{2} \theta\) of 0.02, appropriate for f/2.5 optics, has been used, the predicted maximum absorption is obtained at a scalelength of about 3.5 \(\mu\)m.

Figure 1. Predicted levels of resonance absorption with an angle of incidence of \(\sin^{2} \theta\) of 0.02 and 0.08 as a function of the density scale-length.

The efficiency of resonance absorption of short pulses has been investigated experimentally by observing the level of 18\(\lambda\) radiation emitted from plastic overcoated titanium targets which were irradiated with a 3.5 ps polarized KrF laser pulse at an intensity of \(3 \times 10^{19} \text{Wcm}^{-2}\). Time integrated measurements of \(K_{\alpha}\) emission have been used previously to determine the fraction of the incident laser energy that is deposited in the target by fast electrons generated by resonance absorption of long pulses. Figure 2 shows the absolute levels of the 18\(\lambda\) radiation as a function of the plastic layer thickness for a series of targets irradiated under similar laser conditions.
From the data presented in figure 2 a hot electron temperature can be inferred by assuming some distribution \( f(E) \propto E \exp (-E/E_0) \). The best agreement is obtained for \( E_0 = 9.1 \) keV. This should be compared to the analytical expression of, for example, Estabrook and Kraus \( 25 \) \( T_h/keV = (13.5\, keV)0.25(\langle E\rangle/1.05)0.35 \) where \( T_h \) is the thermal electron temperature. For the above laser conditions and \( T_e = 400 \) eV, \( E_0 \) of 12.5 keV is obtained, in fair agreement with the measured value.

The energy deposited in the target by hot electrons can also be estimated using the data from an uncoated Ti target (plastic layer thickness = 0 \( \mu \)m in figure 2). The fast-electron induced \( K_\alpha \) radiation emitted from a fluorescent layer is not very sensitive to the fast-electron velocity spectrum as long as the electron energy is significantly greater than the K shell ionization energy \( E_{K_\alpha} \). The energy deposited in the target whose fluorescence yield \( \omega_a \) is given by \( I_{K_\alpha}/(\omega_a \times E_{K_\alpha}) \) where \( I_{K_\alpha} \) is the energy emitted in \( K_\alpha \) radiation and \( \omega_a \) is the total rate of energy loss into K shell ionization to the total rate of energy loss by fast-electrons. Applying this simplified expression to the measured \( K_\alpha \) emission suggests that approximately 20% of the incident laser energy is deposited into hot electrons. According to figure 1 this would require a density scale-length of about 0.35 \( \mu \)m.

Detailed hydrodynamic simulations were carried out using the 1-D Lagrangian hydrodynamics code MEDUSA. All the simulations were performed with a laser wavelength of 248 nm and Al and plastic coated Ti targets. The laser energy was absorbed via inverse bremsstrahlung up to the critical density. Resonance absorption was simulated by dumping a fraction of the remaining energy, between 1 and 50%, at the critical density surface. The fraction of resonantly absorbed energy producing hot electrons was assumed to be 0.9. The hot electron temperature was calculated according to Giovannelli.\(^{26}\)

The best agreement with the experimentally measured electron density and temperature was found for a resonance absorption fraction of 0.2 which is consistent with that obtained from the \( K_\alpha \) measurements. A hot electron temperature of approximately 10 keV was obtained in the code. The simulations indicated that very little energy less than 1 keV was absorbed via inverse bremsstrahlung because of the steep density gradient. In addition, with an absorption of 20% a density scale-length of about 0.15 \( \mu \)m is predicted by the hydrodynamics simulations. This value is consistent with the density scale-length of 0.15 \( \mu \)m for 20% absorption obtained in figure 1. Close to maximum absorption should be achieved by irradiating the target at the optimum angle of incidence.
Alternative absorption processes have recently been studied theoretically.\textsuperscript{18,19} However these models predict relatively small absorption percentages.

### 2. Energy Transport

Several processes such as thermal conduction, radiation transport and hot electron transport may be responsible for the transport of the laser energy deposited close to the initial target surface into the solid material causing ionization close to solid density.

#### 2.1 Thermal electron transport

The laser energy deposited by the short laser pulse is transported to higher densities and into the solid by heat conduction. The equation of heat conduction can be written as\textsuperscript{27}

\[
\frac{\delta T}{\delta t} = \nabla \cdot (\chi \nabla T) + q
\]

where \( T \) is the temperature, \( \chi \) is the electron thermal diffusivity \( (aT^{3/2}) \), \( q \) is \( W/\rho c_p \), \( W \) is the energy input, \( \rho \) is the density and \( c_p \) is the specific heat. Solutions to this nonlinear equation generate sharply bounded heat waves travelling into the cold material.

![Diagram](image)

**Figure 3.** Thermal wave propagation
In order to study the heat propagation at solid densities, the laser absorption must occur close to solid density and in a pulse-length short compared to the plasma hydrodynamic response time. The hot, dense plasma only persists until the rarefaction wave driven by the plasma expansion overtakes the thermal front. An upper limit can be placed on the laser pulse duration by estimating the lifetime of the solid state plasma through comparison of the heat wave velocity and the hydrodynamic expansion velocity. The lifetime of the solid state plasma can be written as:

\[ t_0 = \alpha \left( \frac{M}{2k} \right)^{3/2} \left( \frac{3}{2} k N \right)^{-2} \]

1 is the laser irradiance in W cm\(^{-2}\), \( M \) is the ion mass, \( k \) is Boltzmann's constant and \( N \) is the number density of the solid.

For typical laser and target conditions with \( I = 5 \times 10^{16} \) W cm\(^{-2}\) and aluminium as the target material, \( t_0 = 18 \) ps, in order that a heat wave can propagate into the solid, a laser pulse shorter than 18 ps must be used.

Computer simulations have been carried out to study the propagation of the heat wave into the solid density material. Figure 4 shows the result of a simulation for a 5 ps KrF laser pulse focussed to an irradiance of \( 4 \times 10^{16} \) W cm\(^{-2}\). A large heat wave is clearly seen to exist beyond the position of the initial surface travelling into the solid.

\[ t = +3 \text{ps} \]
\[ t = 0 \text{ps (peak of the laser pulse)} \]

![Figure 4. Computer simulation showing heat wave propagation into solid density material.](image)

Thermal transport for ultra-short pulses was further studied with a 2-D Fokker-Planck code. For short pulses the Fokker-Planck simulations showed that almost all of the absorbed energy is transported into the target i.e. towards higher electron densities. A flux of 0.1 times the free streaming limit was found to be appropriate even for 10 μm diameter focal spots. This is in contrast to the longer pulse case in planar geometry where a large fraction of the absorbed energy is spread laterally across the target surface.
2.2 Radiation Transport

Since the laser energy is absorbed and the plasma formed close to solid densities a large fraction of the absorbed energy may be converted into soft x-ray radiation. Consequently radiation transport may be a dominant energy transfer mechanism in plasmas produced by ultra short laser pulses. Because of the high plasma density and transient nature of the system, detailed line shape and ionization/radiation packages will be required to investigate the problem fully.

2.3 Suprathermal electron transport

As discussed above a large fraction of the incident laser energy may be deposited in suprathermal electrons as a result of resonance absorption. The suprathermal electrons are emitted predominantly down the density gradient. However, the generation of space-charge electric fields draws them back into the target where their energy is deposited giving rise to heating of the solid. A detailed analytical model of energy deposition by suprathermal electrons has recently been derived and compared with experimental data.\(^{31}\)

3. Ionization Physics

The production of hot plasmas via conventional laser absorption mechanisms relies upon the formation of an ionized medium. Central to the problem of creating hot, dense plasmas with ultra-short pulses are, therefore, plasma ionization times.

The ionization of plasmas resulting from absorption of 3.5 ps KrF laser pulses with irradiances in excess of \(10^{16} \text{Wm}^{-2}\) at the target surface has been investigated using time resolved and time integrated x-ray spectroscopy. In particular, aluminium (Z=13), selenium (Z=34) and tantalum (Z=73) targets were used. Figures 5(a) and (b) show densitometer traces of spectra obtained for a laser irradiance close to \(3\times10^{16} \text{Wm}^{-2}\) from Se and Ta targets in the region of the Se L-shell and Ta M-shell respectively. As can be seen, strong emission from several ionization stages is observed in each case. The aluminium K-shell spectrum is shown in figure 5(a). Evidently, at least partial ionization of the K, L and M-shells of Al, Se and Ta respectively is possible over the laser pulse duration of several picoseconds.

![Figure 5](image)

Figure 5a. Mo densitometer trace of selenium L-shell spectrum showing Ne-like ions.
The experimental conditions have been simulated for a Se target using MEDUSA assuming conditions and parameters identical to those used above (see section I). The average degree of ionization in the sample was followed with a time-dependent, zero-dimensional, average-atom, screened-hydrogenic atomic physics model. The collisional processes considered to contribute to the (de-)population of an atomic level are collisional (de-)excitation, ionization and three body recombination. Any suprathermal component to the electron distribution function is ignored although this will have some effect on the ionization balance. The plasma is considered completely optically thin and radiative coupling between levels is via spontaneous decay only. This assumption is probably not justified under these conditions. However, a preliminary investigation indicates that the inclusion of a radiation field in the hot plasma will be unlikely to alter significantly the main conclusions drawn here, although the ionization rate and average degree of ionization may be slightly increased. Multi-photon processes have not been included. The ionization calculation is initiated assuming all atoms are once ionized.

Figure 5(a) shows density and temperature profiles calculated by MEDUSA for the Se target near the peak of the laser pulse. Figure 5(b) shows the temporal evolution of the plasma conditions near the front of the target together with the time-dependent average degree of ionization. As can be seen the plasma is rapidly ionized during the laser pulse rise and significant L-shell emission should be evident before the end of the pulse.
Figure 5. Temperature and electron density profiles calculated by MEDUSA near to peak of the laser pulse for a selenium target.

Figure 6. Temporal evolution of plasma densities and degree of ionization near the front of a selenium target.

The results are in general in at least qualitatively agreement with the experimental data.
Density and temperature measurements

The plasma conditions such as the electron density and temperature have been obtained by recording time-resolved X-ray spectra from aluminium targets which were irradiated by the 3.5 ps KrF laser pulse. Figure 7a shows a streaked spectrum taken on an aluminium target irradiated at an intensity of $3 \times 10^{16}$ W cm$^{-2}$. As can be seen, the Al He8 (1s$^2$-1s3p) transition is very wide and intense, and dominates the spectrum. The He8(1s$^2$-1s3p) transition, which is far less intense, turns on approximately 13 ps after the He8 transition. In addition, the higher members of the H-like and He-like series are extremely faint.

This and other X-ray spectra were analyzed to determine the plasma electron temperature and electron density. The electron density is obtained by comparing the experimental Stark profile with those predicted by the atomic physics codes RATION and SPECTRA. Figure 7b compares a synthetic line profile with a microdensitometer trace of the line profile shown in figure 7a. The trace was taken 13 ps after the start of the emission.

The best fit was found for an electron density of $1.4 \times 10^{23}$ cm$^{-3}$. The calculations of the synthetic spectra assume small opacity corrections using a plasma of one micron in size and electron temperature of 400 eV. The x-ray line emission continues after the end of the short laser pulse since the target is largely heated by suprathermal electrons and the resultant cooling time of the large hot plasma determines the x-ray emission lifetime.

Figure 7a. Streak record of an aluminium target irradiated with a 3.5ps laser pulse.

Figure 7b. Comparison of the experimental line profile of Al He8 with a predicted profile calculated with $T_e = 400$ eV and $n_e = 1.4 \times 10^{23}$ cm$^{-3}$.

The electron temperature is derived from the line ratio of Al Lyman to He recorded on time integrated spectra. An electron temperature of 400 - 500 eV is obtained by using estimates of self-absorption factors to correct for opacity effects. A reasonable electron temperature can be obtained from time integrated measurements since the bulk of the x-ray line emission occurs over a short period of time when the plasma is near its peak temperature. As observed in the time resolved spectra, the electron temperature is consistent with spectral observations recorded with KCl targets, where no hydrogenic line emission was seen. RATION/SPECTRA predictions show that the minimum electron temperature required for hydrogenic chlorine emission is approximately 500 eV.
Characterization of X-ray Laser Beams

With the recent successful demonstration of XUV laser action, the development of fully quantitative diagnostics suitable for x-ray laser beam characterization has become important. In particular, measurements of the spatial and temporal coherence, beam divergence and wavefront distortions are vital for the development of coherent sources in the x-ray spectral wavelength region. A simple novel technique based on Moiré deflectometry has recently been proposed which allows the spatial divergence and the transverse mode structure to be determined. It simultaneously the bandwidth of the x-ray laser transition is measured then the spatial and temporal coherence are known.

Moiré deflectometry in its usual configuration consists of two Ronchi type gratings G1 and G2 of equal pitch P. These are square wave linear transmission gratings with opaque and transparent stripes of equal width. For wavelengths in the x-ray region they are constructed of a mesh of free-standing copper stripes to form a grid of uniform pitch.

A spatial map of the inherent divergence of the beam can be plotted from the deflectogram together with any geometrical ray effects. The inherent divergence of the beam derives from two sources. The finite aperture of the beam, responsible for the diffraction-limited divergence and the quality of the radiation itself, is defined as the number of transverse modes. The divergence is determined from the degree of reduction in contrast of the local Moiré fringe profile. From the relationship proven to exist between the inherent beam divergence and the number of transverse modes the latter can be determined and is given by

\[ N_T = \left[ \frac{PA}{\lambda D} \frac{1}{1 + C} \right]^2 \]

\( N_T \) is the number of transverse modes, \( A \) is the width of the beam aperture and \( C \) is the local fringe contrast which is calculated by dividing the average intensity of the two dark fringes bordering the bright fringe by the intensity of the latter at that location. The use of this technique for the much shorter soft x-ray wavelength region, together with the typical grating specifications of pitch \( P=40-100\mu m \) and separation between gratings \( D=10\,mm \), geometrical optics can be applied to the propagation of radiation between the gratings. Consequently, since the intensity profile of the Moiré fringes resulting from a spatially coherent beam is a triangular function any smearing observed in the fringes will be the result of the inherent beam divergence.

The feasibility of Moiré deflectometry in the x-ray region has been demonstrated recently. Figure 8 shows two Moiré fringes pattern generated by a pair of Ronchi gratings with a pitch of 40 \( \mu m \) and separation of 30 \( mm \) using a laser produced point-source x-ray backlighter with a wavelength of about 10 \( \AA \) (He I of magnesium). Fig 8b shows the effect of increasing the sensitivity of the Moiré deflectometer by reducing the angular mismatch \( \theta \) between the two gratings. Also shown is a densitometer trace illustrating the characteristic triangular Moiré fringe profile. The fringe profile can be used to determine the number of spatial modes which in this case is small as expected for a point-source.

![Moiré fringes pattern](image-url)
In summary, one of the physical processes occurring during the interaction of ultra-short laser pulses with matter has been discussed. Hot, high density plasmas are produced by ultrashort laser pulses which are suitable for plasma present and novel x-ray laser schemes. In addition, a novel diagnostic for the characterization of x-ray laser systems has been described.
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Abstract

Narrow spectral lines associated with recoilless nuclear gamma-ray transitions (the Mössbauer effect) are prerequisites for the development of gamma-ray lasers. A successful observation of the Mössbauer effect in the 40-sec, first-excited state of $^{109}\text{Ag}$ will reveal valuable information on the practical limits of such narrow lines. We have used the temperature dependence of the self-absorption of 88-keV gamma rays in a $^{109}\text{Cd}$-doped silver single crystal to observe the Mössbauer effect. Our results in the horizontal geometry, in agreement with our previous experiments in the vertical geometry, indicate a 0.2% Mössbauer effect at 4.9 K.

Introduction

Since narrow linewidths are a prerequisite for the operation of possible gamma-ray lasers, it is of interest to know how narrow the linewidth of a recoillessly emitted or absorbed gamma ray can actually be. There is a practical limit set by inhomogeneities that exist in real single crystals. The first-excited nuclear level of $^{109}\text{Ag}$ has a half-life of 40 sec and a corresponding natural linewidth of approximately $10^{-17}$ eV. This is obviously a difficult case for the observation of the Mössbauer effect considering the size of the often quoted lower limit for inhomogeneous line-broadening effects in real crystals of $10^{-13}$ eV. Therefore, a successful observation of the Mössbauer effect in $^{109}\text{Ag}$ will provide valuable information on the practical limit of ultra-narrow lines and the size of the related line-broadening fields in real crystals.

Other researchers have produced evidence for such an effect, but to substantiate this, more detailed corroborating results are needed. Wildner and Gonser used the temperature dependence of the self-absorption of gamma rays in a $^{109}\text{Cd}$-doped silver single crystal to detect the occurrence of the Mössbauer effect. Following their pioneering method, we have, in addition, monitored the self-absorption of the $^{109}\text{Cd}$ x rays to account for count-rate changes due to solid angle effects. In our method we obtain the ratio of x-ray to gamma-ray counts as a function of temperature. The primary advantages of using the ratio are that the time dependence due to the source decay, and the solid angle effects, to first order, cancel out.

The results of our experiments in the vertical geometry have previously been reported. In continuation of our efforts to carry out a comprehensive study of the effect, here we report the results of our recent experiments in the horizontal geometry. These new results, in agreement with our previous results, indicate the occurrence of the Mössbauer effect.

Experimental Results and Analysis

The details of our experimental procedure to observe the Mössbauer effect have already been reported. We observe the number of 88-keV gamma rays and 22-keV K x rays from a $^{109}\text{Cd}$-doped silver single crystal using a solid-state germanium detector. The count rates as a function of time are recorded at different temperatures. In our previous experiments, which were done in the vertical geometry, the detected photons fell along the gravitational field. For this experiment, in the horizontal geometry, the detected photons travel a path roughly perpendicular to the gravitational field. Figure 1 shows a
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schematic representation of the sample holder, sample, and detector assembly. We have measured the count rates as a function of time for the gamma rays and the x-rays at four temperatures: 295 K, 190 K, 78 K, and 4.9 K. The results are shown in Fig. 2. These data were recorded over a five-week period with a 22-hour counting time for each run. As the temperature is lowered, the count rate for the gamma rays decreases. From room temperature to the liquid nitrogen temperature, the drop in the counting rate is due to the increase in the electronic absorption and solid angle effects. Remember that the solid angle subtended by the detector at the sample is temperature dependent. For temperatures below 78 K the recoilless fraction of $^{109}$Ag in silver becomes significant and a further count rate drop due to possible occurrence of the Mössbauer effect is anticipated. Assuming that the distribution of the source nuclei, as a function of distance into the sample, follows a gaussian shape, the intensity of the gamma radiation reaching the detector from the sample can be obtained from the following equation:

\[ I_t = C_t C_0 \lambda \int_{0}^{x_0} \frac{-\mu_1 x - \lambda t}{G(x)e^{-\alpha x^2 + \mu_1 x}} \text{e}^{-(1-f) + \mu_0 x} \text{d}x \]  

(1)

where: \( C_t \) is a constant, \( C_0 \) is the source density per unit length, \( \lambda \) is the source decay constant, \( x_0 \) is the sample thickness, and \( \alpha \) is the source distribution parameter. The electronic absorption is governed by \( \mu_1 \) and the possible occurrence of nuclear resonance absorption by \( \mu_0 \); \( x_0 \) is the effective Mössbauer thickness parameter; \( f \) is the recoilless fraction. \( G \) is the solid angle geometrical factor which is a function of both \( Z(T) \) and \( d \) which are shown in Fig. 1. There is a similar expression, Eq. (2), which expresses the result for the 22-keV x-ray radiation. In this case there is, of course, no contribution due to nuclear resonance absorption.

\[ I_{Kx} = C_{Kx} C_0 \lambda \int_{0}^{x_0} \frac{-\mu_{Kx} x - \lambda t}{G(x)e^{-\alpha x^2 + \mu_{Kx} x}} \text{d}x \]  

(2)

where \( C_{Kx} \) is a constant. Since \( C_0, \mu_{Kx}, \mu_1, \mu_0, f, x_0, \) and \( G(x) \) are all temperature dependent, both \( I_t \) and \( I_{Kx} \) are functions of time, \( t \), and temperature.

We use Eqs. (1) and (2) to analyze our data. Wildner and Gonser analyzed their data qualitatively by comparing the size of the count-rate drop when the temperature was lowered from 78 K to 4.2 K with the count-rate drop when the temperature was decreased from room temperature to 78 K. It is important to note that the temperature dependence of the solid angle can play a major role in these count-rate changes. Our data for the count rates of the x rays in Fig. 2 clearly show this. As is seen, the count rates at 4.9 K are higher than the count rates at 78 K, which is contrary to one’s expectations. This behavior is explained by referring to the schematic of the experimental configuration in Fig. 1. Our sample at room temperature was misaligned with the detector and its center was below the center of the detector. As the temperature was lowered, the sample holder contracted and the sample moved up, giving rise to an increase in the solid angle. The change in the solid angle is largest when the temperature is lowered from 78 K to 4.9 K. This is due to further contractions of the liquid helium container.

These solid-angle effects must either be eliminated by experimental means or taken into consideration in the analysis of the data. Our x-ray data make it possible to determine these solid-angle effects. We fit our gamma-ray and x-ray data to Eqs. (1) and (2) by using a nonlinear, least-squares fitting routine. The solid lines in Fig. 2 are the results of this fitting procedure. A useful method to analyze the data is to obtain the ratio of x-ray to gamma-ray counts as a function of temperature. We obtain these ratio data from our count rate data in Fig. 2 using a least-squares analysis. The results are shown in Fig. 3. In this case the time dependence of the count rates cancel out, and since the solid-angle geometric factors are the same for both the x-ray and gamma-ray
data, the solid angle effects also cancel to first order. In fitting the ratio data, i.e., the ratio of Eq. (2) to Eq. (1), we find a value of $4.5 \times 10^{-4}$ cm for the effective Mössbauer thickness parameter $x_n$, and a value of $1200 \text{ cm}^2$ for the source distribution parameter $\alpha$. In Fig. 3 we have also shown our results for the ratio of x-ray to gamma-ray counts in the vertical geometry. The value of the effective Mössbauer thickness parameter obtained from these data is $4.8 \times 10^{-4}$ cm.

Conclusions and Future Work

Our results in the horizontal geometry indicate the occurrence of the Mössbauer effect in the first-excited nuclear level of $^{109}$Ag. The size of the effect is $0.2\%$ at 4.9 K. Comparing this with the size of the effect previously observed in the vertical geometry which is also $0.2\%$, we see no effect due to the influence of the gravitational field within the limits of our experimental error. Further experiments are in progress. Particularly, we are investigating the possibility of minimizing the sources of inhomogeneities in our samples by using higher purity silver single crystals and various types of heat treatment. A more physical model is being developed to interpret the measured Mössbauer effect in terms of line broadening and inhomogeneous fields effects.
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Fig. 1. A schematic representation of the experimental configuration in the horizontal geometry. Notice that the solid angle subtended by the detector is temperature dependent due to the contraction of the materials as the temperature is lowered. Particularly, note that the sample moves up as the temperature is lowered. The values of the parameters are as follows:

\[ x_o(295) = 5.21 \times 10^{-2} \text{ cm}, \quad Z_o(295) = 6.45 \text{ cm}, \quad a = 0.50 \text{ cm}, \quad \text{and} \quad b = 0.48 \text{ cm}. \]
Fig. 2. The top half of the figure shows our experimental data for the counting rate of the 88-keV gamma rays as a function of time at four temperatures. The drop in the counting rate at lower temperatures is due to thermal contractions, geometrical solid angle effects, and possibly the Mössbauer effect. The solid lines are obtained by a least-squares fitting procedure in which the known decay constant for $^{109}\text{Cd}$ is used. The two arrows on the side of the figure show the count-rate drop that we have determined to be associated with the occurrence of the Mössbauer effect at 4.9 K. The lower half of the figure shows similar data for the 22-keV x rays that were used to determine the solid angle effects.
Fig. 3. The top half of the figure shows our experimental results for the ratio of 22-keV x-ray to 88-keV gamma-ray counts at four temperatures: namely 295 K, 190 K, 78 K, and 4.9 K for the horizontal geometry. In the lower half of the figure, similar data at three temperatures: 295 K, 78 K, and 4.8 K for the vertical geometry are shown. The two solid curves show the results of our theoretical analysis. The lower curve in each figure is obtained by putting the Mössbauer effect equal to zero. The higher one includes the presence of the Mössbauer effect.
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ABSTRACT

Short-pulse, high-intensity excimer lasers are being developed for a variety of atomic physics and inertial confinement fusion applications. In this paper, we will discuss the status of KrF laser technology and its application to ICF. Current progress worldwide will be described with emphasis on the Los Alamos program.

Introduction

The Los Alamos National Laboratory has been actively engaged in the development of high-power gas lasers for inertial confinement fusion applications for twenty years beginning with the highly efficient long wavelength CO2 laser. Based on results from the target experimental programs in the early 1980s, a national shift in the required laser wavelength occurred, and the Los Alamos KrF laser program was terminated in favor of the short wavelength KrF gas laser.

The KrF laser is relatively new to the ICF community; it was demonstrated in 1975 (Brau and Ewing 1975), followed immediately by other confirmations of spectroscopy and lasing (Brau 1975; Ewing and Brau 1975; Ault et al. 1975; Mangano and Jacob 1975; Searles and Hart 1975; and Tisone et al. 1975). The development of high peak power KrF laser technology for Inertial Confinement Fusion (ICF) applications is actively in progress throughout the world with major facilities underway in Japan, Canada, England, the USSR, and the US. Because of the newness of the technology, most of these efforts are a strong mixture of facility engineering, advanced technology research and development, and advanced conceptual design studies. The Los Alamos National Laboratory KrF laser development program is probably the largest effort in the world. It addresses both near-term integrated laser demonstrations and longer-term advanced design concepts and technology advancements required for larger fusion laser systems. We will review the basic features of the KrF lasers, describe the status of the worldwide KrF technology program, provide an overview of the Los Alamos laser development program, describe current progress on the near-term technical activities, and discuss the future directions of the Los Alamos KrF laser development program.

Basic Features of the KrF Laser

KrF lasers operate by electrically pumping high-pressure gas mixtures of krypton (Kr), fluorine (F2), and a ballast gas such as argon (Ar) with self-sustained electrical discharges or with high-energy electron-beams. The electrical excitation initiates a complex chain of reactions that results in the production of the krypton fluoride (KrF*) molecule and various absorbers. The KrF* molecule can then lase to the unbound lower level, emitting a photon at 248 nm. The upper state lifetime is very fast in the excited KrF molecule, and storage times are limited to approximately 5 ns by quenching and spontaneous emission. KrF is the second most efficient member of a class of excimer lasers that also include the well-studied XeCl (lasing at 308 nm), XeF (lasing at 351 nm), and ArF (lasing at 193 nm), which is the most efficient. A unique combination of features appears to make the KrF laser well suited as a driver for inertial confinement fusion drivers. These features are summarized below.

- The laser directly operates at 248 nm, optimizing the ICF target efficiency without added wavelength conversion complexity.
- Unlike other ICF lasers, the KrF laser is basically not a storage laser; it prefers to operate in the continuous energy extraction mode. Because of this feature, loaded KrF amplifiers tend to be very linear with little temporal pulse shape distortion. This allows for very robust pulse-shaping capability that may prove absolutely essential for efficient target performance.
- Electron-beam pumped KrF lasers are scalable to large energies in a single module. This feature has been clearly demonstrated by amplifier architectures now under development. The Aurora large aperture module has already demonstrated 10 kJ extracted from a 2000 l volume, and advanced Los Alamos designs will explore amplifiers in the 50-kJ to 250-kJ region.
- The laser operates with a broad lasing bandwidth in excess of 200 cm-1 that allows the use of spatial and temporal smoothing techniques for both direct and indirect target drive applications.
- Although all of the current ICF related KrF laser technology development programs are emphasizing single-shot facilities, the basic design features of the KrF gas laser will permit extensions to repetitively pulsed devices in the future, if commercial energy applications are pursued.
- The laser medium is a non-damaging gas, eliminating the need for extensive protection systems to insure the survivability of the laser medium. This feature also allows KrF to readily adapt to multiple-pulse operation for commercial applications.
Since their invention in 1975 by Brau and Ewing, excimer lasers have been the subject of steady and increasing interest. Major progress has been made in the commercial development of high average power devices, with 1-kW devices being actively developed on several continents through individual companies or industrial consortia. More recent interest has centered on the development of high peak power devices as potential replacements for harmonically converted glass lasers in inertial confinement fusion and extremely high intensity atomic physics applications. Active research and technology programs are in progress in the United States and competitive programs are being pursued in Japan, Canada, Germany, the United Kingdom, and the Soviet Union. These programs have led to a series of first-generation, integrated laser-target systems that are in design, construction, or testing. Table 1 shows a current compilation of these laser systems. The Lawrence Livermore National Laboratory (LLNL) RAPIER system was operated briefly in the early 1980s and then decommissioned. The SPRITE laser, built at the Rutherford-Appleton Laboratories in the United Kingdom, was the first truly high-power KrF facility in operation. The UK government is considering an upgrade of this facility to the 3-kJ level and designs are currently in progress for a 100-kJ Euro-laser option based on KrF. The Naval Research Laboratory (NRL) is the other Department of Energy (DOE) US participant in the KrF laser development program. NRL has started construction of the NIKE laser that will produce 2 to 4 kJ. The University of Alberta at Edmonton is proposing to build a 1-kJ facility, utilizing some of the components from the LLNL RAPIER laser that have been provided by the DOE through a joint US/Canada protocol. Several Japanese universities are actively involved in the pursuit of KrF lasers; the major operating facility in operation is the ASHURA laser at the Electro-Technical Laboratory of the University of Tokyo. In addition, the Kurchatov Institute of the USSR is constructing a kJ-class KrF facility in collaboration with Evrenov Electro-Technical Institute and is pursuing conceptual designs for a 10-kJ class device. All of these facilities are based on electron-beam pumped KrF laser technology; they employ several different optical architectures and different design philosophies. This broad array of activities will continue to enrich the technology available to KrF lasers and to improve the performance and reduce the cost of many system components.

**TABLE 1. KrF Laser Technology Is Being Pursued Internationally for ICF Applications**

<table>
<thead>
<tr>
<th>Laser System</th>
<th>Status</th>
<th>Energy</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rapier (LLNL)</td>
<td>1982</td>
<td>800J</td>
<td>1 x 10¹⁰W</td>
</tr>
<tr>
<td>SPRITE (Rutherford)</td>
<td>1983</td>
<td>200J</td>
<td>3 x 10⁹W</td>
</tr>
<tr>
<td>Euro-Laser (Rutherford)</td>
<td>~1996</td>
<td>100kJ</td>
<td>variable</td>
</tr>
<tr>
<td>AURORA (Los Alamos)</td>
<td>1985</td>
<td>10kJ</td>
<td>2 x 10¹⁰W</td>
</tr>
<tr>
<td></td>
<td>1988</td>
<td>1kJ</td>
<td>2 x 10¹¹W</td>
</tr>
<tr>
<td></td>
<td>1989</td>
<td>4kJ</td>
<td>10¹²W</td>
</tr>
<tr>
<td>Nike (NRL)</td>
<td>1989</td>
<td>10J</td>
<td>-----</td>
</tr>
<tr>
<td></td>
<td>~1993</td>
<td>2kJ</td>
<td>-----</td>
</tr>
<tr>
<td>Rapier B (U of Alberta) (proposed)</td>
<td>1988</td>
<td>100J</td>
<td>-----</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1kJ</td>
<td>-----</td>
</tr>
<tr>
<td>Ashura (Electro-Technical Lab, Japan) (future)</td>
<td>1988</td>
<td>500J</td>
<td>5 x 10⁹W</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1kJ</td>
<td>2 x 10¹¹W</td>
</tr>
</tbody>
</table>
Overview of KrF Laser Development Program

In the preceding we have discussed both the potential advantages of KrF lasers and the international effort now underway in KrF laser technology. The potential advantages of the laser are well recognized, but they must be demonstrated at current scale size in integrated laser-target systems. More importantly, these advantages must be shown to scale economically to the 100-kJ to 10-MJ sizes required for future progress in the ICF program. The Los Alamos laser development program is composed of three major elements that are intended both to aggressively address near-term feasibility of the KrF laser concept and to show the way to the cost and performance improvements required for future laser facilities.

- The Aurora Laser Facility is a 1-TW KrF laser designed as an integrated performance demonstration of a target-qualified excimer laser system.
- An advanced design effort evaluates the concepts that offer the improved performance and lower cost that will be essential for the construction of future lasers in the 0.1- to 10-MJ class.
- A laser technology program addresses both performance and cost issues that will be important in advanced laser system designs.

Each of these programs is briefly described below.

Aurora

The near-term goal for Los Alamos is the successful integration and operation of the Aurora Laser Facility at the multi-kilojoule level with powers approaching 1 TW. Aurora is a short-pulse, high-power, krypton-fluoride laser system. It serves as an end-to-end technology demonstration prototype for large-scale excimer laser systems of interest to short wavelength ICF investigations. The system employs optical angular multiplexing and serial amplification by electron-beam driven KrF laser amplifiers to deliver multi-kilojoule laser pulses of 248 nm and 5-ns duration to ICF relevant targets. The design goal for the complete system is 5 kJ in 48 laser beams. Figure 1 shows a conceptual schematic diagram of an angularly multiplexed laser system showing a single front end pulse being split into three replicas, delayed, angularly encoded and then feed to a power amplifier for efficient, quasi-CW energy extraction. Figure 2 shows the floor plan of the Aurora Facility with the laser bay to the right, target chamber to the left and the optical beam transport system in the long tunnel connecting the two subsystems. Substantial progress has been made on the facility in the last several years including the following highlights:

- Demonstration of 96-beam multiplexing and amplified energy extraction, as evidenced by the integrated operation of the front end, the multiplexer (12-fold and 8-fold encoders), the optical relay train, and three electron-beam driven amplifiers;
- Assembly and installation of the demultiplexer optical hardware, which consists of over 300 optical components ranging in size from several centimeters square to over a meter square;
- Completion of pulsed-power and electron-beam pumping upgrades on the LAM (Large Aperture Module), PA (Pre-Amplifier), and Small Aperture Module (SAM). The SAM shows a 40% increase in deposited electron beam energy, and the PA deposited energy has been increased by a factor of two; and
- Integration of the entire laser system; the extraction of 4 kJ from the laser in 96 beams; and the delivery of 1.3-kJ to the target chamber in 36 beams with intensities in excess of 100 TW/cm² in pulse durations adjustable between 3 and 7 ns.

Advanced Laser System Design

In the longer term, the national ICF program will continue to plan for the construction and operation of the next generation driver for ICF physics experiments. To determine the applicability of KrF laser technology to future generations of fusion drivers, Los Alamos has begun a design effort to explore systems in the 100 kJ to 10 MJ range. This Advanced KrF Laser Design effort provides information to the KrF program on the design and cost of future KrF laser-fusion systems and provides directions and goals to the KrF technology development effort. Because no current ICF driver has demonstrated both the required cost and the performance scaling, and because uncertainties exist in laser-matter interactions and target physics, Los Alamos is currently pursuing a range of advanced KrF laser design activities: work is currently in progress to scope a 10-MJ Laboratory Microfusion Facility (LMF), a 750-kJ LMF Prototype Beam Line, a 250-kJ Amplifier Module (AM), and a 100-kJ Laser Target Test Facility.

The purpose of the Department of Energy sponsored scoping study for a Laboratory Microfusion Facility is to examine a facility with a capability of producing a target yield of 1000 MJ in a single-pulse mode. An example of a KrF design for an LMF beam line that requires only minor extrapolations in pulsed-power technology is shown in Fig. 3. This system uses angularly multiplexed amplifier modules 1.3 x 3.9 x 3.8 m³, each of which produces 250 J of 248-nm radiation. These units are then arranged in a tri-fold cluster, to form an LMF beam line that produces 750 kJ. These beam lines can then be arranged to produce the total required energy ranging from 750 kJ to 10 MJ.
**KrF Technology**

The current costs of all laser drivers are unacceptable for an LMF-scale system. To reduce these costs to an acceptable level, advanced technology programs are being designed to address the major cost drivers identified by the LMF studies. Optics and pulse power account for 60% of the total cost for the Aurora design; this produces an unacceptably high laser system cost when scaled to larger facilities. Advanced design concepts have identified technology areas that can be improved to reduce the overall system costs. The optics and pulse power costs have been reduced to 19% of the total system cost, and the total subsystem cost is reduced by a factor of 5. The KrF laser technology development program addresses performance improvements and cost reductions for the LMF designs in the areas of optics, pulse power, and laser performance, as well as those technical issues effecting system reliability and modeling accuracy. These improvements include increases in the optical damage fluences for UV radiation from the current value of 12 J/cm² to 20 J/cm² (20-ns pulses @ 248 nm); increases in power amplifier size from the current 10-kj modules used in Aurora to units in the 50- to 250-kj class; and electron beam pumping densities in the 125 to 175 kJ range with intrinsic efficiencies in excess of 10%. These technology and cost reduction programs will utilize a mixture of industrial, university, and government laboratory involvement and could lead to the required subscale technology demonstrations in the next three- to five-year period.

**Conclusion**

High energy, high-peak power KrF lasers represent a promising new technology for inertial confinement fusion applications. To evaluate this technology, Los Alamos is conducting a series of integrated system demonstrations with the Aurora Laser Fusion facility. Future ICF applications of the KrF laser are being evaluated by a coordinated program of advanced designs and technology development. If these evaluations are successful, KrF lasers will provide the national ICF program with an attractive future driver candidate for the Laboratory Microfusion Facility in the late 1990s.

![Diagram](image-url)

**Fig. 1.** Angular optical multiplexing allows for efficient energy extraction of long pulse amplifiers. A single 5-ns pulse is split and delayed and feed through the 500-ns amplifier. After amplification the angle encoded time channels are recombined in synchronism at the target. In the schematic shown, this technique allows a power multiplication of x 100 when 100 optical channels are used.
Fig. 2. Schematic of the three major Aurora subsystems: target chamber, beam transport and decoder, and power amplifiers and front end (left to right).

Fig. 3. LMF beam line showing a tri-fold array of 250 kJ modules.
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Abstract

Because of the great promise of using excimer lasers for medical applications, a research program was started in 1986, supported by the Italian National Research Council (CNR). The object of the project is to develop reliable medical laser systems devoted mainly to the clinical application of laser angioplasty techniques.

In the preliminary phase, using a standard short pulse excimer laser, problems related to high power coupling into optical fibers were addressed. These ones concerned the clarification of which type of fibers are optimum and which optical catheter configurations are the most proper.

In vitro ablation experiments on human aorta samples showed that a multifiber catheter geometry is the most practical solution to obtain large emitting areas able to produce ablation channels of 2-2.5 mm in diameter. This size has been considered the lower limit for satisfactory coronary neo-lumina.

At first the research program was limited to intraoperative laser angioplasty in coronary vessels. The first clinical coronary recanalization was successfully performed in June 1989 using a properly designed surgery room excimer laser system.

Introduction

Following the early works of Srinivasan on excimer laser etching of organic compounds, Lichtenlager and Grundfest proposed in 1985 the use of excimer lasers for the angioplasty techniques. In effects the peculiar ablation process was extremely promising also in this biomedical field, overcoming the thermal problems showed in the attempts to use other types of lasers. Furthermore high power transmission through optical fiber was previously demonstrated at the IEQ-CNR. With these premises it was possible since 1986 to start in Italy a research program devoted to develop a clinical excimer laser angioplasty technique. The program was part of the finalized Project TBMS (BioMedical and Sanitary Techniques) of the CNR. Later it has also received valuable contributions from CESVIT (Organization for the advanced technology of the Florence Province) and from private industries.

The aim of the program was bound to several targets:

1) to devise a laser angioplasty method which has to be simple and repeatable because the pathology is chronic and evolutive,
2) to design an excimer laser system in all the most important components, namely the laser itself with the most proper characteristics, and a class of optical catheters suitably developed to meet many different angioplasty demands,
3) clinical application of the system to validate the technique and to point out and possibly address all the different types of problems tightly related to the surgeon handling experience.

For these reasons the program has been organized in three phases which have been necessarily started in sequence, but then can proceed together in a mutual coordination and interaction. They are: 1) Pre-clinic experimentation, 2) Surgical excimer laser system design and construction, 3) Clinical experiences.
Pre-clinic experimentation

In this phase, carried out mostly at the IEQ-CNR, we have included all the activities related to the preliminary investigations on fiber coupling of high power excimer laser radiation, ablation tests on biological samples and histological evaluation of the obtained channels.

As previously mentioned an accurate knowledge of the peculiar fiber coupling limitations was available. These experiments were carried out using a standard short pulse (25 ns) laser. It was clear that with such a short duration the fiber damage threshold was dangerously near to the operating energy density required for the plaque ablation; nevertheless experiments devoted to the basic catheters features could start, delaying the reliability achievement to a future work on the laser pulse duration.

So in the experiments it was used an excimer laser of our own design available at the moment in which the pulse shape was slightly smoothed to 30-40 ns and the output energy was in the order of 100 mJ. Pertinent biological samples were provided by the "Istituto di Anatomia Patologica" of the Padua University which could also take care of the histological evaluation. The samples consisted of human aorta samples, human hearts quickly carried at the IEQ-CNR in Florence after transplants performed at the "Istituto di Chirurgia Cardiovascolare" in Padua, and some autoptic hearts too.

The investigation on a selected choice of commercially available fibers made clear soon that, with a propagating energy density only a factor 3 to 5 lower than the damage limit, almost every reshaping of the fiber end could produce internal focussing with a consequent damage. So the only practical finishing of the fiber output face is a bare flat one. This fact is important in the sense connected to the width of the ablated channel. In facts for the catheter progression two independent conditions have to be fulfilled: 1) energy density at the irradiation site larger than the ablation threshold, 2) ablation channel diameter larger than the overall catheter size. The second one can be called a progression condition. To be achieved with multifiber catheters it can require some attention. These effects are shown in figs.1a and 1b for the case of a catheter composed of 3x600 μm. In fig. 1a the irradiation was performed almost in contact with a sample of aorta, while in fig. 1b a gap allowed the single lobes expansion to overimpose their contribution in order to avoid the formation of flaps which could slower or stop the catheter progression. This observation does not take in consideration the averaging effect provided by the natural wandering of the catheter tip, but suggests to optimize the geometry of multifiber catheters in maximizing the overall emitting area in respect to the total one.

Another important validation was related to the overall flexibility of the catheter. During this phase it was possible to test in quite fresh human hearts, explanted a few hours before, how well relatively long tracts of coronary arteries could be passed through by different catheters geometries. The approximation of the experimental conditions was considered close enough to an intraoperative situation, and relying on the natural elasticity it was possible to pass through the anterior descendant almost down to the heart apex also with the previously described 3x600 μm. Long tracts of the right and left descendant were also recanalized.

These results confirmed the possibility of performing recanalization diameters of 2 mm at least in the pseudo-straight tracts of the coronary vessels.

Surgical excimer laser system

The first phase made possible to clarify the design parameters of a prototype consisting of a laser, a fiber coupler and a set of catheters, suitable for starting a clinical validation. The system is shown in fig.2. It has been constructed by EL.EN. of Florence in cooperation with the IEQ-CNR. Main design criteria are the following:

1) demonstrated c.m. noise compatibility in the surgery room environment (pace-maker, monitors could be severely affected by high power discharges unless double shielding is not provided)
2) no connection is needed except the power cord (a closed loop stabilizes the gas temperature, avoiding the need of tap water connections)
3) all the gas handling components are included in the cabinet, and the eventual refill can be accomplished automatically with one push button operation,
4) ready in five minutes, unless the refill is needed,
5) from ready the laser operates only by pedal switch controlled by the surgeon,
6) no catheter alignment is needed (it would require trained personnel and is time
spending, passive stabilization of the alignment ensures the operating conditions)
7) fast catheters interchange (due to point 6 a change is accomplished in seconds without
loosing alignment)

The laser emission specifications are listed in Table 1. The choice of the XeCl
wavelength is due to several independent features:
1) 308 nm represents the best compromise between 351 nm and 249 nm in terms of fiber
transmission reasonably high (90% out of 2 m fiber length) and ablation threshold
reasonably low (1-1.5 J/cm² for lipid rich plaque); KrF has, in facts, higher losses,
and XeF has a 3 times higher ablation threshold,
2) XeCl operates with Cl donors and requires simpler technological solutions to achieve
long refill lifetime,
3) Chlorine has a lower electron attachment than fluorine and provides less source of
discharge instabilities which ultimately can limit the pulse duration; this feature is
very important in order to relax the fiber damage hazard propagating the required pulse
energy in a long pulse with a low peak power. Stabilization of the discharge over
hundreds of nanoseconds would be rather difficult with a fluorinated excimer, while
several electrical schemes are available for XeCl⁶,⁷,⁸. Pulse lengths up to 1 µs have
been reported by Taylor⁹. In our design the pulse width has been inductively stretched
according to the scheme proposed by Sugii¹⁰. Fig.3 shows the pulse shape in which no
spike is present relatively satisfying the desired "top hat" energy distribution.
Further pulse lengthening is anyway in program.

Clinical experiences

The performance of the surgical system has been evaluated again in the following
preliminary tests:

a) recanalizations in vitro of coronary arteries in human explanted hearts,
b) recanalizations in vitro of segments of human femoral arteries,
c) recanalizations in vivo of rabbit femoral arteries in which post-traumatic stenoses
were previously induced.

These tests confirmed the recanalization possibilities of the system and a limited
tissue reaction, as observed in vivo.

The clinical activity began in May 1989 at the "Istituto di Chirurgia Cardiovascolare"
in Padua with the selection of a group of coronarypathic patients. For them it was supposed
to associate at the standard A.C. by-pass procedure a laser angioplasty technique to the
purpose of:
1) to reduce the number of by-passes
2) to improve their distal flux in order to locate as proximal as possible the distal
anastomosis and to obtain a better overall vascularization.

In the period June-December a total number of 5 patients have been treated. For all
cases the introductory site of the catheter was the distal anastomosis of the by-pass. Then
the catheter was advanced up to the obstruction site and the laser was turned on (usually
in a pulse burst of 10 to 30 sec, at 3 J/cm² and 30 to 50 Hz rep. rate). During the
irradiation the catheter was gently pushed until a complete recanalization was
accomplished. After this angioplasty the by-pass was applied.

With this method 7 stenoses have been treated (4 anterior descendant, 1 right, 1
circumflex, 1 diagonal). Coronarographic control at 7 days has shown a good result in 2
cases (fig. 4a and 4b show a right coronary before and after the laser treatment,
demonstrating a significant improvement of the neolumen diameter), 2 dissections and 3
thrombotic occlusions.

Since September 1989 a clinical activity has been started in Florence at the "Sezione
Laser Angioplastica, USL10/D", for a validation in the peripheral districts. Up to December
8 patients have been treated by means of a percutaneous femoral technique with 12 positive
results (fig.5 show a femoral segment previously completely occluded with the neolumen
obtained only by laser treatment) 1 popliteal perforation, 1 III distal perforation and 1
untreatable patient.
Conclusions

Despite organization difficulties which have hindered for a long time the desired advancement of the program, now it is developed in all the planned phases. Improvements are expected from the device performance in terms of a higher energy density available at the fiber end, and also to provide a homogeneous pumping of larger size catheters (>3 mm²). A complete set of high flexibility catheters is also being prepared, for a full coverage of the required recanalization diameters. Diagnostic aid is definitely needed. In the intraoperative approach ultrasonic imaging is on schedule soon, while in the percutaneous one auto-fluorescence spectroscopy could be the closest technique to be effectively included in the angioplasty system everyday operation.
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Table 1

Surgical excimer laser emission specifications.

<table>
<thead>
<tr>
<th>Excimer</th>
<th>XeCl</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pulse Energy</td>
<td>100 mJ</td>
</tr>
<tr>
<td>Pulse Width</td>
<td>70 ns FWHM</td>
</tr>
<tr>
<td>Repetition Rate</td>
<td>10-100 Hz</td>
</tr>
<tr>
<td>Attenuations levels</td>
<td>75%, 50%, 25%</td>
</tr>
</tbody>
</table>
Fig. 1a - SEM images of ablated areas obtained in aortic walls by means of a 3 fibers catheter: 1a) in contact, 1b) about 1 mm gap.

Fig. 2 - Surgical excimer laser.

Fig. 3 - Pulse shape. 10 ns/div.
Fig. 4a

Fig. 4 - Coronarographies of the same right coronary before (4a) and after (4b) the laser treatment.

Fig. 4b

Fig. 5 - Angiography of a femoral segment treated for a total occlusion located at the arrow site.
DAMPING OF ACOUSTIC WAVES IN A 1 kHz REPETITION RATE XeCl LASER.

M.L. Sentis, P. Canarelli, Ph. Delaporte, B.M. Forestier, B.L. Fontaine.
Institut de Mecanique des Fluides, Aix-Marseille University, UM 34 CNRS, Marseille 13003, France.

ABSTRACT

To increase the pulse repetition frequency, the average power, and the beam quality of excimer laser systems, damping of the strong acoustic waves induced by the active medium excitation must be solve. In order to achieve this goal different electrodes and acoustic damping configuration have been studied.

Excitation of active medium (energy deposition : 50 to 150 J/l) at high repetition rate (up to 1000 Hz) in a subsonic loop (flow velocity : up to 65 m/s) is achieved by means of a classical discharge, through transversal capacitors. The discharge is preionized by X-Ray generated by a wire ion plasma gun.

Previous studies on acoustic wave propagation done at I.M.F.M. (1) have shown that transversal acoustic waves and small changes in channel geometry and electric field distribution play a leading role on the power deposition and the stability of the discharge at high repetition rate frequency. Here we will present and discuss use of different kinds of electrodes (solid, screen, nickel felt) and transversal acoustic dampers on stability of discharge and on pulse to pulse output energy.

The effect of the acoustic waves on the pulse to pulse output energy evolution has been separated from the thermic effect.

1. INTRODUCTION

The output laser characteristics (pulse energy, pulse duration, beam profile) of gas discharge lasers are very sensitive to discharge stability and discharge quality. The non uniform energy deposition generates waves and density perturbations. Especially, due to the short wavelength of an ultraviolet laser, the density fluctuations level has to be very low (dr/r < 10^-3) to obtain stable discharges in electronegative excimer active medium mixtures.

Two main problems have to be solved to achieve a high average output power at high repetition rates : a) the heated gas has to be swept out of the laser cavity between two successive excitations (1 ms at 1 kHz PRF), b) the density fluctuations induced by shock waves inside the laser cavity have to be damped in the same time scale.

In the frame of the European program on Research and Development EUREKA, a multinational program called "Eurolaser-Excimer" has been started in Europe in 1986 in order to develop an industrial excimer laser of 1 to 3 KW average power. The planned basic technology is as follow : XeCl laser transition λ = 308 nm, fast flow closed loop, X-ray preionization, discharge excitation, 500 - 1000 Hz PRF, 1 to 5 joules per pulse.

A program to investigate extensively the XeCl laser system (308 nm) for conditions of relatively long pulse (50 to 100 ns), high PRF (1 kHz) and high average power (100 to 500 watts) has been undertaken at I.M.F.M. A laser test-bed called LUX for Laser Ultraviolet préionisé par rayons X', already described in previous papers (2,3), has been developed. It permits to achieve an average power of 200 watts in a 250 shot burst. The laser head has been recently upgraded to allow the studies of wave behavior and wave damping.

Experimental results of use of different kinds of electrodes (solid, screen, nickel felt) and transversal acoustic dampers on stability of discharge and on pulse to pulse output energy are presented and discussed.

2. EXPERIMENT

The LUX test-bed is mainly composed by a fast flow subsonic closed wind tunnel and a high average power electrical excitation system. Gas mixture is Ne/Xe/HCl 5300/50/10 flowing up to 80 m/s in the laser discharge head (2.5 x 30 cm2 cross section). The maximum working pressure is 2.5 atmospheres. The electrical excitation system consists essentially of a X-ray preionizer and a main discharge circuit.

A new laser head, whose total volume has been strongly increased to manage the possibility to set acoustic dampers in the immediate vicinity of excitation zone, has been built (figure 1). This increase of total volume does not facilitate the electrical circuit optimization and limits the power density injected in active volume. Such a design will allows however a more precise analysis of acoustic dampers. The design chosen for the discharge geometry use a shaped solid cathode and a plain flat plate or grid as anode. It will be possible to put in this backing volume absorbing materials or wave deflectors.

Specific diagnostics allow to study quantitatively key parameters of LUX. They have been described elsewhere (4). Lux test bed allows pressure time history recordings at different locations of flow channel. The results given hereafter have been achieved with fast pressure transducers (PCB 112A22) whose rise time is equal to 2us and cut off frequency equal to 140 kHz. Two locations have been used (figure 1).
Transducer at 10 cm upstream of the discharge axis.

Transducer at a mirror position.

Fig. 1: Schematic view of the laser head and transducer locations.

3. RESULTS AND DISCUSSION.

3.1. Shock wave characterization:

Interferometric study of the flow field have been undertaken with a classical Michelson streak interferometer. The optical source is a cw argon ion laser associated to an electro-mechanical shutter. The fringe pattern is recorded by means of a drum camera which permits to follow fringe shift as a function of time during 4 ms with a resolution on the film of 5.4 μs/mm. The observation zone is defined by a slit optically conjugated with the film and the laser head.

The results presented hereafter have been obtained with an horizontal or vertical slit. The analysis of interferograms leads to the evolution of flow density as a function of time along X or Y axis. The vertical slit use permits a much more precise study of the transversal waves propagatin between the electrodes. The influence of these waves on laser characteristics have been already underlined in a previous paper (3).

The interferogram of Fig. 2 shows up the fringe pattern recorded with a horizontal slit with two shots at 1 kHz PRF. It permits to follow the evolution of density fluctuations over the total width of the laser cavity for a time greater than 1.3 ms. The fringe pattern before the time of electrical excitation may be considered as a tare. In this interferogram two sets of induced shock waves flowing upstream and downstream are clearly visible. The columns of heated gas, swept out of excitation zone by the flow, are also visible as well as the effects of thermal diffusion between heated slugs and cold gas. The reflection of induced shock waves by the previous thermal slug is relatively weak. The main disturbances yet visible 1ms after a shot are due to the propagation of transversal acoustic waves in a orthogonal direction to the flow and laser beam axis.

Fig. 3 shows a first shot (Y,t) interferogram when the observation zone is located just upstream of the excitation zone (1mm). The straight fringes at the bottom correspond to the flow density field in the laser head just before the first energy deposition. The first fringe displacement (toward the left) is induced by the density increase due to the arrival of the compression wave in the observation zone. During a short time (dt = 3 μs), according to classical theory, the density field is relatively stationary before the passage of expansion waves which lead to a fringe shift toward the right. Following these three classical zones, the fringe shift permits to deduce the density flow field at the entrance of the laser head ; the reflections of transversal waves by the electrodes are clearly visible. These waves carry most of density perturbations even 1 ms after the first energy deposit.
\[ (X,t) \text{ INTERFEROGRAM} \]

- \( W = 150 \text{ J/L} \)
- \( \text{Ne}/\text{Xe}/\text{HCl} 1700/16/10 \)
- \( P = 2.3 \text{ Bars} \)
- \( \text{PRF} = 1000 \text{ Hz} \)
- \( V = 43 \text{ m/s} \)

\[ (Y,t) \text{ INTERFEROGRAM} \]

- Fringe pattern after an energy deposit of 100 J/L
- \( V = 43 \text{ m/s} \)

**Fig. 2.** (X,t) Interferogram of two energy depositions at 1000 Hz.

3.2. Shock wave damping:

Hereafter are presented some experimental results on shock wave damping for different laser head configurations.

Figure 4 shows a comparison of pressure variation recordings of two different anode configurations: (a) a thin (0.5mm) aluminum plain flat foil and (b) a thin (0.5mm) perforated aluminum flat foil which the transparency is equal to 20% (hole diameter 1mm). The comparison of first pressure jumps of traces (a) and (b) underlines the decreasing (b) of initial shock wave induced by the useful energy deposition. This decreasing is caused by the expansion of the heated gas in the backing volume through the perforated anode foil. Unfortunately the ratio of useful energy (first jump) to wasted energy (other jumps) is lowered when perforated plate is used. The pressure jump, visible on the waveform (p) about 1ms after the first one, appears at a time corresponding to the reflection of initial shock wave by the ends of the backing volume which does not yet contain absorbing materials. The acoustic energy which has not been transported away of discharge zone is so redistributed later in the laser head.

**Fig. 4:** Comparison of pressure time variations recorded with: (a) a solid thin aluminum foil as anode and (b) a thin perforated aluminum foil as anode.

(a)

(b)

\( (1 \text{ ms/d} ; 0.3 \text{ bar/d}) \)
Figure 5 presents the evolution of residual pressure variations of one shot for (a) a solid cathode with a small radius \(r = 16\ \text{cm}\) and (b) a porous cathode (nickel foam) with the same radius as a function of time and \(\log(\Delta P/P)\) as a function of the acoustic transit number \((c.t/h)\) for the two different configurations (a) and (b). The behavior and the damping of the acoustic waves are similar to those described in the previous figure. Here, the shape of the electrode for the solid cathode is predominant to push the shock waves out of the discharge zone, but with the porous cathode and from 0 to about 0.6 ms the acoustic energy is trapped between the two electrodes because the porous electrode back face is flat and so forms with the flat anode like a acoustic resonator. The use of a porous cathode could be an appropriate solution to operate up to a PRF of approximately 500 Hz but the life time of the material (nickel foam) could be a limitation. The use of a solid cathode with a very small radius is a possible solution to work at high PRF but has a strong limitation to develop a laser with a laser beam larger than about 5 mm.

![Figure 5: Evolution of residual pressure variations of one shot for:](image)

- (a) a solid cathode with a small radius \(r = 16\ \text{cm}\),
- (b) a porous cathode with the same radius.

Figure 6 shows a comparison of pressure wave recordings of two different laser head configurations. The first one is without any acoustic dampers, a flat thin solid aluminum foil as anode and a solid cathode with a radius of 16 cm. The second one is with acoustic dampers, a flat perforated aluminum foil as anode with acoustic dampers in the back volume and the same cathode as in the first configuration. The acoustic damper material is nickel foam with a pore diameter of 0.05 mm, a specific surface of 24 000 m\(^2\)/m\(^3\), and a density of 0.25 g/cm. This material is compatible with the presence of HCL. For each recording the upper trace corresponds to measurements of a transducer positioned at 10 cm upstream of the discharge axis and flush-mounted in the middle of horizontal channel wall, and the lower trace to measurements of a transducer at a mirror position 13 cm away of the discharge volume end. The experimental conditions were an electrical energy deposition of 100 J/L.bar, a total pressure of 2.3 bars, a flow speed of 43 m/s, and a repetition rate of 1000 Hz. The comparison shows a very effective acoustic wave damping and the level of the residual pressure perturbations at the next energy deposition time (shot n°3) is much lower with acoustic dampers.
Figure 6: Comparison of residual pressure variations without damper and with dampers.
In the figure 7 the residual pressure perturbations and laser average power of a 10 shot burst are displayed as a function of the repetition rate up to 1000 Hz for the same experimental conditions and laser head configurations. The acoustic damper effects on the laser average power are very beneficial indeed with acoustic dampers the laser average power increases linearly as a function of the PRF which is not the case without acoustic dampers. Otherwise these diagrams allow the possibility to establish a direct correlation between the residual pressure perturbation (the pressure amplitude at the energy deposition time) and the laser average power. Indeed it seems the threshold value of $\Delta P/P$ residual have to be less than 5% to achieve a stable discharge.

![Graph 1](image1)

![Graph 2](image2)

Figure 7: Residual pressure perturbations and laser average power as a function of P.R.F., comparison of 10 shot bursts without damper and with dampers.

The figures 8 (a) and 8 (c) show a series of 250 laser output pulses at a repetition frequency of 1000 Hz. These figures have been obtained for the same experimental conditions and the both laser head configurations as those for figures 6 and 7. Without acoustic damper (fig. 8a) the drop in energy as a function of the pulse number already occurs very strongly for the first shots. With dampers (fig. 8b), the first 20 shots have approximately the same output power as shown in the figure 7, but after these first shots the output power approximately decrease linearly like the configuration without acoustic damper (fig. 8a). However a study of the residual pressure variations with acoustic dampers has shown a same residual perturbation level for the 250 first shots. So the discharge stability degradation seems to be for these conditions independent of the pressure perturbations and could be attributed to the increase of the thermal boundary layers and the increase of the thermal fluctuations inside the discharge volume.

![Graph 3](image3)

Figure 8: Pulse to pulse time resolved power histogram at 1000 Hz. (a) without damper, (b) with dampers.
3. CONCLUSION

Characterization and damping of acoustic waves in a high repetition rate (up to 1000 Hz) XeCl laser are in progress at I.M.F.M.. The acoustic wave characterization by mean of Michelson interferometer or pressure transducers has allowed to clearly identified three acoustic wave families. The waves propagating between the electrodes and generated by the non-uniformity energy deposition at the vicinity of the electrodes beat very strongly and during long time inside the discharge zone. They lower discharge stability and so have to be damped. The use of appropriate geometrical laser head configurations with acoustic dampers in the right positions has shown the possibility to increase very efficiently the average power. This study allows to establish a direct correlation between the residual pressure perturbations and the discharge stability. The required level of residual perturbations to obtain the same laser energy for each energy deposition seams to be to have less than 5%. According to the output laser, or the laser beam size, or the repetition rate required, different adapted solutions like perforated anode, porous cathode, small cathode radius, acoustic dampers very close to the discharge zone can be used. But this study has shown the energy per pulse decreases on a longer time scale for all the laser head configurations. This energy drop could be related to increase of thermal inhomogeneities and of thermal boundary layers. A solution of this problem may be to increase the flow velocity between the electrodes. The next step at I.M.F.M. will be to study this phenomena and operate for longer time scales.
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Compact Long-Pulse Excimer Lasers for Medical Applications
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Abstract

A compact, long-pulse, excimer laser with full width half maximum (FWHM) pulse length of 180 ns is developed producing an energy of 150 mJ per pulse in XeCl. Previous studies using inductive stabilization show the technique capable of long-pulse operation in KrF and XeCl as well. We present parametric studies of a long-pulse laser device, and show the uniformity of the laser beam and compactness of the design.

Introduction

The technique of using a segmented electrode structure with each discharge segment stabilized by an inductance was shown capable of sustaining long laser pulses (90 ns FWHM) in excimer gas mixtures of XeCl, Xe, and Ar. Additional benefits noted in these studies were order of magnitude increased pulse repetition frequency for a given gas flow and improved pulse to pulse energy variations when compared with unstabilized electrodes. One of the most important aspects of this technology is that it allows for very simple pulse power circuits that tend to result in compactness in design and cost effectiveness in construction. Here, we show the technique capable of generating much longer pulse lengths than previously obtained. The 180 ns FWHM and 250 ns total lasing time obtained in these studies are simply the result of longer power deposition times. The maximum pulse length capability using this technique is not known at this time.

Circuit Description

The circuit configuration is shown in the schematic in Fig. 1. The energy stored in capacitor C1 is deposited into the discharge gap when the switch S is closed. Because the preionization is through a corona discharge achieved via the dV/dt of the rising voltage pulse, preionization only exists before the breakdown of the discharge. Since the main part of the circuit that deposits power to the discharge volume is slow, a peaking capacitor array C2 is needed to provide an initial current in the discharge after gas breakdown. The value of the peaking capacitor is only 1/10th to 1/20th the value of the storage capacitance and the energy stored in the peaking capacitors represents a very small part of the energy deposited into the gas. However, even this small capacitance is enough to result in

![Figure 1. schematic of inductively stabilized excimer laser discharge circuit. C1 = storage capacitance, C2 = peaking capacitance, S = switch.](image)

Figure 1. schematic of inductively stabilized excimer laser discharge circuit. C1 = storage capacitance, C2 = peaking capacitance, S = switch.

A modulation of the power deposition is shown in the output laser waveform given in Fig. 2. The main part of the circuit can be relatively slow so that the power deposition is spread over 250 ns. The discharge remains stable over this period because of the presence of the segmented electrode structure with an inductor stabilizing each segment against arcs. Experiments show that for stable discharges in the hundreds of nanosecond time scales an inductance value that gives an impedance corresponding to a 5 percent change in voltage across the inductor compared to the voltage drop across the discharge gap is sufficient
to suppress arcing. In Fig. 3 we show the uniformity of the laser output with a 1.4 cm x 1.4 cm square discharge cross-section operating in XeCl at 140 mJ per pulse.

Figure 2. Temporal waveform of the XeCl laser.

The laser can be modeled fairly accurately by simply assuming the discharge to be a switch and a constant voltage source. In Fig. 4 we use an instantaneous switch and a zener diode to approximate the discharge in a simple electronic circuit program. The 140 mJ inductance in the main discharge loop is due primarily to the inductance of the thyratron.

Figure 3. XeCl laser burn spot on Krylox paper.

Figure 4. Circuit of discharge on computer simulation.

The voltage, current, power and energy temporal waveforms from computer simulation.

The storage capacitance is the storage capacitance. The 6 nF capacitance is the peaking capacitance and the 1 nH inductance is the combination of the head inductance and the sum of the stabilization inductances connected in parallel. The thyratron switch is set to
close 5 ns into the program and the discharge gap switch is set to close 35 ns after the
closing of the switch when the voltage across the gap has reached four times the steady
state discharge voltage. The voltage risetime in this circuit is fast because the LC time
constant is determined by the 140 nH inductance and the combination of the storage
capacitance and the peaking capacitance in series (which is approximately the peaking
capacitance). The voltage, current, power and energy waveforms are given in Fig. 5. The
scaling is such that the real voltage and current have values 100 times that given in the
vertical captions and the power and energy have values $10^5$ times that given in the
vertical captions. We see the modulation and the total power deposition times agree well
with the lasing waveform given in Fig. 3. The charging voltage is 20 kV and the steady
state voltage of the discharge is set at 3 kV. The breakdown voltage of the discharge gap
is at 9 kV. The initial current peak due to capacitor C1 gives 14 kA with the later
current peaks slightly lower. The energy stored at 20 kV is 12 J and the energy deposited
is 8.4 J. The efficiency of energy deposited to energy stored is therefore 70% according
to the circuit analysis. The laser is of very compact design. Figure 6 shows the overall
pulse power packaging and dimensions of the laser.

![Figure 6. Drawing of laser system.](image)

**Parametric Behavior of the XeCl Laser**

Figure 7 gives the variations of output energy and FWHM pulse length as a function of
charging voltage at the optimum gas mixture for the best energy output. Note that the
energy per pulse increases linearly with increasing voltage. The FWHM pulse length,
however, is decreasing. We believe this is due to impedance mismatch between the energy
storing part of the circuit and the discharge. Since the discharge behaves roughly as a
constant voltage source, the higher charging voltages give higher currents through the
discharge and, thus, a lower dynamic impedance. Figure 8 gives variations of the energy
and wall-plug efficiency as a function of charging voltage. The laser operates in XeCl.

![Figure 7. Plot of output energy and FWHM pulse length versus charging voltage in XeCl.](image)

![Figure 8. Plot of output energy and wall-plug efficiency versus charging voltage in XeCl.](image)
with one percent efficiency at the 100 mJ energy level. Output energy and FWHM pulse length data in Figs. 9 and 10 for variations in HCl-H₂ concentration and Xe concentration respectively show the possibility of tailoring FWHM pulse lengths by changing the impedance of the discharge through different gas mixtures. Note that 200 ns FWHM pulse lengths is possible with 80 mJ per pulse output energy in an 1% HCl-H₂ gas mixture.

**Discussion**

We have shown the operation of a compact, long-pulse, excimer laser with one to one aspect ratio that is excellent for high energy transmission through thin optical fibers for medical applications. The laser operates with a FWHM pulse length that is parametrically adjustable between 150 to 200 ns. The laser is designed for a pulse repetition rate of 100 Hz although presently we have only operated the device up to 40 Hz due to power supply limitations. The technique is especially powerful as it allows long pulse operation in XeCl, XeF and XeF wavelengths.
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HIGH REPETITION RATE EXCIMER AND CO₂, TEA LASERS
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Abstract

High average power industrial excimer and CO₂, TEA laser systems, capable of being operated at repetition rates of several kHz, with multi kilowatt outputs, have been developed through an R&D program by the Group for Pulse and Laser Technology (PULSTEK) at the Rand Afrikaans University. The subject of this paper is a laser system utilizing a magnetically coupled, large diameter, axial flow fan in a recirculating gas system which provides gas flow velocities of up to 90 m/s. It employs a spark-preionized discharge unit with an electrode length of 800 mm and a discharge volume of 0.25 l. The laser has been operated as a KrF excimer laser, as well as a CO₂, TEA laser and average output powers of respectively 500 W and 2.5 kW have been achieved at pulse repetition rates of up to 2 kHz. The pulsed power conditioning system used for the excitation of the laser consists of an LC-inversion circuit aided by double-stage magnetic pulse compression and is switched by a single 5" thyatron.

Introduction

High repetition rate excimer and CO₂, TEA lasers, with output powers extending into the kilowatt range, are becoming important in a large number of industrial applications. Maximum outputs of 500 W have been reported for excimer lasers¹ and 10 kW for CO₂, TEA lasers² at repetition rates of 500 Hz and 1 kHz respectively. These lasers are, however, not commercially available and the Group for Pulse and Laser Technology (PULSTEK) of the Rand Afrikaans University has therefore initiated an extensive R&D program aimed at the development of high-repetition-rate, high-average-power industrial excimer and CO₂, TEA laser systems with projected repetition rates of several kiloherz and multi kilowatt outputs.

As part of the program, we have investigated several lasers utilizing various types of gas recirculation systems, including compact cross-flow fan driven systems³ with flow velocities of up to 40 m/s as well as large, fast-flow systems driven by axial and centrifugal fans with flow velocities in excess of 100 m/s. These lasers utilize a number of alternative pulser configurations⁴, including single and multiple thyatron switched LC-inversion circuits, assisted by single and double stage magnetic pulse compression and multistage pulse compressors, switched by low voltage thyristors through step-up pulse transformers.

This publication reports on a KrF excimer and CO₂, TEA laser system, designed for repetition rates of 2 kHz and average electrical input powers of up to 50 kW. Projected optical output powers are 1 kW for excimer and more than 3 kW for CO₂ laser operation. A photograph of the laser system is shown in Figure 1. Developments have reached the prototype stage for an industrial laser system and therefore aspects such as system reliability, component lifetime and operating costs are currently of overriding importance. As a consequence, the present design prefers simple and proven technology, being cautious of possibly more efficient, but more complex and therefore higher risk approaches such as x-ray preionization and prepulse double discharge excitation.

Description of Laser System

Discharge Electrode Assembly

A large number of electrode geometries and preionization arrangements have in the past been applied for the excitation of excimer and CO₂, TEA lasers. The
choice is, however, limited to only a few geometries for industrial laser systems operating at kilohertz repetition rates and output power levels in the kilowatt range. Screen type electrodes in conjunction with behind-the-screen spark or corona preionization, widely employed for low and medium repetition rate applications, are not suitable at the required power levels because they are intrinsically fragile and can easily be destroyed by discharge arcing at high repetition rates. Solid electrodes, which for excimer laser applications have to be nickel plated or fabricated from solid nickel, have been chosen. Preionization can be effected by uv radiation from sparks or corona discharges and by x-rays. Whilst x-ray preionization is known to provide improved discharge uniformity and superior laser performance, there are no high repetition rate x-ray generators with proven long term reliability available. In addition the high x-ray fluxes required at high repetition rates, necessitate elaborate x-ray shielding and are therefore generally not desirable in systems for industrial use. Corona preionization is difficult to implement in high repetition rate systems employing solid electrodes, where side lighting is required, since the extended sources will hinder gas circulation. Conventional spark preionization is best suited for high repetition rate high power applications and is utilized in our design.

![ELECTRODES SPARK ARRAY](a) ![H.V. \(C_p\) \(C_d\) SPARK ARRAY](b)

Figure 2. Electrode structure and preionization arrangement. (a) Cross-sectional view, (b) Circuit diagram.

The mechanical design and a schematic circuit diagram of the electrode structure are shown in Fig.2. The electrode structure employs a grounded electrode mounting plate supporting a pair of nickel plated discharge electrodes. Preionization is carried out by two spark arrays mounted adjacent to the electrodes. The discharge electrodes have been machined to a uniform field profile, using the design procedure according to Staepparts’. The electrode length is 800 mm with a separation of 20 mm. The electrode system provides a discharge volume of 740x20x20 mm³ (0.3 l) for excimer laser and 740x20x20 mm³ (0.3 l) for CO₂ laser operation. The two spark arrays, which consist of 36 sparks each, are connected in parallel with the discharge electrodes and peaking capacitors. This arrangement effects automatically timed preionization early during the rise of the discharge voltage. The sparks are individually inductively balasted and their energy is limited by the preionization capacitor \(C_p\). Fine-tuning of the amount of energy channelled into the preionization is accomplished by adjusting \(C_d\). This energy has to be minimized in order to avoid excessive spark electrode erosion at high repetition rates. Typically less than 10 % of the stored energy is used for the preionization. The upper electrode mounting plate, which is an integral part of the pressure vessel containing the laser gas, has been manufactured from stainless steel to reduce distortion of the electrode structure at the high operating pressures required for excimer laser operation. The peaking capacitors are mounted externally to avoid contact with the laser gas and are connected to the high voltage electrode (cathode) by current feedthroughs. The latter are furnished with electrostatic shields to prevent surface tracking. The electrode assembly incorporates flow profiles which are part of the gas flow nozzle design. The spark gap geometry has been selected to minimize interference with the gas flow.

**Optical Resonator**

The optical resonator employed for excimer laser operation consists of a flat, dielectrically coated total reflector and a flat uncoated MgF₂ output coupler. For CO₂ laser operation a 20 m radius copper total reflector and a flat 60 % reflectivity ZnSe output coupler are used. Higher laser outputs can be extracted from the CO₂ laser using output couplers of higher reflectivities, however, at an increased risk of optics damage. The mirror mounts are furnished with facilities for water cooling of the optics and for purging of the laser windows with clean gas.
Gas Flow System

High repetition rate operation of the laser requires replacement of the gas in the discharge volume between successive laser shots. At a repetition rate of 2 kHz and a clearing ratio of approximately 2, flow velocities of more than 80 m/s are required. Furthermore, operating pressures of up to 4 bar, needed for efficient excimer laser operation, necessitate low distortion mechanical design. Several flow system geometries and fan arrangements have been investigated and finite element structural analysis has been utilized to design low distortion pressure vessel geometries.

A cylindrical flow system, as shown in Fig.3, was found to yield the optimum design. The pressure vessel has an outer diameter of 1850 mm, a length of 1050 mm and a total gas volume of approximately 1300 l. It employs a magnetically coupled, two stage axial fan, driven by a 15 kW variable speed induction motor. A finned tube heat exchanger with a capacity of 60 kW is placed upstream from the discharge channel. The system has been manufactured from mild steel and has been nickel plated to make it compatible with excimer laser gases. All insulators in contact with the gas are manufactured from either alumina ceramic or PTFE. Distortion of less than 50 μm has been measured at the electrode plate flange at the full operating pressure of 3.5 bar.

High Voltage Pulser

Excitation of the laser requires electrical input pulse energies ranging from 15 to 25 J at repetition rates of up to 2 kHz. Under these conditions average electrical input powers in excess of 50 kW have to be furnished. Peak voltages of 40 kV and voltage rise times of 120 ns (10-90%) are necessary for efficient laser operation. Thyatrons are still employed as switching elements in low and medium power industrial excimer and CO₂ TEA lasers, since they are the only switches that can operate reliably and with acceptable service lifetimes at the required high voltages and repetition rates. For high power laser systems, however, direct switching necessitates switch requirements far in excess of the capabilities of even state of the art thyatrons and their lifetimes are reduced to unacceptably low values as a consequence. Direct switching, employing multiple paralleling of thyatrons, although feasible for laboratory systems, is impractical for industrial lasers. This is so because of the need for complex synchronization electronics and the high investment and replacement cost for large size thyatrons.

An alternative to this costly and complex direct switching technique is the use of magnetic pulse compression, which effectively reduces the switching adversities in high power lasers. The switching voltage can be reduced to levels compatible with single gap thyatrons by LC-inversion type pulsers. These techniques have been successfully employed to raise thyatron lifetimes to close to their design value of 5000 hours. Various pulsing circuits suitable for excitation of the laser have been evaluated theoretically and experimentally. We have used a number of thyatron switched pulsers based on the LC-inversion principle with single and double stage pulse compression, as well as an experimental thyristor switched multistage pulse compressor. These pulsers are shown schematically in Fig.4 and are listed together with their relevant operating parameters in Table 1.
The LC-inversion pulser with single stage pulse compression as shown in Fig.4(a) has been switched by two thyratrons connected in parallel. Synchronization of the thyratrons is not critical at the comparatively slow switching times and current sharing is enforced by partial uncoupling through split storage capacitors. Thyratrons employed were large diameter, hollow anode metal envelope types. The pulser can operate at repetition rates of more than 2 kHz, corresponding to average input powers of 50 kW. Operation at 2 kHz, employing a single thyratron, had to be limited to time durations of a few minutes or to burst mode operation at low duty cycles to avoid overheating of the thyratron. This pulser performs satisfactorily but it has the disadvantage that it requires state of the art thyratrons, which are costly and not readily available.

By equipping the LC-inversion pulser with double stage pulse compression, as shown in Fig.4(b), it is possible to relax the switching requirements to such an extent that the laser can be operated continuously at repetition rates of up to 2 kHz using a single, low cost 5" thyratron. This pulser is currently being employed because of its relative economy and its technical superiority over the single stage thyratron pulser.

Saturable inductors have been constructed from amorphous, Z-type toroidal core material. In the final stages, strip line windings are used to reduce conduction loss, while for the initial stages, where the number of turns is higher, multiple parallel windings are used, each wound with a number of enamel insulated wires in parallel. The cores and windings are directly cooled by circulating low viscosity insulating oil through the inductor enclosures.

Table 1: SWITCHING PARAMETERS OF EMPLOYED PULSERS

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>LC-Inversion, Single-Stage Single Switch</td>
<td>21.9</td>
<td>10100</td>
<td>189</td>
<td>4.5</td>
<td>370</td>
<td>95.0</td>
<td>2.3</td>
<td>25</td>
<td>79</td>
</tr>
<tr>
<td>LC-Inversion, Single-Stage Double Switch</td>
<td>21.9</td>
<td>5050</td>
<td>94.5</td>
<td>2.25</td>
<td>370</td>
<td>47.5</td>
<td>2.3</td>
<td>25</td>
<td>81</td>
</tr>
<tr>
<td>LC-Inversion, Double-Stage Single Switch</td>
<td>23.0</td>
<td>2020</td>
<td>84.0</td>
<td>4.30</td>
<td>1650</td>
<td>4.0</td>
<td>12.7</td>
<td>25</td>
<td>77</td>
</tr>
<tr>
<td>All-Solid-State, Multistage (High Voltage Side)</td>
<td>43.2</td>
<td>45</td>
<td>4.5</td>
<td>0.57</td>
<td>68000</td>
<td>0.004</td>
<td>264</td>
<td>22</td>
<td>77</td>
</tr>
</tbody>
</table>
The oscillogram in Fig.5 depicts the voltage waveforms and the thyratron current for the LC-inversion pulser with double stage pulse compression. The traces were recorded at a charging voltage of 23 kV and during high repetition rate operation. Maximum thyratron current is 2.0 kA with an overall pulse compression ratio of 13.

Figure 5. Oscillogram of thyratron current $i_s$ (uncalibrated) and voltages $U_1$, $U_2$ and $U_3$ for the LC-inversion, double stage pulser. 400 ns, 5 kV/full div.

While the LC-inversion pulser with double stage pulse compression constitutes a major advancement in thyratron life and replacement costs, thyratron life is still limited and replacements of about twice a year will be required. It is therefore desirable to replace thyratrons by solid state switching elements which can have a practically unlimited lifetime. This requirement can be realized by the experimental thyristor switched compressor shown schematically in Fig.4(c). This circuit employs four stages of magnetic pulse compression to bring switching times into the regime of commercially available thyristors. The experimental multistage compressor has been constructed with inductors wound on toroidal magnetic cores and insulated against high voltage breakdown by applying a coating of silicon based high voltage insulating compound. The dielectric insulation obtained by this simple procedure has enabled operation at input voltages of up to 42 kV and repetition rates of up to 650 Hz. Operation had to be restricted to low duty cycles, in order to prevent overheating of the cores. A prototype compressor, using oil for cooling and insulation is presently under construction and will operate continuously at repetition rates of up to 2 kHz.

**Power Supply**

Power is supplied to the laser by a regulated, thyristor switched, resonant pulsed power supply which charges the laser with pulses of 50 μs pulse width. These power supply units are used to supply thyristor switched pulzers in the command charge mode, but are also adequate for pulsing the multistage pulse compressor. Voltage regulation of the power supply is better than 0.1 % furnishing acceptable levels of output pulse jitter in multistage pulse compressor operation. The power supply is of modular design and a single module can deliver output powers of up to 12.5 kW and is capable of driving the laser at a repetition rate of 500 Hz. Four modules are multiplexed in an alternate mode for 2 kHz operation.

**EXPERIMENTAL RESULTS**

**GAS FLOW STUDIES**

Gas flow velocity measurements have been conducted for a variety of gas mixtures and pressures using a calibrated, small diameter pitot tube. The results are plotted as a function of rotational fan speed in Fig.6. The flow velocity increases linearly with fan speed and reaches maximum values of 90 m/s at fan speeds of 3900 r.p.m. The flow velocity profile along the laser axis has essentially a flat distribution with only a slight fall towards the electrode ends. It was found, however, that the current feedthroughs obstruct the flow resulting in a velocity drop of approximately 10 % behind the feedthroughs. This effectively reduces the flow velocity as indicated by the error bars in Fig.6.

A simple optical Schlieren technique employing an expanded HeNe laser beam has been used to study the recovery time for optical density perturbations in the laser medium following the electrical discharge. The technique has a deflection angle threshold of approximately 0.2 mrad. Fig.7 shows the density perturbation recovery at a laser repetition rate of 2 kHz and gas flow velocity of 90 m/s for a CO$_2$ laser mixture of CO$_2$:N$_2$:He = 1:1:8 at a total gas pressure of 1000 mbar. These results indicate that the gas density fluctua-
tions are reduced to their initial value after approximately 250 µs which is considerably shorter than the inter pulse time at a repetition rate of 2 kHz. The recovery time increases almost linearly with decreasing flow velocity. At this stage no active means for damping of shock waves caused by the electrical discharge have been incorporated in the flow system. However, the flow channel has been designed to reflect longitudinal shock waves downstream, out of the discharge region.

![Figure 6. Gas flow velocity versus fan speed.](image)

Figure 6. Gas flow velocity versus fan speed.

The maximum repetition rate of the laser at which arc-free glow discharges can be obtained has been measured for KrF excimer and CO₂ laser gas mixtures at input pulse energy levels of 24 J. The results of these measurements are shown against gas flow velocity in Fig.8. With CO₂ laser gas mixtures (CO₂:N₂:He - 1:1:8, p = 1000 mbar) the maximum arc-free repetition rate increases almost linearly with flow velocity and a maximum value of 2 kHz is reached at a flow velocity of 85 m/s. With KrF laser mixture (F₂:Kr:He - 1:20:680, p = 3500 mbar) the maximum repetition rate is 1.6 kHz. These values are limited at higher repetition rates by down-stream arcing between the bottom discharge electrode (cathode) and the preionization electrodes and over the insulator surfaces. Higher repetition rates will be obtained by increasing the distance between the bottom electrode to the preionization electrodes and by increasing the tracking path length.

**Laser Output Measurements**

Preliminary, not fully optimized laser output measurements have been undertaken for operation of the laser as a KrF excimer and CO₂, TEA laser. The average output power of the laser is shown versus repetition rate in Fig.9.
KrF excimer laser. The KrF laser experiments were conducted using helium based gas mixtures of $F_2$:Kr:He - 1:20:680 at a total pressure of 3500 mbar. As shown in Fig.9(a) the average output power increases approximately linearly with repetition rate and reaches a maximum of 500 W at 1.6 kHz. Single-shot and low repetition rate pulse energies of 350 mJ have been measured, corresponding to an overall efficiency of 1.45 %. These values decrease slightly to 315 mJ and 1.3 % at a repetition rate of 1.6 kHz. At higher repetition rates the output reduces sharply as a result of degrading discharge conditions. Significantly higher output energies can be obtained with neon based gas mixtures and single shot energies of 450 mJ have been measured. Unfortunately the limited magnetic coupling torque did not allow operation at high repetition rates with these gas mixtures.

Figure 8. Maximum arc-free repetition rate versus gas flow velocity for KrF and CO$_2$ laser mixtures versus gas flow velocity.

CO$_2$ laser. The laser has been operated as a CO$_2$ TEA laser with a standard gas mixture of CO$_2$:N$_2$:He - 1:1:8 at a total pressure of 1000 mbar. The average output power versus repetition rate is plotted in Fig.9(b). The output power increases linearly with repetition rate and reaches a maximum of 2.5 kW at a repetition rate of 2 kHz. This corresponds to single-shot pulse energies of 1.25 - 1.20 J and an overall efficiency of 5 %.

Figure 9. Average laser output power versus repetition rate. (a) KrF laser, (b) CO$_2$ TEA laser.
Conclusions

The high repetition rate, high average power industrial laser system which has been described delivers average output powers of 500 W at a repetition rate of 1.6 kHz as a KrF laser and 2.5 kW at 2 kHz as CO₂ laser. Laser performance is limited by the design of the electrode structure and insufficient uniformity of the gas flow leading to down-stream arcing at high repetition rates. The laser system is being upgraded at the moment by redesigning the electrode structure and improvements made to the flow system. These changes will enable operation of the laser at repetition rates beyond 2 kHz and, together with optimization of the laser gas mixtures, it is expected that maximum average outputs of more than 3 kW for the CO₂ laser and 1 kW for the KrF laser will be obtained.
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Abstract

Because short wavelength lasers are attractive for inertial confinement fusion (ICF), the Department of Energy is sponsoring work at Los Alamos National Laboratory in krypton-fluoride (KrF) laser technology. Aurora is a short-pulse, high-power, KrF laser system. It serves as an end-to-end technology demonstration prototype for large-scale ultraviolet laser systems for short wavelength ICF research. The system employs optical angular multiplexing and serial amplification by electron-beam-driven KrF laser amplifiers. The 1 to 5 ns pulse of the Aurora front end is split into 96 beams which are angularly and temporally multiplexed to produce a 480 ns pulse train for amplification by four KrF laser amplifiers. In the present system configuration half (48) of the amplified pulses are demultiplexed using different optical path lengths and delivered simultaneously to target.

During the last year integration of the Aurora laser system has been completed, and the system has entered the initial operational phase by delivering pulse energies of greater than one kilojoule to target. During the initial target shot series, 36 beams were aligned to target, and the remaining 12 beams were intercepted by calorimeters at the target chamber lens plate. The system achieved a maximum output energy of approximately 4500 J in 96 beams. A maximum of 1300 J was delivered to target in 36 beams with pulse durations in the range of 3 to 7 ns and focal spot diameters of 450 to 600 μm. The maximum target irradiance was in excess of 200 TW/cm². A maximum system shot rate of four shots per day was achieved. The system has not been optimized, and several near-term improvements are expected to result in significant increases in both delivered energy and target irradiance.

Introduction

The potential advantages of KrF lasers for inertial confinement fusion have been recognized for several years and have been discussed in detail in earlier publications [1-3]. The objectives of the Aurora KrF/ICF laser facility are twofold: to conduct laser physics and technology experiments important for future laser system development and to conduct target physics experiments relevant to weapons and ICF applications. Aurora is a prototype system built initially to study and resolve key technology issues for scaling large KrF lasers for ICF research. These issues include:

- Uniform e-beam pumping of large laser volumes
- Optical angular multiplexing and demultiplexing
- Control of amplified spontaneous emission and parasitics
- Large amplifier staging
- Alignment of multibeam KrF systems
- UV pulse propagation over long paths
- Novel approaches to less expensive optics

All of these issues have been successfully addressed by the Aurora system, and while additional progress is anticipated in several areas, initial system performance has indicated that no serious unsolved technical problems remain. The system is now operational with major activities supporting both investigations of the laser physics of large KrF amplifiers and laser-target interaction experiments.

System Description

ICF applications require pulse durations on the order of 5 ns, whereas efficient extraction of high energy from KrF amplifiers requires amplifier pulse durations of hundreds of nanoseconds. Optical angular multiplexing matches the pulse duration requirements of target physics and the amplifiers by encoding 5 ns pulses for serial amplification and then decoding the amplified pulses for simultaneous delivery to target. This concept is at the heart of the design of the Aurora laser system. The system has been described in detail in several earlier publications [4-9]. Only an overview will be presented here.
Figure 1: A conceptual layout of the Aurora laser system. All of the main optical and laser elements from the front end, through the final amplifier and on the target are shown.

Figure 2: A physical layout of the Aurora laser system. The part of the building on the right contains the front end, the optical multiplexer (encoder), most of the optical relay train, and the laser amplifiers. The structures on the left house the optical demultiplexer (decoder), the final aiming mirrors, and the target facility. To determine the scale, it should be noted that the distance from the Large Aperture Module (LAM) to the recollimator array is approximately 100 m.
Figure 3: The recollimator array. The first 48 beams from the LAM are recollimated and sent on to the decoder and then to the target. The second 48 beams are intercepted at this point (and others) by calorimeters, fast photodiodes, and beam footprint paper.

Figure 4: Final aiming mirrors and target chamber lens plate. The computer-controlled mirrors aim each individual beam through its lens and to the target. Calorimeters are mounted on 12 of the lens holders in this photo.

Figure 5: The Aurora target chamber with some early diagnostics in place. The lens plate is located on the end of the beam cone (at right). Fine focusing on target is accomplished by translating the entire beamcone.

Figure 1 is a conceptual layout of the Aurora system showing all the main elements. Figure 2 shows the physical location of all elements within the Aurora building. The front end produces pulses for multiplexing and amplification by the Aurora amplifiers. For target physics work the pulse duration is typically between 1 and 5 ns; pulses with durations up to 20 ns are used for laser physics investigations [10]. The front end output is divided into 12 channels by aperture division with each channel delayed from the previous channel by 5 ns. The 60-ns pulse train is then amplified by a double pass through the Small Aperture Module (SAM) amplifier. The output of the SAM goes to an 8-fold beam splitter array where each group of 12 beams is delayed from the previous group by 60 ns, resulting in a 480 ns pulse train. Each of the 96 beams strikes a mirror on the computer-controlled angle encoder and is directed into the input pupil of the Preamplifier (PA). A lens system images the PA input pupil through the PA and the Intermediate Amplifier (IA) and onto the Large Aperture Module (LAM) input array (feed array). From here beams are double passed through the LAM for final amplification and travel to the recollimator array, shown in Figure 3 (but not shown in Figure 1). In the current configuration half of the beams are terminated at the recollimator array. The other half (48) are recollimated and sent on to the decoder for demultiplexing and final delivery to target. The final aiming mirrors and the target chamber lens plate are shown in Figure 4. Figure 5 shows the Aurora target chamber.

Table 1: Typical Performance of Aurora Amplifiers

<table>
<thead>
<tr>
<th>Amplifier</th>
<th>$g_0$ (%/cm)</th>
<th>$E_{in}$ (J)</th>
<th>$E_{out}$ (J)</th>
<th>Stage Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAM</td>
<td>3.0</td>
<td>0.2</td>
<td>3.0</td>
<td>15</td>
</tr>
<tr>
<td>PA</td>
<td>2.2</td>
<td>0.3</td>
<td>50</td>
<td>165</td>
</tr>
<tr>
<td>IA</td>
<td>1.0</td>
<td>40</td>
<td>300</td>
<td>7.5</td>
</tr>
<tr>
<td>LAM</td>
<td>2.3</td>
<td>250</td>
<td>4500</td>
<td>18</td>
</tr>
</tbody>
</table>
The SAM has an active volume of 10 cm x 12 cm x 1 m. The PA has an active volume of 20 cm x 20 cm x 2.8 m. The IA has an active volume of 40 cm x 40 cm x 2.8 m. The SAM, PA, and IA all employ single-sided e-beam pumping. The LAM, shown in Figures 6 and 7, has an active volume of 1 m x 1 m x 2 m and employs double-sided e-beam pumping. Typical performance data for the individual amplifiers is given in Table I. More detailed descriptions of the Aurora amplifiers and their performance may be found in earlier publications [4, 7, 8, 11, 12].

Laser Physics

The laser physics program has three goals: to characterize, analyze, and optimize Aurora laser performance; to generate an extensive data base in order to refine the KrF kinetics code and support the design of larger KrF systems; and to investigate fundamental laser physics, such as pulse shape and bandwidth effects.

At present laser diagnostics consists mainly of calorimeters and, for temporal information, fast photodiodes. Data is digitized and stored on computer for further analysis. Typical experiments have included temporal pulse shaping, amplifier bandwidth, absorption, and ASE measurements. For the SAM, PA, and LAM amplifiers, small-signal gain (SSG) measurements have been made as a function of vertical position, distance from the foil, F2 concentration, total gas pressure, and Marx charge voltage. Measurement of the spatial uniformity of the PA small-signal gain along the vertical dimension has also been conducted. Detailed reports of the results of laser physics experiments may be found elsewhere [13-17].

The size of the final Large Aperture Module was chosen to address issues associated with the scaling of these devices to higher energy and lower cost. Due to its large physical size, energy deposition uniformity and ASE could affect energy extraction. ASE modeling codes for the LAM (with small-signal gain go, absorption α, and wall reflectivity as parameters) predict that ASE lowers the measured SSG and reduces energy extraction by 20%. Preliminary measured gains are in agreement with model predictions [13, 14].

Spectral bandwidth is recorded at the decoder on each shot with a 1 m spectrometer. With a conventional front end, typical bandwidths at the target are about 20 cm⁻¹. Work is in progress to increase this with the installation of a broadband (200 cm⁻¹) front end.

Target Physics

Aurora is in the early stages of use as a target-physics facility, and reliable operation of target instrumentation has recently been verified. To date, target diagnostics have been used primarily to characterize the plasma formed by the focused, overlapped beams on target foils. The diagnostic capabilities include filtered x-ray pinhole cameras which record an image of the plasma as a function of x-ray energy. A transmission grating spectrometer records an x-ray energy spectrum. The appearance of certain atomic bands provides confirmation of the target irradiance. Filtered x-ray diodes provide temporal information on the x-ray emission at a variety
of x-ray energies. Streak and framing cameras yield additional temporal information. More complete details of Aurora target diagnostic capabilities are available in Ref. 18.

Final System Integration

The goals for the Aurora KrF/ICF laser facility during FY89 were:

- Complete system integration and deliver kilojoule-level energy to target.
- Demonstrate reliable system operation.
- Deliver greater than 25 TW/cm$^2$ to target.

Laser system integration was completed in December 1988 with the extraction of 2500 J from the LAM and the delivery of 780 J to the target-chamber lens plate in 48 beams. For this shot the full size LAM mirror was not available. A down-sized mirror with an area of 20% of the full LAM aperture was used, resulting in lowered LAM output energy and stage gain. Only 48 of the 96 amplified beams are taken to the target area by the present Aurora optics system. The energy delivered to the lens plate on this shot was further reduced by losses on optical surfaces between the LAM and the lens plate (estimated at 15%) and additional loss due to absorption by impurities in the air in the beam tunnels (estimated at 27% based on absorption measurements).

The full-sized LAM mirror arrived and was installed in May 1989. Tunnel air absorption was reduced to about 10% by the addition of an air-handling system and filter bank. Damage to the optics in the centered optical system occurred during the previous shot series that included final integration and the delivery of kilojoule-level light to the lens plate. These damage problems were substantially reduced in following months, but because a full set of spare optics was not available, the gain of the PA was reduced (by reducing laser gas pressure) to preserve the damaged optical elements for as long as possible.

System integration was completed in June 1989 with the first full system shot to target. 770 J was delivered to target in 36 beams in a 7 ns pulse (FWHM) with 80% of the energy in a spot 600 μm in diameter, producing a target irradiance in excess of 30 TW/cm$^2$.

System Performance During Initial Target-Physics Experiments

The first series of target-physics experiments using the Aurora KrF/ICF laser facility was conducted during August 1989. The goals of this target shot series, called the "High Intensity Campaign," were to increase the irradiance on target, to check out target physics diagnostics, and to demonstrate the repeatability and reliability of the Aurora laser system. Alignment of the laser system was accomplished using the automatic input-pupil alignment system and the automated LAM alignment system. Final beam alignment to target was accomplished manually since the final target alignment system was not operational at that time. During this shot series 36 beams were aligned to target, and the remaining 12 beams were intercepted by calorimeters at the lens plate for diagnostic purposes. The second 48 beams were used for calorimetry and burn patterns at other points in the system.

The temporal pulse shape was measured throughout the system using photodiodes with a risetime of 270 ps and 1.35-GSample/s digitizers (742 ps/sample) with typical system risetime resolution limited by analog bandwidth effects to approximately 435 MHz (590-ps risetime resolution). During the High Intensity Campaign the pulse duration from the front end was varied to study system performance with different pulse widths and to verify the fidelity of the Aurora amplifiers. Figure 8 shows the pulse shape used in the latter stages of the campaign. This pulse shape was measured in the decoder and is very similar to the pulse produced by the front end. This and other pulse-shape data indicates that the entire amplifier chain has good fidelity and that the shape of the output pulse can be controlled by controlling the front end pulse shape.

The focal spot size of the 36 overlapped beams on target was measured by visible fluorescence from a UV sensitive fluor at target center and was confirmed using x-ray images taken with filtered pinhole cameras. Optical images from visible fluorescence using the front end only indicated a minimum focal spot diameter of about 350 μm for 36 overlapped beams.

Since this technique could not be used for full energy shots,
x-ray pinhole images were used to estimate the focused spot size. Such images provide an upper limit of the spot size since the plasma producing the x-rays expands to a larger size than the actual focused laser spot. Figure 9 shows a pinhole camera image of x-ray emission from a typical target shot. This image was taken with a 1.9 mil Be filter in front of a 25-μm pinhole at 8x, with a resolution of approximately 26 μm. The x-ray cutoff of this filter occurs at approximately 1.7 keV, so only the central hot plasma regions are shown in this image. Five other filter thicknesses were also present on this camera, and smaller pinholes and other filters were used on other shots. In all cases lowering the energy cutoff of the filter resulted in larger images, but the effect was not pronounced until the filter cutoff was reduced to the several hundred eV range. The FWHM width of the focused spot on this shot was <450 μm. Based on similar data from all target shots, the spot size has varied from 450 to 600 μm depending on the accuracy of manual alignment and the beam quality of individual beams for a given shot, which is dependent on environmental variables in the beam transport path.

Table II lists the energies, pulse durations, and calculated peak target irradiances for 12 successful target shots performed during the August campaign. Energies were measured using 12 calorimeters on the lens plate and extrapolated to the 36-beam energy. Pulse durations were measured in the decoder. Focal spot sizes were measured using x-ray pinhole camera images for the individual shots. The peak irradiance achieved is over 200 TW/cm².

For the first three shots of the series, the front end was operated in its normal configuration with two Lumonics post amplifiers producing a total output energy of 400 to 500 mJ. The amplifier ASE contributed to the total pulse width on target resulting in a significant tail and increased pulse width. For the remainder of the shots the Lumonics amplifiers were removed. This reduced the front end output energy to 20 mJ or less, but caused only a slight reduction in energy on target. This allowed better control of pulse duration and shorter pulses on target.

The maximum 36-beam energy delivered to target was 1300 J. This represents a 96-beam energy of 3470 J. Assuming transmission losses of 15% on optical surfaces and 10% to air absorption yields a total LAM output energy of approximately 4500 J.

A high shot rate and good system reliability were successfully demonstrated during the High Intensity Campaign. A total of 12 successful target shots were fired in 12 working days. The first shot attempted on August 31 was unsuccessful because of a minor problem with a LAM output switch. Following that attempt the switch was repaired and three successful target shots were fired that day.

Table II: High Intensity Target Shot Series (August 15 - 31, 1989)

<table>
<thead>
<tr>
<th>Shot Date</th>
<th>36 Beam Energy (J)</th>
<th>Pulse Length (ns)</th>
<th>Peak Irradiance (10¹⁴ W/cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/15</td>
<td>1290</td>
<td>7.0</td>
<td>&gt;1.0</td>
</tr>
<tr>
<td>8/16</td>
<td>1300</td>
<td>6.0</td>
<td>2.2 ± 0.9</td>
</tr>
<tr>
<td>8/16</td>
<td>1130</td>
<td>7.0</td>
<td>&gt;1.9</td>
</tr>
<tr>
<td>8/17</td>
<td>960</td>
<td>4.5</td>
<td>&gt;1.1</td>
</tr>
<tr>
<td>8/22</td>
<td>850</td>
<td>5.0</td>
<td>&gt;0.7</td>
</tr>
<tr>
<td>8/22</td>
<td>730</td>
<td>3.5</td>
<td>1.5 ± 0.4</td>
</tr>
<tr>
<td>8/23</td>
<td>910</td>
<td>3.5</td>
<td>1.2 ± 0.4</td>
</tr>
<tr>
<td>8/23</td>
<td>580</td>
<td>4.0</td>
<td></td>
</tr>
<tr>
<td>8/30</td>
<td>250</td>
<td>3.5</td>
<td>1.1 ± 0.4</td>
</tr>
<tr>
<td>8/31</td>
<td>940</td>
<td>3.5</td>
<td>1.1 ± 0.4</td>
</tr>
<tr>
<td>8/31</td>
<td>840</td>
<td>3.0</td>
<td>1.3 ± 0.5</td>
</tr>
<tr>
<td>8/31</td>
<td>900</td>
<td>3.5</td>
<td>1.1 ± 0.3</td>
</tr>
</tbody>
</table>

Table II: High Intensity Target Shot Series (August 15 - 31, 1989)
Anticipated Future System Performance

The system has not yet been optimized, and several near term improvements are expected to result in significant increases in both delivered energy and target irradiance. The most obvious of these is to remove the 12 calorimeters from the lens plate allowing 48 beams to go to target and increasing delivered energy by 33% over the present value. Relatively minor modifications to the front end should result in a 30% increase in output energy. Replacement of damaged relay optics will increase transmission into the PA by at least 25%. New optics and the further reduction of retropulses and parasitics will allow the PA stage gain to be increased by up to 50% (by operating the PA at the upgrade design levels). Thus far the LAM has been operated at a conservative Marx charge voltage of 50 kV for all system shots. In the past it has been successfully operated at 60 kV during pulsed power tests. Figure 10 shows the present and anticipated performance of the LAM amplifier. Thus far target alignment has been accomplished manually, but the final automatic target alignment system is nearing operation. It should result in both faster alignment and better beam overlap for a smaller spot. These improvements should allow maximum target irradiance to approach 500 TW/cm² in the near term.

The near term plans for Aurora include:

- Full characterization of the laser performance of the LAM and other e-beam pumped amplifiers.
- Investigations of target prepulse from crosstalk and ASE.
- Measurements of energy absorbed by the target and x-ray conversion efficiency.
- Studies of the temporal pulse shaping capabilities of KrF systems.
- Demonstration of broad bandwidth capability of KrF amplifiers.

Additional performance improvements are planned during the next two years. The installation of IA and LAM upgrades will result in output energies in the 15-20 kJ range. Improvements in the optical system and the environmental control of the beam path will allow focal spot diameters of less than 350 μm with an ultimate goal of 200 μm. Ultimately, target irradiance in excess of $10^{15}$ W/cm² is expected.

Summary

The development of the Aurora KrF/ICF laser facility shows continual progress in establishing that KrF laser technology is the leading candidate for future ICF drivers. Final integration of the system is complete, and Aurora has begun initial operations as a target physics facility. Recent accomplishments include demonstration of:

- high energy, with multi-kilojoule output and the delivery of kilojoule-level pulses to target in 36 beams;
- high intensity, with maximum target irradiance in excess of 200 TW/cm²; and
- system reliability, with a sustained average shot rate of one shot per day and a maximum demonstrated shot rate of four per day.

Continued improvements in system performance are anticipated in both the near and far terms, with the goal of achieving routine operation with target irradiance in excess of $10^{15}$ W/cm².
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Abstract

The energy deposition of the e-beam pumped MLI Two-Meter Laser was measured and compared using dosimetry films, electron calorimetry, current measurements, and pressure rise measurements. The measurements agreed within their uncertainties.

Introduction

In order to design a large e-beam pumped excimer laser system for Inertial Confinement Fusion, the laser efficiency must be accurately known, as small changes in efficiency lead to large variations in the ICF laser system cost. In order to determine efficiencies, the energy deposition of the e-beam pump must be known. The methods of determining energy deposition vary, and each laboratory has their favorite technique. With this in mind, the purpose of this work was to survey and compare various commonly used energy deposition measurement techniques, with the ultimate goal of increasing confidence in the laser efficiencies reported by this and other laboratories.

Two-Meter Laser

The e-beam device utilized in this study was the MLI Two-Meter Laser. This device is powered by a seven stage Marx bank capable of storing 151 kJ, and has a maximum erected voltage of 840 kV. The diode voltage was 350 kV for this study. A self breaking peaking switch sharpens the rising edge of the pulse, while a diverter switch terminates the pulse. The resulting e-beam pulse is 1 µs long, and has a near top hat intensity profile. The carbon felt cathode used for this study was 10 x 200 cm². A guide field of 600 gauss was used to assist in the transport and deposition of the e-beam. The pumped volume in the laser chamber was approximately 15 x 20 x 185 cm³; the total volume was 355 l. No baffles were used to confine the e-beam to a specific volume. The gas mix utilized for most of the deposition measurements was 90% Ar and 10% Kr at a total pressure of 800 Torr.

Dosimetry Films

Two types of dosimetry films were used to measure the deposited energy: a nylon film using triphenylacetonitrile dye, and a chlorostyrene film using malachite green methoxide dye. The films are in the form of thin (2 mil) sheets, which are hung in the laser chamber and turn blue upon exposure to ionizing radiation. The optical density at 632 nm was measured with a HeNe Laser densitometer, and the deposited energy determined using a calibration graph, which gives the deposited energy in units of Mrad H2O. The dose into water must be converted to dose into the Ar/Kr mix by using the ratio of the stopping powers of Ar/Kr (mole fraction weighted) and H2O. Stopping powers may be found in the ICRU tables. The advantage of the film technique is the ease and simplicity of its use and the spatially resolved nature of the measurement; the deposition can be determined at any point in the laser chamber. There are, however, cautions for the technique. Acidic gasses such as NO2, SO2, HCl (and probably F2) attack the dye and color the film in seconds, thus the deposition cannot be determined in a laser mix. Gasses such as CO2, CO, H2O, H2, and hydrocarbons have no effect on the film.

The film is sensitive to UV light, so that exposure to sunlight or fluorescent room lights darken the film in several minutes. The film therefore cannot be used inside a laser resonator where a high flux is present. The UV fluorescence normally found in an e-beam excited Ar/Kr mixture, however, is not sufficient to color the film; the threshold is roughly 100 mJ/cm². In addition, although the film darkens immediately upon exposure, the maximum optical density is reached several days after irradiation. Upon readout, the film may produce interference fringes at low optical densities, so that readout wavelength and film thickness variations could lead to spurious results.

The optical absorption of the Chlorostyrene film peaks at 630 nm, so that the film saturates at an optical density of 4 for a 2 mil thick film. The range of the film can be increased by measuring the optical density off the peak at 430 nm. The nylon film has an absorption maximum at 610 nm, and saturates at an optical density of 2 at 632 nm. The deposited energy range covered by these two films is similar.

The measured optical density is dependent on film thickness. It was found that the film thickness can vary by 15% from the nominal 2 mil for different batches, although within a batch the thickness is constant. The optical densities were normalized to reflect a 2 mil film thickness for use with the calibration curves.

The calibration curve for the Chlorostyrene film was supplied by Far West Technology and based on measurements using a calibrated 60CO source. Optical densities at 630 and 430 were provided. The calibration
curve for the nylon film was supplied by Far West Technology at a wavelength of 600 nm. This was converted to a curve at 632 nm by measuring the absorption spectra of the exposed film at various doses, and determining the OD at 600 and 632 nm. A new calibration curve at 632 was constructed using the pair of OD's (at 600 and 632 nm) at the same dose and the 600 nm calibration curve. The measurements using the nylon film are therefore regarded as having less accuracy. The calibration curves are shown in Figure 1.

The measured pump power in the center of the e-beam is shown in Figure 2 as a function of distance from the foil for both types of dosimetry film. The solid and open data points represent measurements using nylon and Chlorostyrene films; several batches of film were used, and are represented by different symbols. Excellent agreement is found when using a single type of film; measurements made a year apart agreed within 5%. The nylon and Chlorostyrene films agree within 15%.

![Figure 1. Calibration Curves for Dosimetry Films.](image1)

![Figure 2. Pump Power Versus Distance from the Foil.](image2)

**Calorimetry**

The energy deposition was measured using total stopping e-beam calorimetry. The e-beam energy was measured at various distances from the foil; a subtraction yields the amount of energy deposited into the gas.

The calorimeter design is illustrated in Figure 3. The electrons are absorbed by a 0.3 cm thick piece of POCO AXF 5Q graphite, which has a fine grain structure with reproducible characteristics and whose thermophysical properties are well known. The 0.3 cm thickness was chosen to be three times the CSDA range of 350 KeV electrons; subsequent calorimeter designs would utilize a thinner graphite slab for increased temperature rise and sensitivity. The graphite slab is supported on a NEMA 310 cylinder, and the temperature rise determined using a chromel-constantan thermocouple, which is non-magnetic. An insulated aluminum shield protects the calorimeter from scattered electrons.

The results of the measurements are shown in Figure 2. Because the calorimeters were separated by 4.5 cm, the energy deposition is averaged over this distance. There was a ± 7% standard deviation in the absorbed energy of each calorimeter; when calorimeter energies are subtracted to obtain the energy deposited in the interval between them, the result is a ± 50% error in pump power. Nevertheless, the agreement with the dosimetry film results is excellent.

![Figure 3. Calorimeter Design.](image3)
Current Measurements

The e-beam current in the laser chamber is an excellent measure of device performance, however, a Monte Carlo electron transport and deposition code is necessary to determine the energy loss of the electron beam. The energy loss (kV/cm) multiplied by the e-beam current (A/cm²) yields the pump power (kW/cm³). The value of 7.5 kV/cm for 350 keV electrons at a distance of 3 cm from the foil and a pressure of 800 torr of Ar/Kr mix was obtained using the BETA-II Monte Carlo code. The current was measured with several Faraday cup designs; the agreement with the film and calorimeter results is shown in Figure 4.

The transmitted e-beam current was measured using three Faraday cup designs. The first design, shown in Figure 5, has been used extensively at MLI; it is simple, inexpensive, and reliable. A carbon block (POCO AXF 5Q), 2.5 cm in diameter and 1.2 cm thick, collects the electron flux. A connector is affixed to the rear of the block with conductive epoxy; the signal lead is taken outside the laser chamber, run through a Pearson Probe (Model 110A) and grounded on the laser chamber. The collected electron current induces a voltage in the Pearson Probe, which is measured with an oscilloscope; a calibration factor yields the current. A shield (aluminum or lucite) was necessary to restrict the electron flux to the front surface of the carbon block. A thin (0.5 mil) Kapton film was required to improve the rise and fall times of the current signal under certain conditions. This Faraday cup design was insensitive to the position of the signal lead ground, however, the small collection area resulted in some noise on the current trace.

The second Faraday cup was designed and constructed by Spectra Technology, and is shown in Figure 6. The cup is enclosed in a grounded box, and has a thin Kapton window. The carbon block collector is serrated, although this does not result in increased collection efficiency. A calibrated resistor bank is enclosed between two metal plates; the voltage drop of the collected current is measured with an oscilloscope. The ground connection was carefully made with a wide strap of copper foil. The large (7 x 7 cm²) collection area resulted in good signal-to-noise ratios.

Figure 4. Pump Power Results for all Methods.

Figure 5. MLI Faraday Cup Design.
The third Faraday cup, dubbed the LANL design, combines the best features of the MLI and STI cups, and is shown in Figure 7. The cup is enclosed in a grounded box with a 0.5 mil Kapton window, and has a 10 x 10 cm² collection area. A carbon plate is clamped to a metal pedestal, which is attached to the box and ground. The collected electron current flows through pedestal, and induces a voltage in the Pearson Probe, which surrounds the pedestal. The signal is taken out and fed into an oscilloscope. Grounding is accomplished via a wide copper strap. The signal-to-noise was excellent, due to the large collection area.

The Faraday cup performance is compared in Figures 8, 9, and 10 for Air, 1 atm of Argon, and vacuum (~1 torr). The MLI cup is shown with and without the Kapton film. The current measured using the MLI cup (with the Kapton) and the STI cup were taken on the same shot; the MLI (w/o Kapton) and LANL cup traces were taken on different shots. The Two-Meter Laser is extremely reproducible, so these comparisons are valid. The value of the current for all three cup designs agreed within 10%; part of this was due to the fact that the e-beam uniformity was 7% over a 7 cm height at the Faraday cup position; the various size cups averaged over different parts of the e-beam.

All of the Faraday cups performed well in Argon, Air and Vacuum, with the exception of the MLI cup without the Kapton Film. The STI cup does not return to the baseline after the shot, while the MLI (w/Kapton) design rings. These effects were ignored, as all the traces were found to overlap and give the same shape during the pulse.
The deposited e-beam energy is ultimately converted into light and heat, so that in a measurement of pump power using the pressure rise method, the fluorescence efficiency and pumped volume must be known accurately. The fluorescence efficiency was determined using a CO₂ poisoning method: CO₂ was added to a Ar/Kr mix while the pressure rise and sidelight fluorescence were monitored. The sidelight intensity was reduced by 100 with the addition of 30 torr of CO₂; at this point the net pressure rise was approaching and asymptotic value. The fluorescence efficiency, after correcting the pressure rise for the addition of CO₂, was found to be 18.7%.

The e-beam was not confined to a specific volume with baffles, however, a magnetic guide field and low gas pressure resulted in an e-beam with fairly sharp boundaries, which were determined using dosimetry film. The energy deposition was determined using the following formula:

\[ \frac{E}{V} = 0.20 \Delta P \frac{J}{l} \]

where the pressure rise \( \Delta P \) is in Torr, and the energy density \( E/V \) is in J/l. The energy density in the pumped region was determined by multiplying by the ratio of unpumped to pumped volumes, and correcting for the fluorescence loss. This formula was derived from the equipartition of energy for an ideal gas, and hence does not account for work done by the pumped gas on the unpumped regions. For these reasons, the accuracy of the pressure rise measurement is estimated as ±25%.

The pressure rise was measured using two MKS Baratrons (models 317HA and 122AA), which have response times of approximately 1.0 ms and 20 ms, and recorded using a Linsis L2005 chart recorder with 1 m/s writing speed. The pressure rise was also recorded on an oscilloscope, which indicated the recorder was fast enough. No significant difference was observed with the two Baratron models. The pressure rise result, which is averaged over the pumped region, is plotted in Figure 4.

**Conclusions**

The energy deposition for an e-beam pumped laser was measured using four techniques: dosimetry film, calorimetry, Faraday cup, and pressure rise measurements. Within the uncertainty of each technique, all the methods agree.
Table 1 summarizes the strengths and weaknesses of each technique. It is apparent that no method yields a complete knowledge of the deposition in time and space; in fact, a combination of methods must be used. For example, a Faraday Cup measurement depends on the accuracy of a Monte Carlo electron transport code, which may be validated with a pressure rise or calorimeter measurement. The selection of a particular deposition technique depends on the depth of the knowledge and accuracy required for the problem at hand, as well as the time available to perform the measurement.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>STRENGTH</th>
<th>WEAKNESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dosimetry Film</td>
<td>Spatially resolved</td>
<td>Integrates over time</td>
</tr>
<tr>
<td></td>
<td>Independent of fluorescence yield</td>
<td>Saturates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Calibration curve needed</td>
</tr>
<tr>
<td>Calorimetry</td>
<td>Independent of fluorescence yield</td>
<td>Integrates over time and space</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relatively inaccurate</td>
</tr>
<tr>
<td>Faraday Cup</td>
<td>Independent of fluorescence yield</td>
<td>Need code to determine energy loss (kV/cm)</td>
</tr>
<tr>
<td></td>
<td>Time and spatially resolved</td>
<td>Many measurements needed to get spatial resolution</td>
</tr>
<tr>
<td>Pressure Rise</td>
<td>Ease of use</td>
<td>Not spatially or temporally resolved</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dependent on fluorescence yield</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Must know pumped volume accurately</td>
</tr>
</tbody>
</table>
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Absorption experiments have been performed on electron-beam pumped rare gases (argon and krypton) as a function of pump power at 248.4 nm and 257.3 nm. Energy deposition into the gas was varied by attenuating the electron beam with one or two stainless steel screens and by varying the gas density. The results from two separate energy deposition diagnostics agreed to within 20%. The Los Alamos National Laboratory KrF kinetics code calculations came into agreement with experimental results after the Ar$_2^*$ absorption cross section was lowered to $1.8 \times 10^{-18}$ cm$^2$ and the Ar$_2^*$ radiative decay rate was increased to $4.4 \times 10^6$ s$^{-1}$.

Introduction

Because they impose a fundamental limit on the extraction efficiency of rare gas halide excimer lasers, absorption processes in the laser medium are an important area of both experimental and theoretical study. Recently, measurements in electron-beam-pumped F$_2$/Kr/Ar mixtures have yielded absorption coefficients that are as much as a factor of two greater than predictions of kinetics models.1-4 To better understand these absorption processes, experiments have been performed on e-beam-pumped rare gases in the absence of fluorine, affording a much simpler kinetics picture that allows for a more precise benchmark of the kinetics model than is usually obtained in laser experiments involving a gas mix of Ar, Kr, and F$_2$.

Absorption measurements were performed at 248.4 nm and 257.3 nm over a wide range of pressures and pump powers. Results from these experiments have provided input to the KrF kinetics code that is currently in use at the Los Alamos National Laboratory. In addition, two different techniques for measuring the energy deposited into the gas have been employed and their results compared to determine the most accurate manner of measuring the energy deposition.

Experimental Apparatus

The experimental apparatus used in these experiments is illustrated in Fig. 1. A Lambda Physik EMG-101 excimer laser (run on XeCl: 308 nm) pumped a dye laser whose output was frequency doubled in a beta-barium borate crystal to 248.4 nm or 257.3 nm. Half of the ~5-ns full width at half maximum (FWHM) beam was reflected by a 50% beamsplitter and directed through the absorption cell in a three-pass configuration while the other half (reference) bypassed the cell. The two beams were then reflected onto the same photodiode, whose output was displayed on a Tektronix 7104 oscilloscope. The difference in path length of the beams resulted in a ~23-ns separation of their leading edges, with the reference beam arriving at the photodiode first. Neutral density filters reduced the intensity of the probe beam to ~50 kW/cm$^2$ as it entered the gas cell on its first pass.

The electron gun produced a 200-ns FWHM voltage pulse with a peak current density of 50 A/cm$^2$. The 400-kV electrons which were emitted from the hemispherically shaped cathode were constrained by a 1.5-kG magnetic guide field. After traversing the wire anode / hibachi / foil structure (1.5 mil titanium), they entered the gas chamber (see Fig. 2 for a detailed diagram of the gas chamber) and deposited energy into the gas. A stainless steel plate having a 3.5 x 8.0-cm$^2$ aperture was located 5.1 cm from the foil and served to define a uniformly pumped region of gas. The current density that was transmitted through the aperture could be measured with a Faraday cup when the gas cell was pumped to a vacuum. It was also possible to reduce the current density by a factor of 2 or 4 by mounting 1 or 2 stainless steel screens between the foil...
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FIG. 3. Waveforms of the diode voltage and current produced by the electron gun. The voltage waveform has a 200-ns FWHM while the current waveform has a 180-ns FWHM.

and the aperture plate. The probe laser beam was aligned slightly past the aperture plate, at a distance of 5.8 cm from the foil, and ran transverse to the electron-beam, furnishing a single-pass absorption length of 8 cm. The temporal delay between the firing of the e-beam and the probe laser was controlled with a digital delay generator. The gas chamber was filled with either 2, 1 or 1/2 amagats of argon or krypton. The pressure rise in the gas for each shot was determined using a capacitance manometer. Data were taken under the experimental conditions given in Table I. Typical electron-gun waveforms are displayed in Fig. 3.

**Absorption Measurement**

The absorption measurement consisted of first filling the gas cell with the appropriate density of argon or krypton and taking a number of reference waveforms. The reference beam intensity was varied until the intensities of the beams were nearly equal. The e-beam and laser were then fired, and a picture of the reference and probe waveforms was taken and compared to the reference waveform. This was repeated for a total of three shots on a gas fill. Several reference waveforms were then taken and the average reference beam to probe beam peak intensity ratio was calculated. The transmission of the probe beam through the e-beam-pumped gas was calculated by dividing the probe beam to reference beam intensity ratio obtained during the shot by the average reference to probe beam intensity ratio in the absence of the e-beam. The absorption was calculated by taking the natural log of the transmission and dividing by 24 cm, the three-pass absorption length.

Since the same photodiode detected both the reference and probe beams, the uncertainty in the reference to probe beam intensity ratio was small, typically ±3%, which translated into an uncertainty in the transmission of ±5%, giving a one standard deviation uncertainty in the absorption coefficient of ±0.2%/cm. However, shot-to-shot variations in the e-beam increase the uncertainty to ±0.3%/cm. Typical photodiode waveforms of the reference and probe beams with and without the firing of the e-beam are given in Fig. 3.

**Determination of Deposited Energy**

Knowledge of both the temporal shape and the peak value of the pump power is necessary to make code calculations of the absorption. The temporal behavior can be deduced from the current and voltage waveforms while the peak pump power is determined from the total energy deposited in the gas. The pressure rise technique was not used to determine deposited energy, since a large volume of the gas was unpumped.

Two techniques were employed in these experiments to measure the peak pump power. A strip of radiachromic (RK) film was placed at the position shown in Fig. 2 (just in front of the path of the probe laser beam) and was exposed to the e-beam. The amount of energy deposited in the film was determined from the change in transmission of 600-nm light through the film. The second technique involved calculating the energy deposition-per-electron-per-cm using a Monte Carlo, electron-beam energy deposition code (EBDC) and multiplying by the peak current density to determine the peak pump power.

Exposures of RK film were taken under the experimental conditions given in Table I, and analyzed.

**TABLE I. Experimental conditions**

<table>
<thead>
<tr>
<th>Gas</th>
<th>Gas Density</th>
<th>Current Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Argon</td>
<td>2 amagats</td>
<td>50, 25 and 12 A/cm²</td>
</tr>
<tr>
<td></td>
<td>1 amagat</td>
<td>50 and 25 A/cm²</td>
</tr>
<tr>
<td></td>
<td>0.5 amagat</td>
<td>50 A/cm²</td>
</tr>
<tr>
<td>Krypton</td>
<td>2 amagats</td>
<td>50 and 25 A/cm²</td>
</tr>
<tr>
<td></td>
<td>1 amagat</td>
<td>50 A/cm²</td>
</tr>
</tbody>
</table>
FIG. 4. Photodiode waveforms in the absence and presence of the e-beam. The top waveform displays the reference and probe beams when the e-beam is not fired, while the lower trace demonstrates the effect on the probe beam when absorption takes place. The upper trace is expanded compared to the lower by a factor of 2.5, and the time delay between the arrival of the e-beam at the gas cell and the probe beam on its second pass (lower trace) is 200 ns.

FIG. 5. Scan of radiachromic film giving the change in optical density in the probe beam direction at a distance of 5.8 cm from the foil compared to an unexposed sample. Optical density is converted to energy deposited in the nylon film, and a conversion is made to deposited energy in the gas. The dashed lines mark the boundaries of the e-beam aperture along the optical axis.

were taken to be incident on a square foil with 15-cm sides.

A plot of energy deposited-per-electron-per-cm in 2, 1 and 0.5 amagats of argon vs distance from the foil in the electron-beam direction (x) is shown in Fig. 6. Each curve represents an average of the depositions in the y-(vertical) and z-(optical axis) directions. The dashed line shows the probe beam position. A similar curve for deposition in the vertical direction is presented in Fig. 7. The dashed lines mark the edges of the foil, and the absorption measurement is taken at y = 0. From symmetry considerations, the deposition in the z-direction is identical to that in the y-direction.

From Figs. 6 and 7, the deposited energy density at the probe position for the 2-amagat argon run is 70 J/cm³/coulomb, giving a peak pump power of 780 kW/cm³ for a current density of 50 A/cm² incident...
on a 225 cm² section of foil. This value is somewhat larger than the 600 kW/cm³ value derived from the RK film data, and may be partially due to not having an accurate knowledge of the electron energy. A similar calculation of energy deposition into 2 amagats of krypton, displayed in Fig. 7, yields a deposited energy density of 106 J/cm³/coulomb, or a peak pump power of 1.2 MW/cm³.

### Results

The temporal dependence of the absorption was measured for the cases of pumping 2 and 1 amagat of argon at the peak current density of 50 A/cm². Since the probe beam passes through the gas three times, it is actually absorbed over a time period of ~27 ns. It is therefore necessary to define a time delay, Δt, which corresponds to the separation in time between the arrival of the e-beam and the probe beam at the gas cell. By definition, Δt = 0 is the simultaneous arrival of the electron-beam with the probe beam at the beginning of its second pass through the gas cell.

A plot of absorption coefficient versus Δt for an argon density of 2 amagats is disclosed in Fig. 9. Note that the absorption peaks at the end of the pump pulse and decays exponentially. A linear least squares fit of data points with Δt ≥ 225 ns to a decaying exponential is seen as a dashed curve in the figure, and yields a decay time of 230 ns. This corresponds to the effective lifetime of the absorber, and is much larger than the 50-ns decay of the current pulse. A similar plot for data taken at 1 amagat of argon yielded a decay time of ~500 ns, but there is some uncertainty in this value since the absorption values were lower and more uncertain.

Also shown in Fig. 9 is the kinetics code calculation (smooth curve) of the temporal dependence of the absorption. This was obtained by increasing the Ar₂⁺ decay rate in the present version of the kinetics code from 3.3 x 10⁶ s⁻¹ to 4.4 x 10⁶ s⁻¹ and decreasing the Ar₂⁺ absorption cross section from 1.0 x 10⁻¹⁷ cm² to 1.8 x 10⁻¹⁸ cm². This brings the calculation into good agreement with the peak experimental absorption coefficient, and it has little effect on the predicted absorption of an e-beam pumped KrF mix, since the argon dimers and dimer ions do not form appreciably in the presence of krypton and fluorine.

An important test of the kinetics code was to accurately predict the effect of varying the pump power on the absorption in two different regimes: by changing the current density, which should have little effect on the formation and decay rates, but may affect the Ar₂⁺ 1Σ_u⁻ 3Σ_u mixing rate, and by changing the argon pressure, which affects the mixing rate and the three-body formation rates. In addition, because of the simplicity gained by having only a single rare gas constituent in the code, there are fewer constants to vary in bringing code results into agreement with the experimental data.

FIG. 7. EBDC calculation of electron energy deposition into 2 amagats of argon transverse to the electron beam. The dashed lines mark the foil edges. The calculation for deposition in the z-direction is identical to this due to symmetry. An initial electron energy of 400 keV was used in the calculations.

FIG. 8. EBDC calculation of electron energy deposition in krypton in the electron-beam direction. The dashed line marks the probe beam position, and depositions are given for 2- and 1-amagat runs. In the calculation for 2 amagats, each electron, on the average, gives up an energy of 267.2 keV to the gas (area under the curve). An initial electron energy of 400 keV was used in the calculations.

FIG. 9. Temporal dependence of the absorption at 248 nm of 2 amagat of Ar excited by a 50 A/cm² e-beam. The boxes are the experimental data points, and the smooth curve is a calculation by the kinetics code. The dashed line represents a linear least squares fit of the data to a decaying exponential, and the decay constant is 4.4 x 10⁶ s⁻¹. The uncertainty in the data is as shown.
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The effect of varying the argon density on the absorption coefficient for a current density of 50 A/cm² is depicted in Fig. 10. Experimental results are denoted by squares, and the code predictions are represented by triangles. In each case, the code over-predicts the absorption coefficient, although the agreement is quite good. The calculated functional dependence of the data is different from the measured dependence, however, and this may be partially due to the uncertainty in the data. The effect of reducing the current density on the absorption coefficient at an argon density of 2 amagats is demonstrated in Fig. 11. In this case, the code over-predicts the 50 A/cm² data point, but under-predicts the other data. Overall, the agreement is reasonable.

All of the absorption data, including both the krypton and the argon results, are given in Table II. One series of data points was taken at a wavelength of 257.3 nm in 2 amagats of krypton, and the resulting 248.4-nm absorption coefficient. This agrees with the predicted wavelength dependence of the Kr₂⁺ (and by analogy, Kr₂⁺) absorption cross section made by Wadt. At the present time, the modelling results for the krypton data are preliminary, but indicate a larger predicted absorption than what has been seen, implying the need to reduce the Kr₂⁺ absorption cross section.

**Discussion**

Exposures of radiachromic film have demonstrated the radial dependence of both the current density and the pump power, as seen in Fig. 5. Along the absorption line, a peak pump power of 600 kW/cm³ has been determined from energy deposition measurements in 2 amagats of argon. This occurs on the e-beam axis, at the point (5.8,0,0). Since the pump power, and hence the absorption, is not constant along the absorption length, but has a z dependence, it is inexact to calculate the absorption coefficient by simply dividing the natural logarithm of the transmission by 24 cm. Instead,

\[ -3 \int_0^z \alpha(z) \, dz = \ln(T), \quad (1) \]

where the path length is over the 8-cm aperture, and in order to calculate the absorption coefficient, the functional dependence of \( \alpha \) must be known. From Fig. 11, at 2 amagats, the absorption has roughly a P₀.⁸ dependence, where P is pump power, and the z dependence of the pump power is obtained from Fig. 5. Although this is only an approximation, the resulting z dependence of the absorption coefficient is illustrated in Fig. 12. The functional form can be expressed as

\[ \alpha(z) = \alpha_0 f(z) \quad (2) \]

where \( \alpha_0 \) is the absorption coefficient at \( y = z = 0 \) and \( f(z) \) is the absorption distribution function, which has a maximum value of 1 at \( z = 0 \). Eqn. (1) can then be rewritten

\[ -3 \alpha_0 \int_0^z f(z) \, dz = \ln(T) \quad (3) \]

and the integral of \( f(z) \, dz \) can be determined by finding the area under the curve in Fig. 12. In so doing, one obtains the result

\[ \int_0^z f(z) \, dz = 7.8 \text{ cm}, \]

which implies that assuming a constant pump power along the 8-cm absorption length results in a determination of the peak (at (5.8,0,0)) absorption coefficient that is accurate to within 2.5%. If the absorption is assumed to be linear with pump power, then \( f(z) \) is identical to the curve in Fig. 5, and

\[ \int_0^z f(z) \, dz = 7.3 \text{ cm}. \]

---

**FIG. 10** Variation of the absorption coefficient with argon density. The experimental data (■) were taken under conditions of maximum e-beam pumping. Also shown are the kinetics code predictions (▲). The pump power is proportional to gas density.

**FIG. 11** Absorption coefficient as a function of pump power. Stainless steel screens reduced the current density by a factor of 2 (1 screen) and 4 (2 screens). The argon density was held constant at 2 amagats. Experimental data (■) and calculated data (▲) are shown. Pump powers were calculated from the radiachromic film technique.

\[ \int_0^z f(z) \, dz = 7.8 \text{ cm}, \]

where the path length is over the 8-cm aperture, and in order to calculate the absorption coefficient, the functional dependence of \( \alpha \) must be known. From Fig. 11, at 2 amagats, the absorption has roughly a P₀.⁸ dependence, where P is pump power, and the z dependence of the pump power is obtained from Fig. 5. Although this is only an approximation, the resulting z dependence of the absorption coefficient is illustrated in Fig. 12. The functional form can be expressed as

\[ \alpha(z) = \alpha_0 f(z) \quad (2) \]

where \( \alpha_0 \) is the absorption coefficient at \( y = z = 0 \) and \( f(z) \) is the absorption distribution function, which has a maximum value of 1 at \( z = 0 \). Eqn. (1) can then be rewritten

\[ -3 \alpha_0 \int_0^z f(z) \, dz = \ln(T) \quad (3) \]

and the integral of \( f(z) \, dz \) can be determined by finding the area under the curve in Fig. 12. In so doing, one obtains the result

\[ \int_0^z f(z) \, dz = 7.8 \text{ cm}, \]

which implies that assuming a constant pump power along the 8-cm absorption length results in a determination of the peak (at (5.8,0,0)) absorption coefficient that is accurate to within 2.5%. If the absorption is assumed to be linear with pump power, then \( f(z) \) is identical to the curve in Fig. 5, and

\[ \int_0^z f(z) \, dz = 7.3 \text{ cm}. \]
TABLE II. Peak pump powers (kW/cm$^3$) and peak absorption coefficients (α, %/cm) at 248 nm for the different experimental conditions. Pump power values were determined from both the EBDC and radiachromic film techniques. In the case of krypton, a second series of measurements was also made at 257.3 nm (shown in parentheses). The screens reduced the current density by a factor of 2 (1 screen) and 4 (2 screens).

<table>
<thead>
<tr>
<th>Gas</th>
<th>Density (amagats)</th>
<th>Current (A/cm$^2$) (# Screens)</th>
<th>Pump Power (kW/cm$^3$)</th>
<th>α (%/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>EBDC</td>
<td>RK film</td>
</tr>
<tr>
<td>Argon</td>
<td>2</td>
<td>50 (0)</td>
<td>780</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>25 (1)</td>
<td>390</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>50 (0)</td>
<td>400</td>
<td>340</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>12 (2)</td>
<td>180</td>
<td>130</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>25 (1)</td>
<td>200</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>0.5</td>
<td>50 (0)</td>
<td>200</td>
<td>170</td>
</tr>
<tr>
<td>Krypton</td>
<td>2</td>
<td>50 (0)</td>
<td>1190</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>50 (0)</td>
<td>870</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>25 (1)</td>
<td>600</td>
<td>-</td>
</tr>
</tbody>
</table>

$^a$ Measured at 257.3 nm

Therefore, the absorption coefficient calculated in the simple way given in the experimental set-up section is nearly equal to the value of the absorption coefficient at (5.8,0,0), at least to within 10%.

A similar analysis can be carried out for the the Faraday cup measurement. The current density peaks in the center and has a radial dependence up to the aperture, which can be approximated by separate y- and z-dependences. The z-dependence is seen in Fig. 5, and the current density is relatively constant in the y-direction over the 3.5-cm aperture. By expressing the current density, $J(y,z)$, in the form

$$J(y,z) = J_0 f_y(y) f_z(z)$$  \hspace{1cm} (4)

where $f_y(y)$ and $f_z(z)$ describe the distribution of the current density in the y- and z-directions and $J_0$ is the current density at $y = z = 0$, the total current measured by the Faraday cup (1) is

$$I = J_0 \int f_y(y) f_z(z) \, dy \, dz. \hspace{1cm} (5)$$

Performing the integrals by determining the areas under the curves yields a value for $J_0$ of 50 A/cm$^2$ for a measured current of 1.3 kA. Coupled with the Monte Carlo calculation for energy deposited into 2 amagats of argon, this leads to the value of 780 kW/cm$^3$ as the peak pump power at (5.8,0,0). This is somewhat larger than the value obtained from the RK measurement, and it is clear that more effort must be expended into determining the accuracy of the techniques on a better calibrated instrument.

Pumping 2 amagats of argon with a 50 A/cm$^2$ e-beam produced a peak absorption of 4.3 %/cm. Prior to these measurements, the value of the absorption cross section at 248 nm for Ar$_2^*$ given in the KrF kinetics code$^9$ was $1 \times 10^{-17}$ cm$^2$ and the radiative lifetime was given as 3.0 $\mu$s (triplet state).$^{10}$ However, the code over-predicted the absorption by a factor of 5, and it was clear that the absorption cross section needed to be reduced and that electron and possibly rare gas mixing of the dimer singlet and triplet states (the triplet state is lower in energy than the singlet, and the singlet state has a radiative lifetime$^{11}$ of 4 ns) was reducing the effective lifetime of the dimer absorber. A measurement of the decay time of the absorption ($\tau_d = 230$ ns) provided an effective Ar$_2^*$ decay rate of $4.4 \times 10^6$ s$^{-1}$ to be used in the code. In order to bring code calculations into agreement with the data, the Ar$_2^*$ absorption cross section was reduced to 1.8 $\times 10^{-18}$ cm$^2$. These changes did not have any significant effect on the predicted absorption of an e-beam pumped KrF mix.

Incorporating these changes into the code resulted in the temporal dependence of the absorption given in Fig. 9. Figure 13 depicts a breakdown of the absorption into contributions by the major absorbers.
The early time behavior is attributed to dimer ion (Ar₂⁺) and excited atom (Ar*⁺) absorption, while at late times, Ar* is the main absorber. Since Ar₂⁺ and Ar₂* are expected to have similar absorption spectral shapes and peak cross sections, an alternative approach is to bring calculations into agreement with the data by reducing both the Ar* absorption cross section and the Arg₂* absorption cross section proportionately.

The dependence of the absorption coefficient on pump power is understood by considering the kinetics of the system. The electron beam produces both excited argon atoms and argon ions. The excitation rate is proportional to the argon ground state density and the current density. The ions form dimer ions in three-body collisions with neutrals, and the dimer ions dissociatively recombine with electrons to form Ar*⁺. Electron and neutral mixing de-excite the Ar*⁺ atoms to the metastable level (Ar*), and three-body collisions lead to the formation of the excited dimers, Ar₂*.

These processes can be simply described by the following rate equations:

\[ \frac{d[\text{Ar}^+]}{dt} = \beta J [\text{Ar}] - k_{3i} [\text{Ar}]^2 [\text{Ar}^+] \]  

(6)

where brackets denote particle densities, \( \beta \) and \( \gamma \) are excitation rate coefficients of the ion and metastable atom, respectively, in units of cm²/A-s, J is the current density, \( k_{3i} \) and \( k_{3n} \) are three-body formation rate constants for the dimer ion and the excited dimer, \( \alpha_{dr} \) is the dissociative recombination rate coefficient, \( n_e \) is the electron density and \( \tau_{a} \) and \( \tau_{d} \) are the effective lifetimes of the excited atom and molecule, including the effects of quenching.

Similarly, this is not an exact treatment of the kinetics, but it does allow us to gain insights into the dependence of the absorption on pump power. Since the absorption at the end of the e-beam pulse is mostly the result of the argon dimer absorption, we will consider the effect of argon density on the dimer population.

At large argon densities, where the three-body formation rates are large compared to the inverse of the e-beam pulse length, ions which are formed in Eqn. (6) will quickly form dimer ions, which will in turn rapidly form excited atoms. These will quickly populate the metastable level, so that Eqn. (9) can effectively be rewritten as:

\[ \frac{d[\text{Ar}^*]}{dt} = (\gamma+\beta) J [\text{Ar}] - k_{3n} [\text{Ar}]^2 [\text{Ar}^*] \]  

(9')

and, assuming a square pump pulse of duration \( T_L \) (200 ns), the Ar* and Ar₂* densities can be solved for exactly.

\[ [\text{Ar}^*] = \frac{(\gamma+\beta) J}{k_{3n} [\text{Ar}]} [1 - \exp(-k_{3n} [\text{Ar}]^2 t)] \]  

(11)

and

\[ [\text{Ar}_2^*] = \frac{(\gamma+\beta) J}{k_{3n} [\text{Ar}]} \left\{ \frac{k_{3n} [\text{Ar}]^2 [1 - \exp(-k_{3n} [\text{Ar}]^2 t)] - \frac{1}{\tau_d} [1 - \exp(-k_{3n} [\text{Ar}]^2 t)]}{k_{3n} [\text{Ar}]^2 - \frac{1}{\tau_d}} \right\} \]  

(12)

If \( k_{3n} [\text{Ar}]^2 >> 1/T_L \) and \( 1/\tau_d \) (that is, if the formation rate of the dimer is much larger than either its loss rate or the inverse of the laser pulse width) then at the end of the e-beam pulse, the Ar₂* density can be approximated by the following expression.
\[ [\text{Ar}_2^*] = (\gamma + \beta) J [\text{Ar}] \left\{ \tau_d \left[ 1 - \exp \left( -\frac{T_d}{\tau_d} \right) \right] - \frac{1}{k_{3n} [\text{Ar}]^2} \right\} \]  
\hspace{1cm} \text{(13)}

Expanding the exponential in Eqn. (13) out to two terms results in the following:

\[ [\text{Ar}_2^*] = (\gamma + \beta) J [\text{Ar}] T_L \]  
\hspace{1cm} \text{(14)}

Thus, the dimer population, and hence the absorption, at the end of the pulse is linear with argon and current density. At 1 amagat, \( k_{3n} [\text{Ar}]^2 = 1.4 \times 10^7 \) s\(^{-1}\) for \( k_{3n} = 2 \times 10^{-32} \) cm\(^6\)/s, \( 1/T_L = 5 \times 10^6 \) s\(^{-1}\) and \( 1/\tau_d = 2 \times 10^6 \) s\(^{-1}\). As the argon density increases, the effective lifetime of the dimer decreases, so that \( \tau_d < T_L \), and the dependence of dimer density on pump power will be less than linear.

At pressures lower than an amagat, the three-body rate is slow, and if one neglects contributions to the metastable level from the ion, Eqn. (9) can be solved to give

\[ [\text{Ar}^*] = \frac{\gamma J}{k_{3n} [\text{Ar}]} \left[ 1 - \exp \left( -k_{3n} [\text{Ar}]^2 t \right) \right] \]  
\hspace{1cm} \text{(15)}

At the end of the pulse, if \( k_{3n} [\text{Ar}]^2 T_L \ll 1 \) and \( \tau_d >> T_L \),

\[ [\text{Ar}^*] = \gamma J [\text{Ar}] T_L \]  
\hspace{1cm} \text{(16)}

and the solution for the dimer density is

\[ [\text{Ar}_2^*] = \frac{\gamma J k_{3n} [\text{Ar}]^3 T_L^2}{2} \]  
\hspace{1cm} \text{(17)}

Therefore, at low pressures and at the end of the e-beam pulse, the dimer population, and hence the absorption, is expected to have a pressure cubed dependence. Since the peak in the dimer density occurs after the e-beam has terminated, the peak dimer density will actually vary as pressure squared.

At all pressures, this simple analysis predicts a linear dependence of dimer concentration on current density. This is not observed to be the case, and is probably due to the fact that a higher current density will produce more secondary electrons, and electron mixing will be faster. In addition, the dissociative recombination rate is a function of the electron density. This analysis does not attempt to consider the effects of electrons.

**Conclusions**

Absorption measurements have been performed on e-beam pumped argon and krypton under a variety of pumping conditions. The pump power was varied by changing the gas density and the current density entering the gas. Good agreement has been obtained between experimental results and code calculations after reducing the \( \text{Ar}_2^* \) absorption cross section and increasing the \( \text{Ar}_2^* \) radiative decay rate in the kinetics code. Following these changes, no effect was seen in the predicted absorption of a KrF mix. This implies that \( \text{Ar}_2^* \) absorption does not contribute significantly to the total absorption in a KrF mix. Two methods of measuring the energy deposited in the gas by the electron beam were compared, and agreed to within 20%.
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Abstract
Optical pulse compression and ASE free amplification in UV saturable absorber (acridine) and KrF amplifier arrangements have been demonstrated. The DOUBLE SATURABLE ABSORBER was used to obtain fast and stable pulse shaping. We have obtained a 400fs pulse from a 10ps pulse with the output energy of 20mJ including less than 0.1% ASE fraction. The frequency chirping due to self phase modulation can not be observed.

1. Introduction
Generation of a high power and ultra-short pulse with an excimer laser system have been intensively pursued by many groups. In recent work, S. Szatmari et al. have obtained a 45fs pulse after the prism pulse compressor using with an advanced DFDL. S. Watanabe et al. have generated a multi-terawatt uv pulse with a large aperture electron beam pumped amplifier.

In such multi-staged systems, an ultra-short optical pulse generated in former stages is degraded during amplification by the ASE (Amplified Spontaneous Emission). The ASE generated in the front-end part shows small beam divergence which is much the same as that of a laser beam so that the ASE can not be rejected with a spatial filter. Furthermore saturation energy for ASE Es(ASE) is much higher than that for laser pulse Es(laser) because ASE should be amplified in steady state condition. When input pulse width much shorter than effective lifetime of gain medium the ratio of saturation energy Es(ASE)/Es(laser) corresponds to the ratio of (pump time)/(effective gain lifetime). In a typical discharge type laser (assuming the pump pulse width of 30ns, the effective life-time of 1.5ns and the small signal gain length product g0L=8), saturation energy for ASE of 40mJ/cm² is 20 times higher than that for gain. So ASE energy will easily excess laser energy when we have double pass amplification even if the initial laser to ASE contrast ratio is 10⁶.

In addition to ASE problem, non-linear optical phenomena (the multi-photon absorption and optical Kerr effect) and optical dispersion which can not be rejected as long as the transparent optics are used broaden laser pulse width and spectrum. These phenomena is considered to be a function of inverse square of pulse width or more sensitive, as a result, an high power and ultra-short pulse having less than 1ps width is drastically modulated and is broadened in the optical system.

The real problems we have identified here are due to basic physics and not to practical limitation, therefor it is certain that these problems will be critical as the increase of total gain and/or number of optical component to increase output power.

The conventional and inessential methods widely used to address these problems are the operation in the small signal gain region or the weak saturated region and the use of large aperture optics to decrease intensity to optical components. These methods can not only solve the problems but also they make system complex and are inefficient for the energy extraction.

The absorber-amplifier arrangement is a convenient method for ASE free amplification. A saturable absorber having short recovery time compared with the effective gain lifetime shows unequal saturation property between laser and ASE as the similar manner for gain saturation mentioned above. Therefor the absorber can select only a laser pulse due to high saturation energy for ASE. If the saturable absorber has small signal absorption which is equal to small signal gain of a following amplifier, the total gain of the absorber amplifier arrangement for ASE is kept unity so ideal ASE free amplification will easily be realized. Moreover, a laser pulse after passing through a saturable absorber changes its shape and has a fast rise time. This change of pulse shape is suitable for pulse compression in a saturated amplifier. This effect permits that a input pulse has moderate long duration compared with the desired output pulse width as a result the optical broadening can be relaxed. In dye laser systems, Y. Taira et al. have demonstrated pulse compression from 15ps to 0.8ps with two stage arrangement of DODCI/Rh6G, however the pulse shortening in the KrF amplifier has never been demonstrated for the lack of an
effective saturable absorber.

In this paper, we have demonstrated the pulse compression and the ASE free amplification in a simple KrF system using the DOUBLE absorber-amplifier arrangement. After two stage of absorber-amplifier arrangement, the pulse width of 400fs have been obtained with good stability.

2. Pulse shaping with DOUBLE saturable absorbers

It is well known that when input pulse width is much less than the effective lifetime of gain medium, namely storage type amplification, temporal and dynamic gain saturation cause pulse distortion. The pulse deformation in the saturated amplifier strongly depends on slope of leading part of input pulse. In order to obtain strong pulse sharpening the leading edge of the input pulse must have a rise time substantially shorter than the desired output pulse length. Using with saturable absorber one can reduce rise time on the leading edge, however, the conventional "SINGLE" absorber-amplifier arrangement has practical trade off between the pulse shortening and the stability as the follows. The change of absorption-length product of saturable absorber $\Delta aL$ is a function of absorbed energy $E_{abs}$ normalized with absorption saturation energy $E_s$ as,

$$\Delta aL = \sigma \Delta (nL) = \sigma \cdot E_{abs}/h\nu = E_{abs}/E_s$$ (1).

Where $\sigma$ and $nL$ are absorption cross-section and total number of molecule along optical axis, respectively. If we assume that absorber is optically thick and its transmittance $T_l$ is much less than unity during bleaching i.e. $T_l(t) \ll 1$ then the absorption saturation rate $\frac{daL}{dt}$ can be denoted with input intensity $I(t)$ instead of absorption energy $E_{abs}$,

$$\frac{daL}{dt} = \frac{I(t)}{E_s}$$ (2).

In a theoretical point of view, the desired rise time can be obtained by increase of the input intensity for a saturable absorber. In practice, however, since input pulse has finite rise time the increase of input intensity (or the decrease of saturation energy) only hasten a breaching point far from the peak of a input pulse as shown in Fig.1 (a). In this situation, the bleaching will be caused by the optical noise (very small pre-pulses, ASE or ringing) on the former part. As it is, bleaching speed and timing are determined independently of a input pulse and have fatal instability. Consequently, the compression ratio of a SINGLE absorber-amplifier arrangement is practically limited within a few times and strongly depends on the signal to noise ratio.

The main issue that we have identified is how to get high speed bleaching by the peak of a pulse. In order to address this issue we have used a stacked saturable absorber which was made of two absorbers having different saturation energy as shown in Fig.1(b). The pre-absorber which has high saturation energy absorbs the first half and the following main

![Diagram](image)

**Fig.1** Pulse shaping with (a)SINGLE and (b) DOUBLE saturable absorbers.
absorber sharp cuts the leading edge with low saturation energy. The pre-absorber and the main absorber determine TRIGGER LEVEL and TRIGGER SPEED respectively and the former is insensitive to the optical noise so that system is kept stable.

3. Experimental setup and result

The experimental setup is shown in Fig. 2. We have employed a short cavity dye laser (Lambda physik FL-4000T type modified) as a seed pulse generator at 497nm. C102 and C307 laser dyes were alternatively arranged in the amplifier chain in order to prevent ASE growth at peak gain wavelength for each dye. Also we have applied the double absorber and amplifier technique to this dye laser. A pair of Schott glass filter 0G-530 2mm thickness and lenses were inserted between 2nd and 3rd amplifier stages. The output pulse width of 10ps was quarter of typical value without absorbers as shown in Fig.3 (a) and (b). The spectrum width of 0.05nm is twice of the transform limit if we assume that the pulse shape was hyperbolic secant squared.

![Fig.2 Schematic diagram of femtosecond generator.](image)

An output pulse from the dye laser was frequency doubled with a $\beta$-BaB$_2$O$_4$ crystal and was amplified by a discharge laser (Lambda physik EMG-150) providing two discharge modules as shown in Fig. 4. The pressure and the mixture ratio of gain medium in these chambers were set to obtain the maximum gain and the optimum timing which is suitable for effective pulse shortening and highest output energy without the consideration for the ASE suppression (He/Kr/F$_2$=2374/120/6 mbar). The smaller chamber was used as a double pass amplifier making a pre-amplifier and 1st stage amplifier. The measured small signal net gain was $g_{net,L}=5.9$ per pass. The large amplifier ($g_{net,L}=8.4$) was used as a final amplifier to obtain high output energy. Methanol solution of acridine showing the saturation energy of 1.2mJ/cm$^2$ and the ratio of primary/excited absorption cross-section of 6.3:1 was used as uv saturable absorber. Its recovery time of 0.4 ns is sufficient for the effective ASE filtering. The detail of saturation characteristics of acridine.

![Fig.3 Dye laser output (a) with double absorbers and (b) without absorbers.](image)
the solvent effects and its ASE suppression have been reported elsewhere\(^6\). The thickness of solution was set at 0.5mm in order to prevent multi-photon absorption and the optical Kerr effect. An evacuated spatial filter located before final amplifier was used to reject backward ASE irradiation to the 2nd absorber and was unnecessary when the absorber and the amplifier was spaced a few meter away.

![Diagram of absorber and amplifier arrangement](image)

**Fig. 4 Absorber and amplifier arrangement.**

The output pulse width was measured with the auto-correlation method by the means of three photon fluorescence of XeF C-A transition\(^7\). The output pulse from final amplifier was separated into two beams and was focused with a f=500mm CaF\(_2\) lens into a small chamber filled with Ar/Xe/F\(_2\)=2.15/1.00/0.85 atm. The two pulses were collided precisely at focal point. An image of fluorescence was magnified by a reversely mounted camera lens (Nikon NIKKOR f=35mm F/2.8) and was monitored with a silicon intensified target camera with a multi-channel analyzer. The laser spectrum was measured in 5th order diffraction of a monochromator (NIKON G-500M) with a linear image sensor (HAMAMATU S2304-256Q).

We have measured output pulse width as a function of small signal transmittance \(T_1\) and \(T_2\) for the first (between 1st and 2nd path) and the second (between 2nd and 3rd path) absorbers. The laser fluence on each saturable absorber was approximately 100mJ/cm\(^2\) which corresponds to 50 times higher than its threshold. This intensity was determined by the threshold of the self beam trapping due to the optical Kerr effect in the solution. The result when the SINGLE absorber-amplifier arrangement was used and \(T_2=1\), is shown in Fig.5. Output pulse width decreased with \(T_1\) up to \(10^{-4}\) and the shortest achievable pulse width was 1.5ps.

**Fig. 5 Pulse shortening with 1st stage pulse compressor.**
Double saturable absorbers were realized by two absorbers under different input intensity each other. In the following measurements, a pair of fused silica cells filled with acridine solution located before focal point of telescope were used as the double absorbers as shown in Fig. 6 instead of the single absorber. The pre-absorber and the main absorber are employed around 5 times and 50 times above their threshold, respectively.

**Acridine in Methanol**

\[ E_s = 1.2 \text{(mJ/cm}^2) \]

\[ \Gamma = 6.3 \]

![Diagram](image)

Fig. 6 Double saturable absorber for KrF band.

The comparison of the single and the double absorber is shown in Fig. 7. With single absorber, the pulse width around 750fs was obtained at \( T_2 = 10^{-4} \) however fluctuation due to the hasty bleaching was the range of more than factor of 2. In contrast, when double saturable absorber was used with the condition \( T_1 = T_2 = 10^{-4} \), the pulse width of 400fs was achieved with good stability. Figure 8 shows auto-correlation trace of an output pulse with this condition. The correlation with 450fs corresponds to pulse width of 350 fs if we assume pulse shape of hyperbolic secant squared. In the region of \( T_2 < 10^{-6} \) in Fig. 7, absorption from the excited state of acridine caused insufficient saturation of the final amplifier as a result pulse width became longer. The output energy was 20mJ including less than 0.1% ASE energy which was measured at a distance of 3m from the final amplifier. The residual ASE was the contribution from only a final amplifier. The pulse width and frequency band product of a output pulse was 0.44. This value is near transform limited product if we assume that the output pulse shape is hyperbolic secant squared and indicates that significant frequency chirping did not occur.

![Graph](image)

Fig. 7 Comparison of SINGLE and DOUBLE saturable absorber in output pulse width.
4. Conclusion

We have demonstrated generation of sub-picosecond pulses and ASE free amplification in strongly saturated amplifiers. Double saturable absorber was used to obtain stable and fast pulse shaping. A pulse was compressed by the factor of 25 with two stage of absorber-amplifier arrangements. The output energy of 20mJ having less than 0.1% of ASE fraction was obtained. The significant frequency chirping by the self phase modulation can not be observed in an output pulse. This effective and useful pulse compression scheme can be applied to other short pulse systems.

The authors would like to thank Y. Mizoguchi for his help in making pulse width measurements.
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A $10 \times 10 \text{ cm}^2$ aperture X-ray preionized discharge-pumped KrF excimer amplifier for subpicosecond pulse amplification is demonstrated experimentally in the oscillator mode operation. A fast pulse-forming line (36 nF, 340 kV) together with a peaking capacitor (6 nF) switched with a rail-gap switch, and collimated X-ray preionization is employed to obtain a wide and uniform discharge. The active cross section of the laser beam is about $10 \times 8 \text{ cm}^2$ and the intense plateau region is about $10 \times 5.5 \text{ cm}^2$. The laser pulse energy exceeds 4.7 J in a 28 ns pulse (FWHM).

1. Introduction

Recently wide aperture excimer lasers have been used as amplifiers in several high power short pulse generation systems. It is also known that the properties of KrF amplifiers are remarkably better than that of XeCl amplifiers in the short pulse (subpicosecond) region. From the point of primary requirements for a subpicosecond amplifier, uniform gain, wide aperture, medium gain ($-5 \% \cdot \text{cm}^2$), medium gain window ($-30 \text{ ns}$), medium repetition rate (-1 Hz) with KrF excimer is desirable.

Up to now most of the wide aperture (more than $10 \times 10 \text{ cm}^2$) KrF excimer lasers have used E-beam excitation instead of discharge excitation because of scalability and high homogeneity. However, discharge excitation has some significant advantages, namely high repetition rate, compactness, easy maintenance and scalability of operation. The discharge pumping power is limited by the laser head inductance, therefore the scalability of discharge-pumped excimer lasers is limited. Especially in the case of discharge-pumped KrF excimer lasers, the requirement of pumping power for operation is higher than that of XeCl excimer lasers. Hence the discharge-pumped wide aperture KrF excimer laser is more difficult to realize than the XeCl excimer laser. As far as we know a $10 \times 10 \text{ cm}^2$ full aperture discharge-excited KrF excimer laser has not been achieved as yet.

Our group has already developed a $6 \times 5 \text{ cm}^2$ discharge-excited excimer laser. We have now realized a $10 \times 8 \text{ cm}^2$ active aperture discharge-pumped KrF excimer laser for a subpicosecond pulse amplifier. We employed a fast pulse-forming line together with a peaking capacitor switched with a rail-gap switch and used collimated X-ray preionization to realize the wide aperture discharge. We report here the experimental results of this device in the oscillator mode operation.
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Fig. 1 X-ray preionized KrF laser
3. Pulsed Power

The laser schematic is shown in Fig. 3. The double parallel-plate PFL for the main discharge (0.4 π, 36 nF) and water-capacitor for the X-ray gun (8 nF) are negatively pulse-charged simultaneously by a Marx generator through an inductive charge distributor. With this single primary energy storage design, we realize a very simple and compact laser system.

The primary energy storage source is a 5-stage Marx generator with a maximum repetition rate of 1 Hz with SF6 gas isolation. It consists of five 300 nF capacitors and each capacitor can be d.c. charged up to 75 kV. After charging, the X-ray gun is triggered by a multichannel rail-gap switch and the discharge region in the laser head is thus preionized by the collimated X-ray emission. After approximately 100 ns from firing the X-ray gun, a second rail-gap switch for the main discharge is triggered. The charge stored in the PFL is transferred to a peaking water capacitor (6 nF). The main laser discharge now starts in the preionized region. The timing between the two rail-gap switches can be changed with the operational pressure of the switches and inductance ratio of the inductive charge distributor.

In the oscillator mode experiments, precise synchronization is not necessary, so we operate the rail-gap switches in the self-breakdown mode using edge-rod geometry electrodes. For 340 kV PFL switching, we use 3.7 bar N2 gas. The number of spark channels is 4–5, the distance between edge and rod is 30 mm and the jitter of the rail-gap switch is less than 20 ns. Laser trigger preferred to reduce the jitter for amplification experiments as shown in Fig. 2 with dashed line.

4. X-Ray Preionizer

The X-ray preionizer schematic is also shown in Fig. 3. The basic design of this tube originated from reference. The X-ray tube is made from 5 mm thick aluminum tube of 150 mm diameter. It uses a transmission geometry with a Ta foil anode and 2 × 40 cm carbon-felt cold-cathode. The cathode is held by three parallel high voltage feed-throughs with 75 kV water-capacitor charged to 300 kV. After charging, the X-ray gun is triggered by a rail-gap switch. For 300 kV water-capacitor switching, we use 4.0 bar N2 gas. The number of channels is again 4–5, distance between edge and rod is 23 mm and the jitter of the rail-gap switch is less than 20 ns. The typical X-ray dose with the water capacitor charged to 300 kV is about 1 R at the top of the laser head which is situated 16 cm away from the X-ray gun anode.

5. Laser Head

The cross section of the laser head is shown in Fig. 4. The housing is made of 5 mm thick PVD and an outer layer of 30 mm thick glass-fiber-enforced epoxy. The anode is a 1 mm thick aluminum plate spot-welded onto a frame to avoid X-ray absorption in the anode. The cathode is made of solid brass with nickel coating. Both electrodes have the modified Chang profile. The effective length of the electrodes is 50 cm and the central distance between them is 10 cm. The active region width is determined by collimating the X-ray emission with two lead apertures.
between these two methods arises from the different threshold behavior of the two methods.

The temporal profiles of (a) the X-ray preionization, (b) the laser head voltage, (c) the discharge current, and (d) the laser emission are shown in Fig. 6 at 250 kV Marx output. The X-ray emission was measured by a PIN diode (UDT pin 10) protected with a thin aluminum foil from visible light. The voltage was measured by combination of a CuSO$_4$-solution voltage divider and a resistor voltage divider. The current waveform was measured by a current-viewing resistor of 0.0025 Ω (T&M Research Products Model No. W2K-6.5S-0025). The optical output was measured by a vacuum photodiode (Hamamatsu R1193U-01). All signals were recorded on a 6 GHz digitizing oscilloscope (Tektronix 7250) in a shielded cabin.

![Cross section of laser head and collimated X-ray preionization](image)

The windows are made of CaF$_2$, with a diameter of 14 cm and 15 mm thickness. The rear mirror is a dielectric total reflection mirror. For the front mirror we use the reflection from the front window and the additional reflection from one uncoated suprasil plate.

The laser gas and the rail-gap gas are circulated through heat exchangers and filters by the water and gas management system to facilitate 1 Hz repetition rate operation.

6. Results and Discussion

The laser was operated with a gas mixture of 4 mbar F$_2$, 160 mbar Kr, and 4000-4500 mbar Ne. The output voltage of the Marx-bank is between 150 and 300 kV. In case of 275 kV Marx output, the stored energy in the PFL is about 2.0 kJ at 337 kV and in the X-ray storage capacitor it is about 0.36 kJ at 300 kV, respectively. Typical charging time of the PFL is about 800 ns.

The output energy was measured by a pyroelectric detector (Gentec ED-500). The maximum obtained laser energy was 4.7 J/pulse at a total pressure of 4500 mbar and 275 kV Marx output.

The photographs shown in Fig. 5a,b are the fluorescence image on a scaled white paper. These two pictures were taken with open shutter and different f-number aperture. The scaled paper was kept 40 cm away from the output window. Figure 5a shows that the cross section of laser output is about 10 cm x 8 cm. Figure 5b with less exposure shows that the intense plateau region is about 10 cm x 5.5 cm. The beam profile shown in Fig. 5c was taken by using thermo-sensitive paper. The image shows a beam cross section of about 10 cm x 6.5 cm and an intense plateau of about 10 cm x 5.5 cm. The difference in gas pressure in main rail-gap-switch 3 bar and in X-ray rail-gap-switch 3.5 bar, and output voltage of Marx-bank 250 kV.
The temporal profile of the X-ray emission measured by a PIN diode covered with an aluminum foil is shown in Fig. 6a. The pulse width is 80 ns (FWHM) with rise time about 20 ns (10-90 %). The X-ray preionization starts about 120 ns earlier than the main discharge. The voltage waveform in Fig. 6b shows a fast ringing caused by the peaking capacitor and the inductance of the laser head. The inductance of the laser head calculated from the ringing period of 86 ns and peaking capacitance (6 nF) is about 33 nH including the laser head and peaking capacitor itself. The breakdown voltage on the laser head is 175 kV. The current waveform (c) shows three peaks. However, the discharge voltage is terminated after the second peak. So the effective pumping is obtained only at the first current peak (-100 kA) transiently. The electrical pumping power at the first current peak is about 6.3 GW (1.6 MW/cm²). The current rise time (10-90 %) is 18 ns. The laser output (d) shows a simple single peak waveform. The pulse width of the laser is 28 ns (FWHM). The measured discharge with high spatial uniformity and wide aperture is partially due to fast current rise time. The discharge width was observed to decrease with reduced current risetime.

7. Conclusion

In conclusion, we have demonstrated a reasonable uniformity of intensity over the cross section of a discharge-pumped KrF laser using a fast pulse-forming line together with a peaking capacitor switched with a rail-gap switch and collimated X-ray preionization. The active cross section of the laser beam is about \(10 \times 8 \text{ cm}^2\) and the intense plateau region is about \(10 \times 5.5 \text{ cm}^2\). The laser pulse energy exceeds 4.7 J in a 28 ns pulse (FWHM). Finally, we show the overview of the data of this system in Table 1.

We are preparing 1 Hz operation experiments and soon we shall use this laser device as an amplifier for subpicosecond pulse amplification experiments.
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<table>
<thead>
<tr>
<th>Geometrical cross section</th>
<th>$10 \times 10 \text{ cm}^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Repetition rate</td>
<td>1 pps*</td>
</tr>
<tr>
<td>Laser energy</td>
<td>4.7 J (PFL 340 kV charging)</td>
</tr>
<tr>
<td>Pumping power</td>
<td>2 MW/cc (PFL 340 kV charging)</td>
</tr>
<tr>
<td>Small signal gain</td>
<td>3 $%$/cm**</td>
</tr>
<tr>
<td>Laser pulse width</td>
<td>28 ns (FWHM)</td>
</tr>
<tr>
<td>Laser Head</td>
<td></td>
</tr>
<tr>
<td>Active length</td>
<td>50 cm</td>
</tr>
<tr>
<td>Active cross section</td>
<td>$10 \times 8 \text{ cm}^2$ (plateau $10 \times 5.5 \text{ cm}^2$)</td>
</tr>
<tr>
<td>Active volume</td>
<td>4 liters</td>
</tr>
<tr>
<td>Gas pressure</td>
<td>4 bar ($F_2$, 4 mbar, Kr 160 mbar, He rest)</td>
</tr>
<tr>
<td>Head inductance</td>
<td>33 nH</td>
</tr>
<tr>
<td>Breakdown voltage</td>
<td>175 kV</td>
</tr>
<tr>
<td>Sustaining voltage</td>
<td>50 kV</td>
</tr>
<tr>
<td>Sustaining current/impedance</td>
<td>150 kA/0.4 $\Omega$ (PFL 340 kV)</td>
</tr>
<tr>
<td>Rail Gap Switch (main)</td>
<td></td>
</tr>
<tr>
<td>Switch voltage</td>
<td>170 - 340 kV</td>
</tr>
<tr>
<td>Working gas</td>
<td>$N_2/1 - 5$ bar (abs.)</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 pps*</td>
</tr>
<tr>
<td>Trigger</td>
<td>ArF laser (&gt;10 mJ)*</td>
</tr>
<tr>
<td>Jitter tolerance</td>
<td>&lt;5 ns (self-breakdown mode ≤20 ns)</td>
</tr>
<tr>
<td>Water Capacitor (main)</td>
<td>Pulse forming line/peaking capacitor</td>
</tr>
<tr>
<td>Capacitance</td>
<td>36 nF/6 nF</td>
</tr>
<tr>
<td>Transit time</td>
<td>48 ns/5 ns</td>
</tr>
<tr>
<td>Impedance</td>
<td>0.4 $\Omega$/0.4 $\Omega$</td>
</tr>
<tr>
<td>Preionization</td>
<td>X-ray (cold cathode type)</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 pps*</td>
</tr>
<tr>
<td>Operation voltage</td>
<td>≤300 kV</td>
</tr>
<tr>
<td>Storage capacitor</td>
<td>Water capacitor/8 nF</td>
</tr>
<tr>
<td>Switch</td>
<td>Rail gap switch</td>
</tr>
<tr>
<td>Primary Energy Storage</td>
<td>5 stage Marx generator</td>
</tr>
<tr>
<td>Charging voltage</td>
<td>75 kW/stage</td>
</tr>
<tr>
<td>Stored energy</td>
<td>4.2 kJ/60 nF</td>
</tr>
<tr>
<td>Insulation</td>
<td>$S_3$ gas</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>1 pps</td>
</tr>
</tbody>
</table>

Table 1. Overview of KrF Amplifier
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Abstract

XeF doped solid argon constitutes the first solid state exciplex laser in which lasing action over the B→X, C→A, and D→X bands have been demonstrated. The results of these studies are summarized. Generalization of principles to other members of the large family of condensed phase exciplexes is considered. Ternary X:Rg:Rg' solids in which the diatomic exciplexes can be isolated, should all behave as ideal four level lasers. The same is also expected for X:Rg binary solids in which the Rg X- exciplexes form. However, experimental studies detailed for the case of Kr2F, indicate that transient adsorption losses may prevent lasing. The prospects of high temperature, supercritical fluids or ultra high pressure solids, as broadly tunable sources is discussed.

I. Introduction

Research in the field of condensed phase excimer and exciplex lasers has a long history. The first successful excimer laser, Xe2*, was demonstrated by Basov and coworkers by electron beam pumping of liquid Xe. This led to a frenzy of activity in excimer laser development, which resulted in the well established science and technology of gas phase rare gas halide exciplex lasers. Research in the development of electron beam pumped liquid phase lasers continues, and in addition to Xe2* and Kr2*, XeO dissolved in liquid Ar has been reported by Loree and coworkers. The prospects, and promises of solid state excimer lasers had been realized early on. However, while tremendous insight has been obtained in the excitonic dynamics of rare gas crystals, and very large excited state number densities have been achieved, the development of electron beam pumped solid state rare gas lasers have not lived up to their promise. Optical pumping schemes of condensed phase systems have only recently been considered. In the liquid phase, efficient lasing was demonstrated on the XeF (B→X) band by optical pumping of solutions of F2 and Xe dissolved in liquid Ar. The first solid state, optically pumped exciplex lasers, were most recently demonstrated at Irvine in the same system. In addition to the XeF (B→X) transition, laser action was demonstrated on both the XeF (C→A) and XeF (D→X) transitions in free standing crystals of argon. In this paper I will first summarize the results of those demonstrations, and consider the prospects and possible problems associated with the generalization of principles to the entire family of rare gas halide exciplexes.

II. Solid State XeF Laser

The pair interactions between halogen atoms, X, and rare gas atoms, Rg, are well understood in isolation, in the gas phase. The ground state potentials between X(2P3/2, 2P1/2) and an Rg(1S0) atom lead to the three surfaces, X (Σ1/2) and A (Π3/2, Π1/2), which are dominated by dispersive interactions. Deep, Coulombically bound potentials arise from the interactions between Rg* (2P3/2, 2P1/2) and X- (1S0) ions, namely the B (Σ1/2), C (Π3/2) and D (Π1/2) surfaces. This general scheme, which is strictly valid for diatomic interactions, is illustrated in figure 1, and an experimental emission spectrum is shown for XeF doped crystal argon. In the spectrum, the D→X, D→A, B→X, and C→A transitions are observed. The lowest energy pair potentials for diatomic RgX are shown in the left panel (parameters for Xe1 chosen since all six potentials are visible on the same energy scale). The vertical tie lines indicate the strongest transitions between the ionic and covalent manifolds. All of these transitions can be seen in XeF doped solid argon, as shown in the right hand panel.
C→A bands of XeF, at 286, 360, 411 and 540 nm are clearly identified. With gated, delayed detection, the C→X emission at 408 nm, can also be seen (not shown). Beside some minor matrix perturbations, the most obvious and general of which is a large spectral red shift, the gas phase pair potentials are quite adequate for the interpretation of these spectra. The parentage of this solid state spectrum cannot be mistaken, in the case of XeF the argon host acts as an inert dielectric medium. As such, all of the characteristics that make XeF an ideal gas phase laser are to be expected to be preserved. Moreover, there are now several new attributes gained, that make the solid state exciplexes particularly attractive for laser applications. Chief among these are the much higher number densities attainable in solids without introducing any nonradiative decay channels for the exciplexic state. The packing density of solid argon is \(3 \times 10^{22} \text{cm}^{-3}\). Therefore even at a dilution of 1:1000, which is sufficient for isolation of dopands, exciplex number densities nearly three orders of magnitude higher than those obtained in standard gas phase lasers are possible. We have also verified, that at these number densities the B, C and D states relax strictly by radiation. Moreover, when the D state is accessed directly, negligible population flows to the lower states by intersystem crossing.

XeF doped Ar crystals are grown in an insulating mold in contact with the cryostat, by deposition of an XeF:Ar premixed gas sample at a backing pressure of ~200 Torr. Molecular fluorine is subsequently photodissociated in situ, and the F atoms are allowed to migrate and trap at Xe sites. The details of this process are the subject of both theoretical and experimental investigations, and are only now becoming understood.\(^9\),\(^10\) For the present, suffice to note that F atoms are quite photomobile in the bulk of Ar, however, they trap at Xe sites due to the XeF(X) potential which is much deeper than ArF(X). As a result, stoichiometric samples of XeF/Ar are possible to prepare, in the form of optically clear free standing polycrystals.

The first laser demonstrations were performed by longitudinal pumping of such a crystal, along its 6mm thickness, through the dichroic cavity mirrors. Laser action on both the B→X and C→A transitions were obtained when the crystal was pumped at 351 nm. Spectral collapse, temporal collapse, small signal amplification and gain saturation measurements were conducted to characterize the medium. Characterization of the D→X transition was conducted in a similar geometry, however in the absence of cavity mirrors. This system was therefore characterized by its superradiant spectral collapse. The following conclusions were derived in those first demonstration studies:

- Ideal four level laser behavior.
- High gain: Gain, in excess of 100 cm\(^{-1}\), could be demonstrated on the B→X and C→A bands, and 7 cm\(^{-1}\) demonstrated on the D→X band.
- Broad tunability: the C→A band was shown to be broadly tunable by observing small signal amplification of greater than 100% over a 70nm bandwidth in the green.
- High efficiency: optical quantum conversion efficiencies greater than 30% were realized.
- High energy density: extractable energies in excess of 50 KJ/L were established.
- High damage thresholds: optical pumping damage thresholds near 300 MW cm\(^{-2}\) were established.

None of these parameters should be regarded as optimized, in fact many of them have recently been surpassed in recent transverse pumping geometries. As an example, a gain coefficient of ≥ 40 cm\(^{-1}\) has been reached for XeF (D→X).\(^{11}\) These demonstrations serve the purpose of illustrating the potential of solid state exciplex lasers. Given the fact that XeF/Ar is but one of the large family of rare gas halides, the generalization of principles becomes a very important issue.

In what follows, the known photodynamics of condensed phase rare gas halides, as they relate to laser applications, will be discussed. An emphasis is placed on the possible sources of deviation from the ideal behavior exemplified above.

![Figure 2: Emission spectra of XeF trapped in solid Ar and Kr are shown superposed. All of the diatomic emissions are present in both with nearly identical profiles, however, in all cases the bands in Kr are red shifted relative to the bands in Ar. The broad peak at 452 nm is assigned to KrF. The latter is the only emission in binary F/Kr solids.](image-url)
III. Photodynamics of Condensed Phase Rare Gas Halides

a) Ternary Solids

The most direct extrapolation of the XeF/Ar results, is the consideration of other X:Rg:Rg' ternary mixtures, in which the diatomic exciplexes can be isolated. In fact by simply changing the host from Ar to Kr, the solid state XeF emission bands can be significantly shifted. This is shown in figure 2, in which all of the diatomic emission bands can be seen to shift to longer wavelengths (by as much as ~30 nm for the C→A band). The photodynamics of XeF/Kr is nearly identical to XeF/Ar and expected to be as ideal a laser candidate.

A rather different situation prevails in the case of F:Kr:Ar solids. As shown in figure 3, in such a solid the KrF (B→X) vibronic progression is observed with a vibrational frequency and anharmonicity, within experimental error, identical to that of the gas phase KrF(B). However, in the emission spectrum, a single broad band is observed, which can be identified as the (ArKr)+F- mixed triatomic exciplex. The relaxation from KrF(B) to (ArKr)+F- has been determined to occur on a timescale of 20 fs < τ < 500 fs. The latter relaxes radiatively with a lifetime of 60 ns. This example clearly establishes the fact that not all diatomics can be isolated in condensed media, and the energetics of mixed triatomics are not well enough established to predict with certainty which exciplexes can be isolated. The diatomic KrF can for example be isolated in solid Ne. We note however, that the condensed phase triatomic exciplexes are themselves, at least in principle, ideal laser candidates. The photodynamics of these species are best studied in binary solids.

b) Binary Solids

The charge transfer photodynamics of halogen atom doped solid xenon has been extensively studied in the past.12 We have also investigated the spectroscopy of solid Kr doped with all atomic halogens, and F doped solid Ar. In all cases, optical excitation near the diatomic Be-X origin leads to a single broad band emission, which can be ascribed to the Rg2X (4^2F) state. Spectra of the solid state Kr2X (X = F, Cl, Br, I) are shown in figure 4. The gas phase diatomic terminology, is inadequate for the description of the vertically accessed charge transfer states in such solids. The molecular states should now be expanded in the symmetry group of the trap site (Oh for most systems) and charge delocalization effects should be taken into consideration. It has for example been shown that the vertically accessed charge transfer states in Xe correspond to a Rydberg progression of hole states,13 while in Kr, the hole state are delocalized among nearest neighbors only.10 In all cases, however, these optically accessed states relax on a subpicosecond timescale to the most stable charge transfer configuration, namely the localized molecular triatomic exciplex, RgX (4^2F), and the latter relaxes radiatively over a bound to strictly repulsive transition. Thus, a four level laser description well represents the photodynamics of these lower states, see figure 5.

Among the many attractive features of these systems as laser media, are a) the broad emission bands over which continuous tunability would be expected, b) the wide spectral coverage attained by the different X:Rg combinations. Tunability of a given Rg2X emission band by density (or equivalently, pressure) is another attractive feature. Due to the large dipole of the exciplexic state, polarization of the dielectric medium lowers the upper state. Another important consideration, is that under relatively moderate pressure, all rare gases become solids at room temperature. These two considerations are summarized by the density dependent lineshift of Xe2Cl shown in figure 6. The data span gas, fluid, liquid and solid phases, and the pressure ranges from 0.01 bar to 100 Kbar. The highest density results are for room temperature solid xenon. It is impressive to note that in the range studied, the band maximum shifts by more than 1eV, while the band profile remains nearly constant (fwhm = 2200 cm^-1).

Despite these rather exciting possibilities, there has not yet been a successful demonstration of a condensed phase triatomic rare gas halide laser. In our own attempts on several systems, both liquid and solid, we have identified possible sources of deviation from the ideal behavior described above. These are discussed next.
Figure 4: Emission spectra of triatomic exciplexes in solid krypton, a) K$_2$I, b) K$_2$Br, c) K$_2$Cl, d) K$_2$F.

Figure 5: Four level laser scheme, applicable to binary X/Rg solids. The pump transition is the Rg-X charge transfer absorption. The interconversion from the Franck-Condon accessed vertical states to the triatomic configuration proceeds on a timescale shorter than $10^{-12}$ s. The triatomic exciplex relaxes radiatively to the repulsive wall of the ground state. The dashed arrow represents a possible reabsorption loss channel. The gray and hatched blocks represent the diatomic and triatomic ionic manifolds.

Figure 6: Spectral shift of Xe$_2$Cl emission as a function of Xe density. On the ordinate, the shift of the emission band maximum relative to its zero pressure value of 479 nm is plotted. Open circles = room temperature gas/fluid phase data spanning a pressure range of 50 Torr-150 atm, (see reference 14). Filled triangles = liquid phase data spanning a temperature range from 220K to 160K, (see ref. 15). Filled squares = cryogenic solid spanning a temperature range of 160K - 12K. Open squares = room temperature ultra high pressure solid, P = 10 - 100 Kbar, (see reference 16).
c) Liquid/Fluid Phase Dynamics

The photodynamics of rare gas halide exciplexes in liquid, or supercritical fluid rare gases, is not substantially altered from that of the solid state behavior described above. The main difference is now the existence of translation degrees of freedom. In all studied cases to date, the exciplexes are observed to relax by radiation in dilute solutions. The new non-radiative relaxation channel that is introduced in such systems, is diffusion controlled collisions with the molecular halogen donors (e.g. molecular halogens). At high enough densities, and dilutions, diffusion controlled encounter rates can be reduced such that within the radiative lifetime of the exciplex this channel of relaxation becomes insignificant. This has been demonstrated in several cases in our laboratory, XeF in liquid Ar, XeFCl and XeFBr in liquid Xe, and XeCl in supercritical Xe up to 150 atm, are examples. In essence, in such systems the exciplexes can be isolated from each other, and from the halogen donor within their radiative lifetime. Therefore, given large enough exciplex densities, these high temperature media also qualify as efficient laser media. This point has already been well illustrated by the demonstration of the XeF laser in liquid Ar. The key issue now is the devise of efficient methods for the photogeneration of high densities of exciplexes, and two-photon pumping schemes are the most profitable. A particularly efficient exciplex photogeneration scheme is that provided by coherent two-photon induced intermolecular charge transfer transitions, which has been shown to lead to the efficient photogeneration of exciplexes in condensed phases. This mechanism, which has been referred to as photo-induced harpooning, can be summarized as:

$$Rg + X_2 + 2hv \rightarrow (Rg^*X_2^*) \rightarrow Rg^*X^* + X.$$ 

As in all two-photon transitions, the cross section of this intermolecular absorption can also be enhanced by intermediate state resonances. Moreover, the intermolecular charge transfer is usually followed by an efficient ejection of a neutral halogen out of the solvent cage, and at least in Xe, the resulting exciplex is shielded from back reactions by clustering with the polarizable solvent. In binary solutions, as in binary solids, the diatomic exciplex interconverts to the lowest energy triatomic exciplex. Emission spectra of all the liquid phase xenon halides has previously been published. Efforts in our laboratory in observing laser action in both liquid phase and supercritical xenon have been unsuccessful. Instead of gain, transient loss is observed when the solutions are pumped by gas phase excimer lasers. The exact origin of the transient loss channel is subject to speculation at present.

d) Pump Probe Studies

Several possible sources of deviation from ideality exist in the photodynamics of condensed phase exciplexes. Of these, the two most important are: transient absorption and scattering losses due to shock waves created by the release of kinetic energy upon radiative dissociation of exciplexes. Both of these phenomena have been recently characterized in F doped solid Kr. The experimental geometry used in these experiments is illustrated in figure 7. The pump beam, coincident with F/Kr charge transfer absorption at 275 nm, is overlapped in the crystal with a probe beam coincident with the KrF emission at 453 nm. The transmission of the probe is then monitored as a function of delay, and as a function of spatial displacement between the two beams. An example of such a measurement is provided in figure 7. Several types of scattering processes are observed as illustrated in figure 8. The generation of acoustic waves is one that is most easily verified by measuring the group velocity of the wave as a function of lateral displacement between pump and probe. Both ballistic and dispersive phonon propagation is observed. Under pump powers exceeding 300 MW cm$^{-2}$, permanent damage of the solid is also observed. While these phenomena may limit the extractable power from such lasers; they are not critical to its operation, since acoustic waves are temporally delayed from the time origin of the pump pulse. A prompt loss of probe transmission, the loss peak at $t = 0$ in figure 8, is more serious.

![Figure 7: Experimental setup used in pump/probe studies. The probe transmission is measured with a fast photodiode (PD), after passing through an iris (I) and a filter (F) used to block the pump beam. Transmission as a function of temporal and spatial overlap between the two beams is measured.](image)

![Figure 8: Transmission of the probe beam as a function of delay between pump and probe for an F/Kr free standing crystal. Negative time corresponds to probe preceding the pump. At $t = 0$, the main loss at ~200ns, is due to scattering by acoustic waves. The relaxation of this wave is diffusive, and does not reach the baseline even after 750ns. A longer lived relaxation (~2μs) is attributed to annealing of defects.](image)
The latter is taken to be due to an optical process, namely a transient absorption by the exciplex itself. This same system has also been studied in the gas phase, and the transient absorption there is attributed to the \( 9^2T - 4^2T \) transition of the triatomic. However, we have failed to observe any stimulated emission in this system. In principle, the ionic manifold of the rare gas halide exciplexes could coalesce in the dense media, such that the entire emission band is strongly reabsorbed. Whether this happens, and the generality of such absorptions in the different rare gas halides is not yet established. Our failure to observe spectral narrowing in several investigated systems -- \( \text{Xe}_2\text{Cl}, \text{Xe}_2\text{Br}, \text{Kr}_2\text{F}, \text{Ar}_2\text{F} \) -- would indicate that such an optical loss channel may be at work. An understanding of the spectroscopy of the upper ionic states of rare gas halides, seems crucial to the effective development of this large family of lasers.

IV. Future Outlook

While difficult to predict all of the exciting directions that research in condensed phase exciplex lasers may assume, it is possible to enumerate some of the most obvious, worthwhile directions of pursuit. Whether in diatomics, or triatomics, resorting to the lighter rare gases and heavier halogens, could lead to the development of broadly tunable VUV-UV lasers. Resorting to high pressures, could lead to the development of high temperature condensed phase exciplexes, either in the form of supercritical fluids, or as high pressure, high temperature solids. Such systems e.g. room temperature solids would be truly, broadly tunable. Given the absence of pumping thresholds in these cryogenic bound-free lasers, the broad band of emission, and the low group velocity dispersion of rare gas solids, applications in ultrafast domains, either as lasers or amplifiers is an obvious target. For such developments to occur, a deeper understanding of both energetics and dynamics in these systems has to evolve.
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Abstract

This paper reports on scaling experiments on an electron beam pumped XeF (C→A) laser. Scaling from an active mode volume of 0.02 liters to 0.5 liters resulted in an increase in output energy from ~30 mJ to ~1 J. Intrinsic efficiency was 1.5% with an output energy density of ~ 2 J/liter. Details of the tuning characteristics and spectral purity of the laser are reported.

Introduction

The XeF (C→A) laser is an efficient, tunable source of radiation in the blue-green region of the spectrum (See Figure 1). Efficient operation of this laser system has been demonstrated over a wide range of electron beam excitation energy densities ranging from 250 kW/cm$^3$ to 12 MW/cm$^3$ [1-4]. When short pulse, high current density electron beam excitation is used, peak values of the small signal gain exceeds 3%/cm, which permits efficient operation under injection control. This leads to very narrow band, wavelength agile operation across the entire 450 nm to 530 nm band of operation for this device. Over the range from 470 nm to 510 nm, an output energy exceeding 1 J/λ has been achieved.

Because the XeF (C→A) laser operates in a gaseous medium, it is readily scalable to the high power and energies which would be required for remote sensing, materials processing, optical communications and the amplification of ultrashort pulses. This paper describes recent experiments on scaling of the XeF (C→A) laser from a relatively small active volume of ~0.02 λ [5] to one of ~ 0.5 λ. A unique numerical model developed to aid in the design of the optical cavity for the scaled-up configuration is described, as well as re-optimization procedures for the five component gas mixture for operation under much longer gain lengths than were used in the small volume experiments.
The XeF (C$\rightarrow$ A) excimer laser was transversely pumped with a short (10 ns FWHM) high energy (650 keV) electron beam with a current density of about 150 A/cm$^2$. The electrons were emitted from a 50 cm $\times$ 2 cm carbon felt cathode, and entered the laser cell through a 25 $\mu$m thick titanium foil as shown in Figure 2. The peak current emitted from the cathode was about 80 kA. This electron beam generator was specifically designed for this application, and is capable of repetitive operation at up to 1 Hz. [6].

A 0.2 Tesla guiding magnetic field was used, and resulted in a three-fold increase in the electron beam current delivered at the optical axis. The spatial distribution of the energy deposited into the gas was measured with a radiachromic chlorostyrene film [7]. An average of about 150 J/\ell was deposited along the 50 cm long optical axis, with $\pm$ 15 % variations. In the transverse direction, the energy varied with distance from the foil as would be expected from scattering and energy absorption by the 6.5 atmosphere argon gas mixture in the cell.

A contour plot of the spatial variation of the energy deposition through a cross-section of the cell is shown in Figure 3. The deposition energy ranged from over 200 J/\ell near the foil to less than 100 J/\ell at the back wall of the cell. Over the 3.5 cm diameter region which was defined by the active laser cross-section, the energy deposition averaged over the active volume was about 120 J/\ell. Measurements of the transient pressure rise which followed an electron beam pulse were consistent with the integrated radiachromic film measurements.

The laser cell was constructed entirely of stainless steel, with Viton and Teflon vacuum seals used throughout. After exposure to air, the cell and all of its associated gas handling system were passivated by filling the system with 3 atmospheres of a 10% F2 in Argon gas mixture for a period of at least 24 hours.

In order to prevent interaction between the fluorine in the gas mixture and the titanium pressure foil through which the electrons entered the laser cell, the inside surface of the foil was coated with a 5 $\mu$m thick layer of ion vapor deposited aluminum. This resulted in significantly increased gas lifetimes, and prevented the formation of TiF4 powder which would otherwise deposit on the laser optics. The laser gas components were delivered through an all stainless steel manifold to the laser cell were they were mixed by circulating through an external loop at a rate of about 1 $\ell$/min. An optimized five component gas mixture comprised of 12 Torr NF3, 1 Torr F2, 12 Torr Xe and 750 Torr Kr, in sufficient Ar buffer gas to make a total pressure of 6.5 atmospheres was used throughout these experiments.
In the experiments reported here, the optical cavity consisted of a positive branch confocal unstable resonator, as shown in Figure 4. The input mirror was a plano-concave lens, with the concave surface (radius of curvature = \( R_1 \)) coated for maximum reflectivity form 465 to 505 nm, and for greater than 80% transmission near the 350 nm wavelength of the competing XeF \((B\rightarrow X)\) transition. A small 1.5 mm injection hole was centered on the mirror by masking during the coating process.

The output coupler was a double meniscus lens (with radii of curvature = \( R_2 \), and \(-R_2\)) with a large round maximum reflectivity spot placed on the center of the convex surface. The distance between the two mirrors was adjusted to the confocal spacing of \( L = \frac{R_1 - R_2}{2} \). The magnification of the cavity \( M \) is given by \( M = \frac{R_1}{R_2} = \frac{D_2}{D_1} \), the ratio of the outer diameter of the near-field output beam to the "hole" in its center.

A detailed numerical model was developed in order to provide guidance for the choice of the optical cavity parameters [8]. Due to the nature of the XeF \((C\rightarrow A)\) e-beam pumped laser (2-3 %/cm gain, gain lifetime comparable to cavity photon lifetime, saturable absorbers) the analyses had to proceed in a somewhat unique way. After properly unfolding the unstable resonator cavity, the model numerically integrates the growth of the photon flux as it passes through the cavity.

The gain and/or absorption are computed using experimentally derived values for the production of both excited state XeF molecules, as well as broadband absorbers obtained from small signal gain and fluorescence data. In this way, optimum cavity magnification values could be obtained for both internal as well as external cavity optics. (See Figure 5.) Placing the cavity optics outside the laser cell removes the mirrors from exposure to the corrosive effects of the fluorine atmosphere within the cell, but results in slightly less output energies as a result of losses associated with the cell windows, as well as the added amount of unpumped volume within the resonator.

Results of the model calculations, as well as experimental data obtained from the XeF \((C\rightarrow A)\) laser itself are presented in Figure 6. With sufficient injection intensity (corresponding to 1-2 mJ of total injected energy) the laser under external cavity operation approaches that using internal optics.

For the internal optics, the resonator had a magnification of 1.7 and an output spot diameter of 21 mm. The mirror spacing was 56 cm. The optics were overcoated with aluminum oxide for protection from the fluorine environment.

![Figure 4. Ustable Resonator Configuration](image)

![Figure 5. Comparison of Internal and External Resonator Schemes](image)

![Figure 6. Model Results Compared with Experimental Data](image)
Several different magnification values were used with the external cavity, as shown in Figure 6. The cell windows for the external configuration were AR-coated fused silica, tilted by 30° to prevent any unwanted cavity effects resulting from them.

In most of the experiments reported here, the injection source was a dye laser pumped with a 60 ns FWHM XeCl excimer laser, resulting in a 40 ns FWHM injection pulse. The linewidth of the output from the dye laser was ~ 0.005 nm, except when a special intercavity etalon was used, in which case the linewidth was reduced to < 0.001 nm. The relatively long injection pulse allowed complete filling of the unstable resonator cavity before the e-beam was fired, which resulted in quasi-CW injection. The injection intensity could be varied using neutral density filters. The maximum energy which could be delivered to the unstable resonator injection aperture was about 2 mJ (after taking into account losses due to turning mirrors, telescope and the delay line which is used to prevent damage to the dye laser resulting from energy reflected from the injection aperture).

A computer controlled diagnostic system was developed to extensively characterize the performance of the XeF (C→A) laser on each shot. As shown in Figure 7 the output beam from the laser is directed to several sensors. A pyroelectric energy meter was used as a primary measurement of the total output from the device. A vacuum photodiode (with < 1 ns resolution) was used to obtain the temporal profile of the output pulse, while an optical multichannel analyzer (OMA) monitored the spectral characteristics. The performance of the electron beam generator was monitored with current and voltage monitors, while a pressure transducer monitored the shot-to-shot energy deposition within the cell.

Experimental Results

As shown in Figure 3, the energy deposition within the laser cell varied significantly from front to back. Because of this, it was possible to measure the variation of XeF (C→A) small signal gain as a function of energy deposition by changing the position of the gain probe beam as it passed through the cell.

Figure 8 shows the results of this study. As can be seen, the gain increases almost linearly with deposition energy density up to 200 J/Å. Previous measurements on the small scale laser indicated the onset of gain saturation for a deposition energy density of about 80 J/Å with a peak in the intrinsic efficiency occurring at about 90 J/Å [5]. The interpretation of the earlier results however was complicated by very non-uniform electron beam pumping (no magnetic guide field was being used then). For the results obtained here, under much better controlled conditions, it appears that further increases in gain (and hence laser output energy) could be achieved with even greater pumping intensities.

Figure 8. Gain as a Function of Energy Deposition
Figure 9 shows the variation of the output energy from the XeF (C→ A) laser as a function of average energy deposited in the laser cell. The deposition energy was varied by adjusting the charging voltage of the Marx bank in the e-beam generator between 65 kV and 95 kV. Again, a nearly linear dependence is observed with no apparent indication of saturation up to the maximum average deposition of 125 J/μ. Using an internal resonator with a magnification of 1.7 and an optimized five-component gas mixture [9], and an injection intensity of about 3 MW/cm² (~2 mJ), laser output energies as high as 0.92 J have been achieved at 490 nm, near the peak of the XeF (C→ A) gain spectrum. This corresponds to an energy density of about 1.85 J/μ and an intrinsic efficiency of 1.5%.

Figure 9. Output Energy as a Function of Spatially Averaged Energy Deposition

In order to investigate the spectral characteristics of the XeF (C→ A) laser, a set of wavelength tuning experiments was performed. An unstable resonator with a magnification of 1.34 was chosen in order to obtain good performance in the wings of the XeF (C→ A) laser spectrum. The somewhat reduced output coupling (as compared with the M=2 optics) significantly enhanced the performance of the laser in the low-gain wings, while not lowering the output in the central region too much. Three different sets of optics, with coating reflectivities optimized for specific regions of the spectrum were used for these measurements. Four different Coumarin dyes (460, 480, 503 and 521) were necessary in order to completely scan the tuning range of the XeF (C→ A) laser. The intensity injected into the unstable resonator cavity was adjusted to 2 MW/cm², corresponding to about 1.5 mJ injected energy, so that the performance at different wavelengths for the XeF (C→ A) laser could be compared at the same injection intensity.

Figure 10 shows the output energy of the XeF (C→ A) injection controlled laser as a function of wavelength from 450 to 530 nm, at wavelengths chosen not to coincide with known narrowband atomic absorptions. The injected signal had a linewidth of 0.005 nm and was held at a constant intensity of 2 MW/cm². Also shown in Figure 9 are some of the atomic resonance filter lines which might be employed for optical communications purposes in the blue-green region of the spectrum.

Figure 10. Spectral Characteristic of the Injection Controlled XeF (C→ A) Laser
When the XeF (C→A) laser is operated in a "free running" mode - that is with no injection and the signal allowed to build up from spontaneous emission, it is found that a number of narrow-band absorption lines appear in the spectrum, resulting from excited atomic absorbers created by the electron beam excitation. The effect of these absorbers can be significantly reduced by injection control of the XeF (C→A) laser. Because the stimulated cross-section for the (C→A) transition is relatively small, it is possible to build up sufficient intensity within the cavity to bleach or saturate these absorptions before the laser transition itself saturates. This effect is evident in Figure 11, which depicts the output energy as a function of injection intensity both on and off one of these narrow band absorptions. As can be seen, when the injection intensity is sufficiently large, the ratio between the output on an absorption and off is significantly reduced, showing saturation of the absorbing species.

To more fully take advantage of the ease of tuning via injection control, a novel wavelength agile injection source was developed by the United Technologies Research Center for use with this laser [10]. By selecting the desired wavelength of interest by computer control of a dye laser cavity and galvometric mirror wavelength adjustment, exact wavelength control (to ~0.01 nm) for a random sequence of wavelengths is possible. In order to demonstrate this, a spectral region from 482 to 486.5 nm was scanned using 0.1 nm steps. The results of this detailed investigation of the output spectral characteristics of the injection controlled XeF (C→A) laser are shown in Figure 12.

In order to measure the spectral bandwidth of the injection controlled XeF (C→A) laser, an intercavity etalon was installed in the dye laser which narrowed its output to ~0.001 nm FWHM. The output from the XeF (C→A) laser was focused onto an opal glass diffuser with a 50 cm focal length plano-convex lens placed in front of an air-spaced plane-plane etalon with a finesse of 30 and a free spectral range of 9 GHz. The resulting circular interference pattern was then imaged onto a CCD array, and the variation in fringe intensity along one axis analyzed by computer software. Figure 13 shows the analysis of both the injection signal itself, as well as the output from the XeF (C→A) laser. As can be seen the spectral purity of the amplified signal very closely matches that of the input.
Conclusions

The XeF (C→A) laser has been successfully scaled from a 0.02 liter to a 0.5 liter active volume. A peak output energy of 920 mJ, corresponding to an energy density of 1.85 J/λ at 1.5% intrinsic efficiency has been observed near the gain maximum. The laser has been tuned, using injection control, over a bandwidth extending from 450 nm to 530 nm with several hundred mJ of output energy in a bandwidth of less than 0.001 nm. Using a unique wavelength agile injection source, rapid tuning, under automated control has been demonstrated. Careful measurements of both the small signal gain as well as output energy with e-beam deposition indicate that improved performance can be expected from more intense excitation of the laser active medium.
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Abstract

We have fabricated and tested single shot the laser head and fast pulser for a high energy, flow compatible, x-ray preionized XeCl laser. The pulsed power used to drive the 12x9x120 cm discharge utilizes a high efficiency spiker sustainer circuit with a magnetic isolation switch. A single pulse output energy of 19 J at 2.2% efficiency and pulse length of 230 ns has been demonstrated, corresponding to an extracted energy density of 1.5 J/L.

INTRODUCTION

Following their conception there has been a continuing effort to improve the extracted energy and efficiency of excimer lasers. Of the various excimers, XeCl has demonstrated the best performance and has been the focus of extensive research. In particular preionized discharge excitation schemes have received much attention because of their simplicity and potential high efficiency. The aperture over which a uniform discharge can be generated has increased dramatically since the introduction of x-ray preionization, enabling large scale devices to be built. Preionized discharge XeCl lasers have achieved energies of 66 J per pulse at efficiencies approaching 1% and typically operate at efficiencies of approximately 2% at substantially lower energy.

Novel discharge excitation schemes using spiker sustainer circuitry have improved the efficiency of these lasers to approximately 4% at the 3-4 J level. In this technique a fast rising, high voltage pulse from the spiker circuit is used to break the gas down and the separate, low impedance, Pulse Forming Network (PFN) supplies the majority of the pump energy. This allows optimization of the PFN charge voltage to ideally twice the discharge self sustaining voltage for maximum efficiency. Isolation between the spiker and sustainer circuits can be achieved using a rail gap switch, two gap laser head or a saturable magnetic switch. The simplicity and high reliability of the magnetic isolator made it the preferred choice for the system described here.

Recent development of these lasers has been directed towards achieving output power at the kilowatt level. At this high average power close attention must be given to the pulse power design to achieve efficient electrical pumping combined with long lifetime. Flow considerations are also important to ensure the hot gases are removed from the discharge region prior to the next pulse. This paper describes the proof-of-principal, single-shot experiments for a flow-compatible, XeCl laser head and pulser designed for 20 J per pulse at 50 Hz repetition rate.

Figure 1 shows a cross section of the flow compatible laser head and discharge region. The design of such a head must satisfy the conflicting requirements of minimizing flow disturbance while maintaining a low inductance geometry to achieve the required high pump power and fast electrical discharge characteristics. In addition, the large apertures required for high energy lasers lead to inductive laser head geometries to prevent tracking at the high voltages necessary for gas breakdown. The laser head was designed to satisfy these conflicting demands using modeling tools developed for excimer and other gas discharge lasers.
The laser head is divided into two volumes, one housing the high voltage feedthrough and the other containing the discharge and flow region. A pressure balanced SF$_6$ insulator system eliminates mechanical stresses on the Kynar dielectric which separates the feedthrough region from the high pressure laser gas. This configuration facilitates a low inductance design for the electrical feeds. The materials used in the laser head that are in contact with the gas mixture are limited to Kynar for the high voltage insulator and aluminum for the electrodes, shell, and current returns to minimize any compatibility problems.

The discharge electrode profiles were designed following electric field analysis of the discharge region using a finite element code TOPAZ, to minimize field enhancements while maintaining the flow compatibility of the device. The high voltage electrode is recessed into the dielectric to both more effectively shield the electrode - dielectric - gas interface and to provide a smooth flow channel to minimize disturbances. A field shaping electrode was positioned behind the high voltage electrode in the SF$_6$ region to minimize the field enhancement associated with the triple point and to distribute the equipotentials uniformly across the dielectric.

The ground electrode was similarly profiled for field uniformity and flow compatibility. Current return vanes hold this electrode in position 12 cm from the high voltage electrode, while minimizing the head inductance and flow interference. A 9 x 120 cm portion of this electrode was machined to a thickness of 4 mm to maximize transmission of x-rays from the preionizer into the discharge region. The x-ray preionizer was housed in the dome behind the low voltage electrode but isolated from the laser gas by a 3 mm thick aluminum tube, allowing access for maintenance without disturbing the gas.

The preionizer used was a commercially available x-ray generator capable of operation up to 50 Hz (Beta model #150-065). This unit has various operating modes which determine the initial stored energy and the resulting x-ray pulse length, selected by changing the capacitance of the unit. All of the experimental results presented in the next section were taken with the preionizer operating at its longest pulse length (~500 ns) and maximum voltage (~125 kV).

Figure 2 shows a schematic of the discharge pulser. Spark gap switches were used for the proof-of-principal single shot experiments reported here. However, a pulsed power system for a 1 kW XeCl laser has been designed which utilizes the major fast portions of the present pulser, but substitutes thyratron switches for the spark gaps and includes magnetic pulse compression in the spiker circuit. The PFN is a tri-plate structure fabricated from ceramic capacitors (TDK) and designed to have an impedance of 0.25 Ω and a pulse length of 250 ns.
Fourteen rows of eighteen capacitors wide, stacked two in series were used for each side of the double sided PNF. The pulse duration was extendable by simply adding more rows of capacitors to the structure at the end opposite the laser. The individual capacitors were recessed into an aluminum flux excluder plate to reduce the series inductance. The PNF was pulse charged from a storage capacitor in approximately $3\mu s$.

![Figure 2. Schematic Diagram of Spiker/Sustainer Pulser with Magnetic Isolation Switch Used for Single Pulse Tests.](image)

The spiker circuit was made from ceramic capacitors arranged in a coaxial configuration around a midplane spark gap switch to minimize its inductance. Eight 23 Ω cables (RG-17/14) were used to provide a low inductance connection to the laser to ensure a fast spiker risetime. The spiker unit was "floated" to the PNF charge voltage to minimize the spiker charging voltage.

When the spiker circuit is triggered it delivers a fast rising voltage spike with respect to the PNF charge voltage which, when timed appropriately with the preionization pulse, breaks the gas down uniformly. A saturable magnetic switch isolates the spiker circuit from the low impedance pulse forming network until the gas breaks down. Following breakdown the switch saturates in the forward direction allowing current to flow from the PNF to the discharge.

The saturable switch was made from a race track ferrite approximately one meter wide. It was fabricated from microwave ferrite material with a magnetic core area of $42\ cm^2$. The voltage–time hold off for the switch was estimated at $4 \times 10^{-3}\ V$-sec. To minimize the spiker charge voltage and the quantity of magnetic material required in the isolation switch, the spiker pulse had the same polarity as the PNF charge voltage. Previous experience with a lower energy, high efficiency XeCl laser at STI indicated no significant difference in device performance when the same and opposite polarity spike voltages were used.

The timing sequence for laser operation was as follows. The PNF was pulse charged in $3\ \mu s$ from the storage capacitor and at the peak of its charge cycle the x-ray preionizer was triggered to establish an initial, uniform electron density in the gas. Using a charge collection technique this density was estimated to be on the order of $10^8\ \text{electrons cm}^{-3}$. At a pre-determined time after the x-ray pulse, the spiker circuit was fired, rapidly increasing the voltage across the laser head to rapidly avalanche the electron density to its final value.

Timing between the x-ray and spiker pulses was found to be critical for optimum laser performance. The timing had to be set within a window approximately 40 ns wide; outside this window the laser performance rapidly degraded. Under optimum conditions the spiker was initiated approximately 300 ns after the beginning of the x-ray preionization pulse, which had a temporal profile 500 ns wide (FWHM) and risetime approaching 250 ns. The optimum timing corresponded to the spiker pulse occurring close to the peak in x-ray emission, and thus
discharge formation corresponds to the point of maximum preionization. Firing the spiker too early resulted in non-uniform discharge formation and reduced output as a consequence of the low level of preionization when the discharge was initiated. Firing the spiker too late or not at all resulted in an x-ray switched discharge and poor laser performance.

During the initial experiments with the device the output energy was observed to peak at a lower charge voltage than anticipated from scaling predictions. The maximum charge voltage was limited by streamer formation in the gas, resulting in reduced output energy. This lower charge voltage limited the stored energy on the PFN, necessitating the addition of more capacitance to achieve the design energy. An extra four rows of capacitors were added to the back of the tri-plate structure, increasing the nominal length of the PFN from 250 ns to 300 ns. Figure 3 shows the device waveforms for the laser driven by the 300 ns PFN for optimum operating conditions. The output energy in this case was 19 J at an efficiency of 2.2% in a 230 ns (FWHM) pulse. The open shutter photo in the figure shows the discharge to be uniform and arc free. Burn marks on Dupont Dylux paper and carbon paper were also very uniform measuring 12 cm x 9 cm. The optical cavity which gave optimum performance consisted of a 100% reflector with a 10 m radius of curvature and a flat 30% reflectivity output coupler.

![Figure 3.](image)

**Figure 3.**

a) Temporal Shape of Voltage, Current and Laser Pulses

b) Open Shutter Photograph of Arc Free Discharge for 19 J Laser Pulse

Table 1 shows a summary of the laser performance as a function of gas mix. In general, higher HCl concentration produced higher peak power but with shorter pulse duration; lower HCl concentration resulted in lower peak power but longer pulses which terminated with the discharge power pulse. The optimum HCl concentration was 0.02%. Laser performance increased with Neon buffer gas pressure up to the design limit of 5 atm. Varying Xe concentration showed little effect on laser performance over the range of mixes used. Replacing the fused silica laser windows, which had accumulated a deposit on the surface in contact with the laser gas, made a substantial increase of 40% in laser output energy emphasizing the importance of minimizing optical losses in these short wavelength lasers.

In conclusion, under single shot conditions we have demonstrated uniform, arc free discharges resulting in a laser energy of 19 J at greater than 2% efficiency with a XeCl laser head designed for gas flow adequate for 50 Hz operation. Coupling this laser head and fast PFN with the appropriate flow loop and power conditioning system should allow average XeCl laser powers of 1 kW to be achieved.
Table 1
SUMMARY OF XeCl LASER PERFORMANCE FOR SEVERAL DIFFERENT PUMPING CONDITIONS

5 atm Neon Buffer Gas

<table>
<thead>
<tr>
<th>XXe</th>
<th>XeCl</th>
<th>V&lt;sub&gt;charge&lt;/sub&gt; (kV)</th>
<th>τ Pulse (ns)</th>
<th>η (%)</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.625</td>
<td>0.045</td>
<td>55</td>
<td>95</td>
<td>10</td>
<td>250 ns PFN</td>
</tr>
<tr>
<td>0.5</td>
<td>0.03</td>
<td>49</td>
<td>155</td>
<td>12</td>
<td>250 ns PFN</td>
</tr>
<tr>
<td>0.35</td>
<td>0.02</td>
<td>50</td>
<td>105</td>
<td>12.5</td>
<td>1.4  250 ns PFN</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02</td>
<td>48</td>
<td>210</td>
<td>13.5</td>
<td>1.7  250 ns PFN</td>
</tr>
<tr>
<td>0.3</td>
<td>0.02</td>
<td>45</td>
<td>210</td>
<td>13.5</td>
<td>1.4  300 ns PFN</td>
</tr>
<tr>
<td>0.22</td>
<td>0.015</td>
<td>44</td>
<td>220</td>
<td>12</td>
<td>1.4  300 ns PFN</td>
</tr>
</tbody>
</table>

New Windows

<table>
<thead>
<tr>
<th>XXe</th>
<th>XeCl</th>
<th>V&lt;sub&gt;charge&lt;/sub&gt; (kV)</th>
<th>τ Pulse (ns)</th>
<th>η (%)</th>
<th>COMMENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.02</td>
<td>46</td>
<td>200</td>
<td>15</td>
<td>2.1  250 ns PFN</td>
</tr>
<tr>
<td>0.2</td>
<td>0.02</td>
<td>44</td>
<td>230</td>
<td>19</td>
<td>2.2  300 ns PFN</td>
</tr>
</tbody>
</table>
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ABSTRACT

The switchless discharge technique has been successfully applied to a 10 liter active volume XeCl laser system by using X-rays as a photoionization source. A 8 J per pulse output energy at \( \lambda = 308 \) nm, uniformly distributed over a \((7\times10)\) cm\(^2\) near-field laser spot size was achieved. The average output power was 45 W at 6 Hz repetition rate, actually power-supply limited.

INTRODUCTION

Discharge excited gas lasers are usually operated through a gas preionization followed by a fast, high voltage main discharge. Such a scheme implies the use of a low inductance, fast switch between the energy storage system and the laser discharge electrodes.

The commonly used switch element is the hydrogen thyratron. Unfortunately, efficient operation of high power gas lasers, e.g. excimers, require values of both rate of current rise \(\sim 10^{12} \) A/s and transferred charge \(\sim 10^{mC} \) which limit the commercial thyratron lifetime to \( \leq 10^8 \) discharges. The overpowered working conditions are even more heavy for large volume (> 5 liters) systems. Magnetic switches\(^1\) and prepulse techniques\(^2\) have been proposed as possible solutions. However, their somehow stiff properties, the noticeable circuital complexity and the further cost of manufacturing and maintenance added make these techniques far from the ideal solution.

A new operation mode was recently proposed\(^3\) to overcome this problem. In these experiments, the laser head is directly connected to the storage capacitor and slowly loaded up to the maximum voltage value \( V_m \) allowed by the electrodes profile and by the gas pressure and composition. A pulse of ionizing radiation is then injected into the gas mixture, quickly creating the required electron-ion pair density to trigger a uniform avalanche discharge.

Up to date, however, the use of the outlined "switchless" technique has been limited to specially designed excimer lasers with a maximum active volume of about one liter.\(^4\) In this paper we report the results of a large active volume X-ray triggered XeCl discharge with a conventional laser head design.

EXPERIMENTAL

Figure 1 shows the cross section of the XeCl excimer laser we used in this experiment. A detailed description of the system is reported in Refs. 5-7 and only a brief account is given here.

A double reflection diode is located in a vacuum chamber (on the left of Fig. 1). The electron clouds generated by the plasma cathodes\(^5,8\) are accelerated toward the high voltage pulsed target anodes, wrapped with a high atomic number material (e.g. Pb, Ta). When the electrons impinge the anodes, bremsstrahlung X-ray emission occurs, in the direction of the laser chamber. After passing through the 0.5 mm thick Al vacuum window (see Fig. 1), the x-rays cross the 0.5 mm thick Al electrode, enter the laser discharge region and preionize the laser gas mixture.

The performances of the preionizer system have been carefully measured using the techniques reported in Refs. 5,7,8,9. The results are summarized in Table I.

The discharge electrodes are shaped with a Stappaerts profile\(^10\) and no attempts were made to improve the electric field uniformity and the static self-breakdown level of a given mixture. As a matter of fact, this laser head has been designed (and the laser system operated as well) to work in the conventional preionization followed by a spark-gap switched discharge mode.\(^5,7\)

* ENEA Student
** ENEA Guest. Permanent address: Institute of Optics and Fine Mechanics, Shanghai, China
Fig. 1 - Vertical section of the X-ray discharge laser system used in the experiment. The active medium dimensions are (10x10x100) cm$^3$. (From Ref. 7)

<table>
<thead>
<tr>
<th>TABLE I - X-Ray preionizer source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operation mode</td>
</tr>
<tr>
<td>Cathode type</td>
</tr>
<tr>
<td>Input energy</td>
</tr>
<tr>
<td>Max anode voltage</td>
</tr>
<tr>
<td>Repetition rate</td>
</tr>
<tr>
<td>X-ray pulse duration</td>
</tr>
<tr>
<td>Dosage in the laser cell</td>
</tr>
<tr>
<td>Dosage uniformity</td>
</tr>
<tr>
<td>Dosage drop anode-cathode</td>
</tr>
<tr>
<td>Preionization electron density</td>
</tr>
</tbody>
</table>
The discharge energy was fed by a resonant charge, transfer type excitation circuit with a primary and a secondary Maxwell capacitor bank of 1.2 µF and 0.64 µF capacitance value, respectively.

RESULTS

A slowly raising voltage is applied to the discharge anode. After less than 1 µs, the voltage approaches the \( V_b \) value, and a pulse of X-rays from the preionizer is injected into the gas mixture, as shown in Fig. 2. Here is actually reported the X-ray diode current waveform. However, the risetime of the X-ray optical pulse and that of the corresponding current are almost the same, as shown in Fig. 3, so they can be easily compared.

The timing of the X-ray pulse injection is critical to achieve the optimum electron avalanche development. For example, if \( T_b \) is the time necessary to reach \( V_b \), the ionizing radiation pulse has to be injected before the time \( t = (T_b - T_s) \), where \( T_s \) is the streamer forming time. Anyway, when the X-ray pulse timing is appropriate, efficient energy transfer occurs, thus leading to the laser pulse emission, in the time scale shown in Fig. 4.

An interesting measurement is the laser output energy as a function of the X-ray photon energy. The results, summarized in Fig. 5, show a clear threshold effect around 25 keV. The corresponding electron number density measured in 1 atm Ne by electric charge collection:

![Fig. 2 - Time evolution of the typical discharge voltage (B) and of the X-ray diode current (A) in the switchless operation mode. Horizontal: 500 ns/div. Voltage: 10 kV/div. Current: 580 A/div.](image)

![Fig. 3 - X-ray diode current and X-ray photon signal detected by a plastic scintillator and a photomultiplier. Time scale: 200 ns/div.](image)
is $n \sim 10^6 \text{ cm}^{-3}$. In this case, however, only a fraction of the X-ray photons are useful to the avalanche triggering, because of the short e-folding time. We can define the useful preionization duration $T_e$ as the time during which the electron generation rate from direct preionization is larger than the electron avalanche contribution. Both $T_S$ and $T_e$ are sharply decreasing with the total gas pressure $P$ and the reduced field $E/P$, as discussed in Ref. 11. For the same working point, $T_e < T_S$, and we can speculate $T_e$ is the essential parameter of the phototriggered discharge as it tells us how long is the effective working time of the preionizing pulse to drive the electron avalanche development. Taking $T_e$ into account, from Fig. 5 we have a threshold electron number density $n_e \sim 2.6 \times 10^4 \text{ cm}^{-3}$.

Both the laser output energy $E$ and the FWHM laser pulsewidth increase almost linearly with the discharge voltage $V$. In particular, the $E$ growth is twofold (from 4 J to 8 J) increasing $V$ from 28 kV to 35 kV.

The laser pulsewidth is strongly dependent on the HCl partial pressure, as it increases up to the 60% of its value reducing the HCl pressure from 3 Torr to 0.4 Torr, as shown in Fig. 6. At the same time, $E$ has a rather broad maximum around 1 Torr HCl. From Fig. 6, the output peak power increases with [HCl] up to 1 Torr of partial pressure, remaining almost constant at ~ 47 MW level for larger HCl concentrations.

The quite long 210 ns FWHM laser pulsewidth achieved at 0.4 Torr, $P = 3$ atm (see Fig. 6) was not the longest one we got in this experiment. A 270 ns FWHM pulsewidth was obtained at $P = 1.5$ atm, as shown in Fig. 7. Here appears also a slight saturation of $E$ with $P$, probably due to the $E/P$ decrement from 1.5 kV/(cm·atm) at $P = 1.5$ atm, to 1 kV/(cm·atm) at $P = 3.5$ atm.
Fig. 6 - Normalized output energy (triangle) and FWHM laser pulsewidth (full dot) vs the HCl partial pressure. Xe partial pressure 13 Torr, balanced Ne up to 3 atm.

Fig. 7 - Laser output (full dot) and FWHM pulsewidth (triangle) vs total gas pressure. Gas mixture composition HCl:Xe:Ne = (1:9:2062).

In all the reported experiments, the spatial laser energy distribution (monitored using a Dylux sensitive paper) was very uniform over the (7x10) cm² near-field spot area. The reduction of the laser spot area from the designed (10x10) cm² to the measured (7x10) cm² is mainly due to the X-rays distribution, as shown in Fig. 8, where a 7 cm spatial width of the X-ray dosage along the direction perpendicular to the discharge electric field E is reported.

Finally, the discharge performances have been investigated in the repetitive operation mode using a longitudinal flowing loop with a maximum gas speed of 12 m/s through the (10x10) cm² discharge cross section. The minimum clearing factor to obtain stable laser output intensity was 1.1. The maximum 45 W average output power achieved at 6 Hz repetition rate is actually power-supply limited, being the measured charging time of the primary capacitor as long as 180 ms.

CONCLUSIONS

The switchless technique has been successfully applied to a 10 liter discharge XeCl laser. Both the 8 J output energy and the 0.74% plug efficiency obtained compare very well with the performances achieved in the conventional operation mode. Most important, this technique allow us to operate for the first time our large system in the repetitive mode. This goal could not be easily attained using a single thyatron or a spark-gap as electrical switch.
Fig. 8 - X-ray dosage distribution on the middle of the discharge region, in a direction Y perpendicular to the electric field E
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HIGH OPTICAL QUALITY LASER BEAMS WITH NEGATIVE BRANCH UNSTABLE RESONATORS
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Abstract

Confocal and non-confocal negative branch unstable resonators with an intracavity spatial filter have been applied to a high-gain short-pulse UV preionized XeCl laser. The near- and far-field radiation characteristics have been investigated in both configurations for different spatial filter diameter values. Laser beams of quite high brightness and with a regular intensity spatial profile have been obtained, in particular laser beams of larger brightness have been obtained with non-confocal schemes. A maximum beam brightness of $1.3 \times 10^7 \text{Wcm}^{-2}\text{Sr}^{-1}$ has been achieved. A low sensitivity to mirror misalignments has also been observed.

Introduction

Laser beams of high brightness are required to improve and widen the scientific and industrial applications of such devices. Any effort in such direction must try to satisfy the following requirements. Firstly, the mode volume must be made as large as possible in order to fill all the active volume and get high energy, high power laser beams. Secondly, laser beams spatially coherent across the entire beam cross section and with a smooth and regular intensity spatial profile must be generated to obtain an efficient laser energy transport and tight focalization spots. Finally, the laser beam parameters should not be very sensitive to mirror misalignments.

To satisfactorily fulfil the previous requirements an extensive work has been devoted to the development and study of optical resonators, since the first appearance of laser devices. The laser beam optical quality is mainly determined by the cavity transverse mode structure.

It has been reported by Siegman that, high mode volumes and high quality laser beams can mainly be obtained by applying to laser devices unstable cavity configurations. The unstable resonator studies for lasers under quasi-continuous conditions are not very useful when such cavities are applied to high-gain short-pulse excimer lasers. In such lasers the upper level population lifetime is comparable with the time taken by a photon to travel along the resonator and the time for the development of a photon avalanche. An extensive analysis of the build up of modes in unstable resonators for high-gain short-pulse lasers has been presented in a series of papers by Anan'ev, by Zemskov et al. and by Isaev et al.

The key concepts that emerge from their analysis are that the unstable cavity magnification must be sufficiently large, to enable a diffraction-limited mode to become the dominant mode in the resonator, in a time less than the time during which the laser exhibits gain. Moreover, the laser medium gain coefficient must be sufficiently small so that the lasing threshold is not reached before such a mode had had time to build up.

Positive branch unstable resonators have been generally applied to high power excimer oscillators to generate high-optical-quality and high-energy laser beams. Up to now, the negative branch unstable resonators have not received much attention, since the presence inside the cavity of a focal point makes them unattractive for high power systems. However, a negative branch cavity called "Self-Filtering Unstable Resonator" (SFUR) has been proposed few years ago, and such resonator seems particularly suited to the high-gain, short-pulse excimer lasers, to obtain diffraction limited laser beams with a regular intensity spatial profile.

To get higher mode volumes and shorter resonator lengths with respect to the SFUR scheme a non-confocal SFUR called "Generalized Self Filtering Unstable Resonator" (G-SFUR) has been furtherly proposed. The SFUR and G-SFUR working principles and main features will be presented in the next section.

It is purpose of this paper to investigate and compare the performance of confocal and non-confocal SFUR schemes having the same cavity length and applied to a high-gain short-pulse UV preionized XeCl laser. The effect of the spatial filter size on the laser beam energy and brightness has been investigated in both configurations. The sensitivity to mirror misalignments of both schemes has also been tested.

II. Theory

The SFUR is a confocal cavity with a filtering aperture $A$ at the confocal plane (Fig. 1). The main SFUR idea is to choose the filtering aperture radius $a$ in order that a plane
wave striking FA is focused by the shorter radius concave mirror $M_2$ to an Airy disk of radius $a$. This means:

$$a = (0.61 f_2)^{1/2}$$

where $\lambda$ is the laser wavelength and $f_2$ is the focal length of $M_2$. In such conditions, only the Airy disk propagates further beyond the aperture, is magnified and collimated by the mirror $M_1$. An exact Fourier transform relation connects the field distribution at FA and the new field distribution at the same plane after the field has been reflected by one of the mirrors (self imaging condition).

It comes out that the Airy disk choice removes the hot focal point, since the diffraction from the filtering aperture contrasts the focusing action of the $M_2$ mirror. Such a choice allows also, a fast establishment of the steady state laser field, since minimizes the number of round trips needed to establish a laser mode starting from incoherent fluorescence. Moreover, a smooth field profile, completely free of modulations, can be obtained with such resonator scheme. However, the main drawback of this configuration is due to the dependence of the laser beam mode volume on the magnification value $M$ and on the radiation wavelength. In fact, the output beam reaches zero amplitude at a radius $R = 1.5 \lambda M (0.61 f_2)^{1/2}$ and, when the SFUR is applied to short-pulse excimer lasers quite small mode volumes can be achieved. This arises firstly from the explicit dependence of the $R$ value on laser wavelength. Secondly, the excimer laser pulse duration limits resonator length, maximum magnification value and then laser beam cross section. To partially overcome this problem it has been proposed a Generalized Self Filtering Unstable Resonator (G-SFUR). The G-SFUR is a non-confocal resonator made up by a plane mirror, a concave mirror and an intracavity field limiting aperture (Fig. 2). In such scheme the filtering aperture size and its location with respect to both mirrors, are chosen in order to get a configuration having the same features of SFUR.

In particular, the FA location and therefore its distance $L_2$ from $M_1$ and its distance $L_2$ from $M_2$, must be determined by requiring that the image plane of the pinhole, after one round trip, corresponds to the pinhole plane itself (self-imaging condition)

$$L_2 = f_2 (1 + f_2/2 L_1)$$

Secondly, the FA radius must be chosen in order to cut off the oscillations of the eigenmode $TEM_{00}$ in the short part of the cavity, so:

$$a = [L_2 \lambda (1 - L_2/2f_2)]^{1/2}$$

The magnification is then:

![Fig. 1 Experimental set up of the confocal scheme; $M_1$ and $M_2$ concave mirrors; FA spatial filtering aperture of diameter $2a$; OC - output coupler](image1.png)

![Fig. 2 Experimental set up of the non confocal scheme; $M_1$ plane mirror; $M_2$ concave mirror; FA spatial filtering aperture of diameter $2a$; OC output coupler; $M_3$ collimating mirror](image2.png)
From the previous relations it comes out that the G-SFUR magnification can be simply varied by varying the \( L_1 \) flat mirror distance from FA. Moreover, from equations (2) and (4) it comes out that for \( L_1 \gg f_2 \), the G-SFUR scheme allows to get \( M \) values about twice larger than the \( M \) values obtained with a SFUR scheme having the same less curved mirror and resonator length.

Since in the G-SFUR cavity the wave fronts of the modes are curved, the output beam extracted near the pinhole screen can be collimated by a mirror \( M_3 \) having focal length

\[
f_3 = d - \frac{2L_2(1-L_2/2f_2)}{1-L_2/f_2} \tag{5}
\]

were \( d \) is the distance between FA and \( M_3 \).

### III Experimental Apparatus

The UV-preionized discharge excited XeCl laser used in this experiment has been realized locally. The discharge is of the capacitor charge transfer type, with a primary and secondary capacitance of 150 nF and 25 nF, respectively. The laser chamber is made from a 68 cm long, commercially available PVC tube which contains the electrode structure. The discharge electrodes 50 cm long, 5 cm wide are set at a distance of 2 cm. The UV preionization is provided by a spark array rod located on one side of the electrode structure. The preionization rod is driven by a capacitor \( C_p=10nF \) which is switched simultaneously with the primary capacitor, by a spark gap made locally. The electrode assembly cross section and the schematic electrical diagram of the laser system are shown on Fig. 3. The laser chamber sealed with Brewster angle windows is about 80 cm long. A standard gas mixture (1% HCl, 2.1% He, 1.3% Xe, 96.5% Ne) at a total pressure of 400 kPa has been used.

![Fig.3 Electrode assembly cross section and schematic electrical diagram of the laser system](image_url)

With a plane parallel optical resonator, made up of an aluminized silica reflector and an UV grade silica output coupler, an output beam (1.1x2) cm\(^2\) of 250 mJ and 32 ns duration, full width at half maximum (FWHM), has been obtained at the highest value of the breakdown voltage of the internal capacitors (\( V_b=43kV \)). A laser extraction energy density of 2.3 mJ/cm\(^2\) has been then achieved.

A schematic set up of the negative-branch confocal unstable configuration, is shown on Fig. 1. \( M_1 \) and \( M_2 \) are concave mirrors of focal length \( f_1 =100 \) cm and \( f_2 =10 \) cm respectively, then, the cavity magnification is \( |M| =10 \). FA is the filtering aperture, made of a 25 \( \mu m \) thick stainless steel disc with a drilled hole of radius \( a \) located at the confocal plane. A plane mirror OC set near FA has been used as laser beam output coupler. To fulfill the "SFUR self-filtering condition" the spatial filter diameter must be set at \( 2a =0.27 \) mm under our experimental conditions.

In order to realize a G-SFUR having the same cavity length and the same \( M_2 \) mirror as in the SFUR scheme previously described, the values of \( L_1 \) and \( L_2 \) have been set at 99.5 cm and at 10.5 cm respectively, in accordance with Eq. (2). Moreover, a filtering aperture of diameter \( 2a =0.25 \) mm has been used, as required by Eq. (3). A cavity with a magnification \( |M| = 19.9 \) has been then realized. This value is about twice larger than the \( M \) value of the corresponding confocal scheme. To collimate the laser output beam, a concave mirror \( M_3 \) of 239 cm focal length, placed at about 39.5 cm from OC has been used, as it comes out from Eq. (5). A schematic set up is shown on Fig. 2.
By applying the SFUR scheme to our XeCl laser, a laser beam of 11.5 mJ and of 22 ns duration (FWHM) has been obtained at the highest value of the breakdown voltage (Vb=43 kV). A laser extraction energy density of 1.8 mJ/cm² has been then achieved.

The high quality of the laser beam can be easily inferred from the burn spots on a sensitive paper at different distances from the output coupler (Fig. 4). Near OC (≤ 0.1 m) the burn spot has a central hole due to the output coupler aperture. At 1.5 m from OC, the beam spot shows a ringed pattern due to the diffraction effect of the hole. A uniform spot is then obtained at longer distances.

Fig. 4 Burn spots of the SFUR laser output beam at (a) 0.1 m, (b) 1.5 m, (c) 5 m from the output coupler.

The far field beam divergence was determined by measuring the laser beam diameter at the focal plane of a 5 m lens. From the experimental results it has been found that more than 85% of the far field beam energy is comprised in a spot corresponding to a full angle beam divergence θ = 0.28 mrad. Therefore, a nearly diffraction limited laser beam has been obtained with the SFUR scheme. In fact, θ is only 1.5 times larger than the diffraction limited value θd = 2.44 λ/3a = 1 mrad. Thus a beam brightness of about 7 x 10¹³ Wcm⁻² Sr⁻¹ has been achieved.

With the G-SFUR scheme applied to the same XeCl laser, a beam of 21 mJ and of 18 ns duration (FWHM) has been obtained at Vb=43 kV. The high optical quality of the output beam can be inferred from Fig. 5 which shows the laser beam burn spots recorded on sensitive paper at a) 0.1 m, b) 1.7 and c) 5 m from the collimating mirror M₂.

Fig. 5 Burn spots of the G-SFUR laser output beam at (a) 0.1 m, (b) 1.7 m and (c) 5 m from the collimating mirror M₂. (d) Laser spot at 5 m from OC without the collimating mirror.

By measuring the collimated laser beam diameter at the focal plane of a 5m lens, a full angle beam divergence of 0.16 mrad has been obtained. Since a laser beam diameter of 7.3 mm has been measured on M₂, the divergence is 1.6 times larger than the diffraction limited value which is 0.1 mrad. The just given divergence value depends on the collimating mirror position. It is convenient to find out the G-SFUR divergence value corresponding to the beam diameter on the output coupler mirror OC, to better compare the SFUR and G-SFUR performance parameters. A beam diameter of 6.8 mm has been measured on the OC mirror, then a beam divergence and brightness of 0.19 mrad and 1.3 x 10¹⁴ Wcm⁻² Sr⁻¹ respectively have been achieved with the G-SFUR configuration. Moreover, a laser extraction energy density of about 2.2 mJ/cm² has been achieved. Such extraction energy density value is very close to value obtained with a plane-parallel cavity scheme.

From the experimental results just reported, we observe a shorter pulse duration of the laser beam obtained with the G-SFUR configuration, with respect to the SFUR laser beam time length. This can be due to the higher magnification value of the G-SFUR scheme and so to the higher mode losses of such cavity, which are determined by (1-1/M²). Therefore, the
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gain factor of the active medium is greater than the threshold gain value for a shorter time in this last configuration.

We observe that a higher energy density has been extracted and a beam brightness 50% larger has been achieved with the G-SFUR scheme.

The laser energy $E_0$ and pulse width $\Delta t$ as a function of the breakdown voltage have also been measured in both resonators. The experimental results plotted on Fig. 6 and Fig. 7 show a nearly equal behaviour of $E_0$ and $\Delta t$ versus $V_b$ in both cavities.

![Fig. 6 Output energy as a function of the breakdown voltage for the SFUR (□) and for the G-SFUR (●) scheme](image1)

![Fig. 7 Pulse width (FWHM) as a function of the breakdown voltage for the SFUR (□) and for the G-SFUR (●) scheme](image2)

It has also been observed that the sensitivity to mirror misalignment is nearly the same in both configurations. The experimental measurements of the normalized output energy as a function of the mirror tilting angle are shown on Fig. 8. It turns out that the value of the tilting angle which halves the normalized output energy is about 1.5 mrad for both cavities.

![Fig. 8 Normalized output energy as a function of the tilting angle for the SFUR (□) and for the G-SFUR (●) scheme](image3)

Therefore, it has been found that in accordance with theory, the G-SFUR maintains the excellent properties of SFUR, like high transverse mode discrimination, fast establishment of nearly diffraction limited output beams, low sensitivity to mirror misalignments, but allows to have larger mode volumes with shorter resonator lengths, with respect to the SFUR scheme.

It is important to observe that with such resonator configurations, larger mode
Volumes can also be obtained by increasing the filtering aperture radius beyond the value required by the "self-filtering condition". Therefore, the FA radius, \( a \), has been varied and its effect on the output beam energy and divergence has been investigated in the confocal and in the non-confocal configuration.

Three filtering apertures with a diameter of 0.5, 0.7 and 0.9 mm respectively have been tested in the confocal scheme. Fig. 9 shows the burn spots of the output beam recorded on a sensitive paper at about 10 cm from the output coupler. The burn spot of the output beam obtained with \( 2a = 0.27 \) mm (SFUR self-filtering condition) is shown on Fig. 9a. It is important to point out that only in this last condition the output beam diameter gets a value \( D \leq 2a \). By increasing the filtering aperture radius beyond the value required by the "SFUR self-filtering condition", the output beams get zero amplitude at \( D = 21 \beta a \).

Fig. 9 shows the burn spots of the confocal scheme laser beam, at about 10 cm from OC for a) \( 2a = 0.27 \) mm, b) \( 2a = 0.5 \) mm, c) \( 2a = 0.7 \) mm, d) \( 2a = 0.9 \) mm.

Fig. 10 shows the burn spots of the output beam obtained by varying the FA diameter in the non-confocal scheme. Three filtering apertures with a diameter of 0.3, 0.4 and 0.5 mm respectively have been tested and laser beams with a diameter of 7.5, 9 and 11 mm respectively, have been measured on the OC mirror. The beam burn spots have been recorded on a sensitive paper at about 10 cm from OC.

From Figs. 9 and 10 it turns out that, in both configurations, the laser output beams show a regular intensity spatial profile even at a values larger than those required by the "self-filtering condition". This is a peculiar property of such negative branch unstable resonators. It is well known that with positive branch unstable cavities, the intensity radial variation of the output beam shows, instead, a characteristic ring pattern which arises from diffraction effects.

The effect of the filtering aperture size on the output laser beam energy and divergence, is shown on Figs. 11 and 12 for the confocal and non-confocal configuration, respectively. The experimental results plotted as a function of \( 2M1a \) show in both schemes a linear growth of the output energy as the laser beam cross section increases (Fig. 11). But, laser beams of higher energy are obtained with the confocal scheme at a given \( 2M1a \) value. This can be due to the lower mode losses and to the higher feedback signal (i.e. higher a value) of this last configuration.

The laser beam divergence does also grow as the a value and then the beam diameter are increased. A faster rise of the laser beam divergence versus \( 2M1a \) is observed in the confocal scheme. Since the filtering aperture size affects strongly the mode selection in both schemes, we observe that the laser beams of higher energy, but of lower optical quality, are obtained at larger a values. It is important to point out that, the number of round trips to get a diffraction-limited beam starting from instantaneous emissions, grows larger by increasing the a value, beyond the value required by the "self-filtering condition", but it comes out from simple geometrical optics considerations. Fig. 13 gives the beam brightness versus \( 2M1a \). In both configurations the beam brightness slows down by increasing the a value. Nevertheless, with the non confocal scheme a beam of quite high brightness has been obtained at the largest 2M1a value investigated.

It is important to point out that, in both schemes, not hot spots have been observed at the resonator focal plane, at the highest excitation rates and up to a repetition rate of 1 Hz. Moreover, the radius a of FA after no than 1000 shots was unchanged in both cavities respectively.
Fig. 11 Output laser beam energy versus 2|M|a for the confocal (●) and non-confocal (□) scheme.

Fig. 12 Laser beam divergence versus 2|M|a for the confocal (●) and non-confocal (□) scheme.

Fig. 13 Laser beam brightness versus 2|M|a for the confocal (●) and non-confocal (□) scheme.

Conclusions

Confocal and non-confocal negative branch unstable resonators with an intracavity spatial filter have been applied to a high-gain short-pulse UV-preionized xenon laser. By setting the spatial filter diameter equal to the value required by the SFUR and the 6-SFUR "self filtering condition" respectively, nearly diffraction limited beams have been obtained with both schemes. But, a laser beam with a brightness 50% higher has been achieved with the 6-SFUR configuration. In fact, in accordance with theory, the 6-SFUR maintains the excellent properties of SFUR, but allows to have larger mode volumes with shorter resonator lengths with respect to SFUR.

By increasing in both configurations the spatial filter diameter beyond the value required by the "self filtering condition" respectively, laser beams of higher energy, but of relatively lower optical quality, have been obtained. In fact, the spatial filter size affects strongly the mode selection in both schemes.

Nevertheless, it is important to point out that laser beams of quite high brightness and with a regular intensity spatial profile can be obtained by applying such resonators to high gain short pulse excimer lasers.
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VUV EMISSION FROM ELECTRON BEAM EXCITED CsF VAPOR
AT HIGH PRESSURES OF He OR Ne BUFFER GAS

V. T. Gylys, R. D. Bower, D. G. Harris and T. T. Yang

Abstract

CsF vapor in a buffer gas of He or Ne was excited by an electron beam. In a charge
transfer reaction from He ions to CsF, emission at 185 nm has been observed. It has been
tentatively assigned to the (R’X) transition of Cs2+F-

Introduction

Excimer lasers have proven their capability to produce high power coherent radiation
from the visible to the UV with high efficiency. Recently, Sauerbrey and Langhoff[1]
suggested an approach for generation of stimulated emission in the 80-200 nm region by
making use of ionic molecules that are isoelectronic with rare-gas halide excimers. In
particular, a scheme based on excited ionic states of alkali halides was proposed.

The estimated spectroscopic properties of ionic alkali halide systems are summarized in
Table 1. The estimated radiative lifetimes are typically near 1 nsec or about an order
of magnitude shorter than those for rare gas halide systems. Experience with the XeF
laser has shown that with lifetimes this short, the development of gain will be dominated
by radiative processes [2,3] and require high pump rates.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Wavelength(nm)</th>
<th>Radiative Lifetime(ns)</th>
<th>Stimulated Emission (10^-16 cm^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K2+P-</td>
<td>86-110</td>
<td>0.54</td>
<td>0.72</td>
</tr>
<tr>
<td>Rb2+P-</td>
<td>115-130</td>
<td>0.67</td>
<td>0.95</td>
</tr>
<tr>
<td>Cs2+F-</td>
<td>154-195</td>
<td>1.47</td>
<td>1.50</td>
</tr>
<tr>
<td>Cs2+Cl</td>
<td>131-205</td>
<td>1.80</td>
<td>1.10</td>
</tr>
<tr>
<td>Cs2+Br</td>
<td>117-190</td>
<td>1.92</td>
<td>0.77</td>
</tr>
<tr>
<td>Rb2+Br-</td>
<td>80-100</td>
<td>0.91</td>
<td>0.50</td>
</tr>
</tbody>
</table>

In this work, a concept has been developed for the extension of rare-gas halide laser
technology to shorter wavelength by means of isoelectronic ionic excimer transitions. The
similarity of the ionic excimer molecules with the rare gas halide excimer molecules should
be very helpful in the study of these systems.

for the repulsive interaction, the range of the emitted wavelengths has been pre-
dicted [1,7,8]. The potential energy diagrams for these systems are shown in Figure 1.
The emission should exhibit structure similar to that observed for rare gas halide
excimers. The main intensities are due to the B-X and C-A transitions.

Since for the rare gas halides no stable ground state molecules exist, only a reactive
formation of the upper lasing state is possible. Contrary to rare-gas halides, due to the
existence of stable alkali halide molecules, a variety of excitation methods for the ionic
alkali halide excimer states are possible. These include direct excitation of the alkali
halides by charge transfer using atomic or molecular ions, optical pumping such as soft
x-ray excitation, collisional excitation transfer using metastable rare gas states, and the
reactive formation after excitation of the molecular constituents.

Figure 1 shows the relative energy levels between ionic CsP and various atomic and
molecular metastables and ions of He. For CsP, collisional transfer using metastable
helium and charge transfer using atomic and molecular He ions appears to be the logical
scheme for direct excitation.
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Experimental

Two approaches were chosen to investigate the spectroscopic properties of the molecules. In the first approach, soft x-ray excitation of the molecules was chosen because of its simplicity and ease of use. Radiation from a high power laser is focussed onto a target. The resulting soft x-rays emitted from the laser produced plasma photoionize an inner-shell electron from the candidate molecules. The molecule subsequently fluoresces. This fluorescence is detected and identifies the promoting transitions in the molecules.19

The second approach addresses the feasibility of electron beam excitation of the candidate molecules. As e-beam experiments are more difficult and time consuming, the initial laser-produced plasma survey provided a spectroscopic guide which saved time and effort. The candidate molecules were added to a buffer gas (He or Ne) in a heatpipe. The e-beam excited the buffer gas which transferred its excitation to the ionic alkali halide. Spectroscopic measurements were subsequently carried out.

A versatile facility, as shown in Figure 3, was assembled to investigate the feasibility of electron beam pumping of the ionic excimer. Two electron beam sources were procured with the specifications listed in Table 2.

<table>
<thead>
<tr>
<th>Source</th>
<th>FEBETRON 100</th>
<th>FP-52510-A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg. Energy (keV)</td>
<td>0.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Peak Current (mA)</td>
<td>2000</td>
<td>2000</td>
</tr>
<tr>
<td>Pulse Width (nsec)</td>
<td>5</td>
<td>90</td>
</tr>
</tbody>
</table>

Two heatpipe cells were fabricated. The electron beam generator and heatpipe were enclosed in a lead shielded room to contain the x-ray emission. The electron beam passed through a 0.005" foil and into the heatpipe cell where it excited the gas. Two solenoid magnets confined the beam to the cell. Fluorescence emission from the gas in the heatpipe was collimated, focused, and definitively, spectrally analyzed. The data acquisition electronics were contained in an EMF shielded room to reduce the electromagnetic noise produced by the e-beam.

Two high pressure heatpipes (HPH-1 and HPH-2) were designed and fabricated. HPH-1 is a concentric design (Figure 3) with an outer pipe which has Cs as a working fluid. This heatpipe was constructed of inconel to allow operation over 1000°C and up to 30 atm of pressure. Two ports allowed the monochromators to view the plasma both longitudinally and transversely to the e-beam. A photograph of HPH-1 is shown in Figure 4. The second heatpipe (HPH-2) was of a more conventional linear design and could operate up to 10 atm of pressure.

Either of two VUV monochromators were used to collect and disperse the fluorescence. A 1.2 meter monochromator was equipped with a 1200 groove/mm and a 300 groove/mm grating. Both gratings were Alloy Al-MgF coated and could be used efficiently above 100 nm. For operation below 200 nm, an iridium coated 2400 groove/mm grating was installed. The second monochromator was a 0.25 meter VUV monochromator with an Al-MgF coated, 1200 groove/mm grating.

The fluorescence was detected with either of two detector systems. Initially a photomultiplier (PMT) with a sodium salicylate scintillator was used. Time-resolved measurements were made by connecting the PMT to a high-speed oscilloscope equipped with a digitizing camera. The camera was interfaced to a computer to allow data acquisition and processing to be carried out. The rise-time of this acquisition system was 5 nsec.

A second detector was designed and fabricated. This was a VUV Optical Multichannel Analyzer (OMA) with nearly single photon detection between 30 and 250 nm. This detector consisted of a microchannel plate detector interfaced to a reticon array. The VUV photons strike a CsI scintillator, which emits photoelectrons. The photoelectrons are multiplied in the microchannel plate, and then converted to visible radiation by a phosphor, which is interfaced through a fiber optic bundle to a reticon array. The array was read out to a computer which allowed signal processing. The resulting instrument, a very sensitive and versatile VUV detector, permits a spectrum to be acquired on a single excitation pulse. It also allows averaging and subtraction of spectra as well as other data processing to be carried out.
Results

The emission spectrum of e-beam pumped Cs$_2$F$^-$ was recorded for various concentrations of CsF and buffer gases, He and Ne. The effect of H concentration on the Cs$_2$F$^-$ emission is shown in Figure 5. Both spectra have 2 torr of CsF but the He pressure is 3.28 atm in upper spectrum and 9.21 atm in the lower spectrum. The Cs$_2$F$^-$ is most likely formed by the bimolecular and termolecular charge transfer and Penning ionization reactions.

\[
\begin{align*}
\text{He}_2^+ + \text{CsF} + \text{Cs}_2^+\text{F}^- & \rightarrow 2 \text{He} \\
\text{He}_2^+ + \text{CsF} + \text{He} + \text{Cs}_2^+\text{F}^- & \rightarrow 3 \text{He} \\
\text{He}^+(2^3S) + \text{CsF} + \text{Cs}_2^+\text{F}^- + \text{He} + e^- & \rightarrow \text{He}^+(2^3S) + \text{CsF} + \text{He} + \text{Cs}_2^+\text{F}^- + 2 \text{He} + e^- \\
\end{align*}
\]

Excitation transfer by \( \text{He}^+ \) is not expected to be significant at the high pressures studied in the e-beam experiments due to the termolecular association process

\[
\text{He}^+ + 2 \text{He} \rightarrow \text{He}_2^+ + \text{He}
\]

which has a rate coefficient of \( 1.4 \times 10^{-31} \text{ cm}^6\text{sec}^{-1} \).

The spectrum with 3.28 atm of He is the sum of six e-beam pulses whereas the spectrum at 9.21 atm of He is a single e-beam pulse. Thus, increasing the He pressure a factor of three caused approximately a factor of 15 increase in the Cs$_2$F$^-$ emission intensity. This increase in intensity is the result of several effects. First, increasing the He pressure increases ion-pair production rate.[3,4] Secondly, increasing the He pressure raises the importance of three body processes. The increase in ion-pair production rate would account for approximately a factor of three increase in signal. This leaves a factor of 5 to be accounted for by the kinetics. The kinetics of this system are quite complicated, however the rate of a three body process involving two He atoms would increase nine fold for an increase of 3 in He pressure. Thus it is not unreasonable that the Cs$_2$F$^-$ emission intensity could increase by a factor of 5 due to kinetic considerations.

The Cs$_2$F$^-$ radiative lifetime is reported to be approximately 1 nscc.[1] Thus the Cs$_2$F$^-$ emission intensity should reach steady state in approximately 1 nscc. The time response the detection system was estimated to be approximately 20 nscc. The observed risetime of the Cs$_2$F$^-$ emission is the response time of the detection electronics. The decay should be due to a decline in Cs$_2$F$^-$ production rate. Both He$_2^+$ and He$^+(2^3S)$ have sufficient energy to excite CsF to Cs$_2$F$^-$. The Cs$_2$F$^-$ emission decay rate is then due to the disappearance of these energetic species. As the pressure is increased the species disappear faster.

The deactivation of Cs$_2$F$^-$ can occur by recombination with electrons and negative ions, by collisions with electrons and molecules or by radiation. Examples are

\[
\begin{align*}
\text{Cs}_2^+\text{F}^- + e^- & \rightarrow \text{CsF}^* \\
& \rightarrow \text{Cs}^* + \text{F} \\
& \rightarrow \text{Cs} + \text{F}^* \\
& \rightarrow \text{Cs}^* + e^- \\
& \rightarrow \text{other} \\
\text{Cs}_2^+\text{F}^- + \text{F}^- & \rightarrow \text{CsFP}^* + \text{F} \\
& \rightarrow \text{CsF} + \text{FP}^* \\
& \rightarrow \text{Cs} + \text{F}_2 \\
& \rightarrow \text{other}
\end{align*}
\]
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Cs$^{2+}$F$^-$ + M $\rightarrow$ Cs$^+$F + M
+ CsF + M$^*$
+ other

Cs$^{2+}$F$^-$ + Cs$^+$ + hν

Assuming rate constants for the recombination and collisions with electrons of $10^{-1}$ cm$^3$s$^{-1}$, recombination with negative ions of $3 \times 10^{-9}$ cm$^3$s$^{-1}$, collisions with molecules of $10^{-10}$ cm$^3$s$^{-1}$, a radiative rate of $10^8$s$^{-1}$ and particle densities of $5 \times 10^{12}$ cm$^{-3}$ for electrons, $3 \times 10^{14}$ cm$^{-3}$ for negative ions, $10^9$ cm$^{-3}$ for gas kinetic molecular quenchers, then the deactivation rates are $5 \times 10^3$s$^{-1}$ for recombination with negative ions, $10^3$s$^{-1}$ for collisions with molecules and $5 \times 10^3$s$^{-1}$ for collision with electrons. The total deactivation rate is approximately $3 \times 10^3$s$^{-1}$. Therefore about one-third of the Cs$^+$F$^-$ formed should radiate.

Figure 6 shows the Cs$^{2+}$F$^-$ emission spectrum for 2 Torr of CsF and 2.3 atm of Ne. The spectrum is the sum of six e-beam shots. Since the stopping power of the gas is approximately proportional to its atomic number, 2.3 atm of Ne should have the same stopping power as 11.5 atm of He. Therefore, the decrease in Cs$^{2+}$F$^-$ emission intensity relative to the 9.2 atm He spectrum is due to the relative kinetics and energetics of the two systems. In the case of helium, He*, He$^+$ and He$^{3+}$ are all sufficiently energetic to produce Cs$^{2+}$F$^-$ either by charge transfer or Penning ionization. However, with Ne buffer gas, only Ne$^+$ and Ne,+$ have sufficient energy. This suggests that He$^*$ (2$^1$S) plays a major role in the excitation of Cs$^{2+}$F$^-$ in the He buffer system.

The Cs$^{2+}$F$^-$ emission spectrum dependence on the CsF concentration is shown in Figure 7. The emission intensity is observed to decrease dramatically with increasing CsF concentration. This could be due to ground state CsF absorption of the 185 nm light emitted by Cs$^{2+}$F$^-$.

The time-resolved fluorescence intensity of the Cs$^{2+}$F$^-$ was determined with the electron beam excitation. A Febetron 706 was used as the e-beam source. It has a 3 nsec pulse width and a peak current of 7000A. The fluorescence was detected with a 1-meter VUV monochromator and solar blind photomultiplier tube. The output of the photomultiplier tube was recorded with a digital storage oscilloscope. Several e-beam shots could be averaged together on the oscilloscope.

Time decays were recorded at various CsF and He buffer gas concentrations. Figures 8, 9, 10 and 11 show the time decay at the Cs$^{2+}$F$^-$ emission for 2 Torr of CsF at He buffer gas pressure at 813, 2580, 4088 and 6795 T respectively. Note the different time bases on the decays. The initial decay rate increases with increasing He pressure. Figure 12 shows the time dependence for 10 Torr CsF at 8113 Torr He. Comparing Figures 11 and 12 shows that increasing (CsF) has little effect on the initial decay but decreases the long time component of the fluorescence. The time evolution of the Cs$^{2+}$F$^-$ emission in a neon buffer is shown in Figure 12. The CsF was 2 Torr and (He) was 2595 Torr. The initial species are believed to be the Cs$^{2+}$F$^-$ emission and the long decay may be fluorescence from the window. Ne$^*$($^4$P$_{1/2}$) is the only long lived species which should be present. Since Ne($^3$P$_2$) does not have sufficient energy to excite CsF to Cs$^{2+}$F$^-$, there should be no long term production of Cs$^{2+}$F$^-$.

Summary

Ionic excimer emission has been observed 185 nm from electron beam excited CsF. We have tentatively assigned this emission to the (B+$^1$X) transition in Cs$^{2+}$F$^-$.
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Figure 1. Potential Energy Curves for CsF, He2 and He.
Figure 2. Schematic of the electron beam facility. The facility was equipped with both Febeutron 706 and HP-43710A electron beam pulsers. The HP-1 had a transverse arm permitting both longitudinal and transverse viewing of the excited gas.

Figure 3. Schematic diagram of concentric heatpipe used in electron beam excitation experiments. The outer heatpipe used Cs as a working fluid. The alkali halide and buffer gas are in the inner heatpipe.
Figure 4. Photograph of concentric heatpipe used in high temperature (1000 °C), high pressure (40 atm), electron beam excitation studies.

Figure 5. Ca²⁺⁺ fluorescent from an e-beam pumped gas mixture of 2 Torr CaF and He pressures of 3.3 and 9.2 atm.
Figure 6. $\text{Cs}^{2+}\text{F}^-$ fluorescence from an e-beam pumped gas mixture of 2 Torr CsF and 2.3 atom Ne.

Figure 7. $\text{Cs}^{2+}\text{F}^-$ fluorescence from an e-beam pumped gas mixture of 9.2 atm He and CsF pressures of 2 and 10 Torr.
Figure 8. Temporally resolved Ca$^{2+}$F$^-$ fluorescence at 189.5 nm from an e-beam pumped gas mixture of 2 Torr CsF and 813 Torr of He.

Figure 9. Temporally resolved Ca$^{2+}$F$^-$ fluorescence at 184.5 nm from an e-beam pumped gas mixture of 2 Torr CsF, and 2580 Torr of He.
Figure 10. Temporally resolved $\text{Cs}_2^2\text{p}^-$ fluorescence at 184.5 nm from an e-beam pumped gas mixture at 2 Torr CsF, and 4088 Torr of He.

Figure 11. Temporally resolved $\text{Cs}_2^2\text{p}^-$ fluorescence at 189.5 nm from an e-beam pumped gas mixture of 2 Torr CsF, and 6795 Torr of He.
Figure 12. Temporally resolved $\text{Cs}^2\text{F}^-$ fluorescence at 189.5 nm from an e-beam pumped gas mixture of 10 Torr CsF and 8113 Torr of Ne.

Figure 13. Temporally resolved $\text{Cs}_2\text{F}^-$ fluorescence at 189.5 nm from an e-beam pumped gas mixture of 2 Torr CsF and 2595 Torr of Ne.
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ABSTRACT

Gain and absorption were measured on three excimer transitions in an optimized electron beam pumped XeF (C-A) gas mixture. The high net gains on the KrF (B-X), XeF (B-X), and XeF (C-A) transitions demonstrate the feasibility of developing a UV/visible multicolor excimer laser.

I INTRODUCTION

In recent years the XeF (C-A) laser has shown considerable promise as a broadly tunable, high power laser in the blue-green region of the spectrum [1]. The XeF (C-A) laser exhibits many desirable characteristics for use as a source in optical communications, laser spectroscopy, remote detection, and ultra-short pulse amplification. The spectral tuning range of the laser is greater than 90 nm and efficient laser operation has been demonstrated from 440 to 530 nm with up to 1.5 % conversion efficiency. Using injection tuning, narrow bandwidth (< .001 nm) tunable high intensity output has been demonstrated [2]. Initial work carried out at Rice used a 20 cm³ volume and achieved output energy densities on the order of 1.5 J/l [1]. More recent work with a scaled up electron beam source exciting a 500 cm³ volume has shown the same extraction level [3].

The performance characteristics and wavelength tuning of the XeF (C-A) laser are influenced by the presence of both broadband and narrow-line absorbers in the active medium. The identification of these absorbing species and subsequent gas tailoring [2], [4], [5] have permitted continuous tuning with increased extraction efficiency.

The temporally short, intense electron beam pumping scheme used in this device combined with the high pressure multicomponent gas mixtures found optimum for the XeF (C-A) laser also supports two other diatomic excimer transitions; both of which are in the UV spectral region and have significantly larger stimulated emission cross-sections than that of the XeF (C-A) transition. Figure 1 shows spectral characteristics of the ultraviolet emissions at 351 nm [XeF (B-X)] and 248 nm [KrF (B-X)], and the blue-green XeF (C-A) spectrum. The XeF (C-A) laser is affected by distinct valleys in the free running spectral profile due to transient, narrow-band atomic absorption lines from the rare gases used as well as broadband atomic and molecular absorptions.

Because of their high net gain coefficients, both the XeF (B-X) and KrF (B-X) laser transitions have a considerable impact on design considerations for a XeF (C-A) laser. The presence of these transitions indicates the potential for developing a multicolor excimer laser operating simultaneously in the blue-green spectral region on the XeF (C-A) transition as well as in the UV on the XeF (B-X) and/or the KrF (B-X) transition.

Fig. 1. The spectrum of an optimized XeF (C-A) electron beam pumped laser gas mixture shows three characteristic excimer laser transitions: the KrF (B-X) transition at 248.5 nm, XeF (B-X) transition at 351.1 nm, and the broadband free-running XeF (C-A) transition centered at 80 nm. The shaded bars on the top part of the figure indicate the main broadband absorbers present in the XeF (C-A) laser medium as a result of intense electron beam pumping. Darker shading indicates larger photoabsorption cross-sections.
The KrF laser transition demonstrates a higher gain coefficient than the XeF (B-X) transition making it a better candidate for simultaneous oscillation with XeF (C-A). A long gain length XeF (C-A) laser has demonstrated greater than 100 mJ of KrF output for about 500 mJ of total output when injection tuned in the blue-green spectral region [6]. Judicious selection of the proper five component gas mixture can significantly reduce competing gains, however.

This paper describes gain measurements at the KrF (B-X) (248 nm) and XeF (B-X) (351 nm) regions of the spectrum made in an optimized XeF (C-A) laser gas mixture. Gain and absorption were measured as a function of gas partial pressures, and energy deposition. A brief discussion of how these results pertain to XeF (C-A) kinetics is presented, as well as a discussion concerning the feasibility of a novel single excimer laser operating simultaneously on the XeF (C-A) and KrF (B-X) lines.

II EXPERIMENTS

The experimental setup used in this study is shown in Fig. 2. A Physics International 110 electron beam generator was used to transversely excite a high pressure gas mixture contained in a cell with 20 cm$^3$ active volume. The generator produces a 10 ns (FWHM) pulse of 1 MeV electrons with a total current of 24 kA. Electrons produced by field emission from a carbon felt cathode traveled through a wire mesh false anode, a short (3 cm) evacuated drift region, and through a 50 μm thick titanium foil into the gas cell. A hibachi structure provided mechanical support for the foil. The electron beam is confined in the drift region by an external magnetic field. The strength of the field, measured in the drift region, could be adjusted from 0 to 2200 gauss on a shot to shot basis. In the current experimental configuration the spatial variation of the energy deposition is less than ±10% over the entire gain length. The spatially averaged energy density in 6.5 bar of Ar on the optic axis varied from approximately 100 J/I with no magnetic field, to 225 J/I with the full magnetic field.

The laser gas mixtures were contained in a nickel plated stainless steel reaction cell. Gases were added to the cell one component at a time with good gas mixing assured by rapid turbulent flow. Previous work with the XeF (C-A) laser system has shown that the optimum gas mixture utilized for a short gain length laser is 8 torr Xe, 1 torr F2, 8 torr NF3, and 300 torr Kr in a buffer of 6.5 atm. of Ar [1], [4], [5]. In the experiments reported here all measurements utilized this optimum multi-component mixture. While studying the effect of gas composition on the gain coefficients, only one component of the mixture was varied while the ratio of the other gases remained fixed. The gas was replaced at least every 10 shots to avoid inconsistent data resulting from gas degradation.

![Fig. 2. The schematic diagram of the experimental set-up for the measurement of gain and absorption in an electron beam pumped laser medium. PD: photodiode, W: MgF2 window, M: mirror, OMA: Optical Multichannel analyzer, BBO: β- Barium Borate SHG crystal, BS: beam splitter, NDF: neutral density filter, CGF: color glass filter.](image-url)
The direct output from a flashlamp pumped dye laser (Phase-R Corp. FL2000) was used as the probe beam for measurements in the blue-green spectral region. In the UV region two β-barium borate (BBO) crystals were used to produce the ultraviolet probe beam at either 248 nm or 351 nm by second harmonic generation of the visible dye laser. The crystals were mounted in sealed cells with AR coated windows located between two 15 cm focal length fused silica lenses in a confocal arrangement. Tuning was accomplished by changing the fundamental wavelength of the dye laser and adjusting the phase matching angle of the BBO crystal. The fundamental pump beam consisted of 10 mJ, 250 ns FWHM pulses.

The pump and second harmonic beams were spatially separated by a prism and two iris diaphragms. The frequency doubled probe beam was attenuated to < 50 kW by the use of neutral density filters before it passed through the cell. The probe signal was detected using a fast vacuum photodiode (ITT F4000). Narrow band interference filters and color glass filters were used to define a spectral range of observation. The output of the photodiode was monitored using a transient digitizer (Tektronix 7912AD) with a 500 MHz bandwidth. The wavelength characteristics of the fundamental dye laser pulse was monitored by using an optical multichannel analyzer (EG&G PARC OMA III) connected to a 0.25 m spectrometer. Both the transient digitizer and OMA were controlled by an IBM AT type computer. The timing of the probe beam and e-beam excitation pulse were monitored using a fast storage scope (Tektronix 7834).

The signal from the photodiode was a superposition of the temporal shape of the probe beam and the gain and absorption signals. The gain/absorption signal were separated from the probe beam in order to determine the gain/absorption ratio as a function of time. This was accomplished by dividing the actual signal (gain and probe) by the signal measured without firing the electron beam. The solid line in Fig. 3 (a) shows a typical gain measurement made on the XeF (C-A) transition. The initial absorption is followed by gain in the after-glow regime. This behavior has been discussed elsewhere [1], [4], [5]. The dashed line in this figure represents a spline-fit estimate of the dye laser probe signal. Figure 3 (b) shows the temporal evolution of the gain and absorption after being separated from the probe beam signal.

Accurate measurements depend on correct timing between the dye probe beam and firing of the electron beam. The gain measurements are estimated to be accurate to 0.2 % cm⁻¹ for the XeF (C-A) measurements, and ≤ 1 % cm⁻¹ for the UV measurements due to shot to shot uncertainties of fitting the actual shape of the probe beam to the measured probe pulse with gain superimposed.

![Graph](image-url)

**Fig. 3.** The solid line shown in (a) is a typical photodiode signal showing the gain and absorption superimposed on a flashlamp pumped dye laser probe beam. The arrow represents the 10 ns wide electron beam pulse. The estimated shape of the probe beam is represented by the dashed line. Part (b) of the figure depicts the net gain and absorption signal separated the probe beam.
III EXPERIMENTAL RESULTS

The experimental method described in the preceding section allows an accurate measurement of the temporal evolution of gain and absorption. Gain values given in the following sections are peak net gain values (gain - absorption). While it is rather difficult to measure absorption at the laser transition, a good estimate for the absorption coefficients can be achieved by tuning the probe off the gain peak. Hence absorption coefficients are defined as absolute values.

A] XeF (C-A) Gain Measurements

Net gain coefficient measurements were performed near the center of the XeF (C-A) gain profile at 486.8 nm. These measurements agreed well with previous work [1] and served as a useful calibration for the measurements in the UV spectral region. A measurement of absolute per pass absorption by tuning off the gain peak was not possible because of the broad spectral width of the XeF (C-A) transition which would have forced an absorption measurement too far away from the gain maximum for meaningful data.

The small signal gain coefficient was measured as a function of the Xe and Kr concentration in the gas mixture. The result is shown in Fig. 4. The per pass gain rises rapidly as the Xe concentration is increased. Maximum gain occurs with a Xe concentration of .15% - corresponding to 8 torr in 5300 torr total pressure. As the Xe partial pressure is further increased the net gain declines; most likely as a result of broad band absorption by excited xenon states [5, 7] and two and three-body quenching of the XeF (C) state [5, 8, 9]. Previous work [1], [4], [5] has shown that a small amount of Kr, on the order of 6% of the total concentration, greatly increases extraction efficiency - primarily by reducing transient absorption. This work observes similar behavior; adding 300 torr of Kr increases the small signal gain coefficient by about 0.5 % cm\(^{-1}\). The addition of more Kr has a negative effect, however, decreasing the net gain coefficient. A large concentration of Kr increases the energy deposition in the gas; and it is believed [5] that this leads to greater transient absorption by Kr** and Xe** thus reducing the net gain.

B] KrF (B-X) Gain and Absorption Measurements

The dye laser probe beam used for the XeF (C-A) gain measurements was frequency doubled to 248.5 nm for net gain measurements, and to 244 nm (about 5 nm off the KrF laser transition) for absorption measurements. The low damage threshold of B-BBO at 248 nm limited the maximum permissible intensity of the dye laser probe beam. As a result, these net gain and absorption measurements have a somewhat larger uncertainty for any given gas fill. The maximum error is approximately ±1 % cm\(^{-1}\).

Gain measurements on the KrF transition in an electron beam excited mixture have been reported previously. However none of these studies examined a mixture optimized for XeF (C-A) laser operation. The major difference between the XeF (C-A) laser gas mixture and those commonly used for KrF lasers is the addition of small amounts of xenon, and the high pressures (6.5 bar) required for good collisional mixing between the XeF (B) and (C) states in the XeF (C-A) laser.

Figure 5 shows the effect of varying Kr and Xe partial pressure on the net gain and absorption coefficients. In Figure 5(a) the KrF gain coefficient rises rapidly to about 8 % cm\(^{-1}\) as the concentration of Kr in the mixture approaches 6 %. As Kr concentration is increased to 27 % the gain coefficient slowly falls to 5 % cm\(^{-1}\). Xenon on the other hand, is found to strongly quench the KrF (B-X) gain coefficient.
This decrease in the net gain coefficient with increasing Xe partial pressure can be explained by a corresponding rise in absorption coefficient seen in Fig. 5(b) from 2.7 % cm\(^{-1}\) with no Xe in the mixture, to 8 % cm\(^{-1}\) at Xe partial pressures of 30 torr. Part of this absorption is thought to be from excited Xe states [5], [7], however the absorption cross-section of Xe** at 248 nm cannot fully explain the observed trends. We also find that the absorption coefficient demonstrates somewhat unexpected behavior as the Kr concentration is varied. Although various krypton species are predicted to be among the dominant absorbers at 248 nm [5], the absorption per pass falls as Kr partial pressure is increased to around 300 torr, then rises again as Kr partial pressure is increased beyond this point. The changing contributions of the absorbers Ar\(_2^+\), ArKr\(^+\), and Kr\(_2^+\) as Kr concentration is varied are predicted to be responsible for this behavior.

![Fig. 5. Dependence of the KrF (B-X) gain coefficient (a) and absorption coefficient (b) on variations in Kr and Xe concentration of the excited gas mixture. The intensity of the probe beam was limited to 50 kW/cm\(^2\) to avoid gain saturation.](image)

**C] XeF (B-X) Gain and Absorption**

A fundamental dye laser wavelength of 702.2 nm was frequency doubled using a B-BBO crystal to produce a probe beam of 351.1 nm for gain coefficient measurements and 346 nm for absorption coefficient measurements. For the XeF (B-X) gain and absorption coefficient measurements intracavity aperatures were used. The error is estimated to be .5 % cm\(^{-1}\).

Figure 6(a) shows the small signal gain coefficient as a function of Kr and Xe partial pressures in the gas mixture. The decrease in gain in figure 6(a) with increasing Kr partial pressure corresponds roughly to the increase in absorption shown in Fig. 6(b). Any differences are probably due to inaccuracies of the measurement method for low absorption coefficients. The effect that varying the Xe concentration has on the small signal gain and absorption coefficients can also be seen in Fig. 6(a). The net gain coefficient rises as the Xe partial pressure increases, peaking at a Xe concentration of 1.9%, corresponding to \(\sim 100\) torr of Xe in the gas mixture. Beyond 100 torr partial pressure of Xe the net gain coefficient decreases slowly, falling to 5 % cm\(^{-1}\) at 4.5% Xe concentration (240 torr, the largest point measured). Two-body and three-body quenching of XeF (B) by Xe are the likely explanations for the decline of the net gain coefficient at higher Xe partial pressures [8].

Figure 6 (b) illustrates the effect changing Kr and Xe partial pressures have on the absorption coefficient. As the Kr partial pressure was increased, the absorption coefficient increased rapidly, probably as a result of the increased production of Kr species with large absorption cross-sections near 351 nm [5]. It can also be seen from Fig. 6(b) that the absorption coefficient decreases rapidly as the xenon partial pressure is increased. We attribute this behavior to very rapid charge transfer reactions.
Fig. 6. The variation of the net gain coefficient (a) and absorption coefficient (b) are shown in this figure as a function of the Xe and Kr partial pressures of the gain medium. The intensity of the probe beam was limited to 50 kw/cm² to limit saturation of the excited gas mixture. The improved accuracy of these measurements over those on the KrF (B-X) transition is attributable to less dependence of the gain coefficient on shot to shot variations in e-beam pumping.

from strongly absorbing ionic Ar and Kr dimers as well as displacement reactions between the absorber Kr₂F and Xe.

D) Effect of Energy Deposition on Net Gain

The net gain coefficients for all three transitions were also measured as a function of energy deposition in the laser gas mixture. These results are shown in Fig. 7. The standard, optimized gas mixture of 8 torr Xe, 1 torr F₂, 8 torr NF₃, and 300 torr Kr in a 6.5 bar Ar buffer was used for all measurements while the energy deposition in the gas mixture was varied by adjusting the magnetic field.

KrF gain showed the greatest sensitivity to variations in energy deposition. A factor of 2 increase in the energy deposition from 80 to 150 J/I resulted in an increase of the gain coefficient from 6 % cm⁻¹ to 11 % cm⁻¹. Although the XeF (C-A) and (B-X) gain coefficients also rise with increasing energy deposition, the change is much less dramatic. An increase of energy deposition by a factor of 2 results in an increase in the gain coefficient of about 1 % cm⁻¹ for the XeF (B-X) and (C-A) transitions. The dependence of the gain on energy depositions for these two transitions follow each other closely as is expected since the (B) and (C) states are closely coupled.
IV DISCUSSION AND FUTURE DIRECTIONS

Proper gas tailoring of the XeF (C-A) laser medium allows the adjustment of the small signal gain of the three laser transitions in this medium. Reducing gain coefficients in the UV region of the spectrum should provide better extraction efficiency in the XeF (C-A) regime. This study has shown that a reduction in KrF gain can be achieved by increasing the Xe concentration at a cost of slightly reducing the small signal gain of the XeF (C-A) laser.

The optimized XeF (C-A) laser medium exhibits a high small signal gain coefficient in the ultraviolet region of the spectrum on the KrF (B-X) transition at 248.5. This high UV gain should allow the reduction in KrF gain to be achieved by increasing the Xe concentration at a cost of slightly reducing the small signal gain of the XeF (C-A) laser.

The optimized XeF (C-A) laser medium exhibits a high small signal gain coefficient in the ultraviolet region of the spectrum on the KrF (B-X) transition at 248.5. This high UV gain should allow the construction of a two, or even three, color excimer laser system. Such a multicolor UV-visible excimer laser operating at optimum XeF (C-A) laser parameters has direct impact on the development of a practical, tunable XeF (C-A) laser system.

Current methods of wavelength tuning the XeF (C-A) laser require a second laser to act as an injection source. There are drawbacks of cost, complexity, and timing inherent in such a scheme. Some of these difficulties can be avoided in a self pumped injection scheme in which the electron beam could be used to simultaneously excite a second, UV laser (such as KrF) which acts as the pump for a dye laser or optical parametric oscillator which can then be used as the XeF (C-A) injection source.

Such a dual wavelength laser is desirable to investigate since the population of the KrF (B) and XeF (B) states are predicted to peak before that of the XeF (C) state [5]. Fluorescence measurements of the XeF (B) and (C) states have shown this to be true [8] for the XeF (B) state. In fact, a two color excimer laser developed previously at Rice demonstrated such behavior [10].

A discharge pumped XeF (C-A) laser has used a technique similar to the one proposed here to boost the XeF (C-A) output by more than an order of magnitude [11]. However the discharge pumped device did not demonstrate high output energies in the blue-green spectral region nor broadband, narrow linewidth tunability. Preliminary work to investigate the feasibility of a self injection scheme using the KrF (B-X) transition to excite a small dye laser is currently being conducted at Rice.

V CONCLUSION

Gain measurements using a frequency doubled dye laser probe beam were conducted on three laser transitions in an electron beam pumped XeF (C-A) excimer laser mixture. An optimal five component gas mixture demonstrates relatively high (> 3 % cm⁻¹) gains on the KrF (B-X), XeF (B-X), and XeF (C-A) transitions. These high gains raise the possibility of constructing a high power two or three color UV-visible excimer laser. Furthermore, the temporal variation between the onset of KrF (B-X) and XeF (C-A) laser action suggests a simple and novel self injection scheme for the XeF (C-A) laser.
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ABSTRACT

In this paper we discuss a three-dimensional theory of an FEL operating with a continuous e-beam. The theory is based on a generalized method of solution of the FEL Helmholtz equation in the high gain small signal regime.

1. INTRODUCTION

The complete analysis of the FEL dynamics is hardly actuable with purely numerical or analytical methods. As a consequence, it has been approached partly with analytical and partly with numerical techniques. A general code, indeed, describing the FEL physics should take into account the undulator inhomogeneities, the effect of the finite emittance and energy spread of the e-beam, the transverse mode evolution, and the longitudinal mode dynamics due to the finite length of the electron pulse. It is therefore evident that such a code requires a noticeable numerical effort with a consequent enormous expense of computer time. Consequently, the codes so far developed account for only some of the above-quoted effects as it is for the 1-D code FELP1 and for the 3-D code FELEX,2 both of them developed at Los Alamos.

A numerical code including both the longitudinal and transverse dynamics would therefore be highly useful from a theoretical and practical point of view. However, although analytical methods can be applied only under simplifying hypotheses, they stand out as useful tools to get a physical insight into the problem under study and to provide a check with the results of more sophisticated numerical computations. The integro-differential equation describing the FEL pulse propagation in the low-gain and small-signal regime, for instance, has been reduced into an evolution-type equation in the long-bunch approximation,3 this allowing to infer interesting and useful informations about the gain dependence on parameters, as the cavity detuning and the coupling parameter.4 Similarly, in Ref. (5) an approximate analysis of the Colson wave-equation5 governing the transverse mode dynamics for an FEL operating with a continuous e-beam in the small signal regime has been carried out. In the low-gain regime, indeed, and in the hypothesis of a parabolically-shaped transverse distribution of the e-beam, the evolution equation can be reduced to a form, basically equivalent to that of the parabolic equation describing the paraxial propagation of an e.m. wave through a non-homogeneous medium with a parabolic dependence of the dielectric constant on the transverse coordinates. Consequently, it is possible to account for the FEL transverse mode evolution within the context of the well-established methods of optics.

Furthermore, in Ref. (7) a more general analysis has been presented, approaching the problem with operational techniques developed both in classical and quantum optics.6 The use of operational methods allow to treat the transverse and longitudinal mode dynamics within the context of a unifying formalism. In the present paper, we reconsider the FEL wave-equation firstly in the simplest case (no transverse and longitudinal mode structures) and, then, including the effect of the transverse structure. Sec. 2 is indeed devoted to illustrate an alternative approach to the one-dimensional Colson wave-equation. In Sec. 3 we generalize the methods to describe the dynamics of the transverse modes, thus providing a scheme for a numerical computation. Section 4 is finally devoted to concluding remarks.
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2. SINGLE-MODE DYNAMICS

The one-dimensional Colson wave-equation

\[ \frac{d}{dt} a(t) = -i \gamma a(t) \int_{L'}^{L} \, t' e^{i\nu t'} a(-t') dt' \]  

(2.1)

rules the evolution of the complex amplitude \( a(t) \) of the optical field for a continuous e-beam in the slowly varying amplitude approximation and small signal regime. In the above equation the dimensionless variable \( \tau \) measures the time in units of the interaction interval; \( \gamma \) and \( \nu \) are the gain coefficient and the resonance parameter respectively.

Introducing the shift operator \( e^{-i\nu t} \), we can recast Eq. (2.1) as

\[ \frac{d}{dt} a(t) = -i \gamma \int_{-\infty}^{t} e^{i \nu \tau} a(t) \]  

(2.2)

the operator \( \hat{T} \) being given by

\[ \hat{T} = -i \nu + \frac{d}{dt} \]  

(2.3)

The eigenstates \( \Phi_{\delta \nu} \) of \( \hat{T} \) can be specialized as

\[ \Phi_{\delta \nu}(t) = \Phi_{\nu} \exp \{ i(\nu + \delta \nu) t \} \]  

(2.4)

with the real and imaginary parts of the eigenvalue \( \delta \nu \) specifying the shift of the frequency with respect to \( \nu \) and the rate of variation of the amplitude respectively. Let \( \Phi \) express the optical field \( a(t) \) as a superposition of the \( \Phi_{\delta \nu} \)'s, namely

\[ a(t) = \sum_{\delta \nu} a_{\delta \nu} \exp \{ i(\nu + \delta \nu) t \} \]  

(2.5)

with unspecified coefficients \( a_{\delta \nu} \).

Inserting (2.5) into Eq. (2.2) yields the equations

\[ \delta \nu^2 (\nu + \delta \nu) \Phi_{\nu} \Phi_{\nu} \Phi_{\nu} \Phi_{\nu} = 0 \]  

(2.6)

\[ \sum_{\delta \nu} \frac{a_{\delta \nu}}{\delta \nu^2} = 0 \quad \sum_{\delta \nu} \frac{a_{\delta \nu}}{\delta \nu} = 0 \]  

(2.7)

Consequently, the eigenvalue \( \delta \nu \) specializes as a solution of the cubic equation (29). On the other hand, combining (2.6) and (2.7) with the initial conditions provides a set of three algebraic equation for the coefficients \( a_{\delta \nu} \) as

\[ \sum_{j=1}^{3} a_j - a_0 \]  

(2.8)

\[ \sum_{j=1}^{3} \delta \nu a_j = -a_\nu \]  

\[ \sum_{j=1}^{3} \delta \nu^2 a_j = -a_\nu^2 \]  

with \( a_0 \) denoting the initial value of the field complex amplitude. In the above equations we have denoted with \( \delta \nu_j \) a solution to (2.6) and with \( a_j \) the corresponding coefficient in the superposition (2.5). In conclusion, the optical field specializes as

\[ a(t) = \sum_{j=1}^{3} a_j \exp \{ i(\nu + \delta \nu_j) t \} \]  

(2.9)

It is worth stressing that the explicit knowledge of \( \delta \nu_j \) and \( a_j \) is unnecessary. Expanding the exponential in (2.9), indeed, we can rewrite \( a(t) \) as

\[ a(t) = e^{i\nu t} \sum_{k=0}^{\infty} \frac{(i\nu)^k}{k!} a^{(k)} \]  

(2.10)
which clearly displays that $a(t)$ is determined by sums of the type

$$a^{(k)} = \sum_{j=1}^{3} (b_j) a_j$$  \hspace{1cm} (2.11)

Equation (2.8) specify the value of $a^{(k)}$ for $k=0,1,2$ as

$$a^{(0)} = 1 \quad a^{(1)} = -\nu \quad a^{(2)} = \nu^2$$  \hspace{1cm} (2.12)

where for sake of simplicity it has been assumed $a_o=1$. The other $a^{(k)}$ for $k>2$ can be obtained from Eq. (2.6), which provides, indeed, the following recursive relation

$$a^{(k)} + \nu a^{(k-1)} - \nu g^2 a^{(k-3)} = 0$$  \hspace{1cm} (2.13)

with the condition $a^{(0)}=1$ for $k=0$ and $a^{(-k)}=0$ for $k>0$.

The FEL gain is obviously given by the relative energy variation after one undulator passage, that is

$$G = |a(t)|^2 - 1$$  \hspace{1cm} (2.14)

An idea of the gain dependence on $\nu$ and $g_o$ is offered by Fig. 1, where a three-dimensional plot of $G$ vs $\nu$ and $g_o$ is reported. For small values of $g_o$, that is for $g_o$ less than unity, the gain curve exhibits the well-known antisymmetric shape, while for increasing $g_o$ a significantly modified profile appears, as a consequence of the interplay between the interferential and exponential effects contributing to the gain process. For a more detailed analysis of the gain deviations from the linear regime, the reader is referred to Ref. (12), where a perturbative approach, the perturbation parameter being the gain coefficient $g_o$, to Eq. (2.1) has been carried out, thus providing an explicit expression of the gain as a third-order polynomial in $g_o$ with coefficients depending on the resonance parameter $\nu$. The effect of the beam quality on the gain curve has been also analyzed in the quoted reference.

### 3. Transverse-Mode Dynamics

The equation governing the transverse mode dynamics for a FEL operating with a continuous e-beam in the small signal regime and slowly varying amplitude approximation has been derived in Ref. (6) in the paraxial approximation as

$$\left( \frac{1}{4} \frac{\partial^2}{\partial t^2} + \frac{\partial}{\partial t} \right) a(x,t) = -i g_o j(x,t) \int_{-\infty}^{t} dt' c e^{i\nu t'} u(x,t-t')$$  \hspace{1cm} (3.1)
where $\nabla_1^2$ represents the two-dimensional Laplacian

$$\nabla_1^2 = \frac{\partial^2}{\partial \xi^2} + \frac{\partial^2}{\partial \eta^2}$$

(3.2)

with $\xi$ and $\eta$ denoting the transverse coordinates $x$ and $y$ normalized to $\sqrt{\lambda L/n}$, that is

$$\xi = \left( \frac{\mu}{\lambda L} \right)^{1/2} x, \quad \eta = \left( \frac{\mu}{\lambda L} \right)^{1/2} y$$

(3.3)

$l =$ undulator length

Finally $j(x_1)$ is the transverse current, whose shape is determined by the transverse distribution of the e-beam.

Let us introduce the field $\mathring{a}(x_{1}, t)$ defined as

$$a(x_{1}, t) = e^{-i v_{1} \nabla_1^2} \mathring{a}(x_{1}, t)$$

(3.4)

and satisfying the equation

$$\frac{d}{dt} \mathring{a}(x_{1}, t) = -i [\mathring{J}(x_{1}, t)]^\dagger \mathring{a}(x_{1}, t)$$

(3.5)

where $\mathring{J}(x_{1}, t)$ denotes the operator

$$\mathring{J}(x_{1}, t) = e^{i(\mu \nabla_1^2 - x_1^2 \mu \nabla_1^2) / 4} j(x_{1}, t) e^{i(\mu \nabla_1^2 - x_1^2 \mu \nabla_1^2) / 4}$$

(3.6)

Introducing as before the shift operator $e^{-i / \partial t}$, Eq. (3.5) turns into

$$\frac{d}{dt} \mathring{a}(x_{1}, t) = -i [\mathring{J}(x_{1}, t)]^\dagger \mathring{a}(x_{1}, t) - \frac{\partial}{\partial t}$$

(3.7)

with $\mathring{T}$ being a generalization of the operator (2.3), that is

$$\mathring{T} = -i v_{1} \nabla_1^2 - \frac{\partial}{\partial t}$$

(3.8)

The eigenstates of $\mathring{T}$ are easily inferred in the form

$$\Phi_{\nu m}(x_{1}, t) = \Phi_{\nu m}(x_{1}, t) e^{i(\mu \nabla_1^2 - x_1^2 \mu \nabla_1^2) / 4}$$

(3.9)

with $\Phi_{\nu m}(x_{1}, t)$ being the Hermite-Gaussian modes, explicitly given by

$$\Phi_{\nu m}(x_{1}, t) = \frac{1}{(n \mu !)^{1/2} w(t)} \left| \frac{\partial}{\partial x_{1}} \right|^{m} \left| \frac{\partial}{\partial \eta} \right|^{n} H_{m} \left( \frac{\xi}{\sqrt{w(t)}} \right) H_{n} \left( \frac{\eta}{\sqrt{w(t)}} \right) \exp \left\{ i \left( \frac{\xi^2}{1/2} + \frac{\eta^2}{1/4} \right) \right\} \exp \left\{ i(n + m + 1) \lambda L n \frac{\xi^2}{2} \right\}$$

(3.10)

where

$$w(t) = \sqrt{1 + t^2}$$

(3.11)

denotes the spot size at $t$ normalized to the beam waist $w_0 = (\lambda L / n)^{1/2}$. Expanding $\mathring{a}(x_{1}, t)$ in terms of the $\Phi_{\nu m}$'s as

$$\mathring{a}(x_{1}, t) = \sum_{\nu \mu m} a_{\nu \mu m} \Phi_{\nu \mu m}(x_{1}, t) e^{i(\mu \nabla_1^2 - x_1^2 \mu \nabla_1^2) / 4}$$

(3.12)

Equation (3.5) turns into
\[
\sum_{\delta v' n'm'} (v + \delta v) a_{\delta v' n'm'} \Phi_{n'm'}(x_1,0) e^{\delta v t} + \sum_{\delta v' n'm'} (v + \delta v) a_{\delta v' n'm'} \left| \frac{1}{4} V^2 \Phi_{n'm'}(x_1,0) \right| e^{\delta v t} + \\
+ n g_1(\delta v,t) \sum_{\delta v' n'm'} g_1(\delta v,t) a_{\delta v' n'm'} \Phi_{n'm'}(x_1,0) e^{\delta v t} = 0
\]

(3.13)

where \( g_1(\delta v,t) \) denotes the function

\[
g_1(\delta v,t) = \int_0^1 dt' e^{-i \delta v t'} = \frac{1}{\delta v^2} \left( (e^{-i \delta v t}) - 1 \right) + \frac{it}{\delta v} e^{-i \delta v t}
\]

(3.14)

Multiplying Eq. (3.13) on the left by \( \Phi^*_{n'm'}(x_1,0) \) and exploiting the orthogonality relation satisfied by the Hermite-Gaussian modes we end up with the equations

\[
(v + \delta v) a_{\delta v n m} + \sum_{n'm'} d_{nm} a_{\delta v n'm'} - \frac{n g_1}{\delta v^2} \sum_{n'm'} j_{nm} a_{\delta v n'm'} = 0
\]

(3.15)

\[
\sum_{\delta v' n'm'} \frac{1}{\delta v} j_{nm} a_{\delta v' n'm'} = 0 \quad \sum_{\delta v' n'm'} \frac{1}{\delta v} j_{nm} a_{\delta v' n'm'} = 0
\]

(3.16)

where \( d_{nm} \) and \( j_{nm} \) denote the matrix elements

\[
d_{nm} = \int_{-\infty}^{\infty} dx_1 \Phi^*_{n'm'}(x_1,0) \frac{1}{4} V^2 \Phi_{n'm'}(x_1,0)
\]

(3.17a)

\[
j_{nm} = \int_{-\infty}^{\infty} dx_1 \Phi^*_{n'm'}(x_1,0) j(x_1) \Phi_{n'm'}(x_1,0)
\]

(3.17b)

Equations (3.15, 3.16) can be appropriately utilized to infer a set of recursive relations, aimed at specifying the evolution of the field \( a(x_1,t) \), which, according to Eqs. (3.4) and (3.12), can be written as

\[
a(x_1,t) = e^{\delta v t} \sum_{n,m} \left( \sum_{j=0}^{\infty} \left( \sum_{j'=0}^{\infty} \frac{i (iv)^j}{j!} a_{nm}^{(j+1)} \right) \Phi_{n'm'}(x_1,0) \right)
\]

(3.18)

where the quantities

\[
a_{nm}^{(j)} = \sum_{\delta v} \delta v^j a_{\delta v nm}
\]

(3.19)

can be determined iteratively. Let us notice, indeed, that \( a_{nm}^{(0)} \)'s represent the coefficients of the expansion of the field \( a(x_1,t) \) at the initial time in terms of the Hermite-Gaussina modes, namely

\[
a_{nm}^{(0)} = \int_{-\infty}^{\infty} dx_1 \Phi^*_{nm}(x_1,0) a(x_1,0)
\]

(3.20)

Correspondently multiplying (3.15) by \( \delta v^j \) and summing over \( \delta v \); one gets the recursive relation

\[
a_{nm}^{(j)} + v a_{nm}^{(j+1)} + \sum_{n'm'} d_{nm} a_{n'm'}^{(j+1)} - m g_1 \sum_{n'm'} j_{nm} a_{n'm'}^{(j+1)} = 0 \quad a_{nm}^{(j+1)} = 0
\]

(3.21)

with \( a_{nm}^{(0)} \) specified by (3.20).

The relation (3.21) correspond to the recursive equations (2.13), relevant to the single-mode Eq. (2.1). They exhibit however a more intrigued structure, as a consequence
of that they account for the dynamics of the transverse modes, as it is displayed by the
sums over the coupled modes, the strength of the coupling being determined by the matrix
elements (3.17).

In particular, by taking the explicit expression of the matrix elements, \( d_{nm} \) Eq.
\((3.21)\) specializes as

\[
\begin{align*}
&\frac{1}{4} (n+m+1) \left[ a^{(j-1)}_{nm} + \frac{1}{8} \sqrt{n(n-1)} a^{(j-2)}_{n-2m} + \frac{1}{8} \sqrt{(n+1)(n+2)} a^{(j-1)}_{n+2m} + \frac{1}{8} \sqrt{m(m-1)} a^{(j-1)}_{n,m-2} \\
&+ \frac{1}{8} \sqrt{(m+1)(m+2)} a^{(j-1)}_{n,m+2} - n g_{n} \sum_{n'm'} \frac{a^{(j-1)}_{n'm'}}{n'm'} = 0
\end{align*}
\]

\( (3.22) \)

It is particularly interesting to notice a kind of shift into the resonance parameter \( \nu \), which can be taken into account defining a \( \nu \)-parameter depending on the mode-indices as

\[
\nu_{nm} = \nu - \frac{1}{4} (n+m+1)
\]

For a deeper discussion, the reader is addressed to Ref. (7), where the resonance
parameter has been replaced by an appropriate operator, accounting for the shift of the
frequency as a consequence of the transverse mode dynamics. It is evident that the
recursive relations (3.23) must be handled with a computer. However, analytical results
can be obtained for specific shapes of the transverse current.

A uniform transverse current, for instance, leads to the simplified form of (3.22)

\[
\begin{align*}
&\frac{1}{4} (n+m+1) \left[ a^{(j-1)}_{nm} + \frac{1}{8} \sqrt{n(n-1)} a^{(j-2)}_{n-2m} + \frac{1}{8} \sqrt{(n+1)(n+2)} a^{(j-1)}_{n+2m} + \frac{1}{8} \sqrt{m(m-1)} a^{(j-1)}_{n,m-2} \\
&+ \frac{1}{8} \sqrt{(m+1)(m+2)} a^{(j-1)}_{n,m+2} - n g_{n} a^{(j-1)}_{n,m} = 0
\end{align*}
\]

\( (3.24) \)

Let us suppose that at the initial time the field is given by the fundamental eigenmode,
i.e.

\[
a(x_1,0) = \Phi_{0}(x_1,0)
\]

(3.25)

Consequently, the coefficients \( a_{nm}^{(0)} \) specialize as

\[
a_{nm}^{(0)} = \delta_{n0} \delta_{m0}
\]

\( (3.26) \)

which is the starting point for inferring iteratively the \( a_{nm}^{(j)} \)'s for \( j>0 \). Evaluating the
\( a_{nm}^{(j)} \)'s up to \( j=3 \), we get the following approximate expression of the field after one
passage through the undulator (that is for \( \tau=1 \))

\[
a(x_1,1) = \frac{e^{i \nu t} e^{-\rho^2/2}}{\sqrt{2\pi}} \left[ a_0(v) \frac{1}{6} n g_{n} + a_1(v) \rho^2 + a_2(v) \rho^4 + a_3(v) \rho^6 \right]
\]

\( (3.27) \)

where \( \rho^2 = \xi^2 + \eta^2 \) and the explicit dependence of the coefficients \( a_k, k = 0,1,2,3 \) on the
resonance parameter \( \nu \) is not reported here for sake of brevity. For a more detailed
discussion, the reader is addressed to Ref. (14), where a parabolically shaped current
has been considered as well, along with a numerical analysis of arbitrarily shaped
currents.

4. CONCLUSION

In the present note, we have illustrated a possible method for analyzing the
transverse mode dynamics in a FEL operating with an electron beam longitudinally
continuous but transversally shaped. The method consists basically in expanding the
optical field in terms of Hermite-Gaussian modes, taken at the entrance to the undulator.
The coefficients of that expansion are expressed in form of a superposition of plane-waves
with complex-frequencies. As a result, we get a set of recursive relations, partly
reproducing those obtained within the context of the single-mode evolution and partly displaying the effect (revealed by a coupling among the modes) of both the diffraction and the interaction with the e-beam.

The results presented here might be the starting point to analyze the effects of the transverse structure on the FEL optical field evolution.

Just to illustrate some of these effects, let us consider the variation of the beam-waist of the fundamental Hermite-Gaussian mode along the undulator. In Fig. 2, we have reported a three-dimensional plot of the beam waist vs $g_0$ and $\tau$. These results have been obtained by exploiting the matrix methods of ray optics, applied according to Ref. (5) to the FEL interaction in the low-gain regime. A focusing effect of the interaction is evident and is further displayed in Fig. 3, where the beam waist at the output from the undulator is plotted as a function of $g_0$.

Fig. 2 - Three-dimensional plot of the beam waist vs $g_0$ and $\tau$

Fig. 3 - Beam waist at the output from the undulator as a function of $g_0$
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ABSTRACT

In this review of Space Based Chemical Laser (SBCL) progress, critical technology programs are updated. This is followed by a program motivation discussion. Next, major accomplishments in each of the SBCL technology areas (Device, Beam Control, Large Optics, Acquisition, Tracking and Pointing (ATP), and Integration) are reviewed. A more detailed description of all programs that support each technology area is presented, followed by a short discussion of advanced technology programs that support the SBCL. The paper closes with several review comments that put the status of the SBCL program in context.

Introduction

Since its inception, the SDIO Strategic Defense System (SDS) concept has included high power laser weapons, primarily because directed energy weapons are especially effective in exploiting the leverage of boost phase defense, i.e., negating hostile ICBMs in boost phase, before reentry vehicles are released. The high energy laser that is furthest along in its development process is the SBCL, which has been studied for nearly two decades, and is well understood. The SBCL is especially versatile, and has significant strategic defense capabilities beyond the basic boost-phase intercept mission. These include bus intercept, mid-course interactive discrimination, self defense and defense of other SDS assets, and sensor augmentation.

This paper will review the SBCL technology development programs, focusing on the progress of individual technologies, and measure that progress against what has yet to be attained in order to reach the capabilities required for an entry-level SBCL system.

SBL Technology Update - 1989

This year has seen significant progress in development and demonstration of key SBL technologies. The most important, and most visible, is the Alpha laser program. This is the first program to build and test a laser device designed specifically for use in a space-based system. In its initial ground tests, short duration lasing was successfully demonstrated, and power and beam quality were measured.

In another key program, the LAMP (Large Advanced Mirror Program) mirror has completed government acceptance testing. This is a large, seven-segment mirror constructed specifically to demonstrate design features required by the pointing mirror of a space-based laser. LAMP has met all major performance objectives and has demonstrated the required state-of-the-art for large optics for near-term SBLS.

The LODE (Large Optics Demonstration Experiment) brassboard experiment demonstrated and validated beam control concepts for large space-based lasers. Advanced concepts for highly accurate beam control were used in these experiments, including holographic optical elements (HOEs) and outgoing wavefront sensing (OWS). The results have verified SBL and Zenith Star beam control schemes.

In the acquisition, tracking and pointing (ATP) area, progress continues at a good pace. The major program here, Starlab, now has the majority of its hardware completed.

The Zenith Star program is assigned the task of integrating all the above technologies into a space-based laser demonstration experiment. Zenith Star successfully completed a systems requirements review (SRR) in 1989. During the past year, the SBCL program has added the Alpha/LAMP Integration (ALI) experiment to assemble an end-to-end SBL optical beam train on the ground,
propagate a high energy laser beam through it, and demonstrate most beam control concepts as an intermediate step towards a major space experiment.

SBL Program Motivation

Numerous studies and analyses have been performed over the past few years that show DEIs can add significant capability to SDS Phase I architectures. Boost-phase intercept of ICBMs is made possible by the speed-of-light travel times of a high-power laser beam, which augments the capabilities of kinetic energy weapons. Extensive cost and producibility analyses have been performed for SBCL subsystems and components that convince us that SBCLs remain promising candidates for augmenting a deployed Phase I system based on kinetic kill vehicles.

Space-based chemical laser technology has successfully demonstrated many of the technologies necessary to make a confident decision on further development. Chemical lasers were under development by the Department of Defense long before the concept of SDI was officially put forth in 1983. Since then, under the guidance of the SDIO, chemical lasers and related technologies have continued to mature to their present level. Integrating the individual technologies into a single system is the principal remaining challenge for the SBCL program.

SBL Accomplishments Over The Past Fifteen Years

Significant progress has been made in all technical areas over the last fifteen years. The highlights and major accomplishments are shown in Table 1. These test programs have clearly demonstrated that lasers can produce high-power beams which can be propagated reliably towards fast-moving targets. They show that lasers can function on the ground, in an airplane, or in space; that a laser beam can be accurately controlled and aimed; and that irradiation of targets causes considerable damage. Each major accomplishment was the result of exhaustive analysis and design, construction, test and evaluation, and involved a large number of activities both government and civilian. Fundamental physics problems were addressed and solved, many requiring complex computer models to predict performance. The result is that today we have in place the expertise, and much of the hardware, to proceed with integration and test of the weapon subsystem.

<table>
<thead>
<tr>
<th>Laser Device</th>
<th>Acquisition, Tracking and Pointing</th>
</tr>
</thead>
<tbody>
<tr>
<td>BDL (1973)</td>
<td>ABTS Satellite Track (1982)</td>
</tr>
</tbody>
</table>

Near-term SBL Program Description

The SBL program can be divided into five major developmental areas: laser device, beam control, large optics, ATP, and integration. Technology programs have been sponsored by SDIO to advance the state-of-the-art in all five areas, and significant progress has occurred in each area. The following sections list major program elements in each area, review the progress in terms of historical milestones, and project the progress that still must occur to meet SBL program goals.

Device

The major element of this area is the Alpha laser. Alpha is a high power hydrogen fluoride chemical laser, cylindrical in shape and designed specifically for use as an SBL. Its wavelength is 2.7 micrometers, which is in the mid-infrared and is well suited for propagation in space, but not
in the low atmosphere. Although its power level is below that required for an entry-level weapon, its design allows easy increase to the required power by adding additional rings to the Gain Generator Assembly, shown in Figure 1. The beam quality of Alpha is designed to meet strategic defense requirements. The Alpha laser is currently being tested in the Space Test Chamber in San Juan Capistrano, California, shown in Figure 2. Figure 3 depicts the past history and projected milestones of the Alpha program.
FIGURE 2  Space Test Chamber That Houses the Alpha Laser

GGA - Gain Generator Assembly
OBU - Optical Bench Unit
RC HEX - Rear Cone Heat Exchanger
IC/OC - Inner Cone/Outer Cone
ICA - Instrumentation and Control Assembly

FIGURE 3  Alpha Program History
Beam Control

The major elements of this area are the LODE and ABCS (Advanced Beam Control System) programs. Beam control techniques are used to direct the high energy laser beam from the laser device to the large pointing telescope optics, and to ensure that the beam has the required characteristics to maximize brightness on target. To accomplish this the beam must be maintained to within fractions of a millimeter for accurate beam pointing. Also, the beam phase profile must be "cleaned-up" to produce a flat, uniform phase front, which is accomplished by using a wavefront sensor and deformable mirrors to sense the aberrations and then correct them. A uniform phase front, quantified by the "beam quality" parameter, is important for obtaining a very small spot when the beam is focussed on a target. Jitter, tilt and defocus, each of which can diminish the laser platform brightness at a target, are controlled to tight tolerances. The beam spatial profile is shaped to match the optical beam train by clipping and dumping excess power over small portions of the beam so that instruments and hardware in certain locations in the beam train will not be damaged. The multiple segments on the large pointing optic are kept in precise alignment by using holographic optical elements (HOEs) and Outgoing Wavefront Sensors (OWS) to control actuators behind the surface of the mirror segments. Figures 4 shows the past history and projected milestones of the LODE program.

Large Optics

The major elements of this area are the LAMP and Large Optical Segment (LOS) programs. The LAMP mirror, shown in Figure 5, is a large, seven-segment, actively controlled mirror that demonstrates the manufacturing capability and sensor/control technology necessary to build a space-based laser pointing mirror. It represents a breakthrough in large optics technology. The LAMP mirror has gone through an extensive test series on the ground, satisfying all requirements, and now will be used in the Alpha/LAMP Integration experiment. Lightweight and flight-qualifiable, a modified LAMP is included in the Zenith Star space experiment.
The Large Optical Segment program involves the design and eventual manufacture of the larger mirror segments required for a weapon system. The basic technologies needed to support this program have already been developed and demonstrated in such programs as LAMP, HCPWS, and others, and the scale-up of facilities necessary to produce this mirror will significantly improve the state-of-the-art of mirror manufacturing so that it is fully able to meet near-term SBL needs. Figure 6 shows the progress of these programs over the last five years and projected progress over the next five years.

**FIGURE 5  The LAMP Mirror**

**FIGURE 6  Large Optics Program History**
Major elements of this area supporting the SBCL concept are Starlab and the Common Module Tracker program. Starlab is an ATP testbed that has a hardware legacy dating back to the Talon Gold program. It provides a flexible modular approach towards gathering data for ATP systems, with a range of sensors from the UV to the IR. The optical tracking configuration is applicable to all DEW platforms. Starlab is designed to be lofted into orbit in the cargo bay of the Space Shuttle, and is used in conjunction with the Spacelab which houses payload specialists who perform manual target acquisition during a seven day mission. The primary objective is acquisition and active tracking of a thrusting booster. A by-product of the experiment is data collection of plumes and mid-course object phenomenology.

The Common Module Tracker program is a study to design, fabricate and test a single tracker for all DE weapon candidates, including SBLs, GBL fighting mirrors, and NPB platforms. Many facets of the acquisition, tracking, and pointing process are similar for each of these DEWs. For example all must acquire and track booster plumes, and locate the booster hardbody. All must locate midcourse objects for discrimination missions. All must compute point-ahead angles and direct the outgoing beam at the target. If a single tracker unit can be built for all DE applications, with only minor software modifications required for each specific application, then costly overlaps can be avoided. Figure 7 shows past progress and anticipated milestones of all major acquisition, tracking and pointing programs for SBLs.

FIGURE 7  Acquisition, Tracking and Pointing Program History

Technology Integration

Two major elements of the technology integration activity for near-term SBLs are the Zenith Star program and the Alpha/LAMP Integration (ALI) experiment. The Zenith Star program will design build and test subscale space-based lasers, resolving issues that can only be tested in an actual space environment. Figure 8 is an artist's depiction of the Zenith Star laser in orbit. The objectives of the Zenith Star program are to resolve key technical issues in sufficient detail to support a confident decision on developing space-based chemical lasers for strategic defense, and to resolve key acquisition, tracking and pointing issues for boost and post-boost objects. Recently the Alpha/LAMP Integration (ALI) experiment was added to the program. The ALI experiment will assemble an end-to-end SBL optical beam train on the ground, propagate a high energy laser beam through it, and demonstrate most beam control concepts as an intermediate step towards a space experiment. Figure 9 shows the program history for SBL integration program activities.
FIGURE 8  Zenith Star Space-Based Laser Experiment

FIGURE 9  SBL Integration Program History
Advanced technologies are being developed to facilitate the requirement to produce high-brightness laser systems for the far-term SDS. These technologies promise to make the laser platforms smaller, lighter, less complex, and easier to manufacture. A constellation of individual laser modules is effective against the near-term threat, however as the threat evolves, modules are combined coherently to create very-high-brightness systems. This is accomplished using nonlinear optical phenomena (Stimulated Brillouin Scattering) or conventional amplifier coupling and array phasing technologies. APACHE and APEX programs are developing nonlinear optical phenomena, and their progress is shown in Figure 10. Additionally, development of short-wavelength chemical lasers (overtone) also provides potential for higher brightness systems. Aggressive pursuit of APACHE/APEX technology and efficient overtone operation may improve prospects for near- and far-term space laser applications by providing real-time phase cleanup for reduced optical figure requirements and short wavelength operation for smaller optics.

![Diagram of APACHE/APEX Program History]

**FIGURE 10 APACHE/APEX Program History**

**Closing Comments**

Significant progress has been made in developing technologies essential for space-based lasers. This progress has been across-the-board, covering all key technology development areas. The technologies are feasible - no "show-stoppers" have been identified to date. Integration of the individual technologies into a total system is the largest remaining issue for space-based laser development. The current plan is to address this in subscale space experiments, which will demonstrate that SBLs do indeed have a role in a missile defense system.

The SBCL program is well balanced with both near term and longer term concepts being pursued in parallel. This will result in near-term system options, and also permit planned growth as the threat evolves over time.
A gain model for the CW oxygen-iodine laser medium is described. The model uses a simplified, temperature-dependent, chemical kinetics package which consists of several reactions among the \( \Sigma^+, \Sigma^0, \) and \( \Sigma^- \) states of oxygen, atomic and molecular iodine, water, and helium. The Heidner \( I_2 \) dissociation mechanism is included to allow for incomplete dissociation. Gas flow is treated using a pre-mixed, one-dimensional streamtube model which accounts for gas expansion and heat release in the cavity. Elastic collisional cross-relaxation effects upon the Doppler-broadened line are treated using a Fokker-Planck diffusion model of the velocity distribution of the upper and lower laser levels. This gain model, in conjunction with a geometric optics, multi-mode model of an unstable standing-wave confocal resonator, is used to examine the influence of velocity cross-relaxation and mode separation upon the laser output power and mode spectrum. It is shown that lasing will occur on all available modes even when the mode separation is less than the collision linewidth.

1. INTRODUCTION

Recently there has been considerable interest in both subsonic and supersonic CW chemical oxygen-iodine lasers (COIL) because of their short-wavelength, single-line operation, and their potential for scaling to high power, high optical quality operation. For those applications requiring scaling to high power and optical quality a detailed understanding of optical extraction from the oxygen-iodine medium is required if large scale devices employing unstable resonators are to be successfully designed and built.

The primary physical mechanisms affecting the gain and saturation character, and hence, the laser output power and spectrum, of the oxygen-iodine medium are the \( O_2(\Sigma^+) \) pump reaction, hyperfine relaxation, Doppler and collisional line-broadening of the transition, and collisional cross-relaxation. Because the pumping mechanism is a transfer reaction, the small signal gain (SSG) and saturation parameter of the medium are strong functions of the local \( O_2(\Sigma^+) \) density (Ref. 33). In addition, although the nascent velocity distribution produced by the pumping reaction is not known, reasonable assumptions about it imply that the pump reaction quickly re-equilibrates the loaded iodine velocity distributions, at least for the conditions considered here, in which the stimulated emission rate is less than the total \( O_2(\Sigma^+) \) pump rate. Finite-rate hyperfine relaxation does not, to first order, decrease the SSG, but does reduce the saturation parameter since the effective lifetime of the upper laser level is increased (Ref. 15). As is well-known a realistic gas laser model must account for the thermal motion of the lasing atoms as well as their collisions to properly treat the medium's saturation behavior. The thermal motion of the atoms along the optical propagation direction causes their center frequency to be Doppler-shifted so that each velocity group of atoms has a different probability for interacting with the radiation within the cavity, as is indicated schematically in Figure 1A. In the absence of collisions the medium is said to be inhomogeneously broadened. Elastic collisions between atoms of the medium continuously redistribute the thermal velocity population and so tend to restore homogeneity to an otherwise inhomogeneous Doppler-broadened line, as shown in Figure 1B. If the collision rate is sufficiently fast in comparison to the pumping rate and the stimulated emission rate then only one longitudinal mode will have sufficient gain to lase and the laser is said to be homogeneous. The rate of velocity cross-relaxation determines the specific spectral character of the laser output spectrum, either homogeneous, inhomogeneous, or 'mixed' (Ref. 14).

The purpose of the present work was to examine the effects of velocity cross-relaxation upon power extraction from the oxygen-iodine medium in an unstable resonator. To this end a gain model of the oxygen-iodine medium was developed which uses a simplified, temperature-dependent, chemical reaction rate package consisting of several reactions among the \( \Sigma^+, \Sigma^0, \) and \( \Sigma^- \) states of oxygen, atomic and molecular iodine, water, and helium. The Heidner \( I_2 \) dissociation mechanism is included to allow for incomplete dissociation (Ref. 9). For simplicity, hyperfine relaxation is assumed to be fast enough that the levels in question were populated statistically, and consequently, only lasing on the \( 3 - 4 \) transition is considered. Gas flow is treated using a pre-mixed, one-dimensional streamtube model which accounts for...
gas expansion and heat release in the cavity (Ref. 1). Elastic collisional cross-relaxation effects upon the Doppler-broadened line shape are treated using a Fokker-Planck diffusion model of the velocity distribution within the upper and lower laser levels of iodine (Ref. 19). This gain model was then used in a three-dimensional, geometric optics, multi-mode model of an unstable confocal resonator (Ref. 30) to determine the laser output.

This paper is organized as follows. In Section II the gas flow model is reviewed. In Section III a simplified oxygen-iodine kinetics model, which is suitable for modeling optical extraction from the COIL medium, is described and discussed. Section IV discusses the velocity cross-relaxation model. In Section IV-A the general Boltzmann formalism together with the Kelinson and Storer collision kernel is used to derive both the strong collision or relaxation model and the integral and differential forms of the weak collision or diffusion model. The boundary conditions appropriate for the differential form of the weak collision model are described. In section IV-B the approach used to estimate the required velocity diffusion coefficients is described while in Section IV-C an estimate of their magnitude is made. In Section V the pumping, quenching, and stimulated emission terms required by the diffusion model and the expressions used to compute the loaded gain are described. Section VI briefly describes the approximations and numerical algorithm used to solve the coupled partial and ordinary differential equations comprising the model. In Section VII the model is exercised for conditions typical of a supersonic oxygen-iodine laser and the effects of velocity relaxation and resonator mode separation upon the laser output power and spectrum are examined.

II. GAS FLOW MODEL

A one-dimensional, premixed model of steady, inviscid, reacting, ideal-gas flow in an expanding cavity, similar to that discussed by Emanuel (Ref. 1), is used to describe the gas flow in the laser cavity. In order that the flow can be approximated as one-dimensional it is required that the fractional rate of change of the area of the cavity with distance downstream be small (Ref. 2). While it is, in general, desirable to introduce area relief into the cavity to reduce heating of the gas, too rapid expansion of the gas could cause extreme thermal gradients and/or shocks which would disturb and diminish the optical beam quality. Thus, this requirement is not only mathematically necessary but desirable from a practical point of view as well. That a premixed description of the reacting gas in the cavity be specified as a function of the distance downstream.

variables is required to uniquely determine the state of the gas. An example of such a constraint is that the area of

The fundamental equations describing inviscid, non-reacting flow of an ideal gas are derived and discussed by many authors including Knudsen and Katz (Ref. 3) and Bird, Stewart, and Lightfoot (Ref. 4). The equations appropriate for a steady, one-dimensional, inviscid, non-reacting flow of an ideal gas in a cavity with variable area are discussed by Shapiro (Ref. 2). In general, the state of a steadily flowing, non-reacting gas is determined by its mass density, temperature, pressure, velocity, and the cross-sectional area of the cavity through which it is moving. These five macroscopic variables are related to each other and constrained by the requirements of mass conservation, Newton's second law for momentum change, energy conservation, and the thermodynamic equation of state. However, for a one-dimensional flow, that is, one for which these variables depend only upon the distance downstream these four requirements are insufficient to determine the state of the flowing gas and an ancillary constraint between these variables is required to uniquely determine the state of the gas. An example of such a constraint is that the area of the cavity be specified as a function of the distance downstream.

In the following it is assumed that the flow is along the x-direction and that the cross-sectional area of the cavity, A, and its rate of change, dA/dx, are specified functions of x. The gas mixture will be taken to consist of N components some of which may react while the remainder of which will be assumed to act as a diluent, contributing only to the deactivation of the reacting components and to the molecular weight and heat capacity of the gas mixture. Furthermore, it is assumed that the cavity walls are thermally non-conducting and frictionless, assumptions which are easily relaxed, if necessary, as discussed by Shapiro (Ref. 2). The steady-state flow equations, generalized to describe reacting flow (Ref. 5), can be written as

\[ \rho' + u' + A' = 0 \]  \hspace{1cm} (1a)

\[ u' = -P'/\rho (\gamma - 1) \]  \hspace{1cm} (1b)
\[ \begin{align*}
\text{Cp}' &= \text{Cp} Q' + R \rho' / W & (1c) \\
\rho' &= \rho' + T' - W' & (1d) \\
\mu \frac{dn_i}{dx} &= r_i & (1e) \\
\omega = (2n_i)^{-1} & (1f) \\
W' &= -W \sum r_i / \rho & (1g) \\
\mu \frac{dQ}{dx} &= -\sum n_i & (1h)
\end{align*} \]

where a prime denotes the logarithmic derivative of a variable, e.g. \( T' = d(\ln T)/dx \) with the exception that by definition \( Q' = dQ/dx/(CpT) \). Here \( P, T, \rho, W, u, M, \) and \( R \) denote the gas pressure, temperature, mass density, molecular weight, speed, Mach number, and universal gas constant, respectively. \( Q \) denotes the heat energy per unit mass added to the gas by chemical reactions. \( n_i \) denotes the mole-mass ratio of species \( i \) which is the moles of species \( i \) per unit mass of gas. The more familiar molar concentration, \( c_i \), and the particle number density, \( N_i \), are expressed in terms of the mole-mass ratio as \( c_i = n_i / M_i \), and \( N_i = N_A n_i \), respectively, where \( N_A \) denotes Avogadro's number. \( n_i \) and \( r_i \) denote the enthalpy per mole and the net molar production rate per unit volume of species \( i \), respectively. \( \gamma \) denotes the ratio of the heat capacity per unit mass at constant pressure, \( C_p \), to that at constant volume, \( C_V \), i.e. \( \gamma = C_p/C_V \). In terms of the heat capacity per mole at constant pressure of species \( i \), denoted \( C_{pi} \), and the mole-mass ratio of species \( i \), \( C_p = \Sigma C_{pi} n_i \) and analogously for \( C_V \). It follows from these definitions and the thermodynamic identity \( C_p = C_V + R \) that \( C_p = C_V + R/W \) and \( C_p = (\gamma/(\gamma - 1))R/W \). The Mach number is the ratio of the speed of the gas to that of sound at temperature \( T \) i.e. \( M = u/c \) where for an ideal gas \( c = (\gamma RT/W)^{1/2} \).

Equations (1a), (1b), and (1c) follow from the requirements of mass continuity, Newton's second law, and energy conservation, respectively. Equation (1d) follows from differentiating the equation of state for an ideal gas, \( P = \rho RT/W \). Equation (1e) is the species continuity equation describing the molar rate of change of species \( i \) due to chemical reactions. It is best expressed in terms of the species mole-mass ratios rather than molar concentrations or particle densities since it is the mass of a flowing, expanding gas that is conserved, not the volume. Equation (1f) follows from the definition of the mole-mass ratio. Equation (1g) can be derived from Equations (1e) and (1f). Equation (1h) defines \( dQ/dx \). The sums appearing in Equations (1f), (1g), and (1h) are over all components of the gas mixture including those which do not react since for the latter \( r_i = 0 \) and \( n_i \) is constant. Note that Equations (1) depend only upon the logarithmic derivative of \( A \) and not \( A \) or \( dA/dx \) separately; dependence upon \( A \) enters through the boundary conditions.

Since the molecular weight and its logarithmic rate of change, the specific heat of the gas, and the rate of heat addition to the gas can be computed if the mole-mass ratios are known, and the gas pressure can be obtained from the thermodynamic equation of state if the gas density, temperature, and molecular weight are known, the state of the gas can be completely specified by the thermodynamic variables \( \rho, u, T, A \), and the mole-mass ratios, \( n_i, i = 1...N_R \). In other words, the vector \( y = (\rho, u, T, A, n_1, n_2, ...) \) forms a 'basis' with which to represent the state of the flowing, reacting gas. Since the flow is one-dimensional \( y \) is only a function of distance along the duct, i.e. \( y = y(x) \).

The boundary condition required to complete the specification of the problem is now briefly discussed. Here it is assumed that the gas flowing into the laser cavity is spatially uniform across the extent of the cavity inlet plane and that its density, velocity, temperature, area, and species mole-mass ratios are known. Taking the cavity inlet plane to be located at \( x = 0 \) and, denoting the value of \( y \) at this point by \( y_0 \), the boundary condition is simply

\[ y(x) = y_0 \quad \text{at} \quad x = 0 \quad (2) \]

To recast Equations (1), subject to the boundary condition (2), into a form which standard numerical solution techniques and software for ordinary differential equations (ODE) can be applied, it is necessary that the spatial derivatives of \( \rho, u, T, A \), and \( n_i, i = 1...N_R \) appear only on the right hand side. Since the logarithmic derivative of the area is specified and \( dW/dx \) and \( dQ/dx \) can be computed from the state of the gas using Equations (1g) and (1h), Equations (1a-d) are four equations for the logarithmic derivatives of \( \rho, u, T, \) and \( A \) which can be solved to obtain

\[ \begin{align*}
\rho' &= (Q' - W' - M^2 A') / (M^2 - 1) & (3a) \\
u' &= -\rho' - A' & (3b)
\end{align*} \]
can potentially shut off the
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Equations (3) together with the \( N_R \) species continuity equations, (1e), can be integrated numerically subject to the
boundary condition (2) to obtain the state of the gas as a function of distance downstream from the cavity inlet.

III. OXYGEN-iodine KINETICS MODEL

In this section a brief review of the oxygen-iodine kinetics pertinent to optical extraction is presented. A more gen-
eral and critical review of the kinetics of the oxygen-iodine medium is given by Plummer et al. (Ref. 6) while a more
complete overview of CW COIL operation is given by Avizonis and Huemann (Ref. 7). Although no specific recommendation
regarding a kinetics model for optical extraction was made by Plummer et al. (Ref. 6), from their general recommenda-
tions a rate package for optical extraction, similar to that recommended by Shea (Ref. 8), has been established. The
model is summarized in Table 1, in which \( 1 \) and \( 1^* \) denote \( ^2P_3/2 \) and \( ^2P_1/2 \) states of atomic iodine, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>REACTION</th>
<th>RATE [cm³/s-particle]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( I + O_2(1_A) \rightarrow I^* + O_2(3\Sigma) )</td>
<td>( 2.33 \times 10^{-8}/T )</td>
</tr>
<tr>
<td>2.</td>
<td>( I^* + O_2(3\Sigma) \rightarrow I + O_2(1_A) )</td>
<td>reverse of (1), ( K=0.75 \times 10^8 (e^{-0.42/T}) )</td>
</tr>
<tr>
<td>3.</td>
<td>( I^* + \text{H}_2\text{O} \rightarrow I + \text{H}_2\text{O} )</td>
<td>( 2.0 \times 10^{-12} )</td>
</tr>
<tr>
<td>4.</td>
<td>( I^* + O_2(1_A) \rightarrow I + O_2(3\Sigma) )</td>
<td>( 4.0 \times 10^{-24} \times 3.8 \times 10^{-2} (T)/T )</td>
</tr>
<tr>
<td>5.</td>
<td>( I^* + O_2(1_A) \rightarrow I + O_2(1_A) )</td>
<td>( 1.1 \times 10^{-13} )</td>
</tr>
<tr>
<td>6.</td>
<td>( I^* + O_2(1_A) \rightarrow I + O_2(3\Sigma) )</td>
<td>( 0 )</td>
</tr>
<tr>
<td>7.</td>
<td>( I^* + I_2 \rightarrow I + I_2^* )</td>
<td>( 1.6 \times 10^{-11} (T) )</td>
</tr>
<tr>
<td>8.</td>
<td>( I_2^* + O_2(1_A) \rightarrow 2I + O_2(3\Sigma) )</td>
<td>( 3.0 \times 10^{-10} )</td>
</tr>
<tr>
<td>9.</td>
<td>( I_2^* + O_2(3\Sigma) \rightarrow I_2 + O_2(3\Sigma) )</td>
<td>( 5.0 \times 10^{-11} )</td>
</tr>
<tr>
<td>10.</td>
<td>( I_2^* + \text{He} \rightarrow I_2 + \text{He} )</td>
<td>( 4.0 \times 10^{-12} )</td>
</tr>
<tr>
<td>11.</td>
<td>( I_2^* + \text{H}_2\text{O} \rightarrow I_2 + \text{H}_2\text{O} )</td>
<td>( 3.0 \times 10^{-10} )</td>
</tr>
<tr>
<td>12.</td>
<td>( O_2(3\Sigma) + \text{H}_2\text{O} \rightarrow O_2(1_A) + \text{H}_2\text{O} )</td>
<td>( 6.7 \times 10^{-12} )</td>
</tr>
</tbody>
</table>

Atomic iodine lasers at 1.315 µm on the magnetic dipole transition between the \( F'=3 \) and \( F=4 \) hyperfine levels of the
\( ^2P_{1/2} \) and \( ^2P_{3/2} \) iodine electronic levels, respectively. A population inversion can be produced between these levels by
collisional energy transfer from metastable excited \( O_2(1_A) \) to \( I \) via Reaction (1) which is exothermic. At room tempera-
ture the forward rate is about \( 7.6 \times 10^{-11} \) cm³/s-particle while the equilibrium constant is about \( 2.9 \). The energy defect
of the pump reaction is about 279 cm⁻¹.

In a flowing oxygen-iodine laser \( O_2(1_A) \) is produced by reacting an alkali hydroxide, eg. NaOH or KOH, with hydrogen
peroxide and flowing molecular chlorine in a separate rotating disk, aerosol spray, or sparger generator. Molecular
iodine is injected into the flowing stream of oxygen and is subsequently dissociated by the excited \( O_2(1_A) \) and \( O_2(3\Sigma) \)
through a sequence of still incompletely understood reactions (Ref. 6). In order that the majority of the \( O_2(1_A) \) is
not spent dissociating the molecular iodine, the injected iodine densities are a small fraction, typically 1 to 2
percent, of the total oxygen density. With careful design of the injection and nozzle geometry, and low water content
in the flow, the iodine is very nearly fully dissociated by the time it reaches the optical cavity.

In these devices water, a by-product of \( O_2(1_A) \) generation, is the primary species responsible for deactivation of the
excited iodine by Reaction (3) of Table 1. While much of the water is usually removed from the primary oxygen stream
by a cold trap prior to injecting the molecular iodine, its deactivation rate is large enough that even small amounts

192
molecular iodine to be incompletely dissociated in the nozzle thereby necessitating loss of excited iodine and oxygen to dissociate it in the cavity, 2) water deactivates both excited atomic and molecular iodine adding heat to the gas which slows the pump reaction, and 3) water deactivates I* which reduces the amount of excited iodine from which energy can be extracted.

The energy pooling processes, Reactions (4), (5), and (6) of Table 1, also quench I* and are included in the present model. Note that Plummer et al. (Ref. 6) have recommended a temperature-dependent rate for channel (4) but not for (5). The recommended rate for channel (6) is zero. At the temperatures of present interest, ~ 150 K, the rate for (4) is ~ 7.9x10^{-14} \text{cm}^3/\text{s}-\text{particle} making it somewhat less important than channel (5) as a quenching mechanism. Under conditions of interest here and for the rates summarized in Table 1 the rate of quenching due to each of reactions (4) and (5) is about 1/20 that due to water. However, because the concentration of O_2(1\Sigma) is several times that of H_2O these energy pooling reactions are comparable in importance to (3) and are believed to be the major contributors to the heat added to the gas. Note that while the quenching of I* by channel (5) does not destroy an O_2(\Sigma), quenching by channel (4) does. However since the rate of quenching of O_2(\Sigma) by water is very rapid, ~ 6.7x10^{-12} \text{cm}^3/\text{s}-\text{particle}, the O_2(\Sigma) is rapidly recovered, at least for high water content.

The Heidner dissociation model (Ref. 9) is used to describe the dissociation of the molecular iodine by the O_2(\Sigma). This mechanism consists of the energy transfer reaction from excited iodine to form an intermediate excited iodine molecule, Reaction (7), followed by the dissociation of the excited molecular iodine through energy transfer with an O_2(\Sigma) molecule, Reaction (8). The rate for (7) recommended by Plummer et al. (Ref. 6) has not been used in the present work since at low temperatures it extrapolates to a value which is unrealistically large, i.e. ~ 10^2 times the gas kinetic rate (Ref. 10), and because with the recommended value the model produced unrealistically large SSGs. The present value was derived by comparing the predicted gain with previously obtained experimental SSG data (Ref. 11). Quenching of the excited iodine molecules by ground state oxygen, the helium buffer gas, and water, which interrupts the dissociation process, is also accounted for by including Reactions (9), (10), and (11) in the model.

Because Reaction (4) produces O_2(\Sigma) the first three electronic states of oxygen are retained in the model. Consequently, the quenching of O_2(\Sigma) by water to form O_2(\Sigma), Reaction (12), is also included in the model.

Although incomplete chlorine utilization is to be expected in practical O_2(\Sigma) generator systems so that chlorine could be present in the laser cavity, the chlorine-iodine catalytic chemistry (Ref. 6) has been neglected in the present model. This is because under optimal generator operating conditions the chlorine utilization is very nearly complete, ~ 90%, and because preliminary modeling has shown that, although some I* deactivation by chlorine occurs, it has a small effect on the gain and power extraction. Also, although the rate of deactivation of I* by hydrogen peroxide is about ten times that of water, it is expected that the amount of hydrogen peroxide present in the cavity is less than 1/50 the amount of water so that deactivation by hydrogen peroxide can be neglected. Finally, iodine recombinative chemistry has been neglected since recombinative is negligible for the flow lengths of interest here.

With these assumptions the equations describing the steady-state rate of change of the iodine and oxygen species are

\begin{align}
\rho u d[l^i]/dx &= + (k_F l^i - k_R 3\Sigma^i) - I^*/r - S \\
\rho u d[l^1]/dx &= - (k_F l^1 - k_R 3\Sigma^1) + I^*/r + 2k_I 1\Sigma^2 + S \\
\rho u d[l^1]/dx &= - (k_F l^1 - k_R 3\Sigma^1) - (k_4 + k_6) 1\Delta^1 - k_8 1\Sigma^2 + k_{12} 2H_2O \\
\rho u d[3\Sigma^1]/dx &= + (k_F l^1 - k_R 3\Sigma^1) + k_6 1\Delta^1 + k_8 1\Sigma^2 \\
\rho u d[3\Sigma^1]/dx &= + k_4 1\Delta^1 - k_{12} 2H_2O \\
\rho u d[1\Sigma^2]/dx &= + (k_6 3\Sigma + k_{10}He + k_{11}H_2O 1\Sigma^2 - k_7 l^i 1\Sigma^2 \\
\rho u d[1\Sigma^2]/dx &= + k_7 l^i 1\Sigma^2 - (k_6 1\Delta + k_9 3\Sigma + k_{10}He + k_{11}H_2O 1\Sigma^2 \\
1/r &= k_3 H_2O + (k_4 + k_5 + k_6 1\Delta + k_7 l^2 
\end{align}

and [i] and i denote the mole-mass ratio and molar concentration of species i, respectively, k_F, K, and k_R = k_F/K denote the forward reaction, equilibrium, and reverse reaction rates of (1) in molar units, k_I denotes the rate of reac-
tion i as listed in Table 1 in molar units, \(1/\tau\) denotes the total quenching rate of \(I^*\), and \(S\) denotes the molar stimulated emission rate per unit volume, the specific form of which will be discussed in Section V. As expected Equations (1) imply that both the total mole-mass ratio of iodine atoms and oxygen molecules are conserved. Also, as a consequence of incomplete iodine dissociation, the sum of the net molar production rates per unit volume of the reacting species is non-zero, i.e. \(\Sigma r_1 = k_0\Delta I^2 + 0\) and, as a result, the molecular weight of the gas mixture is not constant.

In the present model the temperature dependence of the specific heat and enthalpy for each species present in the gas was taken into account. For atomic iodine and helium as well as the residual water and chlorine in the mix the specific heats are assumed constant and the enthalpy computed using standard thermochemical theory (Ref. 12). For oxygen and molecular iodine it is necessary to account for the temperature dependence of the specific heat due to its vibrational and rotational modes. This was done using the standard representation of the specific heat and enthalpy in terms of the spectroscopic constants of a diatomic molecule (Ref. 13).

IV. VELOCITY CROSS-RELAXATION MODEL

A. BOLTZMANN FORMALISM

The Kan and Wolga collisional relaxation model for CO\(_2\) lasers (Ref. 14), in which the lasing atom velocity distribution is described by a simple relaxation equation, is appropriate for a lasing species of low molecular weight in a heavier diluent gas since the momentum transfer to the lasing species is large. The relaxation or strong collision model was used by Zagidullin et al. (Ref. 15) to describe collisional relaxation effects in the oxygen-iodine medium. However, the strong collision model is not well-suited for this medium, since iodine is a heavy species in comparison with the usual reacting and buffer gases, e.g. O\(_2\) and He (Ref. 19). In this case momentum transfer to iodine by collisions with O\(_2\) and He is small and the effect of collisions upon the distribution of lasing molecules should be described by a diffusion equation (Refs. 16, 17, and 18). Paxton (Ref. 19) recently used such a diffusion or weak collision model to describe velocity cross-relaxation effects in oxygen-iodine lasers. As shown here both models can be derived from the Boltzmann equation.

Letting \(v\) denote that component of the gas velocity in the z-direction along which the radiation in the cavity is assumed to be propagating then the population distribution of molecules in either the upper or lower laser level can be described, in general, by the following Boltzmann equation (Ref. 14)

\[
p\partial[n(v)]/\partial t = P - Q \pm S \cdot (\int dv' s(v,v')n(v') - \int dv' s(v',v)n(v'))
\]

(1)

where \([n(v)]\) and \(n(v)\) denote the mole-mass ratio per unit velocity and mole concentration per unit velocity, respectively, of molecules whose velocity lies between \(v\) and \(v+dv\); \(P\), \(Q\), and \(S\) denote the pumping, quenching, and stimulated emission terms appropriate to the laser chemistry under consideration; \(s(v',v)\) denotes the probability per unit time per unit velocity that a particle with velocity \(v'\) will scatter into \(dv\) about \(v\); \(\rho\) denotes the mass density; and \(\partial/\partial t\) denotes the convective derivative \(a/\partial t + u\partial/\partial x\). The first argument of \(s\) denotes the initial velocity while the second denotes the final velocity. The first term in brackets describes collisions which cause molecules to scatter out of \(v\) while the second term describes those that scatter into \(v\). Note that \(P\), \(Q\), and \(S\) depend on the velocity, \(v\), as discussed in Section V.

To describe collisional cross-relaxation phenomena Keilson and Storer (Ref. 16) proposed using the approximate Kernel

\[
s(v,v') \approx r^{-1} (\beta/\eta)^{1/2} \exp(-\beta(v'-v)^2) \]

(2a)

\[
\beta = [(1 - \eta^2)v^2]^{-1}
\]

(2b)

Here \(r\) denotes the mean free time between collisions, \(\eta\) denotes ratio of the average velocity after collision to that before collision which is given approximately by the ratio \(M/(M+m)\), \(M\) denotes the molecular mass of the lasing species, \(m\) denotes the molecular mass of the buffer gas, and \(w\) denotes the average thermal velocity of the lasing gas which is \((2kT/M)^{1/2}\) where \(k\) denotes the Boltzmann constant. As discussed by Keilson and Storer (Ref. 16) and Rautian (Ref. 18) the kernel \(S\) satisfies certain general constraints and is appropriate to treat either strong or weak collisions.

Consider the strong collision limit of a light-weight lasing species in a heavy-weight diluent gas. In this case each collision of the lasing species with the buffer gas entails a large momentum transfer, \(\gamma = 0\), and the distribution of
lasing molecules after a collision is nearly independent of their initial velocity $v$. In the limit $\gamma = 0$, the kernel (2) becomes

$$s(v,v') = r^{-1} f(v')$$  \hspace{1cm} (3a)

$$f(v') = (1/\omega)^{1/2} \exp(-v'^2/\omega^2)$$  \hspace{1cm} (3b)

and equation (1) for the population distribution becomes

$$\rho D[n(v)]/Dt = P - Q \pm r^{-1} (n(v) - f(v) \int dv'n(v'))$$  \hspace{1cm} (4)

which has the form of a relaxation equation, in which the population $n(v)$ relaxes to a Boltzmann distribution, $f(v)$, at a rate $1/r$.

Now consider the weak collision limit of a heavy-weight lasing species in a light-weight diluent, as is the case for the oxygen-iodine laser. In this case, each collision results in a relatively small velocity change of the lasing species, $1 - \gamma \ll 1$, and the velocity of the lasing species after a collision is very nearly what it was before the collision. Substituting the kernel (2) into (1) we find

$$\rho D[n(v)]/Dt = P - Q \pm r^{-1} (n(v) - (\beta/v)^{1/2} \int dv' \exp(-\beta(v-v')^2) n(v'))$$  \hspace{1cm} (5)

Notice that in the limit $\gamma - 1$, $s(v,v') \approx (1/\gamma) \delta(v' - v)$, and the bracketed term of (1) is absent, i.e. there is no change in the velocity after the collision and hence no change in the distribution of molecules. Equation (5) is an integral form of the weak collision model.

A differential form of the weak collision model can be derived by using the Fokker-Planck approximation to evaluate the integrals in (1). Following the procedure, as outlined in Ref. 16, we find

$$\rho D[n(v)]/Dt = P - Q \pm \sigma x D_1(v)n(v) + \delta \sigma v D_2(v)n(v))$$  \hspace{1cm} (6a)

$$D_1(v) = \int dv' (v - v')s(v,v')$$  \hspace{1cm} (6b)

$$D_2(v) = \frac{1}{2} \int dv' (v - v')^2 s(v,v')$$  \hspace{1cm} (6c)

are the first and second diffusion coefficients which are expressed in terms of the moments of the kernel $S$. Since the Fokker-Planck expansion of the integral equation has been truncated at two terms, self-consistency of the resulting diffusion equation requires that, at equilibrium, the particle flux density in velocity space be zero (Ref. 17) or that

$$(D_1(v)n_b(v) + \delta \sigma v D_2(v)n_b(v)) = 0$$  \hspace{1cm} (7a)

where $n_b(v) = n_0 f(v)$ denotes the Boltzmann equilibrium distribution function and $n_0$ denotes the total particle concentration. Substituting $n_b(v)$ into (7), differentiating, and solving for $D_1$ yields

$$D_1 = (2v/\omega^2) D_2$$  \hspace{1cm} (7b)

so that Eqn. (6) may be written as

$$\rho D[n(v)]/Dt = P - Q \pm D_2 w^2 / (4v^2) \int dv' (n(v) - n_b(v'))$$  \hspace{1cm} (8)

where $D = D_2$ is the velocity space diffusion coefficient which has been taken to be independent of the particle velocity. Equation (8) is the appropriate differential form of the weak collision model.

A relationship between the integral and differential forms of the weak collision model can be obtained by evaluating the $D$ coefficients in Eqn. (6) using the approximate Kinetic-Storer kernel (2) for $S$. Evaluating the required integrals yields

$$D_1(v) = (1 - \gamma) v/r$$  \hspace{1cm} (9a)

$$D_2(v) = (1 - \gamma^2) w^2 / (4r) + (1 - \gamma^2) v^2 / (2r)$$  \hspace{1cm} (9b)

so that to lowest order in $(1 - \gamma) \ll 1$
\[(2v/v^2)D_2 = (1 - \gamma)v/r = D_1\]  \hspace{1cm} (10)

as required by (7b).

Since Equation (8) is a second-order partial differential equation in \(t\), \(x\), and \(v\), boundary conditions in \(x\) and \(v\) and an initial condition are required. The boundary conditions in \(v\) are obtained by demanding that the total number of particles, \(n = \int n(v)dv\), be conserved. Integrating Equation (8) over velocity and imposing this requirement requires that the particle flux in velocity space vanish as \(v \rightarrow \pm 0\)

\[\frac{dn(v)}{dv} + (2v/v^2)\frac{dn(v)}{dv} = 0 \quad \text{as} \quad v \rightarrow \pm 0 \hspace{1cm} (11)\]

As a practical matter when implementing the weak model it is preferable to use the differential form, Equation (8), rather than the integral form, Equation (5), since the differential form avoids any assumptions about the exact form of the kernels. Furthermore, numerical evaluation of the derivatives in (8) leads to a sparse matrix whereas numerical evaluation of the integrals in (5) leads to a non-sparse matrix. Finally, as discussed below, the required velocity diffusion coefficients can be directly related to the spatial diffusion coefficient whereas the constants \(1/r\) and \(\gamma\), required by the integral form, depend upon the assumptions about the kernel and are less directly derivable from the available experimental database.

It should be emphasized that while the weak model is theoretically more correct for treating the oxygen-iodine laser it may be difficult to distinguish between the strong and weak models since the competition between pumping, quenching, stimulated emission, and velocity cross relaxation may mask any such differences. In other words because of the fast pump rate of iodine by \(O_2(1\alpha)\) and the assumptions about the nascent distribution of \(I^+\) and \(I\) atoms produced [for which there is little experimental data] these effects may overwhelm and hide the differences between the two relaxation models. Furthermore, the experimental database which is available to compare the two models may not allow an unambiguous distinction between the models to be made.

B. FORMULAS FOR ESTIMATING THE VELOCITY DIFFUSION COEFFICIENT

In this section the approach used to estimate the required velocity diffusion coefficients is discussed. As shown by Landau and Lifshitz (Ref. 17a) the spatial diffusion coefficient, \(D_s\), for a small concentration of heavy particles in a light diluent is

\[D_s = \frac{3(kT/m)^2}{N\langle\sigma_T v^2\rangle} \]  \hspace{1cm} (12)

where \(N\) denotes the total number density of gas, \(\sigma_T\) denotes the momentum transfer cross section, \(v\) denotes the speed of a particle of reduced mass \(mM/(m+M)\), \(m\) denotes the mass of the light diluent gas, \(M\) denotes the mass of the heavy species, and the brackets denote an average over a Boltzmann distribution. Equation (12) applies to a binary mixtures of the particles; mixtures will be discussed below. Landau and Lifshitz (Ref. 17b) also discuss the momentum space diffusion equation for a heavy particle in a light diluent and derive the momentum diffusion coefficient, \(D_M\), which is related to its velocity space counterpart, \(D_V\), by \(D_M = D_M/m^2\). The velocity diffusion coefficient for a small concentration of heavy particles in a light diluent is (Ref. 17c)

\[D_V = N\langle\sigma_T v^2\rangle(m/M)^2/3 \]  \hspace{1cm} (13)

It follows from (12) and (13) that \(D_V\) can be expressed in terms of \(D_s\) as

\[D_V = (kT/N)^2/D_s \]  \hspace{1cm} (14)

so that given \(D_s\) at a particular temperature and pressure \(D_V\) can easily be computed.

Since mixtures of interest to the oxygen-iodine laser contain, in addition to iodine, a substantial amount of both oxygen and a helium buffer gas, the velocity diffusion coefficient of iodine in a mixture of He and \(O_2\) is required. This can be determined with the aid of the Stefan-Maxwell relation (Ref. 4) which states that the effective binary spatial diffusion coefficient for a species \(I\), \(D_{SI}\), in an \(n\) component mixture is

\[1/D_{SI} = \left[D_j(1/D_{Sj})/x_jN_j - x_jN_j/\sum_{j=1}^{n} x_jN_j\right] \]   \hspace{1cm} (15)
where $D_{SIJ}$ denotes the binary spatial diffusion coefficient of species $I$ in species $J$, $x_I$ denotes the mole fraction of species $I$, $N_I$ denotes the molar flux of species $I$ which is given by $c_I v_I$, where $c_I$ and $v_I$ denote the concentration and velocity of species $I$, respectively, and $\Sigma$ denotes the sum over the components of the mixture. In the present case (15) can be simplified considerably by taking the index $I$ to denote iodine, and recognizing that since $v_J < v_{O2} < v_{He}$ and $c_I < c_{O2}$, it follows that $N_I << N_{O2}, N_{He}$. Using this, the definition $N_I$, the fact that $v_J = (M_J)^{-1/2}$, and relation (14), the velocity diffusion coefficient of iodine in mixtures of oxygen and helium is approximately given by

$$D_V = x_{O2} D_{VO2} + (1 - x)D_{VHE}$$

$$x = (1 + (c_{He}/c_{O2})(M_{O2}/M_{He})^{1/2})^{-1}$$

Observe that if there is no helium in the mix $x = 1$ and $D_V = D_{VO2}$ whereas if there is no oxygen in the mix $x = 0$ and $D_V = D_{VHE}$, as expected.

### C. VELOCITY DIFFUSION COEFFICIENTS FOR I IN He AND O2 MIXTURES

For the ground state of iodine experimental values of the spatial binary diffusion coefficient of iodine in $O_2$ and $He$ are not available. However, the spatial diffusion coefficient for binary mixtures of non-polar gases, whose interaction potential can be represented by a Lennard-Jones potential, can be estimated using the Chapman-Enskog kinetic theory (Ref. 4). To obtain the velocity diffusion coefficient of iodine in a particular species the spatial diffusion coefficient for iodine in the species was computed at one atmosphere for temperatures ranging from 100 K to 300 K and then least-squares fit to the following temperature- and pressure-dependent form

$$D_S = A(T/300)^N(760/P)$$

Once the fit parameters $A$ and $n$ for the spatial diffusion coefficient of a species have been determined the corresponding velocity diffusion coefficient is computed from (14). The total velocity diffusion coefficient for iodine in mixtures of oxygen and helium is then computed using (16). In the present work the Lennard-Jones parameters for the gases of interest, except atomic iodine, were obtained from the experimental data correlation of Svehla (Ref. 20). For iodine, rather than use the theoretical estimates provided by Svehla, the experimentally inferred parameters of Hayhurst and Springett (Ref. 21) were used. The Lennard-Jones parameters $\sigma$ and $\epsilon$ for $He$, $O_2$, and I were taken to be 2.551 A and 10.22 K, 3.467 A and 106.70 K, and 4.360 A and 300.0 K, respectively.

The computed fit parameters $A$ and $n$ for the spatial diffusion coefficient of iodine in $He$ and $O_2$ at one atmosphere are summarized in Table 2. The maximum error in the fits was $\leq 7\%$ over the temperature range 100 to 300 K. For $O_2$, since the temperature dependence of $D_S$ is very nearly quadratic over the range 100 to 300 K, the velocity diffusion coefficient is nearly independent of temperature, and the value of $D_V$ reported in Table 2 that computed at 200 K. Over the temperature range of interest here this value suffices to estimate $D_V$. For $He$ the temperature-dependent form is obtained by substituting (17) with the appropriate fit parameters into (14).

For the first excited state of iodine a different approach was used to estimate the required diffusion coefficients since experimental data, summarized in Table 3, for the spatial diffusion of $I^*$ atoms in the rare gases at 300 K and 1 atmosphere pressure is available (Refs. 15 and 22). Observing that $D_S = W^{1/2}$, where $W$ denotes the reduced molecular weight of the collision partners (see Ref. 4), a semi-empirical correlation of iodine's diffusion coefficient at 300 K and 1 atmosphere pressure was used to obtain the corresponding diffusion coefficient in $O_2$. A least squares fit of the data of Abrahamson together with the value for Xenon reported by Zagidullin, and the value zero when $W^{1/2} = 0$ yields

$$D_S = 1.9073/W^{1/2} - 0.0364$$

with a regression coefficient of 0.98 indicating a very good correlation. For $O_2$ the value of $D_S$ at 300 K and one atmosphere obtained from (18) is 0.3427 cm$^2$/s and, observing that the temperature dependence for the ground state $D_S$ is almost exactly quadratic, the temperature dependence for the excited state $D_S$ is taken to be quadratic. For $He$, $D_S$ is assumed to vary as $T^{1/2}$, as follows for a rigid sphere interaction potential (Ref. 4). The fit parameters $A$ and $n$ for the temperature- and pressure-dependent form (17) of the spatial diffusion coefficient and the corresponding values of the velocity diffusion coefficient, as computed from (14) and (17), are summarized in Table 2.

Now the magnitude of the velocity diffusion coefficients is estimated for gas mixtures of interest here. Since $\gamma_{He} = 0.969$ while $\gamma_{O2} = 0.799$, during collisions of iodine with oxygen more momentum is transferred from oxygen to iodine.
than in a collision of helium with iodine. In this case one would expect $D_V$ for oxygen to be larger than for helium.

Since $D = (1 - \gamma)$ (see Eqn. (1)), all other things being equal, one has $D_{O_2}/D_{He} = (1 - \gamma_{O_2})/(1 - \gamma_{He}) = 6.5$. Using the values derived in Table 2 it follows that at 2.2 Torr and 135 K $D_{O_2}/D_{He}$ is 4 to 5 which is roughly consistent with this estimate.

**TABLE 2.** THE DIFFUSION COEFFICIENT FIT PARAMETERS AND THE VELOCITY DIFFUSION COEFFICIENT FOR $I$ AND $I^*$ IN He AND $O_2$

<table>
<thead>
<tr>
<th>SPECIE</th>
<th>$D_S = A(1/300)^n 760/P$</th>
<th>$D_V$ at 1 atm</th>
<th>$D_S$ (at 2.2 Torr and 135 K)</th>
<th>$D_V$ Total $D_V$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A (cm$^2$/s) n</td>
<td>(cm/s)$^2$/s</td>
<td>(cm$^2$/s)</td>
<td>(cm/s)$^2$/s</td>
</tr>
<tr>
<td>I-He</td>
<td>0.497058 1.73767</td>
<td>1.75x10$^{16}$</td>
<td>0.262</td>
<td>43.3</td>
</tr>
<tr>
<td>I-O$_2$</td>
<td>0.109400 1.95501</td>
<td>3.50x10$^{17}$</td>
<td>7.7</td>
<td>1.0x10$^{15}$</td>
</tr>
<tr>
<td>I*-He</td>
<td>0.95 1.5</td>
<td>2.35x10$^{15}$</td>
<td>0.5</td>
<td>100.1</td>
</tr>
<tr>
<td>I*-O$_2$</td>
<td>0.3427 2.0</td>
<td>1.10x10$^{17}$</td>
<td>24.0</td>
<td>3.3x10$^{14}$</td>
</tr>
</tbody>
</table>

**TABLE 3.** EXPERIMENTAL DATA OF ABRAHAMSON (REF. 22) AND ZAGIDULLIN (REF. 15) FOR THE SPATIAL DIFFUSION COEFFICIENT OF $I^*$ IN THE RARE GASES.

<table>
<thead>
<tr>
<th>SPECIE MOLECULAR WEIGHT</th>
<th>$\mu$</th>
<th>$\mu^{-1/2}$</th>
<th>$D_S$ at 300 K AND 1 ATM</th>
<th>ZAGIDULLIN</th>
<th>ABRAHAMSON</th>
</tr>
</thead>
<tbody>
<tr>
<td>He 4.00</td>
<td>3.8778</td>
<td>0.5078</td>
<td>0.02</td>
<td>0.95 ± 0.09</td>
<td></td>
</tr>
<tr>
<td>Ne 20.179</td>
<td>17.4105</td>
<td>0.2397</td>
<td>0.40</td>
<td>0.40 ± 0.03</td>
<td></td>
</tr>
<tr>
<td>Ar 39.994</td>
<td>30.4100</td>
<td>0.1813</td>
<td>0.41</td>
<td>0.36 ± 0.06</td>
<td></td>
</tr>
<tr>
<td>Kr 83.8</td>
<td>50.4709</td>
<td>0.1408</td>
<td>0.11</td>
<td>0.11 ± 0.02</td>
<td></td>
</tr>
<tr>
<td>Xe 131.3</td>
<td>64.5313</td>
<td>0.1245</td>
<td>0.25</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

| Reduced Molecular Weight

Next consider the magnitude of $D_V$ of the upper state relative to the lower state. From the values in Table 2 we find at 2.2 Torr and 135 K that $D_{U}/D_{L} = 0.33$ for oxygen and $D_{U}/D_{L} = 0.43$ for helium where $D_{U}$ and $D_{L}$ denote the species upper and lower velocity diffusion coefficient, respectively. This is consistent with the fact that the spatial diffusion coefficient for the excited state is two to three times that of the ground state. Under these conditions $D_{I}/D_{I^*} = 2.5$, where $D_{I}$ denotes the total velocity diffusion coefficient for the species $I$, and thus, since the lower level re-equilibrates somewhat faster than the upper level, one would expect on the basis of these estimates that the reduction of the inversion due to a build-up of molecules in the lower level, sometimes referred to as 'bottlenecking', would not be too significant.

However, there is no apriori reason to expect the spatial diffusion coefficient of excited iodine [for which there is experimental data] to differ very much from that of ground state iodine [for which there is no direct experimental data] since the long-range interaction potentials should not be too different (Ref. 23). In this case one would expect $D_{U} = D_{L}$. Considering the method by which the Lennard-Jones potential parameters are inferred from the transport data and the fact the spatial diffusion coefficient for the excited state is two to three times the computed value for the ground state, one would have to conclude that the present estimates, while reasonable, may be in error. These uncertainties motivated, in part, the need to examine the influence of these rates upon laser output.
V. GAIN AND STIMULATED EMISSION

In this section the pump, quenching, and stimulated emission terms in the diffusion Equation (IV-8) appropriate for the oxygen-iodine laser are discussed and the expressions used to compute the gain are summarized. The pump rate distribution, \( P(v) \), is determined by the distribution of \( i^e \) atoms between the translational degrees of freedom and the hyperfine levels whenever an iodine atom is produced. Following Zagidullin (Ref. 15) it is assumed that the iodine atoms are produced with a Maxwellian velocity distribution. Here relaxation among the hyperfine sublevels is assumed to be sufficiently fast that the levels remain in statistical equilibrium regardless of the imposed flux. As a consequence only lasing on the \( 3 \rightarrow 4 \) transition needs to be considered. It is not difficult to generalize the model to account for a finite hyperfine relaxation rate (Ref. 24).

Let \( [i^e(v)] \) and \( i^e(v) \) denote the total mole-mass ratio and molar concentration per unit velocity, respectively, of the excited iodine atoms and similarly for the ground state iodine atoms. Since the hyperfine levels are populated statistically the population of a particular hyperfine level, \( f \), of \( i^e \) for example, is given by \( (g_f/g^e)I^e(v) \), where \( g_f \) and \( g^e \) denote the degeneracy of sublevel \( f \) and the total degeneracy of the \( i^e \) level, respectively. Let \( D^e \) and \( D \) denote the \( i^e \) and \( I \) level velocity diffusion coefficients. With this notation, and the above assumptions regarding hyperfine relaxation and the pump rate, the equations describing the steady-state rate of change of the upper and lower laser level population distributions are

\[
\rho u \frac{d[i^e(v)]}{dv} = + k_F I^e(v) - (k_R^3 + 1/r_i) I^e(v) - S(v) + D^e \frac{dI^e(v)}{dv}
\]

(1a)

\[
\rho u \frac{d[I(v)]}{dv} = - k_F I^e(v) + (k_R^3 + 1/r_i) I^e(v) + 2k_B D^e I^e(v) + S(v) + D I^e(v) \frac{dI^e(v)}{dv}
\]

(1b)

where by definition \( \delta I(v)/dv = \delta I(v)/\delta v + (2v/\nu_g^2)I(v) \) and \( I^e = \int dv I^e(v) \) denote the total excited and ground state iodine populations, respectively, and the remainder of the notation is as in Sections III and IV.

Prior to describing the molar stimulated emission rate per unit volume per unit velocity, \( S(v) \), it is necessary to describe the field which stimulates the medium. Since the present objective is to develop a kinetics model which can be used as part of an optical model to determine the fields within an oscillator or amplifier the total magnetic field is the sum of several travelling waves which may have different frequencies and/or directions. With this in mind consider the stimulated emission rate appearing in Equation (1). The stimulated molar emission rate per unit volume per unit velocity can be derived using the well-known density matrix formalism, modified to include the motion of the atoms, and making the usual rate equation approximation (Ref. 25); the result for \( S(v) \) is

\[
S(v) = (\sigma_0/\hbar \nu_g) \frac{2}{\pi} (F_{m^e} F_{m^e} - F_{m^e} F_{m^e}) (I^e(v) - \frac{\nu_g}{\nu_g^2} I(v)) = R(v)(I^e(v) - \frac{\nu_g}{\nu_g^2} I(v))
\]

(2a)

\[
L_{m^e}(v) = \frac{(\Delta \nu_C)^2}{2[(\nu_{m^e} - \nu_0(1 \pm v/c))^2 + (\Delta \nu_C)^2]}
\]

(2b)

\[
\sigma_0 = \frac{(7/12)(\nu_0^2/8\pi)}{A (\Delta \nu_C)^4}
\]

(2c)

where \( \hbar \nu_g \), \( \nu_0 = c/\lambda_0 \), and \( \sigma_0 \) denote the photon energy, frequency, and effective stimulated emission cross section of the \( 3 \rightarrow 4 \) transition at line center, respectively, \( A \) denotes the Einstein A-coefficient of the \( 3 \rightarrow 4 \) transition which was taken to be 5.0 \( s^{-1} \) (Ref. 26), \( L_{m^e}(v) \) denotes the dimensionless Doppler-shifted Lorentzian at frequency \( \omega_m \) and velocity \( \nu_g \), \( \Delta \nu_C \) denotes the collision linewidth (FWHM), \( F_{m^e} \) denotes the time-averaged intensity of the \( m^e \)th field travelling in the z direction, and \( \nu_{m^e} \) denotes the frequency of the \( m^e \)th stimulating field. The factor of 7/12 appearing in \( \sigma_0 \) accounts for the degeneracy of the hyperfine levels. Equation (4a) serves to define \( R(v) \), the total stimulated emission rate at \( v \). Here the line shifts and asymmetries in the field-atom interaction caused by collisions have been neglected since the resulting line shifts, \( \Delta \nu_s \), satisfy \( \Delta \nu_s/\Delta \nu_C < 0.1 \) (Refs. 26 and 27).

The collision linewidth may be expressed as (Ref. 1)

\[
\Delta \nu_C = (T_0/\nu_g)^{1/2} \nu_g \Delta \nu_s \Gamma_i
\]

(3)

where \( \Gamma_i \) denotes the line-broadening strength of species \( i \) per unit pressure (FWHM) at a reference temperature \( T_0 \) and the remaining notation is as in Section II. For He the experimental value of \( \Gamma \) obtained by Padrick and Palmer (Ref. 27) was used. For water \( \Gamma \) was estimated semi-empirically from the data of Padrick and Palmer by linear interpolating a plot of \( \Gamma \) versus molecular weight in accord with the theoretical dependence of \( \Gamma \) upon molecular weight (Ref. 1). For
iodine and oxygen the values recommended by Shea (Ref. 8) were used. At a reference temperature of 298 K the values of 
\( T \) for He, H\(_2\)O, I, and O\(_2\) were taken to be 3.6, 5.5, 16.2, and 7.5 MHz/Torr, respectively.

Observe that the equations describing the steady-state rate of change of I* and I, Equations (III-1a) and (III-1b), respectively, are obtained by integrating Equations (V-1) over velocity. Thus, the total molar stimulated emission rate per unit volume, S, appearing in Equations (III-1) is

\[
S = \int dv S(v) = \int (g_\text{em} \cdot F_{\text{em}} + g_\text{em} \cdot F_{\text{em}}) / N_A h \nu_0
\]

\[
g_{\text{abs}} = c_0 N_A \int dv (I^*(v) - \frac{1}{2}I(v)) Z_{\text{abs}}(v)
\]

\( g_{\text{abs}} \) denotes the gain at \( \nu_{\text{abs}} \), in units of \( \text{cm}^{-1} \), corresponding to the m^th field.

**VI. SOLUTION ALGORITHM**

The above gain model was used in conjunction with a three-dimensional geometric optics model of a confocal unstable, standing-wave resonator (Ref. 30) to parametrically explore the effects of velocity cross-relaxation and mode separation upon laser output. This optical extraction model treats the variation of the gain along the optical direction using the well-known gain sheet method (Ref. 31) and determines the lowest-loss modal distribution iteratively in a manner similar to that employed by Fox and Li (Ref. 32). Beginning with an estimate of the optical beam at the feedback mirror the beam is geometrically propagated to the location of the first gain sheet where the loaded gain is computed by integrating the medium equations [see below]. This gain is applied to the field and the field propagated to the next gain sheet where the process is repeated. The calculation continues by geometrically propagating the beam through the remainder of the resonator, computing the gain as necessary, until a roundtrip has been completed and a new estimate of the output field and feedback beams are obtained. This procedure is repeated iteratively until the output power converges to a specified tolerance. The extraction model does not include frequency shifts due to the medium's anomalous dispersion. Because the medium in a standing-wave resonator may locally experience fields traveling in both directions, and because the gain model explicitly accounts for inhomogeneity of the transition due to Doppler broadening, fluxes of the same frequency which travel in opposite directions acquire different gains since they interact with different velocity groups of molecules.

Given an estimate of the resonator flux distribution, when the loaded gain is required, it is necessary to integrate the coupled medium equations consisting of the flow Equations, (II-3), the species continuity Equations, (III-1), and the laser level velocity distribution Equations, (V-1), subject to the boundary conditions (II-2) and (IV-11). To integrate these partial differential equations (PDE) the approximation that

\[
|\mu \phi (\nu) \phi (\nu) / \partial \nu | \ll |r(\nu)|
\]

where here \( r(\nu) \) denotes the right hand side of Equation (V-1), has been made. This implies that at each point along the flow the iodine velocity population distributions remain in quasi-equilibrium. With this approximation, the coupled PDE's devolve into a set of ODE's in \( x \) for the flow and species variables and, at each \( x \), a set of ODE's in \( v \) for the laser level velocity distributions. Equations (V-1) become

\[
\frac{D^*}{Dv} \delta \phi (\nu) \phi (\nu) / \partial \nu + (2v/\nu^2) \phi (\nu) = P^* \phi (\nu) - Q^* (\nu) \phi (\nu) + \%R(\nu) \phi (\nu) = 0
\]

\[
\begin{align*}
P^* &= k_F I^* \\
P &= k_R (\% + 1^* + 2k_B \Delta_2^*) \\
Q^*(\nu) &= k_F (\% + R(\nu)) \\
Q(\nu) &= k_F (\% + \%R(\nu))
\end{align*}
\]

and the remaining notation has been previously defined. \( P^* \) and \( Q^*(\nu) \) denote the total pump rate and quenching rate at \( \nu \) leval velocity distributions, subject to the boundary conditions, Equations (IV-11), for the velocity distribution of the lasing
populations. The total populations, gas temperature, etc. are determined by integrating the coupled ODE’s, Equations (II-3) and (II-1), describing the chemically reacting flow subject to the boundary condition (II-2). When integrating the later equations Hindmarsh’s implementation of Gear’s method for stiff ODE’s is used (Ref. 35) and the total stimulated emission rate, S, appearing in Equation (III-1) is determined at each point along the flow by solving Equations (2) for I*(v) and I(v) and then integrating S(v) over velocity. The method of solving (2) is discussed in the Appendix.

VII. RESULTS AND DISCUSSION

To apply the model it is necessary to specify the O₂(²Σ) number density, gas temperature, Mach number, etc. which can be done in a variety of ways provided the required parameters are self-consistent. Table 4 summarizes the nominal operating conditions used in the present study from which the model parameters are derived as discussed in Ref. 33. Here, for simplicity, the gain height and width were each taken to be 10 cm. For these conditions the power available per unit nozzle area is - 175 W/cm², assuming the cost to dissociate the I₂ in units of O₂(²Σ) molecules is 5. The resonator configuration was identical to that used by Bullock and Yun (Ref. 34) in their study of adjacent-coupled iodine lasers except that its length was taken to be 10 m so that the mode separation, Δv, was comparable to the collision linewidth, - 14.4 MHz (FWHM), for the present medium conditions. The Doppler linewidth in MHz is given approximately by 14.49T½ which is - 168 MHz (FWHM) at 135 K.

Figure 2 shows the extraction efficiency defined as the ratio of the laser output power to the power available as a function of the degree of gain saturation when the velocity diffusion coefficients are infinitely fast. Here the degree of gain saturation is characterized by the ratio of the SSG averaged over the spatial extent of the mode along the flow direction, <νp>, to the resonator threshold gain, gTHR. For these calculations, performed by keeping the resonator feedback ratio constant and varying the medium gain length, the spatially-averaged SSG was 0.825 %/cm. As shown in the figure when the ratio <νp>/gTHR exceeds 1.5 the extraction efficiency is in excess of 60%. Also, as expected, when the average spatial gain equals the threshold gain the resonator fails to lase.

The effect of finite velocity cross-relaxation upon laser power is shown in Figure 3, in which the output power for finite velocity diffusion relative to the output power for infinitely fast velocity diffusion is shown as a function of the relative velocity diffusion rate for differing degrees of gain saturation. In Figure 3 a relative rate of one corresponds to the total velocity diffusion values (Dv) summarized in Table 2 and both the upper and lower level velocity diffusion coefficients were reduced by the same relative factor. While the effect of finite velocity cross-relaxation is, in general, to reduce the power which can be extracted from the medium, notice

<table>
<thead>
<tr>
<th>TABLE 4. NOMINAL OPERATING CONDITIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PARAMETER</td>
</tr>
<tr>
<td>Chlorine Flow Rate</td>
</tr>
<tr>
<td>Chlorine Utilization [O₂/Cl₂]</td>
</tr>
<tr>
<td>Primary Diluent Ratio [He/Cl₂]</td>
</tr>
<tr>
<td>O₂(²Σ) Yield at the Nozzle Exit</td>
</tr>
<tr>
<td>Secondary Helium Flow [He/I₂]</td>
</tr>
<tr>
<td>Fuel Ratio [I₂/Cl₂]</td>
</tr>
</tbody>
</table>

that the relative degradation is considerably less if the medium is well-saturated, when <νp>/gTHR = 1.927, and much more pronounced near the lasing threshold, when <νp>/gTHR = 1.156. As will be seen below, when the medium is better saturated more modes can lase and thus, more of the available laser energy under the Doppler linewidth is extracted.

The number of modes which lase is also dependent on the rate of velocity cross-relaxation. Figure 4 shows the spatially-averaged SSG as a function of frequency, relative to atomic line center. For a given mode separation the maximum number of modes is simply the number of modes for which the average SSG lies above the threshold gain, which is indicated by a horizontal line. With a 15 MHz mode separation a maximum of 5, 7, or 11 modes can lase at the
indicated degree of gain saturation. The actual number that lase is dependent upon the degree of medium inhomogeneity which is determined by the velocity cross-relaxation rate. Figure 5 shows the number of lasing modes as a function of the relative velocity diffusion rate for a given degree of gain saturation. In all three cases, for the present medium conditions, when the relative velocity diffusion rate is 1/1000 of the nominally estimated value, the medium is behaving 'fully' inhomogeneously, i.e. the maximum number of modes is observed. Notice that when the medium is well-saturated all the modes under the Doppler profile lase, which is why the reduction in power relative to the infinite rate is less than if the medium is poorly saturated. At the other extreme, when the velocity diffusion rate is sufficiently fast, only one mode lases and the medium behaves homogeneously. Because the estimates of the velocity diffusion coefficients made in Section IV-C may be in error by a factor of as much as ~ 10 it is expected that the oxygen-iodine laser behaves as neither purely homogeneous or inhomogeneous but instead exhibits a 'mixed' broadening behavior.

The relative power in each mode as a function of the relative velocity diffusion coefficient for \( \langle g_0/g_{\text{THR}} \rangle \) ratios of 1.927 and 1.345 is shown in Figures 6 and 7, respectively. As mentioned above, for a given rate more modes lase if the medium is more saturated since then more of the gain profile is above threshold. Also, as the relative diffusion rate decreases more modes lase, as expected, since the medium is then more inhomogeneous. Notice that for intermediate diffusion rates the distribution of modes is not a simple 'bell' distribution. For example, when the medium is well-saturated and the relative rate is 1/10 its nominal value there is slightly more power in the modes at 30 MHz than the remaining modes, even those at line center or \( \pm 15 \text{ MHz} \). A bell distribution only results if the velocity diffusion rate is sufficiently slow or the strong relaxation model were appropriate and all the molecules, regardless of velocity, relax toward a Boltzmann distribution at the same rate. The relative peaking of these modes near the outer edge of the spectrum is because, in the weak collision model, molecules with different velocities relax to equilibrium with a rate that depends upon the local distribution. In addition, molecules in the 'tails' of the distribution, where the gain is below threshold, can diffuse 'inward' where the gain is sufficient that they are extracted.

Finally the effect of mode separation upon the spectral distribution of the laser was briefly examined. Figures 8 and 9 show the output power in each mode normalized to the peak mode power as a function of the mode separation of the resonator for relative velocity diffusion rates of 1/3 and 1/10, respectively. For a given diffusion rate the total power was nearly constant, independent of the number of modes that lased. Notice that lasing occurred on all of the available modes when the resonator length was doubled so as to decrease the mode separation from 15.0 MHz to 7.5 MHz. All the available modes lase even though the mode separation is less than the collision linewidth. More importantly, as can be seen from the figures, the spectral shape or profile is very nearly independent of the number of lasing modes.

A model of the flowing oxygen-iodine gain medium has been developed and used with a multi-mode geometrical optical extraction model to explore the effect of incomplete velocity relaxation and mode separation upon optical extraction. Although not a comprehensive review of the the effect of all of the variables affecting optical extraction from the oxygen-iodine medium under low-pressure CW conditions these examples indicate the character of that extraction and show some of its important dependencies.

APPENDIX

To solve Equations (VI-2) in the finite region \([-v_{\text{MAX}}, v_{\text{MAX}}]\) a standard finite difference technique (Ref. 29) is employed. Since the boundary condition in \( v \) contains both the unknown function and its derivative at the boundary a grid with its first and last sample points outside the finite region \([-v_{\text{MAX}}, v_{\text{MAX}}]\) is used. Denoting the total number of sample points within the region \([-v_{\text{MAX}}, v_{\text{MAX}}]\) by \( K \) the sample points are taken to be located at

\[
v_k = -v_{\text{MAX}} + (k - \frac{1}{2})\Delta v \quad k = 0,1,...,K+1
\]

(A-1)

where \( \Delta v = 2v_{\text{MAX}}/K \). The points \( v_k, k = 1,...,K \), lie within the region \([-v_{\text{MAX}}, v_{\text{MAX}}]\). The "virtual" points \( v_0 \) and \( v_{K+1} \) are shifted by \( \Delta v \) from the boundaries at \(-v_{\text{MAX}}\) and \( v_{\text{MAX}}\), respectively. With \( K \) chosen odd there is a sample point at \( v = 0 \). Typically, to adequately span the velocity distribution of the lasing atoms, \( v_{\text{MAX}} \), fixed throughout the computation, is taken to be several times the average thermal velocity of the atoms at \( x = 0 \), i.e. \( v_{\text{MAX}} = s\bar{w}_0 \), where \( s \approx 3 \) to 4 and \( \bar{w}_0 = (2RT/m)^{1/2} \).
In discretizing the ODE’s (VI-2) only the values of \( I^*(v) \) and \( I(v) \) at \( v_k \) for \( k = 1...K \) are computed since the boundary conditions at \( v_{M\Delta} \) are used to eliminate the values of \( I^*(v) \) and \( I(v) \) at \( v_0 \) and \( v_{K+1} \). This is done as follows. At \( v_{M\Delta} \), \( n \) and \( \partial n/\partial v \) are approximated by the first-order correct finite differences (Ref. 29)

\[
\begin{align*}
n &= \frac{n_1 + n_K}{2} \quad \text{(A-2a)} \\
\frac{\partial n}{\partial v} &= \frac{(n_1 - n_K)}{\Delta v} \quad \text{(A-2b)}
\end{align*}
\]

while at \( v_{M\Delta} \) the corresponding approximations

\[
\begin{align*}
n &= \frac{n_{K+1} + n_K}{2} \quad \text{(A-2c)} \\
\frac{\partial n}{\partial v} &= \frac{(n_{K+1} - n_K)}{\Delta v} \quad \text{(A-2d)}
\end{align*}
\]

are used. Substituting the finite difference approximations (A-2) into the boundary conditions (IV-11) and solving for the values of the unknown, \( n \), at the points \( v_0 \) and \( v_{K+1} \) we find

\[
\begin{align*}
n_0 &= an_1 \quad \text{(A-3a)} \\
n_{K+1} &= an_K \quad \text{(A-3b)} \\
\alpha &= \left[ 1 - \frac{(2/K)(v_{M\Delta}/w)^2}{1 + \frac{(2/K)(v_{M\Delta}/w)^2} \right] \quad \text{(A-3c)}
\end{align*}
\]

Notice that \( 0 < \alpha < 1 \) so that as \( K \to \infty \), \( \alpha \to 1 \) and that, although \( v_{M\Delta} \) is fixed, the average thermal velocity, \( w \), depends on the gas temperature, so that \( \alpha \) depends on the distance downstream.

Next consider the differential equations (VI-2). The finite difference approximations for the first and second derivatives of \( n(v) \), correct to second-order, are (Ref. 29)

\[
\begin{align*}
\frac{\partial n}{\partial v} &= \frac{(n_{K+1} - n_{K-1})}{(2\Delta v)} \quad \text{(A-4a)} \\
\frac{\partial^2 n}{\partial v^2} &= \frac{(n_{K+1} - 2n_K + n_{K-1})}{(2\Delta v)} \quad \text{(A-4b)}
\end{align*}
\]

Substituting these approximations into (VI-2) and rearranging, the following coupled, finite difference equations are obtained for \( k = 1...K \)

\[
\begin{align*}
A_k I_k^{*k-1} + B_k I_k^{*k} + C_k I_k^{*k+1} + D_k I_k &= S_k \quad \text{(A-5a)} \\
D_k I_k^{*k} + A_k I_k^{*k-1} + B_k I_k + C_k I_k^{*k+1} &= S_k \quad \text{(A-5b)}
\end{align*}
\]

where

\[
\begin{align*}
A_k &= d_{k-1} \quad \text{(A-5c)} \\
B_k &= -2d \cdot 0 \quad \text{(A-5d)} \\
C_k &= d_{k+1} \quad \text{(A-5e)} \\
D_k &= R_k \quad \text{(A-5f)} \\
S_k &= -Pf_k \quad \text{(A-5g)}
\end{align*}
\]

with the exceptions that

\[
\begin{align*}
A_1 &= C_K = 0 \quad \text{(A-5h)} \\
B_1 &= -2d \cdot 0 + 0 \quad \text{(A-5i)} \\
B_K &= -2d \cdot 0 + 0 \quad \text{(A-5j)}
\end{align*}
\]

where the definitions

\[
\begin{align*}
d &= D/(\Delta v)^2 \quad \text{(A-5k)} \\
\epsilon &= 1 - (\Delta v/w)^2 \quad \text{(A-5l)} \\
\zeta_k &= 1 \pm (\Delta v/w)^2 \quad \text{(A-5m)}
\end{align*}
\]
have been introduced and here \( l_k^* = l(v_k), I_k = I(v_k), f_k = f(v_k), Q_k = Q(v_k), \) and \( R_k = R(v_k) \). \( A^*, B^*, C^* \) and \( S^* \) are defined analogously to \( A, B, C, \) and \( S \) except that \( d^* \) replaces \( d, Q^* \) replaces \( Q, P^* \) replaces \( P, \) and \( D^*_k = \frac{1}{R_k} \).

The linear algebraic equations (A-5) are a special case of the more general bi-tridiagonal form and can be solved using the bi-tridiagonal solution algorithm (Ref. 29). Specializing this procedure to the present problem the algorithm for solving Equations (A-5) is

(A) Initialize the scalars
   \( \beta_1, \beta_2, \beta_3, \beta_4, \delta_1, \delta_2, \mu \):
   \[
   \begin{align*}
   \beta_1 &= B^* \quad A^* k_{1,k-1} \\
   \beta_2 &= D_k = A^* k_{2,k-1} \\
   \beta_3 &= D_k = A^* k_{3,k-1} \\
   \beta_4 &= S_k = A^* k_{4,k-1} \\
   \delta_1 &= S_k = A^* k_{1,k-1} \\
   \delta_2 &= S_k = A^* k_{2,k-1} \\
   \mu &= (\beta_1 \beta_4 - \beta_2 \beta_3)^{-1}
   \end{align*}
   \]

(B) Initialize the arrays \( \lambda_1, \lambda_2, \lambda_3, \lambda_4, I^*, \) and \( I \):
   \[
   \begin{align*}
   \lambda_{1,1} &= \mu \beta_4 C^* \\
   \lambda_{2,1} &= -\mu \beta_2 C^* \\
   \lambda_{3,1} &= -\mu \beta_3 C^* \\
   \lambda_{4,1} &= \mu \beta_1 C^* \\
   I^*_1 &= \mu (\beta_1 \beta_4 - \beta_2 \beta_3) \\
   I_1 &= \mu (\beta_1 \beta_2 - \beta_3 \beta_4) \\
   \end{align*}
   \]

(C) FOR \( k = 2...K \) DO
   \[
   \begin{align*}
   \rho_1 &= B^* k_{1,k-1} \\
   \rho_2 &= D_k = A^* k_{2,k-1} \\
   \rho_3 &= D_k = A^* k_{3,k-1} \\
   \rho_4 &= S_k = A^* k_{4,k-1} \\
   \delta_1 &= S_k = A^* k_{1,k-1} \\
   \delta_2 &= S_k = A^* k_{2,k-1} \\
   \mu &= (\beta_1 \beta_4 - \beta_2 \beta_3)^{-1}
   \end{align*}
   \]
   \[
   \begin{align*}
   \lambda_{1,k} &= \mu \beta_4 C^* k \\
   \lambda_{2,k} &= -\mu \beta_2 C^* k \\
   \lambda_{3,k} &= -\mu \beta_3 C^* k \\
   \lambda_{4,k} &= \mu \beta_1 C^* k \\
   I_k &= \mu (\beta_1 \beta_4 - \beta_2 \beta_3) k \\
   \end{align*}
   \]

ENDDO

(D) Backsolveto find \( I* \) and \( I \):
   \[
   \begin{align*}
   I_{k-1} &= \mu \beta_1 C^* (k-1) \\
   I_{k-2} &= \mu \beta_1 C^* (k-2) \\
   \end{align*}
   \]

FOR \( k = K-1...1 \) DO
   \[
   \begin{align*}
   I^*_k &= I^*_k - \lambda_{1,k} k^*_{1,k+1} - \lambda_{2,k} k^*_{2,k+1} \\
   I_k &= I_k - \lambda_{3,k} k^*_{1,k+1} - \lambda_{4,k} k^*_{2,k+1} \\
   \end{align*}
   \]

ENDDO

An efficient algorithm to evaluate the Boltzmann distribution, \( f(v) \), on the symmetric sample grid (A-1) for odd \( K \) is now described. The advantage of the method is that requires the evaluation of a single exponential rather than \( K \) exponentials as the straight-forward but naive evaluation of \( f(v) \) would require. Since the Boltzmann distribution is symmetric in \( v \), i.e. \( f(-v) = f(v) \), it suffices to evaluate \( f(v) \) on the 'half-grid' extending from \( v = 0 \) to \( v = V_{\text{MAX}} \) and use symmetry to obtain the values of \( f(v) \) for negative values of \( v \). Let \( U_j \) denote the points on the half-grid extending from \( v = 0 \) to \( v = V_{\text{MAX}} \) so that

\[
U_j = v_{j+N} = (j-1)\Delta v, \quad j = 1 \ldots N+1
\]

where \( K = 2N + 1 \) defines \( N \). It follows from the definition of \( f(v) \) and (A-6) that

\[
\begin{align*}
\frac{f(U_1)}{\Delta v} &= 1/\Delta v^{1/2} = \alpha \\
\frac{f(U_2)}{\Delta v} &= (1/\Delta v^{1/2}) \exp(-(\Delta v/w)^2) = \alpha \beta \\
\vdots & \quad \vdots \\
\frac{f(U_j)}{\Delta v} &= \alpha \beta (j-1)^2 \\
\vdots & \quad \vdots \\
\frac{f(U_{N+1})}{\Delta v} &= \alpha \beta N^2
\end{align*}
\]

where \( \beta = \exp(-\Delta v/w)^2 \). Since

\[
f(v_j) = f(V_{2K+2-j}) = f(V_{2K+2-j}) = f(U_{k+2-j})
\]

by the symmetry property of \( f(v) \) and the definitions of the \( v \) and \( U \) grids an efficient algorithm to evaluate \( f(v) \) on the original \( v \) grid is

\[
\beta = \exp(-\Delta v/w)^2 \\
\gamma = \alpha \beta \\
f_{N+1} = 1/\Delta v^{1/2}
\]
FOR J = 2, N+1 DO
  \( f_{J+N} = \beta f_{J+N-1} \)
  \( f_{N+2-J} = f_{J+N} \)
  \( \beta = \beta^* \)
ENDDO

where the dimension of the vector \( f \) is \( K \) and, as above, \( f_k = f(\nu_k) \).

To compute the required integrals, (V-4), the trapezoidal rule can be used. With the present choice for the location of the sample points the trapezoidal rule is

\[
S = \Delta \nu \sum_k - (1 - \alpha)(S_1 + S_2)/8 = \Delta \nu S_k
\]  \hspace{1cm} (A-8)

where \( S_k \) denotes the value of the integrand and the last approximation is valid for sufficiently large \( K \) since \( \alpha = 1 \). In choosing \( K \), the total number of points spanning the region \([-\nu_{\text{MAX}}, \nu_{\text{MAX}}]\), to accurately compute the integrals it is necessary that several points lie under each collision linewidth. If \( M \) such points are to lie under a collision linewidth it is straightforward to show that

\[
K \geq (2/(\pi n^2))^{1/2} \frac{M \Delta \nu}{\Delta \nu_c}
\]  \hspace{1cm} (A-9)

Thus, for example, if \( M = 5, s = 3, \Delta \nu = 180 \text{ MHz, and } \Delta \nu_c = 20 \text{ MHz, } K = 325 \). Typically, for the conditions considered here, taking \( K = 401 \) is adequate.
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\[ v' = v_0 (1 + v/c) \]

\[ v'' = v_0 (1 - v/c) \]

**FIGURE 1.** SCHEMATIC SHOWING (A) THE INTERACTION OF LIGHT OF FREQUENCY \( v \) WITH GROUPS OF ATOMS WHOSE CENTER FREQUENCIES ARE AT \( v_0, v'_0, \) AND \( v''_0 \) AND (B) HOW COLLISIONS CAUSE ATOMS TO MOVE OUT OF AND INTO THE INTERACTION REGION WITH LIGHT OF FREQUENCY \( v \)

**FIGURE 2.** EXTRACTION EFFICIENCY AS A FUNCTION OF GAIN FOR INFINITELY FAST VELOCITY CROSS-RELAXATION WHEN \( <g_0> = 0.825\%/CM. \)
FIGURE 3. RELATIVE POWER DEGRADATION AS A FUNCTION OF THE RELATIVE VELOCITY DIFFUSION RATE AND THE DEGREE OF GAIN SATURATION, $<g_0>/g_{THR}$.

FIGURE 4. THE SPATIALLY AVERAGED SMALL SIGNAL GAIN, $<g_0>$, AS A FUNCTION OF FREQUENCY.
FIGURE 5. THE NUMBER OF LASING MODES AS A FUNCTION OF THE RELATIVE VELOCITY DIFFUSION RATE AND THE DEGREE OF GAIN SATURATION, $<g_o>/g_{th}$.

FIGURE 6. THE RELATIVE POWER IN EACH MODE AS A FUNCTION OF THE RELATIVE VELOCITY DIFFUSION RATE WHEN $<g_o>/g_{th} = 1.927$. 
Figure 7. The relative power in each mode as a function of the relative velocity diffusion rate when $\langle g_0 \rangle/g_{THR} = 1.345$.

Figure 8. The relative peak power in each mode as a function of mode separation for a relative velocity diffusion rate of 1/3.
FIGURE 9. THE RELATIVE PEAK POWER IN EACH MODE AS A FUNCTION OF MODE SEPARATION FOR A RELATIVE VELOCITY DIFFUSION RATE OF 1/10.
Parametric study of chemical oxygen iodine laser

T. Sawano and S. Yoshida
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Abstract

We have developed a high power, efficient chemical oxygen iodine laser system with industrial applications in mind. Employing dilute hydrogen peroxide the present system can operate stably at 1 kW for 10 minutes, and 500 W for over 30 minutes. We are now interested in understanding correlations between laser power and other operating parameters such as mirror transmission. Recent results of parametric experiments are discussed. Besides the high power and long stable operation under the optimized condition we found by the parametric study, we have demonstrated power delivery through a silica fiber with 70% transmission efficiency at 250 W input power. We also performed operation with high water-vapor-trap temperature and obtained 800 W output power at -40 °C water-vapor-trap temperature. These demonstrations will be useful for commercial uses.

Introduction

The chemical oxygen iodine laser (COIL) is an energy transfer chemical laser operating at 1.315 μm. The lasing action is summarized by the following four processes:

1. \( \text{H}_2\text{O}_2 + 2\text{NaOH} + \text{Cl} \rightarrow \text{O}_2(\Delta) + 2\text{NaOH} + 2\text{NaCl} + 2\text{H}_2\text{O} \) (1)
2. \( \text{O}_2(\Delta) \rightarrow 2\text{I} \) (2)
3. \( \text{I}_2 \rightarrow \text{I}^* \) (3)
4. \( \text{I}^* \rightarrow \text{I} + \text{hv} \) (4)

Our COIL system is schematically illustrated in Figure 1. This system is composed of a singlet oxygen generator, a water vapor trap, a cavity, and an exhaust pump system. Firstly, according to reaction (1) excited state oxygen, \( \text{O}_2(\Delta) \), is generated by chlorination of an alkaline solution of \( \text{H}_2\text{O}_2 \) in the singlet oxygen generator (SOG). \( \text{Cl}_2 \) gas is introduced into the alkaline hydrogen peroxide solution through a bubbler made of teflon tubes. Next, water vapor is removed in the water vapor trap (WVT) because \( \text{H}_2\text{O} \) molecule deactivates the excited state oxygen and iodine. WVT is a straight glass tubes immersed in ethanol which is normally cooled to dry ice temperature (-70°C). At the laser cavity, iodine vapor spouts out into the active region from an iodine injector. Energy is transferred from singlet oxygen to iodine molecules, and immediately, iodine molecules are dissociated into iodine atoms according to reaction (2). Then the singlet oxygen energy is transferred to atomic iodine atom according to reaction (3). Finally, the laser operates at a wavelength of 1.315 μm as shown by reaction (4).

As compared with \( \text{CO}_2 \) and yttrium aluminum garnet (YAG) lasers, COIL seems to be suitable for industrial uses because of the following advantages:

(A) The oscillation wavelength, 1.315 μm, is good for low loss power transmission through a silica fiber. This offers flexible maneuver of the beam.

(B) Because of good scalability, a very high power system can be constructed with the same design concept for smaller-scale systems.

(C) Since the COIL is a pure chemical laser, no electrical energy is required for lasing. This enables applications of a COIL in a remote place such as in the space or mountains.

In spite of these attractive features, nobody has tried to apply a COIL to industrial applications. This situation motivated us to develop a high power and efficient COIL system with its industrial applications in mind. Thus we started a long term project a few years ago.

Parametric study

In the course of the present project we have already demonstrated a maximum cw power of 1 kW [1] and a maximum chemical efficiency of 40% [2], respectively. We are presently interested in understanding of correlations between laser power and other operating parameters. The COIL system has been operated with various operational conditions. Controlled parameters include the exhausting speed, oxygen and iodine carrier gas flow rates, gas flow velocity in the active region, reflectivity of the mirrors, distance between the iodine injector and optical axis, etc. Here we discuss results of our parametric study in which we varied optical parameters such as mirror transmission dependence or dependence on distance between the iodine injector and optical axis.
Following the results obtained in the parametric study, we have demonstrated high power and long stable operation as typical performance under an optimized condition. In addition, power delivery through a silica fiber and high trap temperature operation have been performed. These experiments are also shown in this paper. We have employed 35% hydrogen peroxide in these experiments because highly concentrated \( \text{H}_2\text{O}_2 \) is more dangerous to handle and less cost effective than low concentration \( \text{H}_2\text{O}_2 \). Thus, dilute \( \text{H}_2\text{O}_2 \) is preferable for practical devices such as an industrial apparatus. The only problem associated with utilizing such a low concentration hydrogen peroxide is that it generates more water vapor which deactivates the excited state oxygen and iodine. We have solved this problem by designing SOG and WVT properly. Singlet oxygen excitation ratio as high as 80% has been achieved.

**Experimental results and discussion**

Dependence of laser output power on mirror transmission is plotted in Fig.2. From this figure, 96% output mirror seems better for obtaining high output power. And Fig.3 is a diagram of iodine injector-optical axis distance dependence. In Fig.3, the peak of power appears at a distance of 30-40mm. The optimal injector-optical axis distance seems to be determined by the trade off between \( \text{O}_2(\Delta)/\text{I}_2 \) mixing and quenching; if the optical axis is too closed the injector, the degree of population inversion is insufficient because of poor \( \text{O}_2(\Delta)/\text{I}_2 \) mixing, while if the optical axis is too downstream, excited oxygen and iodine are quenched more. These two figures gave us the optimum mirror condition of our COIL system.

Then we operated the COIL system under the optimized optical condition of 96% output mirror and 35mm distance between the injector and optical axis. Figure 4 shows a typical performance of such operation. In Fig.4, calculated chemical efficiency is defined as the ratio of output power to consumed \( \text{H}_2\text{O}_2 \) energy per second. We obtained 1kW at about over 60mmol/sec \( \text{Cl}_2 \) flow rate with a chemical efficiency between 20% and 30%. Our power meter did not cover over the 1kW range, we could not measure output power of over kW precisely. Next, typical long stable operation is shown in Figure 5. In this case the COIL was operated at a lower \( \text{Cl}_2 \) flow rate, 20mmol/sec. We have could maintain oscillation for over 40 minutes with a power of about 450 W.

In Figure 6, dependence of power on WVT temperature is plotted. From Fig.6, -40°C WVT coolant temperature seems to be practically sufficient for a high power system. For example, as high as 800 W can be achieved at this higher WVT temperature. If the WVT can be operated at this relatively high temperature, a COIL system will run more economically. But in order to obtain high efficiency, lower temperature, closely to -70°C (=dry ice temperature), seems more advantageous.

Finally, in Fig.7 we show a preliminary result of our experiments on power delivery through a silica fiber. Laser beam could be delivered with high transmission efficiency of 70% at 250 W input power. Further details about fiber transmission experiments will be given by another paper[3].

**Summary**

We would like to summarize this work;

(A) COIL has been studied parametrically.

(B) Based on the parametric study, we obtained over 1kW and 23.6% chemical efficiency and achieved long stable operation over 30 minutes at about 500 W under the optimized condition.

(C) The practicability of high trap temperature operation at -40°C has been certified. This is quite favorable from the industrial point of view because we can select a coolant source for WVT widely and can operate a system more economically.

(D) Laser power was deliverd through a silica fiber with good transmission efficiency.

These results encourage us to develop a COIL system for new application fields in industry such as the material processing for which currently available industrial lasers are not useful.
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Abstract

The chemical oxygen-iodine laser is a pure chemical laser with high-efficiency, high-power capability. It has good beam quality at a wavelength favorable for low-loss transmission through silica fibers, making it attractive for industrial applications. Recently we developed a high power COIL system with its industrial uses in mind. We already reported on its performance. The aim of the present work is to improve the beam quality of this system. Currently we set our target at beam divergence angle of 6 mrad with laser power over 500 W. This divergence allows efficient focusing of laser beam into a commercially available optical fiber using a lens of practical focal length; e.g. 600 μm core-diameter with a lens focus f=100 mm. Since the COIL has a small gain coefficient, we employed a stable resonator geometry. Varying optical parameters, such as mirror curvature or resonator length, we attempted to achieve low divergence at high power. The best performances, for the time being, include 7.7 mrad at 1 kW and 5 mrad at 300 W. We present details about the experiment as well as theoretical analyses. We also carried out fiber transmission experiments using the present system to demonstrate efficient delivery of 247 W through a 18.5 m long, 600 μm core-diameter fiber.

Introduction

Because of the capabilities of good beam quality, good scalability and efficient interaction with most materials including common metals, the chemical oxygen iodine laser (COIL) is a candidate for the next generation high power industrial lasers. In those capabilities, the COIL can, in principle, be superior to currently available industrial lasers such as the carbon dioxide or yttrium aluminum garnet lasers.

The COIL can be characterized by three major features. Firstly, since all the energy required for the lasing action is produced by chemical reactions, it does not need electricity to lase. Since the chemical energy is generally more efficient to be produced and larger in volumetric density than the electrical energy, this feature enables to construct a very high power, efficient system of reasonable size. Secondly, as a gas laser operating at a low pressure, the COIL should offer good beam quality. Thirdly, since the oscillation wavelength, 1.3 μm, lies in a minimum of the transmission loss characteristics of silica, the COIL offers the capability of highly efficient power transmission through a silica fiber. These features, together with the high efficiency in material interactions due to the shortness in wavelength, make the COIL attractive for industrial uses.

Taking those advantages, we started developing an efficient, high power COIL system. In the course of this development we demonstrated a maximum chemical efficiency of 40% and stable operation at laser output over 1 kW. We reported on the performance elsewhere. The aim of the present work is to improve the beam quality of this system. As the first step, we set our target at beam divergence angle of 6 mrad with laser power over 500 W. This divergence allows efficient focusing of the laser beam into a commercially available optical fiber using a lens of practical focal length; e.g. 600 μm core-diameter with f=100 mm. In this paper, we report on the relation between beam quality and laser output power when the stable resonator is used and fiber transmission using a silica fiber.

Experiments and results for beam quality

Our kW class COIL system is illustrated in Fig.1. This system is similar to one described in Ref.1. Briefly it consists of three sections and a vacuum system: a singlet oxygen generator (SOG), a water vapor trap (WVT) and a laser cavity. The SOG employed is a conventional bubbler reactor. The WVT is a shell and tube type heat exchanger using methanol cooled down to dry ice temperature as the coolant. The laser cavity consists of an iodine injection system and a laser resonator. Iodine vapor spouts out into the oxygen flow from vertical tubes with several holes. The laser head is a 6 cm x 100 cm rectangular duct. Since the COIL has a small gain coefficient \( \tau \), we employed a stable resonator geometry. For studying the relation between the beam quality and laser output power, we carried out oscillation experiments varying the resonator length and the curvature radius of the total reflector with the other parameters unchanged. The divergence angles were determined by dividing the spot diameter measured at the focus of a f=300 mm lens.
Fig. 2 shows measured divergence angle as a function of resonator structure. The horizontal axis is the cavity length. The solid lines show the corresponding theoretical values based on high order Gaussian modes. From this figure, it is found that output from our COIL can be treated as a high order Gaussian beam, and that we obtained 3.7 mrad as the minimum divergence angle. The minimum divergence angle was obtained with the resonator structure of 3.2 m resonator length and 20 m curvature radius. The maximum output power obtained in each resonator structure are shown in Table 1. In the cases of curvature radii of 5 and 10 m, output power in the range of 770 W - 1 kW was obtained at 74.4 mmol/s Cl₂ flow rate. In the case of 20 m curvature radius, about 300 W output power was obtained at 37.2 mmol/s Cl₂ flow rate. In this case, the laser output higher than 300 W was not stable, because the mirror holders were heated by the laser beam resulting in misalignment. Therefore in the case of curvature radius of 20 m, if a more powerful cooling system is used, higher output power will be obtained.

Fig. 3 shows the power density at the lens focus as a function of resonator structure. We obtained in the order of 10⁶ W/cm² power density. Since commercial lasers generally offer power density in the range of 10⁴ - 10⁵ W/cm², our COIL system may be classified in the middle class in power density.

Fiber transmission

i) Arrangement

We carried out power transmission experiments using a silica fiber. The experimental arrangement is shown in Fig. 4. The used silica fiber was a Quasi Step Index type with 600 μm core-diameter. The divergence angle of the laser beam at the focus of a f=100 mm silica lens (see Fig. 4) was not smaller than 1 mm because of aberration. Hence, some part of laser power was lost at the entrance of the fiber. We performed the fiber transmission experiment as follows. First, we operated the COIL and measured the output laser power by the first power meter placed between the laser and the focal lens (Fig. 4). After measuring the laser power, we removed the first power meter so that the laser beam might be focused into the fiber core, and measured the transmitted power by the second power meter. At this time, we fine-tuned the position of fiber relative to the lens, monitoring the second power meter reading. We repeated the same procedure for various incident laser powers, fiber lengths and bending radii.

ii) Theoretical limit

Prior to the fiber transmission experiments, we calculated the theoretical transmission limit. Assuming that the refractive index of the fiber was 1.46 and the absorption in the fiber was 4 dB/km (from the catalog), we estimated the transmission limit as about 92.7% for the used fiber length.

\[
\text{Pin} \rightarrow \text{Fiber length} \rightarrow \text{Pout}
\]

\[
\frac{\text{Pout}}{\text{Pin}} = 92.7 \pm 0.5\% \\
\text{refractance} = 1.46 \\
\text{absorption} = 4 \text{ dB/km} \\
\text{fiber length} < 18.5\text{m}
\]

As the beam diameter at focus was larger than the fiber core in the experiments, we estimated what percent of the laser beam was coupled into the fiber by assuming the intensity profile by means of a simple ray matrix calculation. Consequently, it turned out that about 87% of the power entered into the core. (Fig. 5) Therefore, the overall theoretical limit for the present experiment became as follows:

\[
\frac{\text{Pout}}{\text{Pin}} = (92.7 \pm 0.5\%) \times (87\%) = 80.5 \pm 0.5\%
\]

iii) Results

Fig. 6 shows relation between the output power and input power as a function of fiber length. Solid and broken lines are theoretical values. The solid line is the case that the beam spot diameter is smaller than the core diameter; i.e. 92.7%. The broken line is the realistic limit for the present experiment where the spot diameter is 1 mm; i.e. 80.5%. For any length, the output power increases in proportion to the input power.

Fig. 7 shows relation between the transmissivity and input power as a function of fiber length. The solid and broken lines are theoretical values as Fig. 6. From this figure, it is found that for the fiber length shorter than 18.5 m, the average transmissivity is 72% regardless of the fiber length. We consider that in the loss of 28%, 7% is the unavoidable
loss due to reflections and absorption, 13% is due to the focal spot diameter larger than the core diameter, and the rest 8% is due to roughness on the end surface.

Fig. 8 shows relation between the output power and input power as a function of the bending radius of the fiber. As experimental conditions, we selected three different curvature radii of 5 cm, 9 cm and straight. The fiber length was constant at 1.14 m. From this figure, it is found that the fiber bending does not do any harm.

Conclusion
Employing a stable resonator geometry, we demonstrated high power COIL beams with practically low divergence. Comparison with theory indicated that the obtained laser beams were high order Gaussian. We focused the laser beam into a commercially available silica fiber. The experiment showed fairly high transmission efficiency regardless of the fiber length as long as 18.5 m. Theoretical analysis indicated that the transmission efficiency should be further improved by making the beam spot diameter smaller than the fiber core diameter.

Acknowledgment
The present work was supported by Kawasaki Heavy Industries.

Reference

Iodine Cell
Singlet Oxygen Detector
Iodine Injector

Fig. 1 Schematic View of the Apparatus

<table>
<thead>
<tr>
<th>R</th>
<th>L</th>
<th>Cl flow rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.6 m</td>
<td>2.4 m</td>
</tr>
<tr>
<td>5 m</td>
<td>890 W</td>
<td>770 W</td>
</tr>
<tr>
<td>10 m</td>
<td>1000 W</td>
<td>780 W</td>
</tr>
<tr>
<td>20 m</td>
<td>300 W</td>
<td>——</td>
</tr>
</tbody>
</table>

L: Resonator length
R: Curvature radius of total reflector

Table 1. Maximum Output Power in Each Resonator Geometry
Fig. 2 Divergence angle for various resonator structures

Fig. 3 Power density for various resonator structures

Fig. 4 Arrangement for fiber transmission experiment

Fig. 5 Beam profile at focal point
Fig. 6 Fiber output power for various fiber lengths

Fig. 7 Transmission efficiency for various fiber lengths

Fig. 8 Fiber output power for various bending radii of fiber
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Abstract

Q-switching operation of chemical oxygen iodine laser was studied. Peak power, pulse shape, and Q-switch frequency was investigated. A rotating chopper was used for Q-switching device. The pulse shape has several enhancement peak and large time constant. The ratio of peak power to CW power is the largest of 11 and typical of 5 to 6. Q-switching frequency depends on velocity of the laser medium. In this case, blanks between pulses need 150μsec.

Introduction

Chemical Oxygen Iodine Laser (COIL, wave length =1.315μm) is attractive for laser material processing. A KW class CW system is exist[1], and a continuous operation over 2 hours was reported[2]. COIL has capacity to obtain effective laser processing, because its wave length is on the least loss range of the quartz fiber and is shorter than of CO₂ laser. On the other hand, it is known that a rapid repetitive pulse laser is more effective in laser processing and higher in quality than a CW laser. So Q-switching operation of COIL, which is a CW laser usually, is desired to realize the rapid repetitive pulse operation. The properties of Q-switching operation of COIL is expected as follows. (1) Large store energy in the laser medium and high peak pulse are not expect, because inversion population is determined by energy equilibrium constant between oxygen molecule and iodine atom. Stored energy of the laser medium in Q-switching off, is limited by oxygen pumping ratio and iodine content ratio. (2) The effective operation isn't obtained when the period of the frequency of Q-switching is more rapid than the clearance time, because energy isn't supplied. Energy is supplied by energy transfer from singlet oxygen to laser medium. In this study, we made some experiments and calculations as follows for basic study of the effective Q-switching operation of COIL. (1) Observations and calculations of the pulse. (2) Calculations of the relation between iodine content ratio and peak power. (3) Observations and calculations of the relation between the mirror transmittance and peak power. (4) Determination of the Q-switching frequency. Sequence of theory, experiment, result, and summary are described.

Theory

From the calculation, the behavior of the Q-switching operation was obtained with two parameters, the mirror transmittance and iodine content ratio. The rate equations of COIL were numerically calculated. A lot of chemical reactions are shown in Ref.3 etc., but here, for easily, follows three main equations are calculated

\[
\frac{\partial [I^*]}{\partial t} + \nu \frac{\partial [I^*]}{\partial x} = K_1[1^*][O] - K_2[I][O^*] - K_3[I^*][H_2O] - K_4np\Delta N
\]

\[
\frac{\partial [O^*]}{\partial t} + \nu \frac{\partial [O^*]}{\partial x} = -K_1[1^*][O] + K_2[I][O^*]
\]

\[
\int (dp/dt)dx = \int (K_4np\Delta N - \gamma np)dx
\]

And follows are assumed. (1) Partial oxygen pressure and partial iodine pressure are constant. (2) Iodine molecules are mixed uniformly and dissociated perfectly as soon as mixing. The resolution of one iodine molecule needs four excited oxygen molecules (Eq.(4))

\[
I_2 + 4O_2^* \rightarrow 2I + 4O_2
\]

and iodine atoms are pumped initially written as next

\[
[I^*]_0 = \frac{K_1[O_2^*]_0[1] + [I^*]}{(K_1 - K_2)[O_2^*]_0 + K_2[O_2] + [O_2^*]} + K_3[H_2O]
\]

(3) The shape of cross section of laser beam is rectangle, and width and height are 10mm, and photon density is uniform. (4) Velocity of the laser medium is constant. Then some parameters are fixed for agreement with condition of the experiment. Velocity is 40m/sec, chlorine flow rate is 250mmol/min, initial oxygen pumping ratio is 60%, water vapor pressure is 0.1Torr, the cavity length is 148cm, the mirror curvature is 76cm, the gain length
is 36cm, and one-pass loss is 0.4% (except the mirror transmittance). In the calculation, loss is varied as step function. Initial photon density is calculated by using Eq.(6), spontaneous emission is assumed for photon generation.

\[ n_{p0} = t_r \cdot 2L / C \cdot [I^*]_0 \cdot t_s^{-1} \cdot \left(D_0 / (L / 2)\right)^2 \cdot (4\pi)^{-\frac{1}{2}} \]  

(6)

**Experimental apparatus**

The experimental apparatus is shown in Fig.1. The solution tank is 200mm across in diameter and 1m high. In this tank hydrogen peroxide solution is cooled and is mixed with alkaline solution. Concentration of hydrogen peroxide solution is 35%, and alkaline solution is 10% potassium hydroxide solution. A porous pipe type, composed of a ceramic pipe with a lot of pores, which diameter is 10μm, and a shower, which can pour the solution on the surface of the porous pipe uniformly. Chlorine gas is fed inside of the pipes, and film of the solution is made on surface of the pipes. Then chlorine gas blows up through the pores in the pipe, and the gas and the solution react, and excited oxygen is generated. The generated oxygen flow through the 196K cold trap which length is 1.1m, in which most of water vapor is trapped. Temperature of the iodine cell is hold a constant level (30°C-100°C), the cell is connected with the iodine injector. The iodine injector is 36cm long stainless steel with holes, which diameter is 0.5mm and stand in line along the tube with 5mm space. Carrier gas of iodine is argon. The laser cavity is made by lucite, and has two laser arms at both side of it. On one side, an internal mirror is mounted, on the other side a brench window is mounted. Outside of it, a switching device and an outside mirror are mounted. The cavity length is 148cm, the mirror curvature is 16cm. The resonator is composed nearly concentric, so laser beam is focused at center of the resonator. A rotating chopper is used as a switching device, because it has low loss and Q-switching frequency don't need very high speed. Rotating rate is 13500 rpm. The chopper is mounted at center of the resonator. At the downstream of the cavity, a 88K cold trap is placed, and iodine and chlorine is trapped.

**Experiment**

The experimental method is as follows. At first, COIL is to be oscillated with CW operation, then the power is measured. Next, after making system stable the chopper is rotated, and the average power at the output mirror is measured (by OPHIR OPTICS; Model L-1504). From the total reflectance mirror the pulse is measured by a Ge detector and is observed by an oscilloscope (YOKOGAWA ELECT.; DL-2100).

**Result**

1. Q-switching pulse shape

Q-switching pulse were obtained from the experiments and the calculations. A pulse obtained from the calculation is shown in Fig.2. A rise time was within 5μsec, a time constant of decay was approximate 30μsec, then the power level balanced at CW power level at 150μsec. On the other hand, a shape from the experiment is shown in Fig.3. Basic of the shape was the same as one from the calculation, but rise was slower and decay was faster. And some shapes were observed as relaxation shown in Fig.4. In this case, peak didn't become high. The reason that the rise time from the experiment was slower than the rise time from the calculation is slow chopping speed of the chopper and higher loss in the experimental apparatus more than the calculation. As rotating speed of the chopper is 1413rad/sec, crossing speed at the place of laser mode is 56.5m/sec, then if diameter of the beam at nearly focus is 0.5mm, the cross time becomes 8.8μsec. This is larger than the rise time from the calculation, so this becomes a rise loss, then becomes a reason of increase of rise time and of decrease of peak power. The time constant of decay is very large than one of Q-switching operation of another lasers. The time constant of COIL depends on decrease rate of excited oxygen compared with coefficient of induced emission of iodine atom, because iodine is supplied energy from excited oxygen by energy transfer reaction simultaneous with induced emission. Q-switching operation of COIL belongs to an operation that keep high level power for long time, but cannot get very high peak power.

2. Peak power

Peak power is expressed by the ratio to power of CW operation. It has an advantage to show an effect of Q-switch operation. The peak power was examined with parameters as the mirror transmittance and iodine content ratio. (On the experiment, only the mirror transmittance) From the calculation, the ratio of peak power to CW power is obtained as shown in Fig.5. When the mirror transmittance was 1.5% and iodine content to oxygen content was 2.5%, the ratio of peak power to CW power became the largest one. From the experiment, when the transmittance was 0.85%, the ratio was the largest of 11, typical of 5 to 6. With 0.1%
transmittance peak wasn't seen, with 1.5% transmittance the ratio was approximate 3, and with 2.7% transmittance the laser did not oscillate. (Fig.6)

From them, followings are thought. Peak power was obtained at most the ratio of 11, this shows large population inversion isn't obtained on COIL as expected at first. It is determined by the pumping ratio of oxygen, iodine content, and balance of them. Pumping ratio of oxygen is limited by ability of SOG (pumping ratio becomes over 90% in SOG, but it is quenched to approximate 60% by a collision with a wall, water vapor, and oxygen molecules each other\textsuperscript{4}), so population inversion is determined by iodine content mainly. But if iodine content increases so much, a lot of excited oxygen is used to dissociate iodine molecule (four to six excited oxygen molecule is need to dissociate an iodine molecule), so large population inversion cannot be obtained after all. In practice, it isn't obtained, since not uniformity of iodine content or imperfect of resolution of iodine molecule. The mirror transmittance with which the largest peak was obtained on the experiment is lower than by the calculation. Particularly, in case that the mirror transmittance is 2.7%, with which a large gain is obtained by the calculation, the laser didn't oscillate on the experiment.

3. Determination of Q-switching frequency

As described in introduction, it is thought that Q-switching frequency is limited by velocity of the laser medium. To know this relation, efficiency is measured, varying closed time of the chopper and fixing open time. As open time is fixed, it is expected that energy per pulse is constant if there is no effect before pulse. And if closed time is short, there is effect before pulse, and energy per pulse should been decreased. The result of measurement for this is shown in Fig.7. The horizontal axis shows closed time of the chopper and the vertical axis shows energy per pulse expressed by the ratio of average power of Q-switching to power of CW operation normalized by duty cycle. This graph shows that energy per pulse decreases in case that closed time is under 150\textmu sec. As velocity of the laser medium on the experiment was 40m/sec, it agrees with the time that needs the laser medium crosses the average beam width if the beam width is 6mm. This beam width is reasonable. So it is known that for enough energy per pulse the laser medium has to be exchanged completely every pulse. Then this shows that Q-switching frequency depends on velocity of the laser medium. And on an experiment, the efficiency, which is the ratio of average power of Q-switching to power of CW operation, was able to be increased to 75% when closed time was 150\textmu sec and duty cycle was 50%.

Summary

In this the fundamental study of Q-switching operation of COIL was described. The pulse shape, peak power, and Q-switch frequency was studied from the theory and the experiment. The pulse was a wide pulse compared with another laser. The ratio of peak power to CW power was the largest of 11, typical of 5 to 6 when mirror transmittance was 0.85% and chlorine flow rate was 250mmol/min. Q-switching frequency depends on velocity of the laser medium. When rotating chopper with which optimum Q-switch frequency obtained from this result is accomplished is used, the efficiency is increased. The problem after this is the acquisition of more effective and more stable operation and larger peak power.
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**Fig. 1** Schematic of the Experimental Apparatus

**Fig. 2** The pulse shape from the calculation. One-pass loss is 0.4%, the mirror transmittance is 0.85%, chlorine flow rate is 400 mmol/min.

**Fig. 3** The pulse shape from the experiment. The mirror transmittance is 0.85%, chlorine flow rate is 250 mmol/min.
Fig. 4 The pulse shape from the experiment. Relaxation is shown.

Fig. 5 Relation between peak power and mirror transmittance from the calculation.

Fig. 6 Relation between peak power and mirror transmittance from the experiment.

Fig. 7 Relation between closed time of the chopper and energy per pulse.
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Abstract

Photodynamic Cancer Therapy (PDT) is potentially one of the most important medical applications of visible wavelength lasers. The PDT process involves the preferential retention of photosensitive dye molecules, e.g., hematoporphyrin, by tumors followed by visible laser irradiation of the tumor. The laser radiation causes a photochemical reaction to occur that leads to cell necrosis for those cells containing the dye molecules. The PDT treatment is becoming one of the important new weapons against cancer and is beginning to be incorporated throughout the world. Since the process requires visible radiation (500 to 700 nm), tunable, visible wavelength lasers are being considered for this application.

Although PDT is beginning to find widespread application in oncology, e.g., bladder, lung, and skin cancers, the mechanism of cell destruction is not thoroughly understood. Metastable singlet delta oxygen O$_2$(1A) is suspected of being the agent responsible for malignant cell destruction.

In this paper we present preliminary data of real time detection of O$_2$(1A) evolution from laser irradiated solutions containing hematoporphyrin derivative (HPD). Data are presented that show a linear dependence of O$_2$(1A) upon the laser excitation energy.

1. Introduction

Singlet O$_2$ is strongly suspected of being the active species in cancer cell destruction when tumors containing hematoporphyrin derivative (HPD) or other porphyrin compounds are irradiated with visible light.$^{1-10}$ The accumulation of singlet O$_2$ following irradiation has been detected previously by indirect analytical techniques that require several hours to complete. It would be of great benefit to be able to monitor singlet O$_2$ in real-time, simultaneously with the irradiation treatment.$^{11}$ The ability to correlate the amount of singlet O$_2$ produced to the percentage of cancer cell destruction could lead to much more efficient treatments.

The photodynamic therapy process is based upon the observation that dyes such as hematoporphyrin derivative (HPD) are preferentially retained in cancerous cells following intravenous injection. Upon exposure to red light (usually from a laser) the photosensitive HPD type compound causes a chemical reaction to occur that causes cancer cell necrosis. Although the detailed mechanisms for the process are not known, it is generally believed that subsequent to the absorption of the laser radiation, the HPD undergoes an intersystem transfer to a triplet state.$^{12,13}$ This triplet state then excites the highly metastable O$_2$(1A) level via an energy transfer collision. This process is shown in Figure 1. Thus, the HPD acts as a catalyst that facilitates the excitation of O$_2$(1A), the species that appears to cause all destruction. Although the mechanism is not known, the energetic O$_2$(1A) may simply rupture the cell wall or mutate cell mitochondria.

Regardless of the actual cell destruction mode, a real time monitor of O$_2$(1A) produced via the photoactivation process would be an extremely valuable tool. For example, treatment efficacy could be correlated with the concentration of O$_2$(1A). In addition, some detailed studies to illuminate the kinetic mechanisms would be possible.

2. Experiment

Our technique is based upon the well known, near-infrared O$_2$(1A $\rightarrow$ 3E) emission bands near 1.27 $\mu$m. Surprisingly, one can detect this emission even through the O$_2$(1A $\rightarrow$ 3E) radiative rate is only 3600 s$^{-1}$. Parker$^{14}$ has proposed monitoring this emission and has reported some preliminary data.
To-date, we have performed most of our work on liquid samples containing HPD. A schematic of the experimental arrangement is presented in Figure 2. The laser source was a CW ring dye laser (Coherent Radiation 699-05) pumped by a Coherent Radiation Innova 100-20 Ar+ laser. The laser beam was delivered to the cuvette that contained the HPD via a bifurcated optical fiber. The output from the second leg of the optical fiber was focused onto a 0.2m monochromator. Optical detection was accomplished by mounting an intrinsic germanium detector at the output of the monochromator. Lock-in detection techniques were also employed as indicated in Figure 2.

3. Results

In Figure 3 we show a resolved fluorescence spectrum from HPD in methanol obtained by scanning the monochromator while holding the dye laser wavelength at 583 nm. The spectrum is clearly that of the O2(1Δ → 3Σ) system, and the bandwidth is predominately instrumental. While the spectrum shown in Figure 3 was obtained for a 1 x 10^{-3} molar solution in methanol we have obtained satisfactory signals for 1 x 10^{-5} molar solutions. Strong signals were also observed in ethanol solutions. The observed O2(1Δ) signals in HPD/H2O solutions were much weaker.

In Figure 4 we present data indicating that the O2(1Δ) concentration varied linearly with dye laser power in agreement with the model depicted in Figure 1. Finally, in Figure 5 we show that there was an apparent dependence of the O2(1Δ) concentration upon the excitation wavelength. Note that the ordinate in Figure 5 has been normalized by the laser power.

The preliminary data presented here are encouraging and demonstrate the viability of the optical detection technique. We are, at present, performing studies on tissue samples from laboratory rats. These results will be reported at a later date.

Acknowledgment

This work was supported in part by the Davidson Laser Center and in part by PSI IRAD funds.

References

Figure 1. Excitation of $O_2(^1\Delta)$ via Photo-initiated Energy Transfer
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Abstract

Visible chemical lasers have great potential as highly efficient, wavelength agile, deployable, high brightness laser systems. Applications for such devices include directed energy weapons for both tactical and strategic military missions, imaging and diagnostic missions, and scientific laboratory instruments. A laser demonstration is challenging and requires the integration of chemical kinetics, reactive mixing technology, and optical physics. Most current research is focused on demonstrating such a laser based on the metastable energy transfer concept. An extensive data base has been developed over the past decade to evaluate candidate visible chemical laser systems. Recent accomplishments in the development of an energy transfer visible chemical laser firmly establish the opportunity for a near term lasing demonstration.

I. Introduction

Many of the earliest chemical lasers\textsuperscript{1-5} were based on the establishment of an inversion between vibrational states as proposed by J.C. Polanyi in 1965.\textsuperscript{6} Exothermic reactions, liberating their energy into the stretching of newly formed chemical bonds can provide both complete and partial vibrational inversions. After Cool and Stevens\textsuperscript{7} demonstrated an HF laser requiring no electrical input, high power, highly efficient chemical lasers were envisioned. HF lasers with powers exceeding 1 MW have been demonstrated and are in an advanced state of development.\textsuperscript{8} These devices are inherently high gain lasers with significant diffraction limited beam divergence.

To achieve lasing in the visible portion of the spectrum, the higher energies of excited electronic states are required. The early photolytic iodine laser\textsuperscript{9} led to a search for a chemical means of exciting atomic iodine. The shortest wavelength chemical laser in existence today is the Chemical Oxygen-Iodine Laser (COIL) which operates on the $5^2P_{1/2} - 5^2P_{3/2}$ transition in atomic iodine at 1.315 $\mu$m.\textsuperscript{10} These lasers are driven by resonant energy transfer from the metastable singlet oxygen. While chemical oxygen-iodine lasers are in the early stages of large scale development, a 25 kW device is being tested at the Air Force’s Weapons Laboratory and scaling to high output power devices with excellent beam quality is under active investigation.\textsuperscript{11}

Early attempts to demonstrate a visible chemical laser were based on analogy to HF/DF lasers where a chemical reaction is used directly to excite an upper laser level. Research during the 1970’s on candidate systems such as BaO have been reviewed elsewhere.\textsuperscript{12-13} These early efforts failed in large part because the reaction chemistry was not constrained to efficiently produce a single electronically excited state. The current Air Force Short Wavelength Laser program addresses this issue by investigating highly energetic chemical reactions which are constrained by spin conservation rules to efficiently generate excited metastable species. These metastable species then act as a large reservoir of chemical energy which may be efficiently transferred to a suitable lasant molecule.

II. Why Visible Chemical Lasers?

In light of the availability of several high power chemical lasers, why should we invest in the development of a visible chemical laser? There are several compelling answers to this question which depend on the anticipated application. Both directed energy weapons and imaging missions will be discussed.

A. Directed Energy Weapons

The ability of a laser to damage a distant target is often characterized by the source brightness which depends on the laser output power, beam divergence, beam jitter, optical quality of the beam and other parameters. Device powers of multi-megawatts and brightnesses of $10^{10} - 10^{11}$ W/sr are required for some military missions. The intensity delivered to the target is reduced by beam divergence during propagation. This beam divergence is controlled by diffraction at the limiting aperture and thus, the delivered beam intensity depends inversely on the square of the laser wavelength. For example, a
NF/BiF(A-X) laser operating in the blue would provide a factor of 30-40 increase in intensity over an equivalent power HF laser. This strong advantage for shorter wavelengths can be realized if the pointing and tracking optics establish a low value for beam jitter on the target. Atmospheric turbulence can significantly increase beam divergence above the diffraction limit, but may be compensated by adaptive optics. It is clear that short wavelength lasers could provide a strong enhancement in brightness.

The highest payoff for visible chemical lasers are for space based applications. Chemical laser systems contain their own energy source and thus, are lightweight and have great flexibility in deployment. The electronic state transitions of visible chemical lasers promise greater mass efficiency, $\sigma$, and nozzle power flux, $\delta$, than the current generation of chemical lasers. The higher energy stored per molecule in electronic states provides for laser output energies per mass of input reactants on the order of $\sigma=1$ MJ/kg. These efficiencies are important for space based missions to the extent that the required payload mass is driven by chemical reagents. The required fuel payload is usually measured in tons per second of laser run time. Theoretical values of mass efficiency can easily be calculated from the energy content per molecule, but are often substantially reduced by the diluent gas flows required to control the thermal conditions of the laser. Mass efficiency is also driven by reagent stoichiometry and key reaction branching ratios.

Continuous-wave visible chemical lasers offer a high duty cycle, good thermal kill characteristics, low peak powers, and high atmospheric transmission.

B. Imaging and Diagnostic Missions

Laser sources provide a high degree of control over the wavelength, bandwidth, directionality, polarization, and temporal characteristics of radiation for diagnostic purposes. Indeed, the field of diagnostic spectroscopy has been revolutionized by tunable laser sources. The opportunities for applying these advances to military imaging missions are diverse. Laser based illuminators, beacons, compensators, designators, radars, and communications are a few such applications.

Visible laser sources are desired for imaging missions due to the availability of highly sensitive detectors, namely photo-multiplier tubes. The visible chemical laser offers quasi-continuous wavelength tunability and potential pulsed or CW operation. Wavelength agility is achieved from the many rotational-vibrational transitions characteristic of diatomic lasants. Pulsed operation might be achieved with approaches similar to the Zeeman gain-switching recently demonstrated for COIL devices.

C. Spin-Off Technologies

The extensive data base developed in support of visible chemical lasers has already found use in several related Air Force programs, including: (1) atmospheric kinetics, (2) rocket fuels, and (3) electrical lasers. In particular, the development of advanced rocket fuels with significant increases in specific impulse possesses many similarities with the visible chemical laser program. The investigation of chemically-bound excited states, or CBES materials, is particularly promising for both lasers and rocket fuels. Visible chemical lasers have also been suggested for fusion drivers and laboratory lasers.

III. Concepts, Requirements and Approaches

The above characteristics of visible chemical lasers provide high payoff for the development of this class of laser device. They also impose great constraints to potential systems. To develop an efficient, scalable, high brightness laser system operating in the visible under chemical excitation is indeed a difficult problem.

A. Visible Chemical Laser Concepts

Proposals for chemically driven visible lasers may be divided into several classes according to the excitation mechanism. Several concepts currently or previously under consideration are: (1) direct chemical lasers based on analogy to HF, (2) energy transfer chemical lasers based on analogy to COIL, (3) pulsed, detonation driven chemical lasers, (4) optically driven lasers where a very intense, explosively driven light source is used for excitation, (5) hybrid electro-chemical lasers where electrical power is used to initiate highly exothermic reactions, (6) frequency doubled COIL, (7) the vibrational overtone HF laser, and (8) miscellaneous initiation techniques.

Considerable emphasis is currently given to the metastable energy transfer concept. The advantages of this approach will be discussed below and the remainder of this paper will address this concept.
A generic reaction mechanism for the energy transfer concept is shown in Figure 1. The production of the metastable energy reservoir is usually achieved through an exchange reaction \((A + BC \rightarrow AB + C)\) involving ground state atomic species such as hydrogen, nitrogen, or oxygen. Electron spin correlation arguments can lead to selective excitation of electronic states if the reagents are low mass and the product ground state possesses an electron spin different than the excited state. Spin correlation arguments also depend on the spin of the reaction intermediate.\(^3\) The spin selectivity during reaction also implies the product is radiatively metastable and thus a poor lasant. Several reactions that efficiently produce usable metastable species are provided in Table I. The branching ratio, \(\phi\), is defined as the ratio of rate coefficients for the production of a specified excited state with respect the total rate for all products.\(^11\)

**Metastable Energy Reservoir**

<table>
<thead>
<tr>
<th>Production: (A + BC \rightarrow AB + C)</th>
<th>Branching to Excited Products</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radiation: (AB^* \rightarrow AB + h\nu)</td>
<td>(\tau = \text{seconds})</td>
</tr>
<tr>
<td>Losses: (AB^* + Q \rightarrow AB + Q)</td>
<td>Quenching</td>
</tr>
<tr>
<td>(AB + AB^* \rightarrow \text{Products})</td>
<td>Pooling</td>
</tr>
</tbody>
</table>

**Lasant Production and Excitation**

<table>
<thead>
<tr>
<th>Production: (X + YZ \rightarrow XY + Z)</th>
<th>XY Lasant Ground State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy Transfer: (AB^* + XY \rightarrow AB + XY^*)</td>
<td>Efficiency of Transfer</td>
</tr>
<tr>
<td>(\rightarrow AB + XY)</td>
<td></td>
</tr>
<tr>
<td>Losses: (XY^* \rightarrow XY + h\nu)</td>
<td>Radiation</td>
</tr>
<tr>
<td>(XY^* + Q \rightarrow XY + Q)</td>
<td>Quenching</td>
</tr>
<tr>
<td>(XY^* + AB^* \rightarrow \text{Products})</td>
<td>Pooling</td>
</tr>
<tr>
<td>Lasing (XY^* + h\nu \rightarrow XY + 2h\nu)</td>
<td>Stimulated Emission</td>
</tr>
</tbody>
</table>

Figure 1. Metastable Energy Transfer Concept.

Energy may be lost from the reservoir due to quenching and pooling reactions. Typically, the metastables are transported from a chemical generator to a nozzle assembly where they are mixed with the lasant molecules. Excited-state to excited-state interactions (energy pooling) must be minimal to prevent significant losses upon pressure scaling. Singlet states are desirable in this regard, since their paired electrons tend to be less reactive. Several important metastable pooling reactions are given in Table II.

Unfortunately, most lasant candidates are thermodynamically or kinetically unstable and must be produced in the laser flow. Rapid and efficient transfer of energy from the reservoir to the upper lasant level is required. Several candidate systems, most notably the NF(b)-IF(B-X) laser,\(^3\) have faltered on the efficiency of the energy transfer step. Required chemical pumping rates are discussed below. Losses to the upper laser level include radiation, quenching and pooling. Pooling of the upper laser level with the metastable is often a dominate loss mechanism.

**Table I**

Excitation Selectivity and Spin Correlation

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Yield</th>
<th>Radiative Lifetime (seconds)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H(2S) + NF_2(2B_1) \rightarrow HF(1\Sigma) + NF(1\Delta))</td>
<td>(\phi &gt; 90%)</td>
<td>(\tau(NF^1\Delta) = 5.6)</td>
<td>15-16</td>
</tr>
<tr>
<td>(N_2(4S) + N_3(2\Pi_g) \rightarrow N_2(3\Pi_{g},2\Delta_u) + N_2(1\Sigma_g))</td>
<td>(\phi = 50%)</td>
<td>(\tau(N_2^3\Pi) = 2.0)</td>
<td>17</td>
</tr>
<tr>
<td>(F(2P) + N_3(2D) \rightarrow N_2(1\Sigma_g) + NF(1\Delta))</td>
<td>(\phi = 80%)</td>
<td>(\tau(NF^1\Delta) = 5.6)</td>
<td>18</td>
</tr>
</tbody>
</table>

234
Table II
Excited State Interactions (Energy Pooling)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Coefficient (cm^3/molecule-s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>O_2(a^1Δ) + O_2(a^1Δ) --&gt; Products</td>
<td>6 x 10^{-17}</td>
<td>19</td>
</tr>
<tr>
<td>NF(a^1Δ) + NF(a^1Δ) --&gt; Products</td>
<td>2 x 10^{-12}</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>&lt; 1 x 10^{-13}</td>
<td>21</td>
</tr>
<tr>
<td>N_2(A^3Σ) + N_2(A^3Σ) --&gt; Products</td>
<td>3 x 10^{-10}</td>
<td>22</td>
</tr>
</tbody>
</table>

B. Kinetic and Mixing Requirements

The kinetic excitation requirements for a visible chemical laser were described in 1980 by T.A. Cool. Laser gain can be described by the equation

\[ \gamma(v) = (\lambda^2/8\pi) \Delta g(v) / \tau_r \]  

where

\[ \Delta = N_2 - (g_x/g_t) N_1 \]  
\[ \tau_r = \text{radiative lifetime} \]  
\[ g(v) = \text{lineshape factor} \]

The gain, \( \gamma(v) \), must exceed the cavity losses, which can be characterized as a cavity lifetime, \( \tau_c \). Thus, for a Doppler broadened line, the required population inversion is:

\[ \Delta > (4\pi^2/\lambda^3) (8kT/\pi mc^2)^{1/2} \tau_r/\tau_c \]  

The required inversion increases quite rapidly as we move from the infrared to visible portion of the electromagnetic spectrum. Evaluating this inversion requirement in the visible (\( \lambda = 500 \text{ nm} \)) for a minimum gain of \( 10^3 \text{ cm}^{-1} \) provides a critical fluorescence rate of \( \Delta/\tau_r > 10^{15} \text{ molecules/cm}^2\text{-second} \).

Consider the chemical pumping rate required to achieve this critical fluorescence rate. Figure 2 illustrates a generic excitation process. For simplicity a direct excitation mechanism is shown. The reagents must cross a small activation barrier with a nearly gas kinetic rate. Even if the branching of products is near unity for a selected electronic state, the population in a single rotational-vibrational state will be diluted by at least a factor of \( 10^3 \) for most diatomic lasers. If the lower laser level is assumed to be unpopulated and the only loss process for the upper laser level is radiation, then the steady-state population inversion would be

\[ \Delta_{ss} = k_p \phi [A] [BC] \tau_r \]  

where

\[ k_p = \text{kinetic pumping rate coefficient} \approx 10^{-10} \text{ cm}^3/\text{molecules-second} \]  
\[ \phi = \text{branching ratio to upper laser level} \approx 10^{-3} \]

Applying this result to the critical fluorescence rate provides required reagent concentrations of \( [A] [BC] > 10^{19} \text{ molecules/cm}^3 \) or an excitation rate of \( 10^9 \text{ molecules/cm}^2\text{-second} \). A few candidate systems have demonstrated a potential to scale to this rate of excitation and will be discussed below.

These rapid kinetic excitation rates are often limited by diffusion of reagents in a supersonic mixing nozzle. If the mixing time is long compared to the radiative lifetime, then the effective excitation rate is substantially reduced and the required reagent concentrations correspondingly increased. Current nozzle technology limits the mixing time to values greater than 1-10 \( \mu \text{s} \). On the other hand, long radiative lifetimes imply large population inversions for a given critical fluorescence rate. Thus, lasers with radiative lifetimes of about 10 \( \mu \text{s} \) are highly desirable.

The complete collisional dynamics of the excited and ground electronic states of the lasant must be favorable as well. In the above analysis we assumed that all the excitation could be channeled to a single vibrational state without kinetic loss. To achieve this condition, the vibrational thermalization processes must be rapid with respect to quenching, dissociation, pooling and other kinetic losses. The above analysis also assumed the lower laser level was unpopulated. Bottle-necking in the ground electronic state can be a severe problem. Systems with displaced potential curves (large
difference in equilibrium internuclear separation), repulsive ground states, or reactive ground states can help considerably in this regard.

![Chemical Laser Kinetics](image)

**Figure 2. Chemical Laser Kinetics.**

Finally, several miscellaneous requirements and issues should be considered. There exist many chemical engineering issues involved with preparing the high flow rates of toxic, highly energetic, unstable, low vapor pressure, and reactive species necessary for both metastable and lasant production. Low temperatures are desirable to maintain a low rotational dilution and suggest supersonic expansion after combustion or high heat release processes. Once stimulated emission is achieved, the kinetics may be dramatically altered by this very rapid optical process. The assessment of scalability and efficiency must include the effects of stimulated emission. The inherent low gains achievable in these systems suggest potential problems with high intracavity flux and long photon build-up times. Pulsed initiation or excitation may relax some of the above kinetic requirements.

Based on the system performance criteria discussed above, the requirements for a visible chemical laser system are rigorous. A highly exothermic reaction involving lightweight molecules with near unit branching of products to a single, excited electronic state is required to chemically drive the laser. The reaction barrier should be low as the rate for product formation must be nearly gas kinetic, yet reagents must be acceptably stable. The energy transfer chemical laser must also identify a suitable lasant molecule which efficiently and rapidly receives energy from the metastable reservoir. The rate of chemically pumping the lasant must be of the order $10^{19}$ molecules/cm$^2$-sec and critical inversion densities are typically $10^{13}$ molecules/cm$^3$. Near unit efficiency in the energy transfer is required for efficient operation and all energy loss mechanisms ultimately result in thermal control problems.

While the requirements for a visible chemical laser are rigorous, a few candidate systems remain promising and are discussed below. First, let us examine the approach to laser development.

**C. Approach to Laser Development**

A three-fold approach to developing a visible chemical laser based on the energy transfer concept is being pursued: (1) development of highly efficient chemical generators of energetic metastable species, (2) identification of potential laser species with the required spectroscopic and kinetic properties, and (3) coupling of a suitable metastable generator to a lasant and the demonstration of a scalable visible chemical laser. Figure 3 presents a flow chart embodying this approach.

Identification and characterization of potential lasant species usually involves several different studies including spectroscopy, lasant production kinetics, radiative
and collisional dynamics of excited and ground electronic states, and optically pumped laser demonstrations. Optically pumped lasers are particularly useful in studying the kinetics under approximated chemical laser conditions. Producing a metastable energy reservoir involves basic kinetic studies of highly energetic reactions and scaling of reagents to engineer a small scale metastable generator. These activities must be coordinated to insure the development of a complete system with efficient coupling of the metastable and lasant. Energy transfer excitation studies, examination of pressure scaling laws, and chemical compatibility studies are included in this phase. Several candidate systems that have passed the tests of these steps are provided in Figure 4.

**SPECTROSCOPIC AND KINETIC STUDIES OF POTENTIAL LASER SPECIES**

**KINETIC STUDIES OF HIGHLY ENERGETIC REACTIONS**

**OPTICALLY-PUMPED LASER DEMONSTRATIONS**

**ENERGY TRANSFER EXCITATION STUDIES**

**PULSED, PHOTO-INITIATED CHEMICAL LASER**

**HIGH DENSITY, SCALABLE METASTABLE GENERATOR**

**FULLY CHEMICAL, CW VISIBLE CHEMICAL LASER**

**Figure 3. Approach to Developing a VCL Based on Energy Transfer Concept.**

Currently, research efforts are focused on demonstrating a visible chemical laser with pulsed, photo-initiated techniques. Such efforts can be undertaken at modest cost, circumvent reactive mixing requirements and relax several kinetic requirements. Once a laser is demonstrated, an intensive effort to develop a fully chemical, continuous-wave laser will follow.

**IV. Survey of Candidate Energy Transfer Systems**

Several candidate visible chemical laser systems are presented in Figure 4. The technology status including currently achievable energy densities and efficient means for extracting this energy in the form of lasing photons is summarized. The metastable energy carriers are ranked according to experimentally obtained energy densities. Prime opportunities for a laser demonstration are suggested below. The promising singlet oxygen driven iodine monofluoride laser has been reviewed previously and will not be discussed.

**A. Excited NF Driven Lasers**

The first excited electronic state of nitrogen fluoride, NF(a^1Δ), is a premier candidate for a metastable energy carrier to drive a visible laser. Energy densities of greater than 6.7 Joules/liter have been demonstrated. NF(a^1Δ) can be chemically generated with near unit efficiency from several reaction mechanisms, which is highly immune to pooling and quenching energy loss mechanisms, and possesses a reactive ground state. The production chemistry is potentially compatible with existing NF laser hardware and lasing could be achieved in the blue near 450 nm.

NF is iso-electronic with molecular oxygen and has an analogous electronic structure with only three electronic states at energies less than 5 eV: NF(X^2Σ), NF(a^1Δ) and NF(b^1Σ). This feature significantly reduces the pathways for energy partitioning during production and subsequent transport of NF(a). NF(a) has an energy content per molecule of 1.4 eV and a radiative lifetime of 5.6 seconds.
Metastable Energy Obtained Lasant Wavelength

<table>
<thead>
<tr>
<th>Energy Carrier</th>
<th>Energy (eV)</th>
<th>Obtained Energy Density</th>
<th>Laser Transition</th>
<th>Laser Transition Lifetime (μs)</th>
<th>Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O2(a1Δ)</td>
<td>0.98</td>
<td>16 kJ/m3</td>
<td>IF(B-X)</td>
<td>7.0</td>
<td>625</td>
</tr>
<tr>
<td>NF(a1Δ)</td>
<td>1.4</td>
<td>6.7 kJ/m3</td>
<td>BiF(A-X)</td>
<td>1.4</td>
<td>450</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NF(b-X)</td>
<td>2.3E+4</td>
<td>530</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>BiF(4P→2P)</td>
<td>-15</td>
<td>915</td>
</tr>
<tr>
<td>N2(A3Σ)</td>
<td>6.2</td>
<td>0.1 J/m3</td>
<td>IF(B-X)</td>
<td>7.0</td>
<td>625</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SO(A-X)</td>
<td>35</td>
<td>299</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>NO(A-X)</td>
<td>0.2</td>
<td>248</td>
</tr>
<tr>
<td>N2(x,v≥5)</td>
<td>1.5</td>
<td>24 J/m3</td>
<td>IF(B-X)</td>
<td>7.0</td>
<td>625</td>
</tr>
</tbody>
</table>

Figure 4. Candidate Visible Chemical Laser Systems.

Efficient, chemical production of NF(a1Δ) has been demonstrated using several different chemistries. Clyne and White\textsuperscript{13} were the first to observe a chemiluminescent reaction between H and NF\textsubscript{2} that produced both NF(a-X) and NF(b-X) emissions. Herbelin and Cohen\textsuperscript{14} proposed an addition-elimination reaction that directly produces singlet NF:

\[
H + NF_2 \rightarrow HNF_2 \rightarrow HF + NF(a1Δ)
\]  

Malins and Setser\textsuperscript{15} and more recently, Koffend et al\textsuperscript{16} have demonstrated that spin is conserved in the reaction and the branching to the NF(a) product is greater than 91\%. The reaction is rapid, with a room temperature rate coefficient of \(k = 1.5 \pm 0.2 \times 10^{-11}\) cm\(^3\)/molecule·sec.\textsuperscript{32} The partitioning to HF(v) and NF products is well characterized.\textsuperscript{17} In the presence of excess hydrogen atoms, the singlet NF reacts slowly with H to produce excited nitrogen atoms, N(\(^{1}\)D), and an NF(a) and N(\(^{1}\)D) interaction produces electronically excited nitrogen.\textsuperscript{35} Thus, the stoichiometry is usually chosen to be lean in hydrogen atoms when excited NF is the desired product. Supersonic flows with NF(a\textsubscript{1}Δ) concentrations as high as \(6 \times 10^{15}\) molecules/cm\(^3\) have been achieved using this chemistry.

The a1Δ state of NF can also be efficiently generated by the reactions of fluorine atoms with hydrogen azide, followed by a secondary reaction of a fluorine atom with the resulting azide radical:

\[
F + HN_3 \rightarrow HF + N_3
\]  

\[
F + N_3 \rightarrow NF(a1Δ) + N_2
\]

The rate of NF(a) production is limited by reaction (6) with a moderately fast rate coefficient of \(4.2 \times 10^{-11}\) cm\(^3\)/molecule·sec.\textsuperscript{17} The yield of NF(a) is high, about 85\%. However, this production chemistry does not scale well, as N\(_3\) + N\(_3\) interactions significantly reduce the efficiency of NF(a) production. Indeed, this azide chemistry has been shown to be an efficient source of electronically excited nitrogen.\textsuperscript{36}

Recently, Benard and coworkers\textsuperscript{26} recognized that this scaling limitation might be removed if fluorine azide, FN\(_3\), could be used directly. Reaction (6) must proceed through an FN\(_3\) intermediate and thus one might expect fluorine azide to dissociate to singlet NF products under the proper conditions. Fluorine azide is the most energetic of the halogen azides and is a model for a chemically bound excited state (CBES) material. This energetic compound may be viewed as an NF(a1Δ) molecule weakly bound (0.6 eV) to a ground state nitrogen molecule, N\(_2\)(X\(_{3}\)) in a pulsed thermolysis experiment where a premixed SF\(_6\)/FN\(_3\) gas is rapidly heated by CO\(_2\) laser pumping, NF(a1Δ) concentrations of greater than
3 x 10^{16} \text{ molecules/cm}^3 \text{ have been achieved with yields of } 70 \pm 25\%.

Methods for extracting the energy stored in singlet NF in the form of coherent photons, or lasing, are currently under active investigation. Most excited NF driven laser systems invoke an energy pooling mechanism to establish lasing in the green or blue portion of the visible spectrum.

Initial work by Capelle et al.\textsuperscript{37} led to the investigation of bismuth atoms as a receptor of NF(a) energy. The energy transfer is near resonant, proceeds at a gas kinetic rate, and would lead to a laser completely analogous to O_2(a') pumped I. In 1983, Herbelin et al.\textsuperscript{39} attempted to scale the production of Bi(D) in this system. Upon scaling, the Bi(D) was efficiently converted to electronically excited bismuth fluoride emitting at \lambda=420-480 nm. While the excitation chemistry is complex, considerable data is available on the scaling of BiF(A) with NF(a) and clearly indicates a quadratic dependence. Near threshold BiF(A) concentrations of about 10^{13} \text{ molecules/cm}^3 have been achieved.\textsuperscript{39}

A second approach to using energy stored in NF(a) to achieve lasing in the visible is based on energy pooling with a second energy carrier such as HF(v), O_2(a'), or I to produce NF(b). NF(b) can then be used to transfer energy to a suitable lasant molecule or lased directly. One particularly promising concept is the NF(b-X) green laser outlined by J. Herbelin in 1986.\textsuperscript{40}

**B. Excited Nitrogen Driven Lasers**

The excited nitrogen laser is based on the generation of either electronically or vibrationally excited nitrogen metastables and subsequent energy transfer to a suitable lasant such as IF, NO or SO. While several schemes for efficiently producing excited nitrogen have been identified and characterized,\textsuperscript{17,22,41} chemical generators capable of delivering excited nitrogen at concentrations sufficient to drive a visible laser have not been developed. However, these systems provide high payoff in that the energy stored in N_2(A^3\Sigma) is sufficient for lasing at wavelengths as short as 200 nm without energy pooling.

The three lasant candidates, IF, NO and SO, are efficiently excited by energy transfer from N_2(A) with nearly gas kinetic excitation rates and branching ratios of 0.4-1.0.\textsuperscript{42,44} Iodine monofluoride is a particularly good visible lasant that has been well characterized both spectroscopically and kinetically.\textsuperscript{10} The short radiative lifetime of NO(A) would introduce difficult mixing problems for any CW laser driven by N_2(A). Features of SO(A) as a lasant are discussed in a following paper from this conference.

A primary difficulty for the excited nitrogen laser is the very rapid energy pooling reaction noted in Table II. Several approaches have been taken recently to overcome this problem. A pulsed N_2(A) driven laser might succeed if the metastable and lasant are premixed and the rate of N_2(A) production is exceptionally fast. S. Rosenwaks is currently investigating an explosively driven lead azide laser concept that uses this approach.\textsuperscript{46} Alternatively, one might allow the energy pooling to proceed to completion with final products including large concentrations of highly vibrationally excited ground state nitrogen. Vibrational to electronic energy exchange with a lasant such as IF might then be used as the laser excitation mechanism.

**V. Conclusions**

Visible chemical lasers provide important and unique opportunities for both directed energy weapons and diagnostic applications. The long term, low level investment in this technology area during the past decade firmly establishes the opportunity for a lasing demonstration in the near term. It is time to capitalize on this mature scientific data base and apply sufficient resources to engineer the facilities for a significant laser demonstration.
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The results of a series of subsonic and supersonic continuous-wave (cw) flow studies directed toward the development of a cw supersonic laser device that operates in the visible (blue-green) region of the spectrum are summarized. They clearly support the theoretically predicted quadratic dependence of excited-state BiF* on NF*. Based on this observed scaling dependence, a supersonic flow system is described and related operating conditions are identified. The performance of this supersonic visible chemical laser system is then predicted.

Introduction

Since its discovery in 1984, the nitrogen fluoride/bismuth monofluoride, NF(a)/BiF, reaction system has been under constant investigation as an efficient energy source to power a supersonic blue-green continuous-wave (cw) laser system. 1-6 During that time a series of subsonic and supersonic flow studies were conducted. The results, when taken collectively, support the scalability of this reaction system to the BiF* density levels required to demonstrate lasing. This paper reports on the results of the work, which focused on correlation and interpretation of past kinetics and radiation experiments, and the modeling of logical steps toward the development of a supersonic laser system.

Scaling Law

In Figure 1, the scaling results are summarized as a log-log plot of the density of electronically excited BiF(A), the lasing species, versus the density of NF(a), the energy source. BiF* is generated by the following sequence of reactions: 2,3

for NF* generation,

\[ \text{F} + \text{H}_2 \rightarrow \text{HF} + \text{H} \]  \hspace{1cm} (1)

\[ \text{H} + \text{NF}_2 \rightarrow \text{HF} + \text{NF}*; \]  \hspace{1cm} (2)

for BiF* generation,

\[ \text{Bi} + \text{NF}^* \rightarrow \text{Bi}^* + \text{NF}, \]  \hspace{1cm} (3)

\[ \text{Bi}^* + \text{NF}^* \rightarrow \text{BiF}^* + \text{N}, \]  \hspace{1cm} (4)

Figure 1. Summary of the BiF(A) scaling results for pure metal (●) and TMB (□) as bismuth sources in the (1) low-density subsonic, (2) intermediate-density subsonic, and (3) high-density supersonic flow experiments. The projected system performance is indicated by (4).
and
\[ \text{BiF}^* \rightarrow \text{BiF} + \text{hv}; \]  
(5)

and for bismuth atomic regeneration,
\[ \text{H} + \text{BiF} \rightarrow \text{HF} + \text{Bi}. \]  
(6)

\( \text{NF}^*, \text{Bi}^*, \) and \( \text{BiF}^* \) refer to the excited states of \( \text{NF}(a^1\Lambda), \text{Bi}^2D_{3/2} \), and \( \text{BiF}(A_0^+) \), whereas \( \text{NF}, \text{Bi}, \) and \( \text{BiF} \) are the respective ground states.

With reactions (1) and (2), we have been able to scale up the \( \text{NF}^* \) density to the order of approximately \( 10^{16} \) molecules/cm\(^3\) in a thermally controlled (\( T = 300 \) K) supersonic flow. The vertical lines in Figure 1 indicate the demonstrated operating regime \( V \) of such a supersonic \( \text{NF}^* \) flow. From reactions (3) and (4), we see that two \( \text{NF}^* \) are required to produce one \( \text{BiF}^* \), resulting in the quadratic dependence
\[ \text{BiF}^* \propto [\text{NF}^*]^2, \]  
(7)

indicated by the two linear curves with slopes of 2. These lines are distinguished by whether the pure metal or the compound trimethylbismuthine (TMB) was used to introduce the bismuth into the \( \text{NF}^* \) flow stream. The pure-metal performance (●) appears to be an order of magnitude better than that of the TMB (□) because of the absence of undesirable side reactions involving the TMB and its reaction products. Nevertheless, it is quite clear that the same quadratic dependence holds for both bismuth sources.

The results from the original low-density flow tube study \(^1\) are indicated by the numeral 1 in the lower left-hand corner of Figure 1. Because of the low densities and slow velocities involved in that study, we could treat the system as premixed, and the value of each of the two data points for the pure-metal and TMB cases was accepted without adjustment.

As one scales to higher densities, however, the large physical sizes and masses of Bi and TMB result in the relatively slow diffusion of these species, and mixing becomes the limiting process. Consequently, mixing considerations become important, and the mixing flamesheets must be analyzed carefully to determine the correct scaling properties. In the next set of experiments (numeral 2 in Figure 1), we developed a well-defined side-by-side laminar flows of \( \text{NF}^* \) and either Bi metal or TMB. Since these experiments have been described in detail elsewhere, \(^6\) here we present the major findings that relate to the scaling issue. Figure 2 shows a typical cross section of the flamesheet that is produced in a subsonic facility. The bismuth flow is on the left side of the figure and joins the \( \text{NF}^* \) on the right side. This contact between the two streams first produces the \( \text{Bi}^* \) on the left, which is subsequently converted into \( \text{BiF}^* \) in the center.

In the previous experiments, it was not possible to measure the \( \text{Bi}^* \) and \( \text{NF}^* \) distributions directly; they had to be deduced from blue \( \text{BiF}^* \) and other visible emissions. In later experiments, we focused on a direct measurement of each of these species, which confirmed the correctness of deduced distributions. Consequently, the peak \( \text{BiF}^* \) density has a well-defined value that can be computed from the \( \text{Bi}^* \) and \( \text{NF}^* \) densities measured in the same volume. The value is given by the theoretically derivable relationship
\[ [\text{BiF}^*] = k_4 [\text{NF}^*][\text{Bi}^*]/A, \]  
(8)

where \( k_4 \) is the rate coefficient of reaction (4) and \( A \) is the Einstein coefficient for the spontaneous emission of reaction (5). This computation enabled us to pinpoint the concentrations for the metal and TMB subsonic flow tests shown in Figure 1.

For the supersonic flow results (numeral 3 in Figure 1), the analysis was complicated by a rather poorly defined flame zone, owing directly to the type of mixing scheme used to introduce the bismuth: side-wall injection. In this scheme, tetrafluorohydrazine \( (\text{N}_2\text{F}_4) \) and a mixture of TMB and He were injected into a supersonic stream of fluorine atoms in helium through an array of small holes on the sides. Farther downstream, \( \text{H}_2 \) was injected and then the resulting \( \text{NF}^*, \text{Bi}^*, \) and \( \text{BiF}^* \) signals were measured.

In this type of side-wall injection, the flow streams are not distinct as in the subsonic flow. Therefore, the "average" value of the \( \text{BiF}^* \) density (● in Figure 1) is a lower bound to the peak density, defined above. From simple diffusion arguments, the \( \text{BiF}^* \) flamesheet is expected to occupy a minimum 15 to 20% of the flow volume, so an upper bound to the peak value would be a factor of 5 to 7 times this average value, as indicated by the arrow in Figure 1. Since these two bounds bracket the quadratic scaling curve for TMB, our confidence in the scaling laws is increased.
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Figure 2. Transverse flamesheet profiles measured in the intermediate-density subsonic flow facility.

**BiF* Demonstrator**

The next step in the development of a blue-green laser would be to scale the system to a lasable density. This could be accomplished by introducing a supersonic stream of bismuth metal in helium into the supersonic NF* flow operating in the above-mentioned regime (numeral 4 in Figure 1). A cross-sectional view of a device capable of achieving this condition is shown in Figure 3.

This particular design employs an arc-driven plenum to produce a flow of hot (T ~ 1800 K) helium that is then split into two subplenums. A fluorine source is introduced into the upper subplenum and a bismuth-atom source is introduced into the lower one. These flows are expanded supersonically as N₂F₄ is injected into the upper stream. The injection of H₂ follows, as shown, using trip-nozzle technology to enhance the mixing in the resulting reaction zone. This approach is expected to produce a reasonably well-defined BiF* flamesheet at a density in excess of 10^13 molecules/cm³, as indicated by the numeral 4 in Figure 1.

An efficient, low-risk way to implement this demonstration would be subdivided into three subtasks:

- The development of a supersonic flow of bismuth atoms using pure-metal or bismuth compounds or both. The bismuth density would be measured using dye laser probes.
• "Marriage" of NF* and bismuth supersonic flows using conventional and trip-flow technologies to achieve excited-state scaling in a well-defined laminar flow field.

• Measurement of gain and demonstration of laser action.

Following an initial demonstration, many design variations could be explored for short-wavelength chemical lasers:

• The use of a combustor instead of an arc.

• The use of bismuth compounds such as TMB or BiH$_3$ instead of pure metallic bismuth.

• Investigation of alternative sources for generating NF$_2$ in place of N$_2$F$_4$.

These different approaches offer important trade-offs that need to be considered for the more advanced designs of this potential space-based laser system.

BiF Laser System Design

In order to establish the feasibility of a larger system, and to anticipate major problems, a preliminary system design was performed. One of several concepts for a BiF supersonic laser is shown in Figure 4. The design is similar to existing cw HF laser devices based on the cold F + H$_2$ reaction system. This particular concept uses a linear array of vertical slit nozzles in a bank 1 m long and 10 cm high. The key difference between this BiF system and existing HF machines is the somewhat more sophisticated nozzle required to introduce the additional ingredients NF$_2$ and Bi.

![Diagram of BiF Laser System Design](Diagram)

The NF* and Bi supersonic streams are prepared using a common plenum. In one throat, excess NF$_3$ is used to produce the fluorine atoms that are converted into NF* with the subsequent introduction of NF$_2$ followed by injection of H$_2$, as was done in previous flow experiments. (It is conceivable that the NF$_2$ radical, as well as the fluorine atoms, can be generated from NF$_3$ by proper design of the plenum and throat, since experiments have confirmed that reasonable yields of NF$_2$ can be produced from wall-catalyzed reactions. However, more research is needed before this added simplification can be relied upon.) In the other throat, excess H$_2$ together with a bismuth source such as BiH$_3$ or TMB is added to generate the bismuth atoms. By injecting the compound into the plenum, complete dissociation will occur and performance equivalent to pure-metal injection should be obtained.

A second concept has been developed that could greatly simplify the nozzle design. This approach relies on the introduction of BiH$_3$ directly into the reaction stream together with the hydrogen. The BiH$_3$ is stable at low temperatures, but should dissociate rapidly in the presence of electronically excited NF*:

$$\text{BiH}_n + \text{NF}^* \rightarrow \text{BiH}^*_n + \text{NF}$$

and
for $n = 3, 2, 1$. Hydrogen atoms, which are produced in large quantities by means of reaction (1), are also available to contribute to this dissociation process by the reactions

$$H + BiH_n \rightarrow H_2 + BiH_{(n-1)} \rightarrow Bi^* + \left(\frac{n+1}{2}\right) H_2.$$

These latter reactions are particularly interesting, since theory suggests that the bismuth should be produced in the excited state, which enhances the system efficiency. However, the kinetics of the $BiH_3$ dissociation need to be studied before this approach can be adopted with confidence.

The predicted performance of this conceptual laser device is shown in Figure 5. The calculations were performed using the simple kinetic scheme [reactions (1)-(6)] combined with a laminar flamesheet mixing model. This approach is similar to the one used to develop the analytical diffusion model (ADM), which was successful in describing the general performance of cw HF/DF lasers to an accuracy of approximately 10%.

![Figure 5. Predicted performance of a cw supersonic BiF laser.](image)

The optical resonator used in these calculations is a version of the reverse-wave-suppressed unstable ring cavity used to demonstrate excellent beam quality from a 2-kW HF laser system. In these experiments, the resonator was operating at an equivalent gain per unit length well below that expected to be generated in the BiF device. To be specific, when scaled from the 2.7-μm HF wavelength to the 0.45-μm BiF wavelength, the equivalent gain requirement for this cavity is 3.8%/m. It is well below the 20%/m gain predicted for the BiF system.

In order to take advantage of the long cavity length of the ring, we will employ a folded path over an extended gain zone. The gain zone for the BiF is predicted to range from 18 to 25 cm in length, allowing ample space for a multiple-pass geometry (see Fig. 5). This stems from the fact that the mixing and deactivation processes are slower in the BiF laser than in the HF laser--it takes approximately 10 times longer to consume the NF.

Because we are dealing with visible light, mirror loading problems are greatly reduced. The output beam of the resonator is approximately 1.3 cm in diameter for an equivalent 100 kW/cm² flux. However, since good optical coatings in the visible exhibit <10 ppm absorption, the worst-case heat loading would be 2 W/cm² at this mirror. If this resonator is designed to couple out 25% of the power, the maximum internal loading is 8 W/cm², which is well within the capabilities of current technology.

**Conclusions**

The results from a series of subsonic and supersonic flow experiments clearly support the theoretically predicted quadratic scaling law for excited-state BiF as a function of NF. On the basis of these results, the described small-scale supersonic flow device achieves laser action and provides a test-bed for future studies.
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Progress Towards a Short Wavelength Chemical Laser

Steven J. Davis
Physical Sciences Inc.
20 New England Business Center
Andover, MA 01810

Abstract

Research efforts to develop a short wavelength chemical laser have continued to show progress during the last few years. In this paper we present a brief history of these efforts and we discuss some recent results that involve energy transfer from metastable species to potential laser molecules.

1. Introduction

Short wavelength lasers that derive their energy from chemical pumping have been of interest to the laser community since the early 1970's. To date, however, the frequency doubled (λ = 657.6 nm) chemical oxygen iodine laser \(^1,^2\) is the only system that has produced visible wavelength output. Indeed, the COIL \(^1\) device operating at 1315 nm is the only other chemically pumped laser that produces an output at a wavelength shorter than the HF vibrational laser (λ = 2.7 μm). Several potential applications have motivated the research to develop a short wavelength chemical laser (SWCL). There are a variety of defense related applications such as strategic defense and secure communications. These devices might also find uses in the medical community.

2. Early Efforts

The search for a SWCL began soon after the advent of vibrational chemical lasers such as the HF(Av=1) system that provides output near 2.7 μm. Since HF has the largest vibrational spacing of any heteronuclear diatomic molecule one must invoke excited electronic states to obtain short wavelength lasing on a diatomic molecule. For atomic lasers one might be able to lase between two terms of a ground state configuration. The COIL device is an example of this; lasing occurs on the \(^2p_{1/2} \rightarrow ^2p_{3/2}\) transition which is in actually two spin orbit terms of the ground state atomic configuration. However, COIL and other potential analogous atomic systems are considered to be electronic transition lasers.

There were numerous attempts to develop SWCL's in the 1970's based upon metal oxide type molecules, and BaO was an archetypical example. Using the HF laser pumping reaction as a model:

\[ \text{H}_2 + \text{F} \rightarrow \text{HF}(v) + \text{H} \]  

reactions such as

\[ \text{Ba} + \text{N}_2\text{O} \rightarrow \text{BaO}^* + \text{N}_2 \]  

were investigated. While it initially appeared that large populations of electronically excited molecules could be produced, \(^3\) later work demonstrated that reaction (2) produced, almost exclusively, vibrationally excited ground electronic state BaO. \(^4\) Excitation of BaO excited states was by intersystem energy transfer. It is now generally believed that this process was operative in many of the metal oxide candidate systems.

One very important result of all the early work in this field was the recognition that reactions that efficiently partition energy into excited electronic states are rare. Indeed, there are at this writing only two documented cases of efficient production of excited species at densities high enough to be relevant to SWCL production. These are \(\text{O}_2(a^1\Delta)\) \(^1\) and its isoelectronic cousin \(\text{NF}(a^1\Delta)\). \(^5,^6\) The ground states of each of these is \(X^2\Sigma^+\). Thus, the a-X systems are spin forbidden, and the species are very metastable. Correlation rules \(^7\) for spin and orbital angular momentum predict that most efficient production of excited electronic states will occur if: a) there is an excited product state of the same symmetry as that for the reactants, and b) a similar correlation does not exist for the ground state product. Usually electronic spin is the more rigorous constraint. These correlations are readily calculated using standard direct product tables.
We note that $O_2(a^1\Delta)$ is the species that excites the COIL device via the rapid and efficient energy transfer reaction

$$O_2(a^1\Delta) + I(2P_{3/2}) \rightarrow O_2(X^3\Sigma) + I(2P_{1/2})$$

(3)

Lasing occurs on the atomic iodine ($2P_{3/2} \rightarrow 2P_{1/2}$) transition at 1.315 μm. This transfer laser involving a metastable energy reservoir and a laser specie can serve as a model for other potential systems.

If we examine $O_2(a)$ and NF(a) as potential reservoirs for SWCL applications we must question the ability of these two metastables to pump transfer partners that could lase at visible wavelengths. Although the respective electronic term values, $T_e$, for $O_2(a^1\Delta)$ and NF($1\Delta$) (7918 cm$^{-1}$ and 12,003 cm$^{-1}$) would appear to be insufficient to produce visible lasing, there have been numerous observations of visible chemiluminescence produced via energy transfer from these species. For example $I_2(B)$, IF($B$),$^9$ BrF($B$)$^9$ can be excited by $O_2(1\Delta)$ and IF($B$) is produced via energy transfer from NF($1\Delta$).$^{12-14}$ The details of the excitation mechanisms are not understood, but it is clear that at least two metastable singlet delta molecules are required for each excitation. A clear example of this was demonstrated in a recently in our laboratories when we showed that the IF($B$) concentration scaled as the square of the $O_2(a^1\Delta)$ concentration.$^{11}$ The important point is that there are examples of energy transfer from metastables that have mature chemical generation technologies to species that are exceedingly promising laser candidates.

Of these laser candidates, the IF($B$+$X$) and BiF($B$+$X$) systems are relatively advanced with respect to chemical laser development. The NF/BiF system is at present being investigated by several groups$^{12-14}$ and scaling to laser densities is being performed. Both pulsed and CW, tunable IF lasers (550 to 750 nm) using laser excitation$^{15,16}$ have been reported. The IF($B$) state is immune to numerous quenchers$^{17-19}$ and has large stimulated emission cross sections, e.g., $\sigma_{se} = 7 \times 10^{-17}$ cm$^2$ for the (R(21)) branch of the (0,4) band. The radiative properties of BrF($B$)$^{20}$ are similar to those of IF($B$) and we expect similar laser potential.

3. Recent Results

In some recent work examining energy transfer from $O_2(a^1\Delta)$ to IF($B$) we have observed some interesting and significant results. While it has been shown previously that ground state IF can be excited to IF($B$) using metastable $O_2$, we recently observed dramatic enhancements (nearly three orders of magnitude) in the IF($B$) production efficiency when IF($X$) was vibrationally excited prior to reacting with the $O_2(a^1\Delta)$.$^{21}$ The experiments were performed in a fast flow reactor. The degree of vibrational excitation was monitored using standard laser induced fluorescence techniques. The experiments were done by reacting both vibrationally cold IF($X$,v=0) and vibrationally hot IF($X$,v>0) with $O_2(a^1\Delta)$. From here on we call IF($X$,v>0) IFT. The cold IF($X$) was formed by the CF$_3$I+F reaction$^{22}$ and IFT was produced using $I_2$+F.$^{23,24}$ A comparison of the IF($B$+$X$) chemiluminescence intensities produced using both CF$_3$I and $I_2$ as iodine donors is shown in Figure 1. Although each iodine donor produced equal total [IF($X$)], the temporal profiles and the intensities of IF($B$+$X$) emissions are strikingly different for the two cases. The [IF($B$)] temporal profile originating from CF$_3$I + F + $O_2^*$ has a much longer decay time and is at least two orders of magnitude smaller in amplitude than the profile obtained from the $I_2$ + F + $O_2^*$ reaction. (The signal growth at short reaction times (-0.5 ms) is ascribed to mixing.) Although it is not immediately obvious from the plots shown in Figure 1, the chemiluminescence intensities from the $I_2$ + F + $O_2^*$ reaction was only a factor of 2 greater than that from the CF$_3$I + F + $O_2^*$ reaction at long times (55 ms). Thus, at long reaction times, the two reaction schemes appear to give comparable IF($B$) excitation rates. These observations are consistent with vibrationally hot IF($X$) being involved in the excitation process when F + $I_2$ is used to form IF($X$). As described previously, nascent vibrational distribution produced from F + $I_2$ is very non-Boltzmann$^{23,24}$ while CF$_3$I + F produces a much more thermal distribution.$^{22}$ Our interpretation of the data shown in Figure 1 is that vibrationally hot IFT produced by reaction (3) is pumped by $O_2^*$ to IF($B$) much more efficiently than is the cold IF($X$) produced from reaction (2). At longer reaction times, IFT is relaxed by V-T transfer with the Ar bath gas, and the excitation of IF($B$) becomes much less efficient. When IF($B$) is totally relaxed one would expect the excitation process to be identical to that using CF$_3$I, and indeed the [IF($B$)] produced become comparable at reaction times exceeding 5 ms. We performed some preliminary mechanistic studies that showed that the following sequential pumping model was probably operative.
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\begin{align*}
I_2 + F &\rightarrow IF^T + I \quad (4) \\
IF^T + O_2(1\Delta) &\rightarrow IF(A') + O_2 \quad (5) \\
IF(A') + O_2(1\Delta) &\rightarrow IF(B) + O_2 \quad (6)
\end{align*}

where IF$^T$ is vibrationally excited ground state IF. We found that IF($X,v>9$) were the active species. This can be explained by the energy levels shown in Figure 2. Examination of Figure 2 shows that the two step process (reactions 5 and 6) requires considerable internal energy in IF($X$). We found that as IF($X,v>9$) was removed the production efficiency fell concomitantly as shown in Figure 1. The IF$^T$ is quite immune to quenching and it could be transported tens of cm in a supersonic flow laser.

There are other reported observations that highly vibrationally excited ground state molecules can excite electronic energy levels that subsequently chemiluminesce. For example, the $A^1\Sigma$ and $A'^1\Sigma$ states of BaO are populated by intramolecular energy transfer from BaO($X,v$) through collisions with argon.\(^3\) In addition, BaO($X,v$) also appears to excite electronic energy levels in atomic Ba when Barium atoms are mixed with BaO($X,v$).\(^5\) Note that BaO($X,v$) is the primary product of the Ba + N$_2$O reaction.\(^4\) The salient point is that this chemically produced vibrational energy appears to open pathways to electronic excitation. We hope to pursue this approach to determine whether vibrationally assisted electronic energy transfer is a general phenomenon that can be utilized for SWCL applications.
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Figure 1. Chemiluminescence Intensity of IF(B→X) Following Excitation by O₂(1Δ): ○ - vibrationally hot IF(X,v) produced by I₂ + F, • - vibrationally cold IF(X,v) produced by CF₃I + F. Note the large scale difference in the two ordinates. Data obtained in 0.8 Torr Ar bath gas.

Figure 2. Energy Levels for O₂ and IF Showing Role of IF(X,v) in the Excitation Process. Pumping by O₂(1Δ) indicated by vertical arrows.
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MODELING OF NUCLEAR PUMPED LASERS ON HE-MIXTURES WITH Cd, Zn, Hg, Mg, Sr, Ca AND Ba VAPORS
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Abstract

Detailed nonstationary kinetic models of nuclear pumped high-pressure II group metal vapors lasers have been constructed and analyzed. Theoretical results are in a good agreement with available experimental data.

Introduction

Progress in realization of plasma lasers (i.e. lasers, in which active medium is a nonequilibrium recombination plasma) allows to hope for a wide use of charged products of nuclear reaction pumping, as well as powerful pulsed e-beam or l-beam pumping. Development of such models is necessary both for optimization of working lasers and for a search of new perspective active media.

The maximal active medium efficiency as high as 2 % and lowest lasing threshold were attained for the laser on XeI transitions. For the efficiency rise it is necessary to search active media radiating in the visible and UV spectrum regions. For this purpose it was interesting to investigate rare gas mixtures with metal vapors, in which favourable conditions develop for originating population inversion in non-equilibrium recombination plasma. Moreover, the usage of metal vapors sufficiently increases the number of possible laser transitions suitable for lasing in nuclear pumping conditions.

Lasers on II group metal vapors have been investigated for a long time. They were started with different types of discharges under low and middle pressures. The plasma laser principle was realized for the first time by Latush and Sem in 1973 on these mixtures (He-Sr laser) [3]. In 1978 the He-Cd nuclear pumped laser under atmospheric pressure was produced, this laser is presently the most shortwave nuclear pumped laser[4]. Later on this laser was started with e-beam pumping [5-7].

The major advantages of the II group metal vapor lasers are as follows: 1) relatively low thresholds of excitation; 2) visible and UV region of radiation, which may be convenient for different applications. So it was necessary to develop detailed kinetic models of high-pressure active media, which capable of describing adequately a relatively weak stationary nuclear reaction products pumping, as well as powerful pulsed e-beam or l-beam pumping. Development of such models is necessary both for optimization of working lasers and for a search of new perspective active media.

We have constructed and analyzed detailed nonstationary kinetic models of III group high-pressure active media: He-Cd, He-Zn, He-Mg, He-Be, He-Ca, He-Sr, Ne-Sr, He-Xe-Sr and He-Ba, in which 14 most perspective (from our point of view) transitions were considered.

The PLASER-I program package developed at the General Physics Institute was used for the calculations of active media local kinetics. Radiation was calculated to zero-dimensional approximation (i.e. volume averaged). There are special modules in PLASER-I package suitable for 2- and 3-dimensional calculations of radiation. But it is necessary only for calculating wide aperture systems. In the case of investigating active media, zero-dimensional approximation is quite sufficient and requires appreciably less computer time.

Results

In the plasma created by hard ionizer, the calculations were carried out of nonstationary relaxation kinetics of ions, electrons and active media excited components' concentrations, electron and ion temperatures, and time-dependent functions of gain coefficient, output lasing power and energy. The number of equations in different models was varied from 25 to 30. From 9 to 13 excited states were taken into account in kinetic schemes of active ions. Thus, altogether from 100 to 160 plasmachemical reactions were considered in models (including excited states kinetics).

Here we shall point out only the main processes responsible for the upper working levels pumping.
For the He-Cd (\( \lambda = 441.6 \text{ nm and } 325.0 \text{ nm} \)) and He-Zn (\( \lambda = 747.9 \text{ nm} \)) there will be the following reactions:

\[
\begin{align*}
\text{He}_2^+ + \text{Me} &= 2\text{He} + \text{Me}^* \text{e} , \\
\text{He}^+ + \text{Me} &= \text{He} + \text{Me}^* + \text{e} ,
\end{align*}
\]

(1) (2)

for the He-Cd (\( \lambda = 533.7 \text{ and } 537.8 \text{ nm} \)), He-Zn (\( \lambda = 758.8 \text{ nm} \)), He-Hg (\( \lambda = 615.0 \text{ nm} \)) and He-Be:

\[
\begin{align*}
\text{He}_2^+ + \text{Me} &= \text{He} + \text{Me}^* + \text{e} , \\
\text{Me}^* + \text{e} &= \text{Me}^* + \text{e} , \\
\text{Me}^* + \text{e} &= \text{Me}^* + \text{He} ,
\end{align*}
\]

(3) (4) (5)

for the He-Mg, He-Ca, He-Sr and He-Ba:

\[
\begin{align*}
\text{He}_2^+ + \text{Me} &= 2\text{He} + \text{He}^* + \text{e} , \\
\text{He}^+ + \text{Me} &= \text{He} + \text{Me}^* + \text{e} , \\
\text{Me}^* + 2\text{e} &= \text{Me}^* + \text{e} , \\
\text{HeMe}^* + \text{e} &= \text{Me}^* + \text{He} ,
\end{align*}
\]

(6) (7) (8) (9)

for the He-Xe-Sr:

\[
\begin{align*}
\text{Xe}^+ + \text{Sr} &= \text{Xe} + \text{Sr}^* ,
\end{align*}
\]

(10)

Naturally, this separation of processes is quite conventional, it emphasizes only some differences of the active media.

The most significant criterion of separation is the mechanism of creation of population inversion, i.e. the mechanism of the lower working level clearing.

By the criterion the lasers under consideration are classified into two groups:

1. Lasers with radiational clearing of the lower working level (reaction (5)), such as: \( \text{He-Cd}, \text{Zn}, \text{Hg, Hg, and He-Be (} \lambda = 467 \text{ nm)} \).
2. Lasers with electron-collisional clearing of the lower working level (reaction (4)), they are: \( \text{He-Sr}, \text{Ca, Ba, Ne-Sr, He-Xe-Sr and He-Be (} \lambda = 177.6 \text{ nm)} \).

Lasers with radiational clearing of the lower working level have the lowest pumping thresholds, because there is no necessity for producing high quality of plasma electrons. Consequently, among them one should search possible candidates for usage at weak nuclear pumping.

He-Cd and He-Zn lasers are best explored both experimentally and theoretically. So we shall consider them in more detail.

In the fig.1 there are dependences of output lasing energy (fig.1.a, solid lines - experiment, dashed lines - calculations) for the He-Cd (\( \lambda = 441.6; 533.7 \text{ and } 537.8 \text{ nm} \)) and He-Zn (\( \lambda = 747.9 \text{ nm} \)) lasers and relations of plasma parameter \( N_0 \) and components of He-Cd plasma with respect to active medium temperature. The presence of optima is shown, which are caused by the formation of the \( \text{Me}^+ \)-type molecular ion (see fig.1.b) in the case of He-Cd (\( \lambda = 441.6 \text{ and } 325.0 \text{ nm} \)) and He-Zn (\( \lambda = 747.9 \text{ nm} \)) lasers, and by deexcitation of the upper working level in Penning reaction with its own atom in the case of He-Cd (\( \lambda = 533.7 \text{ and } 537.8 \text{ nm} \)) lasers. The calculation results are in satisfactory agreement with experimental data.

The fig.2a presents the dependences of laser radiation output energy (\( \lambda = 441.6 \text{ nm} \)) upon buffer gas pressure (solid lines - experiment, dashed lines - calculations). Upper and lower dashed lines differ from each other by the spurious absorption coefficient \( k = 1.8 \text{ and } 5.8 \text{ cm}^{-1} \). The presence of optimum is caused by the broadening of the working transition line.

In the fig.2b are calculated dependences of output energy (solid lines) and laser efficiency (dashed lines) for the He-Cd and He-Zn lasers depending on the neutron flux. The presence of laser efficiency optimum is caused by the electron deexcitation of the upper working level.

Conclusion

The summary calculated results are presented at the table 1. There are optimal active media parameters, energy deposition, maximal laser efficiency and threshold characteristics of the II group metal vapor nuclear pumped lasers. As it follows from the calculations, the He-Cd laser with \( \lambda = 441.6 \text{ nm} \) is the most suitable for the purposes of direct nuclear pumping. It has one of the lowest generation thresholds, highest laser efficiency, relatively low working temperatures, quite short wavelength and the possibility of working at relatively high pressures, that allows, on principle, to realize optimal energy deposition at the presently working or technically available reactors. An optimal diameter of lasing tube for this laser in case of pumping from uranium foils is about 3 cm. This circumstance plays an important role for the design of reactor-laser systems.

The numerical analysis enabled to draw the following conclusions:

1. In high-pressure He-Cd (\( \lambda = 325.0 \text{ and } 441.6 \text{ nm} \)) and He-Zn (\( \lambda = 747.9 \text{ nm} \)) lasers optimum values of temperature and pressure are due to competition between the relaxation fluxes to the upper level and deexcitation of this level through the formation of a \( \text{Me}_2^+ \)-type molecular ion.

2. In high-pressure lasers on the metal ion single-electron transitions with radiational clearing of the lower working state the presence of temperature optimum is caused by competition of the pump fluxes to the upper working level and its deexcitation due to Penning reaction with its own atom.

3. In high-pressure lasers on metal ions with electron-collisional clearing of the lower working level the presence of optimum depends on its own atom. The presence of a temperature optimum is due to competition of a rising relaxation flux to the upper le-
vel and deterioration of the lower level clearing owing to the drop of plasma electron concentration. An important role plays intensive deexcitation of high-lying levels in Penning reactions with its own atoms.

4. In the active media of high-pressure metal vapor lasers with the temperature elevation above an optimum value depending on buffer gas pressure, the plasma electron concentration falls down due to dissociative recombination of the \( \text{Me}_2^+ \)-type molecular ions. This deteriorates generation characteristics of the lasers with electron-collisional clearing of the lower working level.
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Table 1. Optimal parameters of nuclear pumped metal vapor lasers.

<table>
<thead>
<tr>
<th>mixture</th>
<th>wavelength, nm</th>
<th>T, deg C</th>
<th>p, atm</th>
<th>( P, \text{kW/cm}^2 )</th>
<th>( F, \text{n/cm}^2\text{s} )</th>
<th>( \eta, % )</th>
<th>( q, \text{thresh. W/sm}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>He-Cd</td>
<td>441.6</td>
<td>360-390</td>
<td>3-5</td>
<td>2</td>
<td>5.e14</td>
<td>0.7</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>325.0</td>
<td>360-400</td>
<td>2-3</td>
<td>2</td>
<td>2.e16</td>
<td>0.2</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>533.7</td>
<td>450-500</td>
<td>1-1.5</td>
<td>2.5</td>
<td>1.e15</td>
<td>0.13</td>
<td>7</td>
</tr>
<tr>
<td>He-Zn</td>
<td>747.9</td>
<td>450-490</td>
<td>3-5</td>
<td>2</td>
<td>1.e15</td>
<td>0.08</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>758.8</td>
<td>600</td>
<td>~2</td>
<td>1</td>
<td>1.e15</td>
<td>0.1</td>
<td>10</td>
</tr>
<tr>
<td>He-Hg</td>
<td>615.0</td>
<td>200-250</td>
<td>1-2</td>
<td>2</td>
<td>7.e15</td>
<td>0.02</td>
<td>100</td>
</tr>
<tr>
<td>He-Mg</td>
<td>448.1</td>
<td>700-720</td>
<td>2-3</td>
<td>1</td>
<td>1.e15</td>
<td>0.2</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>921.8</td>
<td>700</td>
<td>1-2</td>
<td>0.3</td>
<td>0.3-2.e15</td>
<td>0.03</td>
<td>10</td>
</tr>
<tr>
<td>He-Sr</td>
<td>430.5</td>
<td>650</td>
<td>3-4</td>
<td>2.5</td>
<td>4.e16</td>
<td>0.2</td>
<td>800</td>
</tr>
<tr>
<td>He-Ca</td>
<td>373.7</td>
<td>650</td>
<td>2-4</td>
<td>10</td>
<td>2.e16</td>
<td>0.11</td>
<td>400</td>
</tr>
<tr>
<td>He-Ba</td>
<td>490.1</td>
<td>850-900</td>
<td>2-4</td>
<td>5</td>
<td>5.e16</td>
<td>0.02</td>
<td>1000</td>
</tr>
</tbody>
</table>
Neutron flux $6 \times 10^6$ n/sc • s
Mirror reflection 99.2%

Fig. 1a. Temperature dependence (reactor pump)

Fig. 1b. Temperature dependences of electrons and some charged components of He-Cd plasma

Fig. 2a. Generation characteristics of the nuclear pumped He-Cd laser

Fig. 2b. Output power and efficiency of He-Cd and He-Zn lasers versus neutron flux (solid - power, dashed - efficiency).
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Abstract

In nuclear-reactor-pumped lasers, the fission-fragment heating is spatially nonuniform and as such induces gas motion. The competing effects of heating nonuniformity and thermal conduction and overall gas motion and laser optical behavior are examined, and a parameter is developed which categorizes the induced gas flow into three regimes. The effect of fission-fragment heating on perturbations in the gas density field is also examined, and a scaling relation describing the reduction of the rms density perturbation is developed in terms of the pressure rise produced by the heating.

1. Introduction

Fragments from fission reactions induced by a pulse of neutrons from a nuclear reactor have been used to pump a variety of gas lasers.1-10 These “nuclear-reactor-pumped” lasers offer several advantages over more conventional pumping schemes. First, the fission-fragment energy is used to excite atomic or molecular lasing states directly, rather than first being converted to heat, electricity, and possibly light with the attendant efficiency losses.11 Second, the large power density associated with nuclear power implies a compact power source.11

Figure 1 shows a schematic diagram of one possible arrangement. The reactor serves as the source of fast neutrons, which are moderated by polyethylene. The resulting thermal neutrons (incident on thin layers of fissionable material coating the inner surfaces of the laser gas cell), which emit fission fragments into the adjacent gas. These fission fragments pump the lasing states and heat the gas. One difficulty in this approach is evident from Figure 1. The fission fragments enter the gas from the side walls in this arrangement and heat the gas in these regions more strongly than they heat the gas near the optical axis. This heating nonuniformity induces an inward flow and establishes density gradients perpendicular to the optical axis. Since gradients of the gas density are proportional to gradients of the refractive index, the laser gas acts as a temporally varying gradient-index lens. This gasdynamic lensing can be of strength sufficient to induce transitions in laser resonator stability (see Figure 2).11-14

In this paper, the effects of fission-fragment heating on the gas density field are examined. First, the overall gas motion resulting from the spatial nonuniformity of fission-fragment heating is studied, and the resulting flows are characterized in terms of the ratio of the duration of the heating to the thermal-conduction timescale. Second, the effect of fission-fragment heating on small perturbations in the gas density field is analyzed. The density-dependence of fission-fragment heating is shown to result in a damping of density perturbations. This damping is seen to be relatively broadband, and a scaling relation is developed for the reduction of the rms density perturbation level.

2. The Model Problem

A diagram of a typical laser cell is shown in Figure 3. The geometry here is rectangular, rather than cylindrical as in Figure 1. Since the fissionable material is located on the two side walls normal to the z-axis, the heating nonuniformity induces flow in the z-direction. Although there are heating nonuniformities in the y- and z-directions that also induce gas motion, these nonuniformities are usually minor compared to the nonuniformity in the z-direction and are neglected in this study.

The gas in the laser cell is taken to be a mixture of perfect gases with nonzero shear and bulk viscosities and thermal conductivity. Its motion is governed by the conservation equations for mass, momentum, and energy, in which variations are permitted only in time and in the z-direction (see the appendix). At the side walls, the gas velocity is assumed to vanish, and the gas temperature is taken to be the wall temperature (presumed to be the initial gas temperature). Fission-fragment heating appears in the energy equation as a large, transient, volumetric energy source term. This source term has the form $Q = Q_0 f(z, \rho) h(t)$, where $Q_0$ is the amplitude of the pumping, $h(t)$ is the time variation of the neutron flux and hence the heating, and $f(z, \rho)$ is the spatial variation of the heating. Figure 4 indicates the general forms of the functions $f$ and $h$. The precise shape of the function $f$ depends on the density field $\rho$ since the gas molecules are essentially absorbers.15-18 If the density field is made to vary in the laser cell, this variation in the distribution of absorbers produces a corresponding change in the function $f$: where the number of absorbers is increased, $f$ is increased, and where the number of absorbers is decreased, $f$ is decreased. Thus, gas motion and fission-fragment heating are coupled.18

The combination of fission-fragment heating and thermal-conduction loss induces a flow that moves gas toward the “coldest” spots and away from the “hottest” spots.19 Here, the term “coldest” indicates the regions where the sum of the fission-fragment heating and thermal-conduction loss is smallest (most negative), and similarly the term “hottest” indicates the regions where the sum of fission-fragment heating and thermal-conduction loss is largest (most positive). This points out an interesting aspect of the induced flow. Fission-fragment heating is largest near the side walls and smallest at the center (see Figure 4); therefore, fission-fragment heating acts to induce flow inward toward the center. Thermal-conduction effects are most negative near the cold side walls and vanish near the center; therefore, thermal-conduction effects act to induce flow outward away from the center. Thus, the effects of heating nonuniformity and thermal conduction are oppositely directed, so the type of flow that results is determined by whichever effect is stronger.19

3. Gas-Flow Regimes

There are four timescales involved in describing the induced gas motion: $t_A$, the time required for an acoustic wave to travel from the center to the side walls; $t_c$, the time required for heat to be conducted from the center to the side walls; $t_D$, the duration of the heating (see Figure 4); and $t_Q$, the time required for the fission-fragment heating to raise the pressure by an amount comparable to the initial gas pressure. For conditions of interest, the acoustic timescale $t_A$ is much smaller than the other three timescales. Because of this, the equations of motion can be acoustically filtered,19-22 and the timescale $t_A$ does not enter the resulting equations (the acoustically filtered equations are contained in the appendix).
Of the remaining three timescales, two dimensionless ratios may be formed. The ratio $\tau_D/\tau_Q$ sets the scale, relative to the initial gas pressure, for the pressure rise induced by fission-fragment heating. The ratio $\tau_D/\tau_C$ determines the flow type and is given by the relation

$$t_D \approx \frac{16(\gamma - 1)k_0 T_0 t_D}{\rho_0 L^\gamma},$$

where $\gamma$ is the specific heat ratio of the gas, $k_0$ the initial thermal conductivity of the gas, $T_0$ the initial gas temperature, $\rho_0$ the initial gas pressure, and $L$ the distance between the side walls. As such, $t_D/\tau_C$ can be interpreted as a normalized thermal conductivity, so the magnitude of $t_D/\tau_C$ determines the importance of thermal conduction over the duration of the pulse. Three distinct regimes of flow behavior are possible depending on the magnitude of $t_D/\tau_C$.

In the negligible-conduction regime ($t_D/\tau_C \ll 1$), the flow is dominated by the spatial variation of the fission-fragment heating. In the dominant-conduction regime ($t_D/\tau_C \gg 1$), the flow is determined by thermal-conduction effects. In the mixed regime ($t_D/\tau_C \sim 1$), fission-fragment heating and thermal-conduction effects are of comparable importance.

### 3.1 Negligible-Conduction Regime

The negligible-conduction regime corresponds to conditions for which $t_D/\tau_C \ll 1$. An analytical solution exists in the limit that this ratio becomes vanishingly small.\(^{16,19}\) From this solution, it is seen that gas moves inward from the side walls toward the center of the laser cell. This is as expected since the center is the "coldest" region in the absence of thermal-conduction effects. This inward gas flow creates a central maximum in the density field, so the laser cell is optically focusing. The uniformity of the fission-fragment heating is improved by this flow since gas molecules (absorbers) are transported out of regions of large heating near the side walls into regions of small heating near the center. Another fact that emerges from the analytical solution is that the added energy, not the applied heating power, determines the shape of the density profile. Consider two experiments identical in all particulars except that in one case the heating is applied at half the power but for twice the duration of the other case. Since the same amount of energy is added in both cases, the same density profile is produced in both cases.

As an example, consider helium, initially at 300 K and 200 kPa, confined between side walls separated by a 1-cm gap and coated with 1-μm UO₂ layers. A constant power density of 3550 W/cm² is used to heat the gas for 0.1 ms. These conditions correspond to a value of 0.0085 for $t_D/\tau_C$. Figure 5 shows results from a simulation of the acoustically filtered equations (not the limiting analytical solution). The central density maximum is clearly seen and continues to grow with increasing energy addition. Note the appearance of thin thermal boundary layers adjacent to the side walls. These result from the nonzero value of $t_D/\tau_C$; nevertheless, the flow in the central region is relatively unaffected by thermal-conduction effects.

### 3.2 Dominant-Conduction Regime

The dominant-conduction regime corresponds to conditions for which $t_D/\tau_C \gg 1$. An analytical solution exists in the limit that this ratio becomes infinitely large.\(^{16,19}\) From this solution, it is seen that gas moves outward from the center walls toward the side walls. This is as expected since the side walls are the "coldest" regions when thermal-conduction effects are very large. This outward gas flow creates a central minimum in the density field, so the laser cell is optically defocusing. The uniformity of the fission-fragment heating is degraded by this flow since gas molecules (absorbers) are transported out of regions of small heating near the center into regions of large heating near the side walls. Another fact that emerges from the analytical solution is that the applied heating power, not the added energy, determines the shape of the density profile. If the applied heating power is held constant, the density profile does not change even though energy is continually added.

As an example, consider helium, initially at 300 K and 200 kPa, confined between side walls separated by a 1-cm gap and coated with 1-μm UO₂ layers. A constant power density of 2.22 W/cm² is used to heat the gas for 160 ms (these values differ by a factor of 1600 from the values used in the previous example but maintain the same energy addition). These conditions correspond to a value of 15 for $t_D/\tau_C$. Figure 6 shows results from a simulation of the acoustically filtered equations (not the limiting analytical solution). The central density minimum is clearly seen and does not change much with increasing energy addition. The slight changes in the density field with increasing energy addition is indicative of the finite value of $t_D/\tau_C$.

### 3.3 Mixed Regime

The mixed regime corresponds to conditions for which $t_D/\tau_C \sim 1$. Unfortunately no analytical solution is known for this regime, so insight must be gleaned from numerical solutions for many different sets of conditions. The following observations can be made.\(^{16,19}\) At early times in the pulse and for gas near the center, the motion resembles the negligible-conduction regime. However, at later times and for gas near the side walls, the motion resembles the dominant-conduction regime. Thus, the gas near the center moves toward the center, and the gas near the side walls moves toward the side walls. This complex gas motion creates a central density maximum and density minima propagating inward from the side walls toward the center, so both focusing and defocusing regions are present. Both the added energy and the applied heating power affect the gas motion in the mixed regime, and the uniformity of the fission-fragment heating is improved near the center but degraded near the walls.

As an example, consider helium, initially at 300 K and 200 kPa, confined between side walls separated by a 1-cm gap and coated with 1-μm UO₂ layers. A constant power density of 89 W/cm² is used to heat the gas for 4.0 ms (these values are the geometric means of the values used in the two previous examples and as such maintain the same energy addition). These conditions correspond to a value of 0.38 for $t_D/\tau_C$. Figure 7 shows results from a simulation of the acoustically filtered equations. The central density maximum and the density minima near the side walls are clearly seen. These minima travel noticeably inward during the pulse. Note that the curvature of the central density maximum remains relatively constant as the overall density falls in the central region. This phenomenon is often observed although it is not currently explained.

### 4. Density Perturbations

In the previous section, the effect of the combination of fission-fragment heating and thermal-conduction loss on the overall gas motion was considered. In this section, the effect of fission-fragment heating on small density perturbations is examined. Since density perturbations are hard to avoid and their presence generally exerts a detrimental effect on laser optical behavior, it is of
interest to examine the interaction of fission-fragment heating with density perturbations, particularly regarding growth, damping, or lengthscale change.

The basic effect of fission-fragment heating on density perturbations is illustrated in Figure 8. This figure shows an expanded view of a small portion of the density profile which contains two density perturbations. The positive perturbation contains more gas molecules (absorbers) and is heated more strongly than surrounding regions of gas. This excess heating creates a slightly larger pressure in the perturbation than in neighboring regions, and this pressure difference acts to transport gas away from the perturbation, reducing its height. Similarly, the negative perturbation contains less gas molecules (absorbers) and is heated less strongly than surrounding regions of gas. This shortfall of heating creates a slightly lower pressure in the perturbation than in neighboring regions, and this pressure difference acts to transport gas toward the perturbation, reducing its depth. Thus, fission-fragment heating smoothes out density perturbations.

As an example, consider argon, initially at 300 K and 68.9 kPa, confined between side walls separated by a 1-cm gap and coated with 1-μm UO₃ layers. Figure 9 shows the evolution with increasing energy addition of two different initial density fields, one with perturbations and one without. To illustrate the role of fission-fragment heating in damping density perturbations, thermal-conduction effects have been suppressed, and artificially large density perturbations have been used for initial conditions (it is shown below that the perturbation amplitude does not matter). The inward flow of gas toward the center is evident for both the perturbed and unperturbed density fields. Moreover, the amplitude of the density perturbations is reduced with increasing energy addition. This effect is highlighted by Figure 10, which displays the difference between the perturbed and the unperturbed density fields for successive amounts of energy addition.

Careful scrutiny of Figure 10 reveals another aspect of the damping process. Both broad and narrow features exhibit the same amount of damping (for example, compare the broad feature near 0.42 cm to the narrow features near 0.38 cm). Figure 11 shows the evolution of two density profiles having perturbations with the same amplitudes but with wavelengths differing by a factor of 10. Note that both perturbations are contained within the same envelope at successive values of energy addition. The damping is thus seen to be broadband and relatively insensitive to wavelength.

The broadband nature of the damping process suggests that it can be characterized in terms of the rms density perturbation,

\[ \Delta \rho_{\text{rms}} = \left[ \frac{1}{L} \int_{0}^{L} \left( \rho - \rho_{0} \right)^{2} \, dz \right]^{1/2} \]

where \( \rho \) is the perturbed density field and \( \rho_{0} \) is the unperturbed density field. The reduction in perturbation amplitude is given by \( \Delta \rho_{\text{rms}} / \Delta \rho_{\text{rms},0} \), where \( \Delta \rho_{\text{rms},0} \) is the initial rms density perturbation. Simulations of different cases can be used to determine the manner in which this reduction varies with increasing energy addition. Table 1 shows the conditions of four such cases, and Figure 12 shows the reduction in terms of the quantity \( (\rho / \rho_{0})^{1/7} \). In this representation, the results all collapse onto one line with a slope of \(-1\), so the following scaling relation is determined:

\[ \frac{\Delta \rho_{\text{rms}}}{\Delta \rho_{\text{rms},0}} \approx \left( \frac{\rho}{\rho_{0}} \right)^{-1/7} \]

If the perturbation amplitude is small compared with the initial gas density, the analytical solution for the negligible-conduction regime can be used to derive this result. Note that this damping is algebraic in the pressure rise and thus requires large pressure rises to produce significant damping.

### Table 1. Conditions for cases shown in Figure 12.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>( P_{\text{ic}} ) (kPa)</th>
<th>( P_{\text{at}} ) (kPa)</th>
<th>( T ) (K)</th>
<th>Gap L (cm)</th>
<th>( \text{UO}_3 ) Thickness (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>△</td>
<td>0.0</td>
<td>68.9</td>
<td>300</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>▽</td>
<td>0.0</td>
<td>68.9</td>
<td>300</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>□</td>
<td>68.9</td>
<td>68.9</td>
<td>300</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>○</td>
<td>68.9</td>
<td>68.9</td>
<td>300</td>
<td>1.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

### 5. Conclusions

The gas motion in nuclear-reactor-pumped lasers induced by fission-fragment heating has been examined. The spatial nonuniformity of fission-fragment heating induces a flow of gas toward the center of the laser cell, whereas thermal-conduction effects induce flow toward the side walls. Since these effects are oppositely directed, the type of flow that results is determined by whichever effect is stronger. The ratio of the heating duration to the thermal-conduction timescale, \( t_{P} / t_{C} \), characterizes the importance of thermal-conduction effects, and the flow can be categorized into three regimes depending on the value of this ratio. If \( t_{P} / t_{C} \) is much less than unity, then the flow is in the negligible-conduction regime, in which a central density maximum is produced and the added energy determines the height of the maximum. If \( t_{P} / t_{C} \) is much greater than unity, then the flow is in the dominant-conduction regime, in which a central density minimum is produced and the applied heating power determines the depth of the minimum. If \( t_{P} / t_{C} \) is comparable to unity, then the flow is in the mixed regime, in which both a central density maximum and density minima traveling inward from the side walls are produced and both the energy and the power influence the flow.

The density-dependence of fission-fragment heating is seen to result in damping of density perturbations. A scaling relation has been developed describing the reduction of the rms density perturbation in terms of the pressure rise produced by fission-fragment heating. This damping is broadband in the sense of being insensitive to the wavelength of the density perturbation. However, the algebraic nature of the scaling relation indicates that large pressure rises are required to produce significant damping.
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Appendix

The equations describing the one-dimensional motion of a perfect gas can be acoustically filtered if the acoustic timescale is much smaller than other relevant timescales so that the Mach number of the induced flow is small. Let the gas have a density field \( \rho \), a pressure field \( p \), a temperature field \( T \), an energy field (per unit mass) \( e \), a velocity field \( u \), a specific heat ratio \( \gamma \), temperature-dependent shear and bulk viscosities \( \mu \) and \( \mu_b \), and temperature-dependent thermal conductivity \( k \). Confine the gas between two side walls separated by a distance \( L \), and heat the gas with the power density field \( Q \). The gas motion is described by the perfect-gas equation of state and the conservation equations for mass, momentum, and energy:

\[
\rho = \rho_0 T = (\gamma - 1)\rho e ,
\]
\[
\frac{\partial \rho}{\partial t} + \frac{\partial }{\partial x} \rho u = 0 ,
\] (A1) (A2)
Acoustic filtering is accomplished in the following manner. The gas pressure $p$ is partitioned into two terms: $\bar{p}$, the average pressure in the $x$-direction; and $\Delta p = p - \bar{p}$, the deviation from the average. Since the acoustic timescale is very small, it is not possible to build up large pressure gradients, so $\Delta p$ is always very small compared to $\bar{p}$. Inserting the expansion $p = \bar{p} + \Delta p$ into the equations of motion, neglecting small terms, and performing averaging yields the following set of equations:\(^{18-22}\)

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + \frac{\partial \rho u}{\partial x} + \frac{\partial \rho}{\partial z} &= \frac{\partial}{\partial x} \left( \frac{\mu + \mu_0}{2} \frac{\partial u}{\partial x} \right), \\
\frac{\partial}{\partial t} \left( \rho (e + \frac{1}{2} u^2) \right) + \frac{\partial}{\partial x} \left( \rho u (e + p/\rho + \frac{1}{2} u^2) \right) &= Q + \frac{\partial}{\partial z} \left( k \frac{\partial T}{\partial z} \right) + \frac{\partial}{\partial x} \left[ u \left( \frac{\mu + \mu_0}{2} \frac{\partial u}{\partial x} \right) \right].
\end{align*}
\]

Equations (A5) and (A6) are the conservation equations for mass and momentum, respectively. The pressure term in the momentum equation incorporates $\bar{p}$ since $\bar{p}$ is a function of time alone by virtue of averaging. Note that $\bar{p}$ appears only in Equation (A6), so this equation needs to be solved only for times at which knowledge of $\bar{p}$ is desired. Equation (A7) shows that the mean pressure rise is determined by the total average heat addition (fission-fragment heating and thermal-conduction loss) and as such is the ideal gas law in an unusual form. Equation (A8) determines the gas velocity in terms of the excess heating. If the sum of the excess fission-fragment heating and the excess thermal-conduction loss is positive, then $\partial u/\partial z$ is positive and the flow is locally expansive: gas is transported away from points with heating that is larger than average. If the sum of the excess fission-fragment heating and the excess thermal-conduction loss is negative, then $\partial u/\partial z$ is negative and the flow is locally compressive: gas is transported toward points with heating that is smaller than average.

**Figure 1.** Schematic diagram of a nuclear-reactor-pumped laser experiment.

**Figure 2.** Lasing intensity (solid curve) and pumping pulse (dotted curve). Resonator stability transitions induced by gas-dynamic lensing result in the lasing termination and reinitiation seen at 12 ms and 13 ms, respectively (peak pumping is at 15 ms).
Figure 3. Diagram of a rectangular nuclear-reactor-pumped laser cell.

Figure 4. The spatial variation of fission-fragment heating is shown on the left. It is largest near the side walls and smallest near the center. The temporal variation of fission-fragment heating is shown on the right.

Figure 5. Density profile for a case in the negligible-conduction regime: solid curve, midway through the pulse; dashed curve, end of the pulse.

Figure 6. Density profile for a case in the dominant-conduction regime: solid curve, midway through the pulse; dashed curve, end of the pulse.

Figure 7. Density profile for a case in the mixed-conduction regime: solid curve, midway through the pulse; dashed curve, end of the pulse.

Figure 8. Expanded view of a small portion of the density profile (solid curve) with two density perturbations. These perturbations are smoothed (dashed curve) by fission-fragment heating. Arrows indicate the induced flow.
Figure 9. Density profiles at successive amounts of energy addition: solid curves, perturbed density field; dashed curves, unperturbed density field. Profiles are symmetric and thus are shown from center to wall, rather than from wall to wall.

Figure 10. The density perturbation profiles (the difference between the perturbed and the unperturbed profiles) are shown as a function of energy addition.
Figure 11. Two density profiles having perturbations with greatly differing wavelengths evolve in a similar fashion.

Figure 12. The quantity $\ln(\Delta \rho_{\text{rms}}/\rho_{\text{rms},0})$ is plotted against $\ln(p/p_0)^{1/\gamma}$ for a variety of different cases (see Table 1). The data exhibit a scaling relation.
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Abstract

A total system efficiency of 3% is calculated for very high average power active mirror solid-state laser amplifiers of co-doped material, such as Nd:Cr: GSGG, pumped by visible nuclear-driven alkali metal excimer fluorescence. The fluorescence is transported around a radiation shield, separating the fluorescer and the laser, by a large diameter-to-length ratio hollow lightpipe. Parameters for a system with peak power of 6 MW for 1 ms pulses at 1 Hz, for an average power output of 6 kW are presented. This type of system would require the development of a small 200 kW thermal nuclear reactor (similar in size to small University research reactors). A much larger system can be developed as well.

Introduction

This paper describes a method of remotely driving solid-state lasers with nuclear-generated fluorescence sources. In the first part of this paper, the method and scaling will be described. The second part of this paper will discuss experimental results of small scale experiments used to verify the remote pumping technique.

The keys to achieving solid-state lasers with very high average power output are the pumping geometry and the pumping source. To ensure beam quality, the pumping geometry must be one that produces thermal gradients only in the direction of propagation, i.e. a large diameter thin disk, insulated on the edge and uniformly illuminated and cooled on the face. The then unavoidable axial gradient can be minimized by keeping the disk thin and using the STON effect [1]. The effects of the minimized axial gradient are themselves minimized by double passing through the laser medium.

Geometry has been a problem because large diameter disks have been available only in Nd:glass, which has a high saturation intensity, narrow absorption bands, and poor thermal conductivity. Nd:YAG has much better laser and thermal properties, but even narrower absorption bands and can not be grown in large diameters. Pump sources able to meet the demands of large saturation intensity and narrow absorption bands have been inefficient, expensive, and of limited area, making uniform illumination difficult.

New Nd³⁺,Cr³⁺ co-doped solid-state laser materials that can be grown in large diameters [2], and which boast both relatively low saturation intensities and broad absorption spectra, which make them easier to pump, and which have the high thermal conductivity of crystals (relative to glasses), such as GSGG [3], promise to change this by making possible the use of pump sources that were not previously feasible. One of those pump sources may be nuclear-driven fluorescers.

Nuclear-driven fluorescers (NDFs) utilize charged particles from nuclear reactions, such as fission, to excite fluorescence gases. While limited to charged particle power densities of <10 kW/cm³, nuclear excitation can efficiently and uniformly excite large volumes without additional power conversion hardware [4]. NDFs are inherently high average power quasi steady-state devices, but the deleterious effects of nuclear radiation, as well as low peak fluorescence intensities, have made NDFs impractical for pumping solid-state lasers. We have developed a new geometry for NDFs that solves the radiation problem by shielding the laser from radiation and using a lightpipe to transport the fluorescence around the shield. This geometry also substantially concentrates the fluorescence which, combined with the lower saturation intensity requirements, brings the required pumping power density into the range of NDFs.

The remotely-located nuclear-driven fluorescer concept is illustrated in Figure 1. Key features are: 1) the use of a visible nuclear-driven excimer fluorescer that will efficiently produce photons that can be absorbed by solid-state laser media and 2) a large diameter to length ratio hollow "lightpipe" that efficiently transports the fluorescence around the radiation shield to the laser medium. While similar in concept, this approach varies significantly in detail from one we proposed previously for pumping photodissociation excimer gas lasers [5], in which the fluorescer and laser media were separated by only a thin window. That geometry was dictated by the facts that the fluorescence was VUV and could not be transported long distances (one or two reflections), that the gas laser medium was not damaged by radiation, and that the larger saturation intensity of the gaseous medium required higher power densities. Even though the laser medium was not subject to radiation damage, optics -- even thin windows -- have proved to be quite sensitive to radiation-induced absorption, particularly in the UV. Radiation-induced absorption is much less of a problem for visible fluorescence. The desire to remove the optics from the radiation field and to switch to the visible, combined with the recent advances in solid-state laser materials, led us to solid-state lasers.

Visible Nuclear-Driven Fluorescers

The requirements for an NDF laser pump are 1) efficient conversion of fission fragment energy to light, 2) wavelength of the fluorescence within the laser medium's absorption band and long enough to be efficiently reflected by the walls of the fluorescence cell and lightpipe, and 3) transparency to its own output. At the pressures of hundreds of torr needed to stop fission fragments before they hit the wall, resonance line radiators are highly self-absorbed so that, for the long path lengths in the fluorescer inherent with NDFs, excimer fluorescers are preferred. With
excimers the ground state of the molecule is unstable so that the molecule dissociates almost immediately after radiation and only a small amount of the radiation gets reabsorbed. Yet, because they radiate to the ground state from the first excited level or higher, and because there is usually only one radiation channel, their fluorescence efficiency is high, as high as 50% for rare-gas excimers. Most excimers, however, tend to be efficient fluorescers only at short wavelengths because the initial excited state is formed in rare-gas buffers which have large $W^*$ values. Thus only a few of the well known rare-gas, rare-gas halide, and metal halide excimers fall within the visible, mostly in the metal halides, and the efficiencies tend to be in the 10-15% range.

![Diagram](image)

Figure 1. Nuclear-pumping using a remotely located nuclear-driven fluorescer. Isolation of the laser from radiation enables the use of a solid-state laser medium.

Since the photon energies of low saturation intensity solid-state lasers are 1-2 eV, to achieve a reasonable laser system efficiency, the energy cost or $W^*$ value of the fluorescence photon precursor must be minimized. This means the use of an atom with low excited state energies and first ionization energy but, to avoid wasteful higher ionizations, a high second ionization energy. The materials that best fulfill these criteria are the alkali-metals. Table 1 lists first and second ionization potentials, $I'_1$ and $I'_2$, and estimated $W^*$ value, excimer radiation wavelength, $\lambda_{em}$ [6], and the temperature required to provide a vapor pressure of 100 torr, $T_{100}$ [7], for each of the alkali-metals. Since published $W^*$ values, $W^* = W/W(1+\eta_0/N_0)$, for alkali-metals do not exist, they are estimated as 1.2 times $I'_1$, in analogy to the $W^*/I'_1$ values we calculate from published [8] W and $\eta_0/N_0$ values for rare and molecular gases. Additionally, the D-line radiation efficiency of low pressure sodium lamps is about 34% of the power deposited in the vapor, which translates to an effective energy absorbed per photon emitted of 1.2 $I'_1$ in agreement with the $W^*$ estimates.

<table>
<thead>
<tr>
<th>Alkali Metal</th>
<th>$\lambda_{em}$ (nm)</th>
<th>$I'_1$ (eV)</th>
<th>$I'_2$ (eV)</th>
<th>$W^*_{est}$</th>
<th>$h_{exc}/W^*_{est}$</th>
<th>$T_{100}$ (C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>459</td>
<td>5.36</td>
<td>75.3</td>
<td>6.4</td>
<td>0.42</td>
<td>4097</td>
</tr>
<tr>
<td>Na</td>
<td>437</td>
<td>5.12</td>
<td>47.1</td>
<td>6.1</td>
<td>0.46</td>
<td>701</td>
</tr>
<tr>
<td>K</td>
<td>575</td>
<td>4.32</td>
<td>31.7</td>
<td>5.2</td>
<td>0.42</td>
<td>566</td>
</tr>
<tr>
<td>Rb</td>
<td>605</td>
<td>4.16</td>
<td>27.4</td>
<td>5.0</td>
<td>0.41</td>
<td>514</td>
</tr>
<tr>
<td>Cs</td>
<td>713</td>
<td>3.87</td>
<td>23.4</td>
<td>4.6</td>
<td>0.37</td>
<td>509</td>
</tr>
</tbody>
</table>

**Table 1. Alkali Metal Properties**

A number of loss mechanisms make the coupling of the fluorescence to the laser less than perfect. They include 1) absorption of the fluorescence within the fluorescence cell by either the fluorescer or by the fuel, with which is mixed; 2) absorption by the reflecting surfaces of the fluorescence cell due to an absorbing film, which may be present, and to less than perfect reflectivity; 3) absorption in the output window due to radiation-induced absorption or the deposition of a film of fuel or fluorescer; 4) absorption due to the less than perfect reflectivity of the lightpipe walls.

**Coupling**

Figure 2 traces a visible fluorescence photon from its emission in the NDF to its absorption in the solid-state laser medium. In the fluorescence cell, fission fragments from reflectively coated fissioning source material, with dimensions of a few μm, present as an aerosol [4,5] or loaded in a "glass wool" [10], excite an alkali-metal excimer fluorescer to emit visible photons which reflect off the source material and the cell window to the hollow lightpipe. Tapering the walls of the fluorescer cell reduces the angular spread of the fluorescence, improving both extraction efficiency and transmission by the lightpipe, which, due to this and its high diameter-to-length ratio, transmits >90% of the fluorescence to an active mirror laser amplifier, similar to one developed at the U. of Rochester [11]. Since the fluorescence profile in the lightpipe is uniform, so is the absorbed power in the active mirror, minimizing radial temperature gradients. Both pump and laser are double passed, minimizing the effects of the unavoidable axial temperature gradients.

A number of loss mechanisms make the coupling of the fluorescence to the laser less than perfect. They include 1) absorption of the fluorescence within the fluorescence cell by either the fluorescer or by the fuel, with which is mixed; 2) absorption by the reflecting surfaces of the fluorescence cell due to an absorbing film, which may be present, and to less than perfect reflectivity; 3) absorption in the output window due to radiation-induced absorption or the deposition of a film of fuel or fluorescer; 4) absorption due to the less than perfect reflectivity of the lightpipe walls.
especially at angles near the principle angle for the \( \pi \)-polarized component of the fluorescence; 5) gaps in the lightpipe waveguide or the fluorescence cell wall to allow for cooling; and 6) imperfect absorption in the laser medium.

Reabsorption in the fluorescer is minimized by using an excimer. By design the reactor core fuel loadings do not exceed a few mg/cm\(^3\) so that absorption by the fuel is small [4]. Film formation on cell walls is minimized by maintaining them at elevated temperatures. In the visible, radiation-induced absorption in the thin output window is drastically reduced by thermal annealing [12], at the high temperatures characteristic of both alkali-metal vapors and NDFs, and by photobleaching [12-13].

Although the total internal reflection of solid lightpipes is attractive, they have problems with radiation-induced absorption, acceptance angle, and excessive mass. Hollow lightpipes minimize radiation-induced absorption, can be quite light and their acceptance angle is essentially \( \pm 90^\circ \). However, they do not reflect perfectly and, at large angles with respect to the direction of propagation, a large number of reflections is required even for propagating short distances. Thus the number of reflections must be kept to a minimum by using a large diameter to length ratio. This ratio is maximized by combining the fluorescence, from as many cells as are required to produce a critical reactor, to feed only one large diameter lightpipe at each end of the core as shown in Figure 3. At the active mirror end, the lightpipe would split to match the transverse dimensions of the active mirrors. The reflecting material will probably be silver because it has the highest reflectivity with the least angle dependence at the wavelengths of interest. We calculate a transmission of 0.9, at 550 nm, for a 5-m long silver coated hollow lightpipe with a diameter of 1.2-m and two \( 90^\circ \) bends, such as is shown in Figure 3.

Due to the large angular spread of the fluorescence, the laser disk must be located very close to the end of the waveguide to minimize losses. This probably precludes the use of brewster angle arrangements and pumping from both both faces, but is compatible with an active mirror configuration as is shown in Figs. 2 and 3. A small cooling gap for cooling between the end of the lightpipe and the disk will not increase losses greatly because most of the fluorescence at angles near \( 90^\circ \) is highly attenuated by the large number of reflections.

Performance Estimate

We have estimated the performance of a large-scale remote NDF pumped solid-state laser such as shown in Figure 3, with a core made up of 24 fluorescence cells with a length of 1.2 m and an inside diameter of 0.20 m for a total active core volume of 1 m\(^3\). The cells have a Be wall, coated with silver and \( 1/4 \lambda \) of diamond or sapphire, and sapphire output windows. The reactor produces 1 ms pulses at 1 Hz. Peak power is 510 MW and average power is 510 kW. The peak charged particle power density in the fluorescer is 100 W/cm\(^2\). The efficiency of each of the conversion steps is listed in Table 2. For a fluorescence efficiency of 40% (Table 1), the peak fluorescence power is 40 MW.

The laser performance is based on the alexandrite peak absorption coefficient of 3 cm\(^{-1}\) at 600 nm. An alexandrite crystal with a 0.77 cm thickness will absorb 99% of the input intensity. The power density in the 0.77 cm thick crystal will be 3735 W/cm\(^2\) which is well above the predicted threshold value show in Table 3. The fluorescence intensity at the surface of the alexandrite active mirror is 3 kW/cm\(^2\). With a spectral matching efficiency of 50%, an active mirror thickness of 0.5 cm, a Cr doping such that the absorbed power fraction is 80%, and assuming a fluorescence lifetime of 260 \( \mu \)s [3], the average upper state density is \( 2.6 \times 10^{18} \text{cm}^{-3} \) and the stored energy is 0.5 J/cm\(^3\). Using an effective \( \alpha_{al} \) for alexandrite of \( 0.2 \times 10^{-19} \text{cm}^2 \) [2], the small signal gain is 0.13 cm\(^{-1}\) and, assuming an extraction efficiency of 80%, the extracted laser power is 6 MW. The total system efficiency, nuclear power to light power, is 3%. If higher fluorescence or spectral matching efficiencies had been assumed, the total system efficiency would be even higher, as shown in Table 2.

Conclusion of Simplified Feasibility Study

We have presented a promising new concept, the remote nuclear-driven fluorescer, for pumping very high average power solid-state lasers. We have presented an example system with peak power of 6 MW, average power of 6 kW, and total system efficiency of 3%. We have presented a promising new concept, the remote nuclear-driven fluorescer, for pumping very high average power solid-state lasers. We have presented an a tuneable, frequency tripled alexandrite laser as an example system. Nuclear-driven alkali metal excimers are used as the pump photon source. The pump photon source is excited by 1 ms nuclear reactor pulses, at a 1 Hz frequency. (Through the use of mode locking techniques this 1 ms output can be modified to produce five 10-20 ns pulses in a 1 ms burst.) Tuneable laser output at \( \omega_1 \) emission between 700 to 818 nm, \( \omega_2 \) emission between 350 to 409 nm, and \( \omega_3 \) emission between 233 to 273 nm with a peak power of 6 MW at a 1
Hz frequency, an average power of 6,000 W, and a total system efficiency of 3% is predicted by our initial modeling.

<table>
<thead>
<tr>
<th>Type of Efficiency</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nuclear-Pumping Efficiency</td>
<td>0.6</td>
</tr>
<tr>
<td>Alkali Fluorescence Efficiency</td>
<td>0.2 to 0.4</td>
</tr>
<tr>
<td>Cell Extraction Efficiency</td>
<td>0.7</td>
</tr>
<tr>
<td>Lightpipe Transmission Efficiency</td>
<td>0.96</td>
</tr>
<tr>
<td>Spectral Matching Efficiency</td>
<td>0.5 to 0.9</td>
</tr>
<tr>
<td>Active Mirror Absorption Efficiency</td>
<td>0.8</td>
</tr>
<tr>
<td>λpump/λlaser (605 nm / 1.05 μm)</td>
<td>0.6</td>
</tr>
<tr>
<td>Laser Extraction Efficiency</td>
<td>0.9</td>
</tr>
<tr>
<td>Frequency Tripling Efficiency</td>
<td>0.5 to 0.7</td>
</tr>
<tr>
<td>Mode Locking Efficiency</td>
<td>0.9</td>
</tr>
<tr>
<td>Total Efficiency</td>
<td>0.0078 to 0.04</td>
</tr>
</tbody>
</table>

**Other Potential Laser Media**

Even though an alexandrite system was presented other potential laser media may be used as well. In addition to alexandrite (Cr:BeAl₂O₄), co-doped GSGG (Nd:Cr:GdScGa-Garnet), chromium-doped GSGG (Cr:GdScGa-Garnet), emerald (Cr:Be₃Al₂Si₆O₁₈), and titanium:sapphire (Ti:Al₂O₃) are candidate materials [5].

![Figure 4. Nd:YAG and Nd: Glass Absorption Bands. Fluorescence Spectra from nuclear-driven Kr is superimposed.](image)

![Figure 5. Absorption bands for the Nd, Cr: GSGG crystal.](image)

**Experimental Results**

The remotely driven solid-state laser concept study was initiated by through the development of a ray tracing computer code called "Concentrator" [14]. This code was designed to examine the propagation of photons in a cylindrical cavity with reflective walls, windows, and various fill media. Using the code "Concentrator", an small scale experiment was designed to demonstrate the nuclear remotely-driven solid-state laser concept.

Since the cost of building an alkali excimer fluorescence cell was beyond the budget of this experiment, a much less cross section and upper laser level lifetime product (by expensive rare gas fluorescence cell was designed. The
cell used the $^3\text{He}(n\text{thermal},p)T$ reaction to produce the energetic ions to excite the rare gas. In addition, a 1 cm$^2$ fiberoptic bundle was used for the waveguide, rather than a hollow waveguide, due to expense. The individual fibers at the output were coupled to a Nd:YAG laser rod.

The crucial elements to the experiment were to 1) generate nuclear-driven fluorescence, 2) absolutely calibrate the optical system in a high radiation environment, 3) absolutely calibrate the nuclear-driven fluorescence source, 4) demonstrate absorption of the nuclear-driven fluorescence by the Nd:YAG laser rod, and 5) demonstrate the concept of remotely pumping a solid-state laser media. All of these goals were experimentally achieved.

The experimental set is shown in Figure 6. Here, the reaction cell is placed next to the reactor and a fiberoptic waveguide (using 225 $\mu$m fused silica fibers with a plastic clad) is used to transport nuclear-generated fluorescence to the Nd:YAG laser rod. The optical system and the nuclear fluorescence source were calibrated with the set up shown in Figure 7. This calibration set up utilized a NBS traceable calibrated tungsten-halogen lamp for the light source. The fiberoptic bundle was placed in the reactor and the optical system detectors were absolutely calibrated.

Using the calibration set up shown in Figure 7, the optical transmission of the fiber optics was measured. Shown in Figure 8 are the results from the optical system calibration. Two curves are shown, one with a TRIGA reactor power of 50 kW and the other for a TRIGA reactor power of 1500 MW. As can be seen, the change in the optical transmission is not linear with power. This indicates that the color center formation and damage site production is not linear with power.
The reaction cell was then placed into the TRIGA reactor and filled with a combination of $^3$He and other rare gases (e.g., Xe, Kr, Ar, Ne) in various pressure ratios. An absolutely calibrated spectra was obtained for the fluorescence. For example a calibrated Kr spectra is shown in Figure 9. As seen in Figure 4, the Kr spectra has a line which somewhat matches an absorption band in Nd:YAG. It is interesting to note that there are differences between electrical discharge-pumped Kr spectra and nuclear-pumped Kr spectra (See Table 4).

![Figure 9. Nuclear-pumped Kr fluorescence at a power density of 0.9 mW cm$^{-3}$](image)

**Table 4. Comparison of Relative Nuclear-Driven and Electrically Excited Line Intensities for Visible Kr Lines.**

<table>
<thead>
<tr>
<th>$\lambda$ (nm)</th>
<th>A ($10^8$ s$^{-1}$)</th>
<th>A$_{elec}$</th>
<th>A$_{nuc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>768.52</td>
<td>0.49</td>
<td>1000</td>
<td>1440</td>
</tr>
<tr>
<td>826.32</td>
<td>0.35</td>
<td>3000</td>
<td>6032</td>
</tr>
<tr>
<td>828.10</td>
<td>0.19</td>
<td>1500</td>
<td>2333</td>
</tr>
<tr>
<td>765.48</td>
<td>0.23</td>
<td>800</td>
<td>2304</td>
</tr>
<tr>
<td>850.89</td>
<td>0.24</td>
<td>3000</td>
<td>3590</td>
</tr>
<tr>
<td>805.95</td>
<td>0.19</td>
<td>1500</td>
<td>5666</td>
</tr>
<tr>
<td>758.74</td>
<td>0.51</td>
<td>1000</td>
<td>2699</td>
</tr>
<tr>
<td>810.01</td>
<td>0.11</td>
<td>3000</td>
<td>1881</td>
</tr>
<tr>
<td>760.15</td>
<td>0.31</td>
<td>2000</td>
<td>2699</td>
</tr>
<tr>
<td>829.81</td>
<td>0.32</td>
<td>5000</td>
<td>4372</td>
</tr>
<tr>
<td>769.45</td>
<td>0.056</td>
<td>1200</td>
<td>1440</td>
</tr>
<tr>
<td>877.67</td>
<td>0.27</td>
<td>6000</td>
<td>8160</td>
</tr>
<tr>
<td>810.40</td>
<td>0.13</td>
<td>4000</td>
<td>4980</td>
</tr>
<tr>
<td>811.29</td>
<td>0.36</td>
<td>6000</td>
<td>13170</td>
</tr>
<tr>
<td>892.87</td>
<td>0.37</td>
<td>2000</td>
<td>10704</td>
</tr>
</tbody>
</table>

With the data from Figures 4, 8, and 9, the performance of the remotely pumped Nd:YAG rod can be estimated with the code "Concentrator". Calculations were made for an experiment to measure spontaneous emission from a Nd:YAG rod remotely driven by a nuclear-pumped Kr fluorescence source (as shown in Figure 10). This experiment uses the set up shown in Figure 5. The theoretical prediction for pulsed TRIGA reactor with a peak power level of 1500 MW, indicated that the intensity of the 1.06 $\mu$m line would be 0.1 mW. Experimental results for a Kr nuclear-driven lamp pumped by a pulsed TRIGA reactor with a peak power level of 1500 MW demonstrated that the 1.06 $\mu$m emission from the Nd:YAG rod was 0.12 mW.

![Figure 10. Experimental setup to measure 1.06 $\mu$m radiation from a Nd:YAG rod pumped remotely with nuclear-driven fluorescence](image)

**Conclusions From Experimental Study**

The results from the 1.06 $\mu$m emission experiment demonstrates that the code "Concentrator" is able to predict the behavior of a remotely driven Nd:YAG rod under some conditions. As part of the ongoing effort in the study of solid-state lasers remotely pumped by nuclear-driven fluorescence sources, the predictions of the code "Concentrator" will be tested over a broad range of conditions. In the future, using alkali metal excimer sources, a demonstration laser experiment will be carried out.

**Overall Conclusions**

Preliminary design studies of solid-state lasers remotely pumped by nuclear-driven excimer fluorescence sources have indicated that it is possible to build very efficient ($\approx 3\%$) large scale laser systems. It is possible to use this method to drive solid-state lasers with a single frequency emission $\omega_1=1.06$ $\mu$m, a frequency doubled emission $\omega_2=530$ nm, and a frequency tripled emission of $\omega_3=353.33$ nm.

By using vibronic laser technology, large scale tuneable solid-state laser systems are possible with emission $\omega_1=720$ to 920 nm, a frequency doubled emission $\omega_2=360$ to 460 nm, and a frequency tripled emission of $\omega_3=240$ to 306.67 nm.

In addition, technology for efficient ($\approx 96\%$), light weight waveguides was developed using the computer code "Concentrator". This technology uses thin wall, hollow core waveguide. The inner wall is coated with a reflective metallic coating (e.g., silver for visible wavelengths), and a protective layer of dielectric material such as diamond or sapphire.

Through the use of the solid-state laser remotely pumped by nuclear-driven fluorescence sources and the light weight waveguide technologies, it is possible to develop light weight, high average power, and high efficiency lasers.
Many types of solid-state laser materials can be driven by this method including the vibronic materials. Therefore, it would be feasible to add tunability to the potential features of lasers using the concepts developed by the author.

Small scale experiments were performed to demonstrate the remote pumping concept and to test the predictions of the code "Concentrator" over some conditions. Results from these experiment were successful.
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NUCLEAR-INDUCED UV FLUORESCENCE FOR STIMULATION OF THE ATOMIC IODINE LASER

W.H. Williams, G.H. Miley, H.J. Chung
Univ. of Illinois
Fusion Studies Laboratory
100 Nuclear Engineering Lab
103 S. Goodwin Ave.
Urbana, IL 61801

Abstract

A study is in progress to investigate the nuclear-induced fluorescence of the eximer XeBr* for application in the atomic iodine laser. Measurements of fluorescence induced by the $^{10}\text{B}(n,^4\text{He})^7\text{Li}$ reaction in varying gas mixtures with Br$_2$ and CHBr$_3$ as bromine donors are presented. A conceptual design of the photolytic laser planned to utilize this fluorescence is also discussed.

Introduction

The potential of using nuclear reaction energy to drive a laser has been studied for many years in a variety of laser systems. Ref. 1 gives some of the highlights of this research. Studies have shown that Nuclear Pumped Lasers (NPL's) have the potential of being scaled to very high powers, due to the ability to pump large laser volumes (good penetration of neutrons through materials) and potential for high efficiencies (no Carnot cycle limitations). As a result, NPL's also have a significant advantage in high power space-based applications where the nuclear fuel represents a much smaller, lighter energy storage system than is required for large electrically pumped lasers.

One specific type of NPL utilizes nuclear reactions to cause fluorescence in a gas mixture. The fluorescence is then coupled into a separate laser cell, acting as the light source for photolytic lasing. The component of this system which uses nuclear reaction energy to initiate fluorescence of a gas mixture is termed a Nuclear Driven Flashlamp (NDF).

The three principle reactions considered for NDF testing, as well as most NPL work, are:

$$\text{n} + ^{10}\text{B} \rightarrow ^4\text{He} + ^7\text{Li} + 2.3 \text{ MeV};$$
$$\text{n} + ^{3}\text{He} \rightarrow ^3\text{T} + ^3\text{He} + 0.8 \text{ MeV};$$
$$\text{n} + ^{235}\text{U} \rightarrow \text{ff} + 200 \text{ MeV}.$$

The cross section for the last reaction is smaller than the other two, but when its much larger energy release is factored in, the $^{235}\text{U}$ reaction is able to provide the largest power density per unit neutron flux. Because of special use restrictions with enriched uranium, and contamination problems of the gas by fission fragments, the first two reactions are used, or planned for use in the present work. $^{10}\text{B}$ is used as a thin wall coating on the inside of the test cell, and $^3\text{He}$ as a fluorescent gas diluent.

This experimental effort is supported by a kinetics study done by Wilson showing that nuclear excitation of the eximer XeBr* should provide an excellent UV light source for the atomic iodine photodissociation laser. The atomic iodine laser involves photodissociation of an iodine containing gas molecule, e.g. $\text{C}_3\text{F}_7\text{I}$ or $\text{CF}_3\text{I}$, giving $\text{I}^*$ lasing at 1.31 micron, and has been used as a high power laser system.

This work attempts to substitute the traditional electrically-driven UV source with an NDF. Use of an eximer in a UV NDF has been suggested by Miley and Prelas, et al. Eximers, in general, are a good choice for UV fluorescence generation because of the high conversion efficiencies with which eximer mixtures convert deposited energy to ultra-violet light (up to 50%). The eximer XeBr* is chosen for this application because it emits at 282 nm, which is near the peak of the absorption cross-sections for two common atomic iodine lasers, $\text{C}_3\text{F}_7\text{I}$ and $\text{CF}_3\text{I}$.

In these experiments the eximer is used as an NDF gas to power a photolytic laser. An attempt to stimulate lasing of the eximer itself is discouraged for two reasons: 1) Test facilities for this work cannot induce the high power densities needed for a UV laser; and 2) The reactor radiation environment causes transient and permanent transmission losses in optical materials. This induced loss is higher at shorter wavelengths. Previous work by our group has shown the radiation-induced loss in fused silica in the UV to be sufficiently small that a single light pass is not significantly attenuated through a
window. The multiple passes through laser cavity end windows, however, would represent a large loss for the system, and would need a very high gain medium to mitigate. The losses are much smaller in the IR, so lasing at 1.31 micron should be easier.

Figure 1 shows a schematic of the planned laser cell. The cell utilizes two concentric tubes, the inner containing the lasant gas, and the outer containing the fluorescing eximer with \(^{3}\)He. The diameter of the outer cell is approximately 5 cm, and the length 1 meter. The cell is placed in a thermal neutron field from a reactor. UV light generated by the XeBr is coupled into the lasant in the inner cell. To maximize this coupling efficiency the inner wall of the outer cell is to have a high reflectivity coating to allow UV photons to be reflected into the inner cell. This design necessitates the use of \(^{3}\)He, which is transparent to UV photons, as the reactant, since \(^{18}\)O or \(^{235}\)U are useable only as poorly reflective wall coatings.

The Univ. of Illinois TRIGA reactor produces a peak thermal flux of \(3 \times 10^{15}\) n/cm\(^2\)-sec. in a 12 msec. pulse. Extrapolation of the kinetic analysis of Wilson\(^{7}\) predicts a XeBr fluorescence yield of 5 Watt/cm using \(^{3}\)He in the TRIGA. After coupling of this radiation to the atomic iodine lasant in a high Q cavity a laser power of 1 to 10 Watts is anticipated.

Testing to date has been to determine XeBr\(^{\ast}\) fluorescence efficiencies of varying mix ratios of fluorescing gas constituents, using two different bromine donors under nuclear excitation.

**Experimental Set-Up**

All testing for this work is being done in the Univ. of Illinois TRIGA reactor. The TRIGA is a light water reactor capable of running in steady state or pulsed mode. Pulsed operation used for this work provides a transient thermal neutron flux 1000 times that of steady state operation. The characteristics of a pulse are shown in Table 1.

Figure 2 shows a schematic of the reactor test set-up. This shows the special suitability of this facility for doing NDF testing, in that a six inch diameter "throughport" runs through the reactor shielding, adjacent to the core. Test cells can be placed in this port, and emitted light directed into detection equipment with the use of mirrors. The core is large enough that a test cell 1 meter in length can receive a reasonably uniform irradiation.

Figure 3 shows the test cell constructed for the present phase of fluorescence tests. It consists of a 1 inch diameter aluminum tube, coated on the interior with a thin \(^{10}\)B coating. The cell ends are closed with fused silica windows. A \(^{10}\)B coated cell was used for this phase because it allows flexibility to test a large number of gas mixes. \(^{3}\)He, which has a significant cost, will be used in later testing with a new test cell after an optimum gas mixture has been selected.

Since it is desirable to change gas fills remotely (i.e., with the cell in the throughport) due to neutron-induced activation of the cell structural materials, a series of pneumatic valves and vacuum/gas fill lines are attached to the cell. In addition, in order to measure the energy deposited in the cell gas for fluorescence efficiency calculations, a piezoresistive pressure transducer (Kulite IPT1100-250A) was attached to the cell, a technique used by other investigators\(^{9}\). This technique yields the average thermal energy deposited in the gas as this energy heats the gas and raises the pressure in the closed cell volume. This transducer proved to be sufficiently resistant to radiation to allow a large number of shots before replacement.

Two types of fluorescence analysis are conducted on each test: a time-integrated spectrum of the light is obtained with an Optical Multi-channel Analyzer (OMA), and a time-dependent trace of one spectral line is obtained with a monochromator and photomultiplier tube. The OMA is used for fluorescence efficiency determinations. The test set-up was designed and aligned to allow absolute determination of the light generated in the cell. The time-dependent photomultiplier measurement is used to look for dose rate or total dose dependence in the fluorescence during the pulse.

**Test Results**

A typical trace of the pressure rise during a pulse is shown in Figure 4. The peak pressure occurs near the end of the pulse, with pressure decreasing quickly thereafter as
the heated gas (approx. 300 deg. C.) cools against the cell wall. This pressure peak corresponds to an energy deposition of 0.13 J/cm², which correlates well with other experimental and theoretical determinations of dose for this cell geometry and neutron flux.

Figure 5 shows a typical fluorescence spectrum as recorded by the OMA, for 1 torr Br₂, 250 torr Xe, and 550 torr Ar. The coarseness of the spectrum is due to low sensitivity of the detector, but the XeBr² peak at 282 nm can be plainly seen, as well as the broad Xe₂Br* peak at 425 nm.

The 282 nm fluorescence production efficiency (light produced/energy deposited in the gas) with varying gas mixes is shown in Figure 6. This was for a fixed Br₂ pressure of 1 torr, and a total pressure of 800 torr. It is seen that a maximum in the fluorescence occurs near 100 torr Xe. Two or three consecutive pulses were also performed on each fill, these indicated by the letters A, B, and C; and two separate fills done at 250 torr Xe. It is seen that the fluorescence intensity appears to decrease with continued pulsing. The cause for this has not been fully determined. It is speculated that impurities adsorbed on the cell wall may be driven off during a pulse to contaminate subsequent pulses. An alternate possibility is depletion of the bromine concentration. Bromine radicals formed during the pulse may react with boron on the wall to form stable BBr₃. Future testing with ³He fill and no wall coating should distinguish between these two possible causes for the decrease in intensity.

Figure 7 shows results with two different bromine donors, Br₂ and CHBr₃. It is observed that CHBr₃ is the better fluorescer of the two, and peaks at a lower concentration than does Br₂. These dependencies on gas composition agree well with that found in e-beam pumping. The peak efficiency (4-5%) is somewhat less than the 13-15% predicted in ref. 5, and the 11% measured in e-beam pumping by ref. 13. This discrepancy is likely due to a difficulty in performing absolute calibration of the light detection set-up, as well as gaseous impurities from the vacuum/gas handling system. The long vacuum and fill lines required for remote evacuation and filling of the cell have made attainment of a clean system difficult. These causes are being investigated for future testing through changes in system design and impurity doping of the gases.

It was found that the fluorescence output measured on the monochromator was generally synchronous with the temporal shape of the reactor pulse, indicating minimal dose rate or dose effects for the gas mixes tested.

The suitability of this fluorescence to the atomic iodine laser is shown in Figure 8 where it is seen that the major XeBr² line corresponds very well with the peak of the photodissociation cross-sections of two of the common lasers.

Conclusions

The fluorescence of the eximer XeBr under nuclear reaction-induced excitation is being studied. The (³He, ²He) Li reaction has been used to date. Parametric testing has been done to give optimum mix ratios of Br₂/Xe/Ar and CHBr₃/Xe/Ar systems, and has shown CHBr₃ to be a better bromine donor. Future testing will be done with at least one additional bromine donor, and then with ³He as the reactant. Following this, a laser will be tested utilizing this fluorescence to pump the photolytic atomic iodine laser.
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Figure 2. TRIGA reactor and test set-up at the Univ of Illinois.

Figure 3. Test cell for $^{10}$B testing.
Figure 2. TRIGA reactor and test set-up at the Univ of Illinois.

Figure 3. Test cell for $^{10}B$ testing.
Figure 4. Typical pressure transducer results.

Figure 5. Typical fluorescence spectrum
5.0 torr Br$_2$
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Figure 6. Peak fluorescence at 282 nm. The letters A, B, C represent sequential pulses on one fill. Fluorescence efficiency is the ratio of the fluorescence to the energy deposited in the gas.

1 torr Br$_2$
Ar, Xe varied to give 800 torr total

Figure 7. Peak fluorescence at 282 nm for two different bromine donors.
Figure 8. Comparison of nuclear induced XeBr* fluorescence with the photoabsorption cross sections of two atomic iodine lasants.
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Abstract

Thermal distortions in transverse flow, direct nuclear pumped laser amplifiers and the resulting effect on beam propagation is investigated. Nuclear pumping occurs from surfaces, either from plates parallel to the flow direction, from screens or porous material perpendicular to the flow direction, or from the combination of the two. The analysis presented is topically divided into the analysis of the energy deposition of the energetic charged particles in the amplifying media and the analysis of the beam propagation in the amplifier and to the far field. The spatially varying energy deposition produces large index of refraction variations in the nuclear pumped amplifier. These variations are modeled by a Zernike polynomial expansion and their effect on the propagation of a uniform intensity plane wave is discussed. For purposes of illustration, an amplifier with a 1 m gain length and 1 atm (101 kPa) argon gas flowing at 100 m/s is presented. With approximately 150 W/cm² average charged particle pumping in the amplifier the beam qualities range from 7 to 27 times diffraction limited when the primary (tilt and focus) aberrations in the amplifier are corrected.

Introduction

Over the past few years nuclear pumped lasers have been investigated primarily to determine their feasibility and the gain or efficiency of various lasers. In this paper the quality of the resulting laser beam is discussed, specifically, the effect that nuclear pumping has on a beam propagating through an amplifier. Direct nuclear pumping geometries are described, i.e. the energetic charged particles produced in a nuclear reaction deposit their energy directly into the lasing gas. Passive cavities are studied, therefore the effect of gain variations on the beam are not considered.

The analysis of nuclear pumped lasers is complicated by geometry restrictions dictated by reactor configurations, charged particle transport and energy deposition of the nuclear pump source, and most importantly for steady state operation, lasing gas flow. A flowing gas system enables large energy depositions to be achieved in reactor pumped lasers without the excessive temperature increases present in static concepts. The geometry examined in this work is shown in Figure 1. The optical cavity is essentially a section of a rectangular duct which transports the lasing into and out of the reactor. The pump energy source can be a variety of thin (~ few microns) films coated on plates, screens, or other structural materials. This fuel coating serves to absorb neutrons generated by the reactor and produce energetic charged particles. The coating must be sufficiently thin to allow a significant fraction of the charged particles to escape into the lasing gas. Some typical fuel coatings are boron, which produces energetic alpha and lithium particles by the $^{10}$B($n,\alpha$)$^{7}$Li reaction, and fissile materials, such as $^{235}$U, $^{233}$U, $^{239}$Pu, and $^{241}$Am, which generate very energetic fission fragments when fissioned by neutrons.

The phenomena to be addressed deal primarily with the internal cavity aberrations which result from non-uniform energy deposition. The charge particle energy is inherently non-uniform because the range of the particles is typically on the order of the cavity cross-sectional dimension in order to best utilize the pump source. This is true even with a uniform neutron flux, which produces a uniform charged particle source exiting the thin films (for uniform film thickness). For uniform neutron flux conditions and the geometry shown in Figure 1 the energy deposition is very two dimensional (2-d) in the plane perpendicular to the optical axis (z-y). In order to determine this complicated energy deposition profile and resulting index of refraction profiles a 2-d, time-dependent coupled fluid dynamics and charged particle transport computer code has been developed. The resulting index of refraction aberrations generated by these calculations are then fit with a series of Zernike polynomials. The effects of the internal cavity aberrations on an optical beam can then be investigated with a standard Fourier propagation code. This procedure and the results from several pump source geometries will be discussed in the remainder of the paper.

Energy Deposition Analysis

The analysis of the charged particle generation, transport, and energy deposition coupled with the fluid dynamics yields a description of the index of refraction variations in the optical cavity. These index of refraction aberrations can severely deteriorate the beam quality of the amplifier output. The following sections discuss the modeling of this coupled transport and fluid dynamics problem and the resulting aberrations for several amplifier pump geometries.
Figure 1. Direct nuclear pumped amplifier geometry.

Modeling

The modeling of the pump energy deposition in the optical cavity includes many phenomena which are interdependent. These include: generation of charged particles resulting from a neutron flux; the transport of the charged particles in the thin fuel film and into the gas; the energy loss of the charged particles along their path in the gas; the perturbations of the local gas density as a result of the energy deposition and subsequent heating; and the coupling of the fluid flow in the channel with this non-uniform energy source term. A general discussion of these phenomena and how they are interrelated follows rather than a detailed description of the various differencing schemes and coding algorithms used.

The model geometry is 2-d in the plane perpendicular to the optical axis (the \(x-y\) plane in Figure 1). Gas flow is from bottom to top in the figure, i.e. in the direction of increasing \(y\). Input fluid conditions (temperature, pressure, and flow velocity) are specified along the \(x\) dimension at the inlet, \(y = 0\). The fuel can be coated on the walls (plates) parallel to the flow direction or on screens or other porous material perpendicular to the flow direction. The thickness and location of the fuel coating must be specified along with the neutron absorption cross section and mass and energy of the charged particles generated by the neutron absorption. Multiple charged particle species are permitted to correctly model the transport of product species with different mass and energy. For fuel coatings in the flow path (i.e. screens at fixed \(y\) positions) the open flow area fraction and geometric shadowing factors must also be specified.

The temporal behavior of the neutron flux is an input to the calculation and the flux is assumed uniform in space. This imposed neutron flux along with the cross section for charged particle generation determines the charged particle source throughout the fuel films during the calculation. The various charged particle species are then transported through the fuel films and lasent gas with a method based on characteristics. The particles obey a standard range-energy relationship

\[
E = E_0 \left(1 - \frac{S}{R}\right)^r
\]  

(1)

where \(S\) is the path length, \(E\) is the particles energy, \(E_0\) is the particles initial energy, \(R\) is the particles range in the media given by

\[
R = R_0 \left(\frac{E}{E_0}\right)^{1/r}
\]  

(2)

and \(R_0\) is the range at \(E_0\). The exponent \(r\) varies depending on the type of charged particle. For heavy particles typical of those generated during fissioning events the exponent is \(r = 2\). For the light particles generated in the \(^{10}\text{B}(n,\alpha)^7\text{Li}\) reaction the exponent is \(r = 1.25\). When the charged particles are transported in the lasent gas the current local gas conditions are used to determine the range, coupling the transport and fluid dynamics calculations. As the gas heats and becomes less dense the range will increase. This decreases the source term to the energy equation in the regions where the gas has been heated, i.e. adjacent to the fuel films.
The fluid dynamics model is a finite difference representation and permits multiple component gases. Ideal gas behavior is assumed which is quite reasonable in the temperature and pressure ranges and low ionization fractions typical for reactor pumped lasers. The model allows both compressible laminar or turbulent fluid flow and viscosity effects are included. Thermal conduction in the gas is included as well as energy transfer between the heated surfaces (fuel films) and the gas. The fluid boundary conditions also can be time varying. In equation form the fluid model is:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0
\]

\[
\rho \frac{D\mathbf{v}}{Dt} = -\nabla P - \nabla \cdot \tau
\]

\[
\rho C_v \frac{DT}{Dt} = \nabla \cdot \kappa \nabla T - \nabla \cdot \mathbf{v} - \nabla \cdot \mathbf{v} + \varepsilon_{cp}
\]

where \(\rho\) is the mass density, \(t\) is the time, \(\mathbf{v}\) is the velocity, \(P\) is the pressure, \(\tau\) is the viscosity, \(C_v\) is the specific heat at constant volume, \(\kappa\) is the thermal conductivity, \(T\) is the temperature, \(\varepsilon_{cp}\) is the charged particle energy source term, and \(D/Dt\) is the total derivative. The charged particle energy source term is given simply by

\[
\varepsilon_{cp} = -\nabla \cdot \mathbf{F}_{cp}
\]

where \(\mathbf{F}_{cp}\) is the charged particle energy flux. Equations (3-5) are the standard continuity, momentum and energy equations, respectively.

Solving the coupled set of fluid and transport equations in the 2-d geometry generates a description of the large scale density perturbations in the optical cavity. These density variations and the index of refraction variations which result are discussed in the following section.

**Results**

The results presented are for a steady state laser amplifier. The gas conditions at the inlet are 1 atm (101 kPa) of Argon with a uniform inlet flow velocity of 100 m/s. Argon was chosen as an illustrative example because of its wide use as a buffer gas. Helium is also a typical buffer gas and has a much smaller index of refraction. Therefore with similar energy deposition gradients the deleterious effects on the optical beam will be substantially larger with argon. The channel width is chosen as 2.5 cm. The charged particles mass and energy are arbitrarily chosen to yield ranges approximately the channel width at the gas inlet conditions.

Several pump configurations were studied. They include fuel material coated on plates parallel to the flow direction, fuel material on screens in the flow path, and a combination of fuel material on plates and screens as shown in Figure 2. In all cases the inlet fluid boundary conditions were imposed a few centimeters upstream of the fueled surfaces. The screens have a projected area fraction of 0.37, a total hemispherical surface area of 1.57 times the projected area and a geometric shadowing factor of 0.85. Thus with equivalent thicknesses of fuel coating the net charged particle escape flux is 0.37 \times 1.57 \times 0.85 \sim 50\% that of the plate fuel. The charged particle source is a function of the product of the absorption cross section in the film and the neutron flux. This product was chosen arbitrarily to yield similar energy depositions (~100 W/cm²) in the center of each channel studied. This enables the differences in beam quality between the different amplifier to be investigated under similar pumping conditions (and presumably similar amplifier gains).

![Figure 2. Fuel configurations used in the nuclear pumped amplifier analysis.](image-url)
The charged particle energy deposition for the three pump geometries discussed is shown in Figure 3. The energy deposition for all cases is \( \sim 100 \text{ W/cm}^2 \) in the center of the channel and the peak deposition adjacent to the fueled surfaces is on the order of \( 400 \text{ W/cm}^2 \). Note that only the central 4.0 cm of the screen amplifier case is shown. The screen pumped amplifier has essentially one dimensional gradients in all but the outer few centimeters next to the channel walls. A summary of the energy deposition and temperature rise in the three channels can be found in Table I. In the screen fueled cases only the surface facing the amplifier aperture is coated with fuel. The screen fueled amplifiers produce a larger bulk temperature rise in the gas because all the energy generated in producing the charged particles is deposited in the gas, not just the energy of the escaping particles. In steady state the energy of the particles which do not escape the screens results in sensible heat being transferred directly to the gas. For the plates the heat is conducted to the surrounding walls which can be cooled from outside the optical cavity. The temperature rise is of interest because of material considerations and because of possible effects on the kinetics of various laser systems.

The index of refraction, \( n \), resulting from the pump conditions for the three amplifier geometries is shown in Figure 4 (The refractive index variations are presented as \( (n - 1) \)). The largest refractive index variations occur with the plate fueled amplifier. For this amplifier the difference between the maximum and minimum refractive index values in the central region of the cavity are about 2-3 times as large as the variations of the other two amplifier geometries. The index of refraction variations are summarized in Table I. Note the large drop in the index of refraction that occurs when the gas flows past a screen location, corresponding to a large temperature rise and density reduction. The effect of these index of refraction variations on an optical beam is discussed in the following sections.
Table I. Comparison of different pump geometries for direct nuclear pumped amplifiers.

<table>
<thead>
<tr>
<th>Fuel Form</th>
<th>Plates</th>
<th>Screens</th>
<th>Plates &amp; Screens</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deposition in Center of Channel (W/cm³)</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Average Deposition over 2.5 cm Circular Aperture (W/cm³)</td>
<td>160</td>
<td>161</td>
<td>156</td>
</tr>
<tr>
<td>Average Deposition over 2.0 cm Square Aperture (W/cm³)</td>
<td>148</td>
<td>148</td>
<td>141</td>
</tr>
<tr>
<td>Index of Refraction Variation over 2.5 cm Circular Aperture ((n - 1) x 10⁶)</td>
<td>87</td>
<td>36</td>
<td>35</td>
</tr>
<tr>
<td>Index of Refraction Variation over 2.0 cm Square Aperture ((n - 1) x 10⁶)</td>
<td>67</td>
<td>20</td>
<td>24</td>
</tr>
<tr>
<td>Bulk Temperature Rise (K)</td>
<td>76</td>
<td>192</td>
<td>145</td>
</tr>
</tbody>
</table>

*Difference between the maximum and minimum index of refraction values

Beam Propagation Analysis

The quality of the optical beam produced by direct nuclear pumped lasers is a question of practical importance in the development of the technology. Because physical access to nuclear reactors is generally difficult, implementation of elaborate beam clean up schemes may be difficult. With this in mind the following sections will discuss the resulting beam quality for the amplifier geometries presented in Figure 2. Corrections which can be accomplished with simple deformable mirrors, i.e. tilt and focus, will be considered.

Modeling

A uniform intensity plane wave is launched into a 1 m long single pass amplifier, which has apertures at both ends. The wavelength, λ, used in the beam propagation is 1 μ. Two apertures are investigated: a 2.5 cm diameter circular aperture which is the largest circular aperture possible for the channels considered; and a 2.0 cm square aperture which avoids the most severe refractive index gradients adjacent to the cavity surfaces.

The index of refraction gradients are modeled as a series of Zernike polynomials. Zernike polynomials are convenient because the lower order terms in the expansion have physical interpretations. The Zernike terms included in the analysis are listed in Table II. The plate fueled amplifier presented in the previous sections has the largest index of refraction gradients and the dominant aberration is a focus across the channel in the x direction. It is therefore useful to directly combine the Zernike defocus, U₀, and third order 0° astigmatism, U₂₂, terms to represent x and y focus. This representation of the focus is:

\[ A_f = C_{20}U_{20} + C_{22}U_{22} = (C_{20x} + C_{20y})U_{20} + (C_{22x} + C_{22y})U_{22} = [C_{20x}U_{20} + C_{22x}U_{22}] + [C_{20y}U_{20} + C_{22y}U_{22}] \]  

(7)

where

\[ C_{20x} = \frac{1}{2}C_{20} + \frac{1}{4}C_{22} \quad C_{22x} = C_{20} + \frac{1}{2}C_{22} \]

\[ C_{20y} = \frac{1}{2}C_{20} - \frac{1}{4}C_{22} \quad C_{22y} = -C_{20} + \frac{1}{2}C_{22} \]  

(8)

are the modified coefficients for the Zernike terms. The first quantity in brackets in Eq. (7) is the x focus and the second in the y focus.

The effects of the aberrations in the cavity are determined by propagating the plane wave through the amplifier and to the far field with the GLAD³ (Generalized Laser Analysis and Design) Fourier propagation code. The information derived from this analysis includes the intensity, I, and phase, φ, of the beam at the exit aperture (near field) and in the far field from which a measure of the beam quality can be obtained.
Table II. Zernike polynomials used in modeling the index of refraction variations in the amplifiers.

<table>
<thead>
<tr>
<th>Aberration Type</th>
<th>Zernike Polynomial</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>x Tilt</td>
<td>( p \cos \theta )</td>
<td>zero by symmetry</td>
</tr>
<tr>
<td>y Tilt</td>
<td>( p \sin \theta )</td>
<td></td>
</tr>
<tr>
<td>Defocus</td>
<td>( 2p^2 - 1 )</td>
<td></td>
</tr>
<tr>
<td>Third Order 0º astigmatism</td>
<td>( p^2 \cos 2\theta )</td>
<td></td>
</tr>
<tr>
<td>Third Order 45º astigmatism</td>
<td>( p^2 \sin 2\theta )</td>
<td></td>
</tr>
<tr>
<td>Third Order x Coma</td>
<td>((3p^3 - 2p) \cos \theta )</td>
<td>zero by symmetry</td>
</tr>
<tr>
<td>Third Order y Coma</td>
<td>((3p^3 - 2p) \sin \theta )</td>
<td></td>
</tr>
<tr>
<td>Third Order x Clover</td>
<td>( p^3 \cos 3\theta )</td>
<td>zero by symmetry</td>
</tr>
<tr>
<td>Third Order y Clover</td>
<td>( p^3 \sin 3\theta )</td>
<td></td>
</tr>
<tr>
<td>Third Order Spherical</td>
<td>( 6p^4 - 6p^2 + 1 )</td>
<td></td>
</tr>
</tbody>
</table>

Results

In order to evaluate the effects of the index of refraction aberrations a plane wave was propagated through an amplifier with no aberrations as a base case. The intensity profiles at the exit aperture (near field) near and in far field for the 2.0 cm square aperture amplifier are shown in Figure 5 (note there is a scale change between the near and far field plots). The central lobe half width in the far field is \( \frac{\lambda}{D} \), where \( \lambda \) is the distance propagated into the far field, and \( D \) is the width of the aperture. For the unaberrated case the energy inside the central lobe is \( \sim 84\% \) of the exit aperture energy. A measure of the quality of the aberrated beam is the size of the spot which contains the equivalent energy as the central lobe of a diffraction limited beam. The spot size is commonly normalized to the diffraction spot size, \( \frac{\lambda}{D} \) for a square aperture, and referred to as the number of times diffraction limited (TDL). For circular apertures the central lobe size is \( 1.22 \cdot \frac{\lambda}{D} \), where \( D \) is the diameter of the beam. The central lobe of the circular beam contains a slightly larger fraction of the exit aperture energy than the square beam (\( \sim 86\% \)).

Two different sets of aberrated beam results will be presented for each amplifier pump geometry. The average tilt of the wave front can be simply compensated for, therefore all results have this component of the aberrations eliminated. The different cases presented are then: 1) all second and third order aberrations included; and 2) only third order aberrations included in the beam propagation. The second order aberrations, which are the focusing terms, can be corrected by deformable mirrors without great difficulty. The results for the plate, screen, and plate and screen fueled amplifiers are shown in Figures 6-8, respectively. The much larger aberrations introduced in the plate fueled amplifier than in the screen fueled amplifier results in a significantly more divergent beam in the far field. The required tilt correction for the plate fueled amplifier was also larger than the screen fueled cases, \( \sim 18 \) waves versus \( \sim 12 \) waves aperture center to edge.

Near Field Intensity

![Near Field Intensity](image)

Far Field Intensity

![Far Field Intensity](image)

Figure 5. Intensity of an un-aberrated beam at the exit aperture (near field) and in the far field for the 2.0 cm square aperture amplifier, arbitrary scaling.
Figure 6. Beam propagation results for the plate fueled amplifier, arbitrary scaling.
(Individual plots have different scales and therefore present qualitative features, not quantitative differences. The plots on the left have the Zernike focus terms included, those on the right have the focus terms removed. Not all of the calculation points are included in the plots.)
Figure 7. Beam propagation results for the screen fueled amplifier, arbitrary scaling.

(Individual plots have different scales and therefore present qualitative features, not quantitative differences. The plots on the left have the Zernike focus terms included, those on the right have the focus terms removed. Not all of the calculation points are included in the plots.)
Figure 8. Beam propagation results for the plate and screen fueled amplifier, arbitrary scaling.
(Individual plots have different scales and therefore present qualitative features, not quantitative differences. The plots on the left have the Zernike focus terms included, those on the right have the focus terms removed. Not all of the calculation points are included in the plots.)
The removal of the focus aberrations from the plate fueled amplifier has a significant effect on the resulting beam quality. The TDL of the beam improved from 100 to 23 for the square aperture amplifier by removing the focus terms. Removing the focus in the plate fueled amplifier also increased the utilized mode volume as is apparent from Figure 6. The near field intensity plot (at the amplifier exit aperture) with the Zernike focus terms included has narrowed significantly in the direction of the strong x focus. In contrast, the screen fueled amplifier's beam quality improved little with the removal of the focus aberrations because they are much smaller than the third order aberrations. The plate and screen fueled amplifier's beam quality improved modestly with the removal of the focus terms which are of comparable magnitude to the third order aberrations in that amplifier. Notice that even with the focus aberrations removed in the plate fueled amplifier the beam quality is still poorer than for the other two geometries. The beam propagation results for the square aperture amplifiers are summarized in Table III.

The results for the circular aperture amplifiers follow the same tendencies as the square aperture cases. In all cases the beam quality is poorer for the circular aperture than the square aperture. The 2.5 cm circular aperture includes the large index of refraction gradients adjacent to the fueled surfaces where the 2.0 cm square aperture avoids the worst aberrations. The square aperture does have less cross-sectional area than the circular aperture thus if the energy extraction is uniform across the amplifier a smaller output energy would result. The details of the energy extracted would require specific knowledge of the gain characteristics of the amplifier which is beyond the scope of this paper. The beam propagation results for the circular aperture amplifiers are summarized in Table IV.

Table III. Summary of the beam propagation results for the amplifiers with 2.0 cm square apertures.

<table>
<thead>
<tr>
<th></th>
<th>TDL(^a)</th>
<th>Residual Waves</th>
<th>Dominant Aberration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Distortion(^b)</td>
<td></td>
</tr>
<tr>
<td>Plate Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>100</td>
<td>25</td>
<td>x Focus</td>
</tr>
<tr>
<td>No Focus</td>
<td>23</td>
<td>6</td>
<td>y Clover</td>
</tr>
<tr>
<td>Screen Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>7</td>
<td>1</td>
<td>y Coma and y Clover</td>
</tr>
<tr>
<td>No Focus</td>
<td>7</td>
<td>1</td>
<td>y Coma and y Clover</td>
</tr>
<tr>
<td>Plate &amp; Screen Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>9</td>
<td>2</td>
<td>x Focus y Coma</td>
</tr>
<tr>
<td>No Focus</td>
<td>8</td>
<td>2</td>
<td>y Coma</td>
</tr>
</tbody>
</table>

\(^a\)Times Diffraction Limited spot size, see text.  
\(^b\)Maximum phase variation from aperture center to edge.

Table IV. Summary of the beam propagation results for the amplifiers with 2.5 cm circular apertures.

<table>
<thead>
<tr>
<th></th>
<th>TDL(^a)</th>
<th>Residual Waves</th>
<th>Dominant Aberration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Distortion(^b)</td>
<td></td>
</tr>
<tr>
<td>Plate Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>160</td>
<td>30</td>
<td>x Focus</td>
</tr>
<tr>
<td>No Focus</td>
<td>27</td>
<td>7</td>
<td>y Clover</td>
</tr>
<tr>
<td>Screen Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>18</td>
<td>4</td>
<td>y Coma and y Clover</td>
</tr>
<tr>
<td>No Focus</td>
<td>18</td>
<td>4</td>
<td>y Coma and y Clover</td>
</tr>
<tr>
<td>Plate &amp; Screen Amplifier</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>With Focus</td>
<td>18</td>
<td>4</td>
<td>x Focus y Coma</td>
</tr>
<tr>
<td>No Focus</td>
<td>17</td>
<td>3</td>
<td>y Coma</td>
</tr>
</tbody>
</table>

\(^a\)Times Diffraction Limited spot size, see text.  
\(^b\)Maximum phase variation from aperture center to edge.
Summary and Conclusions

The effects of direct nuclear pumping in optical amplifiers on beam quality are analyzed. The amplifiers considered are rectangular with transverse flowing gaseous laser media and surface pumping from the walls and from screens in the flow path. A gain length of 1 m and gas pressure of 1 atm are used for illustration. The analysis includes a multi-dimensional coupled charged particle transport and fluid dynamics calculation to determine the aberrations resulting from index of refraction variations. The aberrations are fit with Zernike polynomials and used with a Fourier propagation calculation of the beam propagation. The beam quality is derived from the far field spot sizes of the various amplifier configurations.

The results of the analysis show that the amplifiers without second or third order aberration removal have beam qualities between 7 and 160 TDL with average pump power depositions of ~150 W/cm³. The best beam quality results from pumping with screens in the flow path, the worst is from amplifiers pumped by plates parallel to the flow direction. The disadvantage of screen pumping is an increased energy load to the gas compared with plate pumping. Additionally, only large scale density perturbations are considered here. Small scale turbulence related density fluctuations may be more important in the screen pumped geometry than in the plate pumped geometry, making the resulting beam less desirable. The plate fueled amplifier beam quality is improved substantially (to 23 TDL with the 2.0 cm square aperture) by correcting for the strong x focus, but still has poorer beam quality than the other pump geometries analyzed.

A comparison of two different apertures shows an improvement in the beam quality can be obtained by a smaller aperture to avoid the strong index of refraction gradients adjacent to the fueled surfaces. The price paid is a reduction in gain volume of the amplifier. In order to determine the optimal aperture size and shape a detailed study is necessary with the specific information on gain variations in the amplifier included.

Acknowledgment

This work was performed under the auspices of the U. S. Department of Energy under contract number DE-AC07-761D01570.

References

LASERS IN IRRADIATION FIELD OF A STATIONARY NUCLEAR REACTOR

G.A. Batyrbekov
Institute of Nuclear Physics, Academy of Sciences of KazSSR
450082 Alma-Ata, USSR

Nowadays two conceptions of the nuclear reactors usage for lasers excitation are developed. The first one is the more wide spread according to which excitation of lasers is carried out by the direct nuclear pumping in the impulse nuclear reactors. The second conception suggested and investigated by us is excitation of lasers by the non-self maintained discharge in a radiation field of the stationary nuclear reactors or by the low-threshold direct nuclear pumping. The stationary nuclear reactors allow to create uniformly ionized large volumes of lasers at high pressure generating continuous wave or high frequency wave rays. This is important for some practical applications. Moreover, non-self maintained discharge usage in the stationary nuclear reactor allows to create many visible and UV-regions lasers, for example excimer XeF* laser. This is impossible in case of the direct nuclear pumping in any impulse nuclear reactor. Practical significance of those lasers increases when electrical energy required for its pumping is generated by the same reactor itself. In this case the possibility to create autonomy nuclear energetic plant generating electrical energy and laser rays' energy.

I would like to report on researches carried out in the stationary nuclear reactor (power 10 kWatts) at the Institute of Nuclear Physics, Academy of Sciences of the Kazakh SSR.

We have fulfilled complex researches of plasma of different gas mixtures, created by products of the nuclear reaction \( ^3\text{He}(n,p)^3\text{H} \) in the stationary nuclear reactor core to create lasers or source of nuclear pumped optical irradiations. With this purpose different diagnostic methods for investigation of charge plasma densities and spectra of plasma irradiation in the reactor have been used.

CO and CO + \( \text{He} \) were first gas mixtures whose plasma was investigated. As a result the possibility of creation of \( \text{CO}_2^- \) and CO lasers was shown. Then these lasers were created \( \text{He} \).\( ^3\text{He} \)laser and \( \text{He} \) were first gas mixtures whose plasma was investigated. As a result the possibility of creation of \( \text{CO}_2^- \) and CO lasers was shown. Then these lasers were created \( \text{He} \).

On the first slide experimental and calculation electron densities are presented. Experimental data have been obtained by the probe method versus neutron flux density for different gas density. Points and lines indicate experimental and calculation results, respectively, for gas mixture with ratio \( \text{CO} : \text{N}_2 : \text{He} = 1 : 6 : 7 \). Electron density is equal to \( 10^{10} \text{cm}^{-3} \), when neutron flux density increases \( \times 10^{12} \text{n/cm}^2\text{s} \). In this case the space charge does not limit the discharge current.

The impulse and continuous wave generations of \( \text{CO}_2^- \) and CO-lasers have been reached in the stationary nuclear reactor core.

On the second slide parameters of CO-impulse laser are presented. Parameters of CO-impulse laser are presented. The maximum reached values of the specific output energy and efficiency are equal to \( 18 \pm 5 \) j/l-ammagat and \( (12 \pm 4)\% \), respectively. The maximum reached values of the specific output energy and efficiency are equal to \( 18 \pm 5 \) j/l-ammagat and \( (12 \pm 4)\% \), respectively. Then the possibility and condition of generation receipt excimer lasers excited by the non-self maintained discharge in stationary nuclear reactor have been considered. Hence plasma of gas mixture for excimer lasers \( \text{He} \) were first gas mixtures whose plasma was investigated.

Continuous wave generation of CO-laser was got for gas mixture with ratio \( \text{CO} : \text{N}_2 : \text{He} = 1 : 6 : 7 \) with density \( 0.15 \text{ammagat} \). Continuously, of gas pump flow \( 15 \text{g/s} \), gas temperature \( 150\text{K} \), thermal neutron flux density \( 10^{13} \text{n/cm}^2\text{s} \). Irradiation power of CW CO-laser was equal to \( 32 \pm 10 \) watt, the efficiency ~0.7%. Continuous wave generation of CO-laser was got for gas mixture with ratio \( \text{CO} : \text{N}_2 : \text{He} = 1 : 6 : 7 \) with density \( 0.15 \text{ammagat} \). Continuously, of gas pump flow \( 15 \text{g/s} \), gas temperature \( 150\text{K} \), thermal neutron flux density \( 10^{13} \text{n/cm}^2\text{s} \). Irradiation power of CW CO-laser was equal to \( 32 \pm 10 \) watt, the efficiency ~0.7%.

On the third slide the kinetic processes in plasma of gas mixture \( \text{He} \) were first gas mixtures whose plasma was investigated.

Then the possibility and condition of generation receipt excimer lasers excited by the non-self maintained discharge in stationary nuclear reactor have been considered. Hence plasma of gas mixture for excimer lasers \( \text{He} \) were first gas mixtures whose plasma was investigated.

On the fourth slide the experimental and calculation ions and electrons versus the thermal neutron flux density are shown. As it is seen the calculation data are in agreement with the experimental results. Ion density values are greater than electron ones by a factor of 10 to 100. They have different dependence on neutron flux density. The ion density growth is approximately proportional to the square root of neutron flux density whereas the electron density is directly proportional to it. Due to the published data the minimum ion and electron densities must be \( \text{Ni} \sim 10^{10} \text{cm}^{-3} \) and \( \text{Ne} \sim 10^9 \text{cm}^{-3} \), respectively, to provide the generation of XeF* excimer discharge laser, controlled by an electron beam. According to these data we can conclude that XeF* excimer discharge laser with the nuclear preionization will be generated in the nuclear reactor for the thermal neutron flux density increase \( \times 10^{12} \text{n/cm}^2\text{s} \).

To create the excimer laser operating in the stationary nuclear reactor core we investigate the property change of capacitors and optical materials (LiF, NaCl, sapphire windows) depending on the reactor radiation dose. It was shown that sapphire does not change transparent property for UV-rays until neutron fluence \( 10^{18} \text{n/cm}^2 \). In the case of infrared rays its stability is preserved for greater values of neutron flux density.
(Slide 5). On this slide the experimental excimer laser arrangement is shown. There are two pairs of electrodes and two resonators in the laser chamber. Electrode length is 50 cm; the distance between them is 9 mm; the width of discharge region is 6 mm. UV laser irradiation from the first resonator passes over the polished tube on the upper reactor cover, where it is registered by PEM (photoelectric multiplier). Laser radiation from the second resonator registered the calibrated thermoelement probe. Each laser resonator was formed from an aluminium spherical mirror (radius 5 m) and a sapphire plate.

To get a short discharge impulse the electric power supply system including two capacity contours has been used. The accumulating capacitors bank (40 nanofarad) was placed one metre from the reactor core. It was charged from the high voltage rectifier. The voltage on the accumulating capacitors was controlled with the control galvanometer. The discharge gap, waveguide, high-voltage hermetical electrical input to the capacitors which shorten impulse (5 nanofarad) placed in a laser chamber and then to the electrodes. Gas mixtures 3He : Xe : NF3 = 350 : 1.5 : 1 and 4He : 3He : Xe : NF3 = 250 : 100 : 1.5 : 1 at pressures 1 and 3.5 atm., respectively, were ionized by the products of 3He(n,p)3H nuclear reaction. On the given laser arrangement XeF* excimer laser generated UV radiation in the stationary nuclear reactor core. The maximum specific discharge energy was equal to ~ 50 J/1. The specific radiation energy was ~ 10^-2 j/l, the efficiency was ~ 0.02%. The minimum thermal neutron flux density for generation of the excimer laser was ~ 10^12 n/cm²s. It is in a good agreement with data, obtained from experimental plasma research.

In addition, radiation heat of capacities, which short impulse, limited the maximum neutron flux density by \( \sigma^2 \sim 10^{13} \text{ cm}^{-2} \text{s}^{-1} \) value. These capacities were broken at greater values of the neutron flux density.

Moreover, this laser arrangement was not optimum. In future when we create more optimum resonator impulse formers, more thermally stable capacities the output parameters of excimer laser will increase.

The discharge xenon laser with nuclear preionization in the stationary nuclear reactor core has been investigated on three arrangements. Arrangement N1 was similar to that on which excimer laser investigation was carried out. Arrangements N2 and N3 had one capacity contour only, shortening capacities and waveguide were absent. It allows to operate at prolonged impulses, at greater neutron flux density and higher temperature. On arrangements N2 and N3 gas mixture was ionized by the products of 4He(n,p)4H nuclear reaction. Arrangement N2 had no helium. It was ionized by the fission fragments of 235U which covered the electrodes' surface. The thickness of 235U layer was ~10 mg/cm².

Laser arrangement N3 allowed wide regulation of temperature. For this purpose the laser chamber had a double casing, whose external side was cooled by reactor water. There was helium with variable pressure between casings. It allowed to vary temperature of the internal casing and gas mixture.

The experiments carried out indicate that the minimum neutron flux density providing work of discharge xenon laser with nuclear preionization is equal to \( \sigma_r \sim 10^{14} \text{ cm}^{-2} \text{s}^{-1} \). It corresponds to the electron concentration \( n_e \sim 10^{10} \text{ cm}^{-3} \).

(Slide 6). On this slide the output energy of radiation on the wavelength \( \lambda \sim 1.73 \text{ mkm} \) versus voltage of accumulating capacities for different neutron flux densities equal to \( 3 \times 10^{13} \text{ cm}^{-2} \text{s}^{-1} \) is shown. As it is seen generation saturation for \( \sigma_r \sim 10^{14} \text{ cm}^{-2} \text{s}^{-1} \) and voltage \( \sim 20 \text{ kV} \) is not reached. That indicated the possibility of the laser parameters' improvement with the charge voltage growth. The maximum specific output energy and the radiation efficiency for neutron flux density \( \sigma_r \sim 10^{14} \text{ cm}^{-2} \text{s}^{-1} \) and for charge voltage \( \sim 20 \text{ kV} \), equal to \( 0.1 \text{ j/l}, \) and \( 0.02 \% \), respectively. Thus, exclusion of helium from the gas mixture and prolongation of discharge impulse allow to increase laser energy parameters 50 times.

The possibility of lasers to work at high temperatures is important for its usage in the nuclear reactor. For this purpose laser generation investigations from \( 50^\circ \text{C} \) to \( 600^\circ \text{C} \) were carried out.

(Slide 7). On this slide the results for gas mixture \( ^4 \text{He} : ^3 \text{He} : \text{Ar} : \text{Xe} = 50 : 50 : 50:1 \) at pressure 1.5 atm and at the charge voltage 20 kV are represented. Note that temperature change in the interval from \( 0^\circ \text{C} \) to \( 600^\circ \text{C} \) does not affect the laser work. It is explained by the fact that generation occurs on the transition of xenon atoms located in the high-energy region.

Moreover, generation of discharge xenon laser with ionization by \( \alpha \)-particles of radioisotope source Po210 is obtained and investigated. Electrodes and \( \alpha \)-particles sources are positioned in a dielectric laser chamber. Transverse excitation with discharge of low inductivity capacity (10-30 mF) through ionized gas is used in the laser. Twenty capacitors 20000 mg uniformly distributed along electrodes were used for intensity discharge current impulse. The volume of active region is equal to 50 x 1 x 0.3 cm. Twenty-\( \alpha \)-particles sources Po210 are arranged along discharge space. Radioactivity of source was \( 1.5 \times 10^{19} \) Bk., diameter on radiation layer was 7 mm. Ionization rate was \( 10^{12} \text{ cm}^{-2} \text{s}^{-1} \), electron concentration was \( 2 \times 10^3 \text{ cm}^{-3} \) for mixture He(1.5 atm) + Ar(0.5 atm). Laser resonator includes a spherical mirror with silver coating and sapphire plate. The laser generation was obtained on the mixture He-Ar-Xe.

(Slide 8). On that slide optimization results of the mixture composition are shown. Spectral measurements have not been made but it is shown that 40 per cents of laser energy are radiated on the transition with wavelength 1.73 mkm. It was determined by means of
filter kit. Mechanical strength does not allow to work at pressure more than 2 atm. (Slide 9). Nevertheless, the achieved value of specific laser radiation energy was 2·10⁻² j/1 that is demonstrated on this slide.

Investigation to prove possibility to create quasi continuous operation laser on the triplet 7S₁ 6P₀, 6P₁, 6P₂(λ = 546.1, 435.8 and 404.7 nm) transitions of the mercury atoms by nuclear pumping was carried out. Mechanisms of 7S₁ excited population by ionization pumping and possibility of fast selective quenching low 6p-levels of mercury atoms was investigated. For this purpose emission spectrum measurement for mixtures of mercury vapor and rare gases with molecular gas additions was carried out. These mixtures were excited by products of nuclear reaction ³He(n,p)³H in nuclear reactor and α-particles of radioisotopes sources ²¹⁰Po and ²³⁹Pu.

Gas mixtures were in soldered glass ampoules φ30 x 60 mm² with a radiation-resistant cerium glass window in the reactor experiment. Ampoules were positioned in the central channel of the WWR-K nuclear reactor active zone. The lower part of the experimental channel (length - 700 mm) consisted of concentric tubes made from stainless steel. The gap between them was equal to 2 mm. It was possible to change temperature in an ampoule varying ⁴He pressure in a gap. Light emission passed through the stainless steel tube with 6 m length. It was registered by means of monochromator with a quartz prism and photomultiplier tube working in the regime of photons account.

The set with α-particle excitation allowed to carry out measurement for low temperature and for wide variety of mixture and pressure in more wide spectral region 3-830 nm. It is shown on Slide 10.

In paper by Miskevich et al. the pumping possibility of mercury 7S₁ state by a step exciting over resonance level has been indicated. Particle concentration can be rapidly decreased on the resonance level by adding hydrogen (or deuterium) as the corresponding quenching rate constant (~4·10⁻¹⁰ cm⁻³ s⁻¹) is essentially high.

The dependence of radiation intensity of resonance (λ = 253.7 nm) and tripletled (λ = 435.8 nm) mercury lines on hydrogen pressure for mixture exciting He-Xe-Hg-H₂ is shown on Slide 11.

As it is seen the tripletled line intensity does not depend practically on resonance level population. Therefore, 7S₁ level population is not realized by a step exciting. Luminance intensity dependence of the triplet line on hydrogen pressure allows to evaluate rate constant of quenching by hydrogen of 7S₁ state: Kₚ = 4·10⁻¹¹ cm³ s⁻¹ (evaluation for deuterium leads to the same value). Thus, hydrogen rapidly and selectively quenches the low 6p levels; due to evaluations hydrogen concentrations on level 20-30 torr are necessary for generation. Nitrogen addition into the mixture caused intensity increase of mercury resonance line because of population of 6P₃ levels for interaction of N₂T(Σ¹⁺) molecules with mercury atoms.

Slide 12 shows that intensity of lines does not practically depend on mercury vapor pressure in region (10⁻³-0.3) torr at radioisotope and reactor sets, respectively. It excludes possibility of the direct excitation of 7S₁ level from the ground state by the electron impact.

We suppose that the more probable channel of 7S₁ level population is a dissociative recombination of Hg₂⁺ mercury molecular ions. The most essential processes in Xe + Hg plasma are shown on Slide 13. Intensity of triplet line falls down quickly if mercury vapor pressure is less than 10⁻⁵ torr. It is conditioned by decrease of the dissociative recombination of the mercury molecular ions Hg₂⁺ because of competing process. In that case luminance decrease of the triplet line at mg pressure increasing up to 100-300 torr is determined by quenching itself of the excited states. Evaluation of 7S₁ quenching rate constant gives Kqd ≈ 10⁻¹⁰ cm³ s⁻¹.

As 7S₁ level pumping is carried out by dissociative recombination channel, xenon can serve as a buffer gas because charge exchange between xenon and hydrogen is realized slowly. Krypton usage is worse because of small rate constant of charge exchange Kr⁺ on mercury atoms (~10⁻¹² cm⁻³ s⁻¹).

As 7S₁ level pumping is carried out by dissociative recombination channel, xenon can serve as a buffer gas because charge exchange between xenon and hydrogen is realized slowly. Krypton usage is worse because of small rate constant of charge exchange Kr⁺ on mercury atoms (~10⁻¹² cm⁻³ s⁻¹). 7S₁ level population was determined by comparison of line intensity of mercury triplet and the second positive nitrogen system in mixture Ar + N₂. Luminance efficiency of Ar + N₂ was determined by calculation. Population efficiency for mixture 760 torr Xe + 1.5 torr Hg was ~ 0.8.

Therefore, gas mixture (He)-Xe-Hg-H₂ is a perspective active medium for generation in blue-green spectrum region at the pumping by reactor ionizing radiation. Efficiency can get 7-8% on λ = 546 nm and 10% on λ = 436 nm with the account of pumping efficiency.

Calculated generation threshold values are Wₚ = ~ 1.6 W/cm² (λ = 546 nm) and Wₚ = ~ 3.5 W/cm³ (λ = 436 nm) (without account of loss at absorption in an active medium for αₚ ≈ 2·10⁻⁴ cm⁻¹). These values are close to maximum specific powers deposited in a gas medium for stationary nuclear reactor. However, the experiments carried out with laser on the triplet transitions of mercury atoms with the direct nuclear pumping in our reactor do not allow to obtain generation.
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Fig. 1. Electron density versus neutral flux density and total gas pressure in CO$_2$ : N$_2$ : He (1 : 4 : 5) and CO : N$_2$ : He (1 : 6 : 1) gas mixtures.

<table>
<thead>
<tr>
<th>Φ, 10$^{-10}$</th>
<th>n/s·m$^{-2}$·Sec</th>
<th>T, K</th>
<th>U/Nh, kV/cm·magat</th>
<th>Q$_{e}$, magat</th>
<th>Q$_{rad}$, kV</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>150</td>
<td>1.6</td>
<td>27</td>
<td>1.1</td>
<td>182</td>
<td>12</td>
</tr>
<tr>
<td>3.5</td>
<td>205</td>
<td>2.3</td>
<td>47</td>
<td>0.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>240</td>
<td>3.3</td>
<td>100</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>~300</td>
<td>~4</td>
<td>~120</td>
<td>~0.2</td>
<td>~0.3</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Threshold output energy CO-lasers characteristics.
Fig. 3. The kinetic model of the elementary processes in He : He + Xe:
plasma generated by He(n,p)T in the neutral flux $\Phi = 10^{10}$ am² sec⁻¹.

- $A$ is the concentration of a type particles (cm⁻³).
- $r$ is denoting order of $(He \cdot 2.43 \cdot 9 = 2.43 \cdot 10^9$ value

- $A \rightarrow B$ is rate of $B$ process causing transformation of $A$ to $B$
- $A \rightarrow B$ is recombination $A$ to $B$.  
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Fig. 4.
Density of electrons and negative ions in plasma of gas mixture He : Xe : NF₃ = 760 : 3 : 2 versus the flux of neutrons.
0 - experiment
1 - negative ions
2 - electrons

Fig. 6.
Generation energy dependence on the charge voltage of the accumulating capacitances.
Mixture Ar : Xe = 100 : 1, P = 2 atm. $\Phi = 3 \times 10^{15}$ (a), $10^{14}$ (b) n/sm²s.
Fig. 5. Experimental excimer laser arrangement.
Fig. 7. Temperature effect on the laser output energy characteristics. Mixture $^4$He : $^3$He : Ar : Xe = 50 : 50 : 50 : 1, for $P = 1.5$ atm and $U = 20$ kV. $\Phi = 10^{13}$ (●), $2 \times 10^{13}$ (△), $3 \times 10^{13}$ (○) n/cm²s.

Fig. 8. Xe-laser output energy versus (a) partial pressure of Argon in the mixture He+Ar+Xe (5 torr); total pressure is 1.3 atm. (b) partial pressure of Xenon in mixture $^3$He (1.3 atm)+Ar (0.5 atm)+Xe.
Fig. 9. Laser output energy versus the pressure of the gas mixture He: Ar : Xe = 175 : 75 : 1.

Fig. 11. The mercury resonance (1,2) and triplet (3,4) intensity lines versus hydrogen (2,3) and deuterium (4) pressure in He(1 atm) + Xe(1 atm) + Hg(1.5 mtorr) + H₂(D₂) mixture. I₀ is an intensity line in the pure mixture excluding H₂ or D₂.
Fig. 10. Isotope chambers.
1. Po$^{210}$ (a) and Pu$^{239}$ (b) sources.
2. Mercury transport line.
4. Ebonite tube.
Fig. 12. Luminescence intensities (line $\lambda = 435.8$ nm) versus mercury pressure in the mixtures $^3\text{He} - \text{Xe} - \text{Hg}$ (1) and $^3\text{He} - \text{Kr} - \text{Hg}$ (2).

Fig. 13. Intensity lines 435.8 nm (1) and 365.0 nm (2) versus mercury vapour pressure in $^3\text{He} (2 \text{ Amagat}) + \text{Hg}$. 
LASER GENERATION CHARACTERISTICS ON Xe INFRARED ATOMIC TRANSITIONS

V.I. Derzhiev, O.V. Sereda, S.I. Yakovlenko and A.G. Zhidkov
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Abstract

Laser temporary and spectral characteristics on Xe IR atomic transition, in a mixture with Ar-Xe, at \( \lambda = 1.73, 2.03, 2.63, 2.65, 3.37 \) \( \mu \)m are analyzed on the basis of numerical computations. Pumping by a hard ionizer and by discharge sustained by an electron beam is discussed. Results of computations are in adequate agreement with the experiment.

Introduction

Laser behavior on XeI IR atomic transitions from the moment of triggering [11] evokes keen interest of investigators last time [2-5]. Efficiency of 2-3% at low-threshold nuclear pumping has already been reached [2, 6, 11]. Generation energy of 80 J has been attained by combined pumping [5].

Despite these considerable achievement, opinions differ as to mechanism of producing population for laser IR transitions of XeI by inversion.

This paper presents, on the strength of a specially developed kinetic model, results of theoretical investigation of Ar-Xe laser generation at the wavelength of \( \lambda = 1.73, 2.03, 2.63, 2.65, 3.37 \) \( \mu \)m. Mechanisms of bringing about inversion for these transitions are discussed. Results of computations adequately agree with the data obtained by different experimental groups.

Kinetic Model

Computations in this paper are based on a kinetic model [7] which takes care of the ions of Ar\(^+\), Ar\(^{2+}\)/ArXe\(^+\), Xe\(^+\), Xe\(^{2+}\), excited atomic and molecular states of Ar\(^+\), Ar\(^{2+}\), ArXe\(^+\), Xe\(^+\), Xe\(^{2+}\), as well as 12 states of the atom Xe(2s, 2p, 3d, 1). The mixing of excited atoms of Xe with atoms Ar, Xe and electrons was also taken into account.

We shall point briefly some special features characteristic of pumping by an electron beam. The beam's electrons deposit their energy for buffer gas ionization and excitation. In dense mixtures, the ions of Xe\(^+\) and ArXe\(^+\) are generated efficiently and are subsequently undergone dissociative recombination of the ions of Xe\(^+\) atoms. Computation indicate that in the case of a beam pumping of a dense mixtures over 70% of the relaxation flux are subjected to dissociative recombination of the ions of Xe\(^2\) and ArXe\(^+\). These processes constitute a major contribution to populating the states of Xe5d(3/2, 1), which in itself is a upper level for transitions at \( \lambda = 1.73, 2.03, 2.65 \) \( \mu \)m (Fig. 1).

At low pump power, there is definitely a predominance of a flux preconditioned by dissociative recombination of the ion of Xe\(^2\) as pumping increase, dissociative recombination of the ion of ArXe\(^+\) proves to be efficient pumping channel. As we consider only one of the mechanisms of populating the 5d(3/2, 1) level, it appears virtually impossible to provide a satisfactory description of the available experimental data within a wide range of environmental and pumping parameters. Transfer of excitation from one atom of argon is only tangible at low pump power.

The level 5d(5/2, 1) of Xe atom, which is an upper working level for transitions at \( \lambda = 2.63, 3.37 \) \( \mu \)m, may be populated with both a dissociative recombination of the ions of ArXe\(^+\), Xe\(^+\) and in the course of the 5d(3/2, 1) level quenching, in reactions of the type:

\[
\text{Xe}(5d(3/2, 1)) + Rg = \text{Xe}(5d(5/2, 1)) + Rg, \quad (1)
\]

\[
Rg = \text{Ar, Xe}
\]

Generation at \( \lambda = 1.73 \) \( \mu \)m

This transition (5d(3/2, 1) - 6p(5/2, 1)) as is clear from the experimental data [8] and
Fig. 2 Generation dynamics in Ar:Xe=100:1 at 3.5 atm

Fig. 3 Dynamics generation in Ar:Xe=4:1 at 3.5 atm
from our calculation [7], is most effective within a wide range of pumping power. Maximum efficiency has been attained both with pumping by product of nuclear reaction [6] and with pumping by an electron beam [9]. Under the conditions of a low pump power [6], an optimum pressure is equal to 0.5 atm. An increase in pressure leads to faster quenching of the upper working level in the processes (1), and, consequently, to a drop of efficiency. In the case of pumping by an electron beam [10], the 5d(3/2) level is quenched in reactions of the type:

\[ \text{Xe}(5d(3/2)) + e = \text{Xe}(5d;6p;6s) + e \]  

(2)

Therefore, an optimum pressure in this case is 3 to 4 atm. Any further growth of pumping capacity will result in a greater speed of the reaction (2) and, conversely, in a drop of laser efficiency. Thus, an increase of the electron beam flux density from 1.7 A/cm² to 5 A/cm² leads to a decrease of efficiency from 2% [9] to 1% [10]. Should the electron beam density grow further, generation is likely to decline or to be suppressed altogether as long as the beam is effective. The drops radiating power at the time of pumping, induced by growth of electron beam current [10], were observed earlier [11], and were obtained in our computations. It must be noted, too, that with generation at \( \lambda = 1.73 \mu m \) the lower laser level XeI is cleared by the atoms of Ar:

\[ \text{Xe}(6p(5/2)) + \text{Ar} = \text{Xe}(6s) + \text{Ar}. \]

Generation at \( \lambda = 2.03, 2.63, 2.65, 3.37 \mu m \).

Alongside the most intensive line in the generation spectrum, four other lines can be observed, whose intensity may increase both in proportion to the growth of Xe content [12] and to increased pump power [13]. In the work [12], they measured both the time dependencies of lines intensity at \( \lambda = 1.73, 2.03, 2.63, 2.65, 3.37 \mu m \). The radiation energies in these spectral line in relation to Xe content. We calculated spectral composition of radiation on the basis of the relationship \( \varphi = \text{[Xe]/[Ar]} \) under the condition similar to those [12] (Fig. 2-4).

Let us discuss the nature of obtained relationship for the cases of \( \varphi = 0.01 \) and \( \varphi = 0.25 \). With \( \varphi = 0.01 \) (Fig. 2), the next most intensive line after 1.73 m is that of \( \lambda = 2.63 \mu m \) (transition 5d(5/2) - 6p(5/2)), at which quasi-stationary generation is obtained. The 5d(5/2) level is populated in the course of processes (1) and, in smaller measure, when the dissociative recombination of Xe⁺, ArXe⁺ ions is in progress. For this reason, as the content of Xe increases, the quantity of radiation energy in this line also grows (Fig. 4).

The transition that occur at \( \lambda = 2.03 \mu m \) (5d(3/2) - 6p(3/2)) and at \( \lambda = 2.65 \mu m \) (5d(3/2) - 6p(1/2)) are characterized by the same upper work level as the transition at \( \lambda = 1.73 \mu m \). As the mechanism of populating the excited states of the XeI atom is essentially that of recombination, the front edge of the pumping pulse, when the states of Xe(6p) are still at an early stage of being populated, features proper conditions for generation essentially in transitions at \( \lambda = 2.03, 2.65 \mu m \) that have greater cross sections of induced transitions than \( \lambda = 1.73 \mu m \). As the pumping power increases, population of the lower working level grows, which results in virtual suppression of generation at \( \lambda = 3.37 \mu m \). For the same reason, generation at \( \lambda = 3.37 \mu m \) (5d(5/2) - 6p(3/2)) is also suppressed at the front edge of the pumping pulse. Conditions at the trailing edge of the pumping pulse, when populations of the Xe(6p) declines, again become favorable for generation at \( \lambda = 2.65 \mu m \) and \( 3.37 \mu m \). At Xe:Ar = 1:4, the generation spectrum undergoes a substantial change. In this case, maximum of the generation energy occurs at \( \lambda = 3.37 \mu m \) and \( 2.65 \mu m \). This is due to the fact that in a situation like this the quenching of the upper and lower working levels for generation transitions takes place in collisions with the atoms of Xe. A faster rate of clearing the 6p(3/2) level in collisions with Xe results in that maximum energy is now concentrated at \( \lambda = 3.37 \mu m \).

It should be noted that according to our computations, there is no generation in pure Xe at the five lines being investigated.
An increased flux of the electron beam leads to a change of the radiation spectral composition [13]. Thus, at $j=36 \text{ A/cm}^2$, the lines at $\lambda=2.65$ and $2.63 \mu\text{m}$ are most intensive. An increase of generating power at $\lambda=2.63 \mu\text{m}$ is associated with a faster rate of populating the level $5d(5/2)$ in the course of step-by-step excitation of Xe atoms. A higher generation power at $\lambda=2.65 \mu\text{m}$ is due to an improved clearing of the $6p(1/2)$ level by electrons.

**A Discharge Sustained by the Electron Beam**

Superposition of the electric field at the time when the electron beam is effective leads to a considerable increase of the laser energy and efficiency [5,9,14,15].

To model a non-self-sustained discharge, a system of balance equations for populations was resolved jointly with the Boltzmann equation and the equations of the electric circuit, where discharge gap resistance was calculated on the basis of the energy electron distribution function obtained.

Generation curves of the Xe laser were calculated for the experiment [14], which did not investigate the radiation spectral composition. It was only because generation at three lines was taken into account, that it became possible to attain good adequacy with the experimental data (fig.5). Under these conditions, most energy is concentrated at $\lambda=2.63 \mu\text{m}$. Calculated energy of the pulse is $1.3 \text{ J}$, the value obtained as a result of the experiment is $0.9 \text{ J}$.

Calculations were also made for the specific conditions of the experiment [5], in which a generation energy of $80 \text{ J}$ was achieved. These calculations were made for $\lambda=1.73 \mu\text{m}$. Fig.6 shows good adequacy of the calculations and the experiment.

The calculations prove there is a mechanism responsible for the storage of energy in metastable atoms [15], which substantially increases laser energy and efficiency in the case of electric field superposition. In our calculations, the efficiency defined as the ratio of the generation energy to the energy put into the active medium by a discharge and the electron beam, reaches $4-5 \%$ and more. However, an increase of electric field beyond a certain value (which depends on specific conditions) results in greater populations of Xe atoms, metastable atoms and, as a consequence, in a stepped ionization instability, which was observed in our calculations, too.
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AMPLIFIED SPONTANEOUS EMISSION SHAPING IN A SCATTERING LASER PLASMA WITH DUE REGARD FOR REFRACTION
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ABSTRACT

The divergence of an amplified spontaneous emission in laser plasma is computed with regard for refraction of free electrons. Analysis of the radiation divergence on the 3p-3s transition of the Ne-like ions is performed.

An interest to the analysis of angular distribution of the amplified spontaneous emission (ASE) was stimulated by the research aimed at generation of emission at the transitions of multi charged ions in the plasma formed by a high-power laser impulse. Starting from the works in 1985, Matthews, et al., a considerable number of publications have appeared reporting attainment of amplification at the transitions of the Ne- and H-like ions. In all the works the growth of the enhanced radiation intensity in the region far from saturation was observed to depart from exponential law.

The phenomenon was accounted for by the influence of refraction due to inhomogeneous distribution of the electron density (Matthews et al., 1986). In this connection, we consider it actual to develop programs for computation of the amplification coefficients in the expanding plasma (Derzhiev et al., 1987) and for determining the ASE angular distribution with the refraction taken into account. For this purpose Zhidkov et al. (1988) generalize the method of the "particles in the cell", suggested for calculation of the emission generation characteristics by Molodych et al. (1984). The method employs a three-dimensional equation of radiation transport. The active medium is divided into N cells which are randomly filled with the particles moving by the trajectories described by:

\[ d(n) = \text{grad} (n) ; \quad n = \text{const} \]  

where \( n = n(\vec{r}) \) is the refraction index, \( c \) is light velocity, \( \vec{r} \) is the vector tangent to the particle trajectory \( S \). Equation (1) is numerically solved. The weight of the \( k \)-th particle, \( n_k \), is determined from the equation:

\[ \frac{d n_k}{d t} = (\vec{\omega} - \vec{\omega}_c) c n_k + Q \]

where \( \vec{\omega} \) is the power of spontaneous radiation, \( \vec{\omega}_c \) is the coefficient of nonresonant absorption, the saturated amplification coefficient is determined from the nonstationarity balance equation for the populations, which takes into account the simultaneous contribution of all the particles in a cell (approximation of the average field). After reflection from the boundary the particle weight is assumed to be equal to zero. The total weight of the particles reaching for the time interval \( \Delta t \) at the boundary at an angle \( \Theta \) is averaged and the brightness in the angle \( \Theta \) is determined in terms of \( W/\text{cm}^2\text{strad} \). Note that the boundary reflection is taken into account by the computations using the method of "saturation functional" (Zhidkov et al., 1987), having a controllable accuracy. The gist of this method is in a numerical solution of the integral equation for the value:

\[ \mathcal{P}(\vec{r}) = \int d\omega \frac{S_\omega}{S_0} \int d\alpha \int n \int \frac{I(\vec{\omega})}{I_{\text{sat}}} \]

determining the degree of saturation of the working transition with radiation; \( S_\omega \) is the spectral function of the transition, \( I_{\omega} \) is the ASE frequency intensity \( \omega \) in the direction \( \vec{r} \); \( I_{\text{sat}} \) is the saturating flux.

Fig. 1a illustrates the ASE angular distribution at the 4-3 transition of the CaXX ion in the strong saturation mode (\( \alpha = 18.5 \text{ cm}^{-1} \), \( \alpha = 1 \text{ cm}^{-1} \), active medium is a parallelepiped, \( L \times L = 1 \text{ cm} \times 4 \text{ cm} \)) for various dependencies of the reflective index \( n \) upon the coordinate. (Fig. 1b). Without refraction (curve 1) the radiation divergence is close to being geometric. For the refraction index dependencies (2) and (4), ASE constitutes a ring with a maximum brightness at the angle \( \Theta_m = \Delta \alpha \), where \( \Delta \alpha \) is the refraction index variation (for version 2: \( \Delta \alpha = 3 \times 10^{-2} \), \( \Theta_m \approx 0.05 \text{ rad} \); for version 4: \( \Delta \alpha = 10 \), \( \Theta_m \approx 0.1 \text{ rad} \)). The situation changes radically if \( n(x) \) varies weakly in the center (curve 3), which is typical of the laser plasma. In this case the intensity distribution has two maxima. Though the area of the region \( n(x) = \text{const} \) makes up only 6% of total area, the radiation brightness at \( \Theta > \Theta_m \) exceeds by an order of magnitude that at \( \Theta = \Theta_m \).
The impact of refraction upon the ASE divergence was probably for the first time observed for the 3p-3s transition of the Ne-like Se ion (Mattevs et al., 1986). Therefore, we have used the same conditions to compute the ASE characteristics for 3p-3s transition of the Ne-like Se ion in dependence of the active medium length. The kinetic matrix required to determine the saturating power was taken from ref. (Rose et al., 1985). 

Fig. 2a presents the computation results for the ASE angular distribution performed for a homogeneous unsaturated amplification coefficient $\chi^+ = 4 cm^2$, $\chi^- = 10^{-2} cm^2$, $\Delta L = 10^{-2} cm$. The electron density distribution in these computations was assumed to be parabolic with a maximum equal to $10^2 cm^{-3}$. With increasing length of the active medium the ratio of the brightness at the refraction angle to that at $\Theta = 0$ sharply drops. For instance, at $\Theta = 16$ the ratio is close to 1/10 and at $\Theta = 2$ we have already $< 10^{-2}$.

The radiation power at $\Theta = 1$ rad and the active medium length is presented in Fig. 2b. As it is readily seen, the influence of the refraction is noticeable already at $L = 4 cm$, and actual variation in the power at this angle is small and may differ only some times.

We have calculated the plasma gain properties on the 3-2 transition of CVI ion for the condition of experiments of Chenais-Popovics (1987). These calculations have been stimulated by a strong discrepancy between the value of the experimentally observed amplification time and our theoretical results.

We have considered the cylinder geometry plasma ion expansion having at the end of the heating laser pulse (70 ps) homogeneous distribution of plasma density, temperature of ions and electrons, charge distribution, and a linear distribution of velocity along radius. The ablation mass was estimated through the experimental value of the energy absorbed by the target $E = 6.6 \pm 0.6 J/cm^2$ (Chenais-Popovics et al., 1987), assuming a linear distribution over the charge states. This value was varied in calculations. Because of low electron thermal conductivity, the temperature of the solid-state part of the fiber core is that enables to consider the expansion of the plasma bunch having cylinder layer geometry with inner radius $R_0$ (varied in calculations in accordance with the target mass evaporated). Energy contribution per 1 particle is determined from the relationship:

$$E_p = E / \sigma(R^2_0 - R^2_0) \xi$$

where $R_0 = 3.5 \mu m$, $N_{pol}$ is ion solid density. In the energy distribution an account was taken of the contribution to the thermal energy $E_{Th}$, energy of macroscopic motion $E_M$ and ionization energy, it was assumed that $E_{Th} = E_{Th}$, and this relationship was varied.

For calculation we have used 1D hydrodynamics equations. The only exception were aspects analogous to those used in Derzhiev et al., 1987). The $H_{cvi}$ line weight (18.2 nm) was calculated with an account of Doppler, Boltzmann and electron broadening. The laser kinetics of the H-like ion was calculated with due regard for reabsorption of the Lyman series in the escape factor approximation.

Numerical modeling showed that an evaporation of 0.1 $\mu m$ thick layer from the surface of carbon fiber at a heating laser pulse energy of $\sim 2 J/cm^2$ gives a peak gain coefficient of $3 cm^2/(18.2 nm)$ is attained for $\approx 0.2$ ns. One of the versions of our calculations is presented in the Fig. 3. Fig. 3 illustrates also the experimental data of Chenais-Popovics et al., 1987 and results of specified measurements of gain in RAL (Rose et al., 1988) based on comparison of axial and transverse intensities. Our results are in agreement with the latest experimental data. It should be noted that such an exact coincidence is random. However, temporal characteristics of the amplification properties are in good agreement with the available theoretical concepts.

In computation the boundary velocity was taken to be equal to that of the plasma expanding velocity $U_0(t)$. The calculation results of the ASE angular distribution are presented in Figs. 4a and 4b. Figs. 4a and 4b differ rather noticeably, and for the 3-2 transition (and logerwave transitions) of the ions with small $Z < 10$ the brightness at $\Theta = 0$ equals half the maximum. Thus, for the 4-3 transition, the refraction index would increase as $Z^2$ and the transition frequency - as $Z^2$. The impact of refraction is rather weak, facilitating the observation of enhanced spontaneous radiation in the superradiation regime. However, with increasing charge $Z$, the H-like ion layer diam取得ally thickens, the electron density, $N_{pol}$ at which the amplification coefficient is maximum, increases as $Z^2$ and the transition frequency - as $Z$. In this case as $Z^{2N}$ and, correspondingly, the refraction index would increase as $Z^{2N}$ and the transition frequency - as $Z^{2N}$. Therefore, the refraction index would increase as $Z^{2N}$ and the transition frequency - as $Z^{2N}$. Therefore, the refraction index would increase as $Z^{2N}$ and the transition frequency - as $Z^{2N}$.
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Model computation of the ASE angular distribution with due regard for refraction.

Different dependencies of refraction index for model computation.
ASE divergence at the 3p-3s transition SeXV ion for different lengths of active medium.

Fig. 2a

Dependence of radiation energy at $\Theta=1$ mrad vs the active medium length and comparison with experiment (see Fig. 3).

Fig. 2b

Temporal dependence of the gain coefficient of $H_\alpha$ CVI line and comparison with experiments.

Fig. 3

Evolution of the ASE divergence at the 4-3 transition of the OvII ion in time with due regard for refraction.

Fig. 4a

$lg(I), W/cm^2$
Evolution of the ASE divergence at the 4-3 transition of the O\textsuperscript{VIII} ion in time regardless of refraction.

Temporal variation of the ASE brightness along the line ($\Theta=0$) in the near zone at the 4-3 transition of the O\textsuperscript{VIII} ion.
Detailed nonstationary kinetic models of high-pressure He-Cd, He-Zn, He-Hg, He-Mg, He-Ca, He-Sr, Ne-Sr, He-Xe-Sr, He-Ba and He-Be lasers pumped by e- and l-beams have been constructed and analyzed at the General Physics Institute (Moscow). The lasing characteristics were optimized depending on the active media parameters and energy deposition.

Results

The PLASER-1 program package developed at the General Physics Institute was used for calculations of local kinetics. Radiation was calculated to a zero-dimensional approximation (i.e., volume averaged). The calculation method and brief description of some models are presented in [1].

More detailed calculations were made for pumping with impact Radelocator with the parameters: beam current density \( j = 100 \, \text{A} / \text{sc} \), pump pulse duration over the base \( t = 10 \, \text{ns} \), electron energy \( E = 100 \, \text{keV} \).

Fig.1 presents a comparison of numerical modeling results for the He-Cd laser (\( \lambda = 325,0 \) and \( 441,6 \) nm) and He-Zn (\( \lambda = 758,8 \) nm). The buffer gas optima for He-Cd (\( \lambda = 325,0 \) and \( 441,6 \) nm) and He-Zn (\( \lambda = 747,9 \) nm) lasers are reached 3–5 atm. depending on the resonator reflection. The presence of optima is attributed to the growth of the upper working level pumping in Penning and charge transfer reactions (1), (2)–type as well as to collisional broadening of the working transition line. Moreover, at high concentrations of buffer gas the three-body reaction of (3)–type gives a negative contribution either.

It is general for the lasers discussed above that the clearing of lower working level is a result of radiation decay. This leads to the fact, that under low current and pressure thresholds, however this circumstance leads to some limit on maximal energy deposition on to an active medium.

Further on we shall consider lasers with another mechanism of population inversion creation which involves collisional clearing of a lower working level. High-pressure He-Sr, Ne-Sr, He-Xe-Sr (\( \lambda = 430,5 \) nm), He-Ca (\( \lambda = 373,7 \) nm) and He-Ba (\( \lambda = 490,1 \) nm) lasers are related to this type of lasers.

In the fig.3 there are calculated dependences of lasing efficiency the active media considered upon buffer gas pressure. Numerical simulation has proved that the recombination of doubly ionized He*+ type atomic ions, but also dissociative recombination of doubly ionized heteronuclear HeMe type ions can be the dominant channel of the upper working level pumping.

The fig.4 illustrates the dependences of output lasing power and active media efficiency of the lasers upon active medium temperature and e-beam current density.
Optima occur due to formation of Me - type molecular ions and their subsequent dissociative recombination, which leads to the drop of electron density and, as a consequence, to decline of lower working state clearing. Other important processes leading to the drop of output lasing power with temperature growth, are deexcitation of high-lying states of metal vapor single ions in Penning reaction with its own atoms and, in the case of low buffer gas concentration and high temperature, charge transfer reaction of double Me ions with its own atoms as well.

The presence of optima with respect to the e-beam current density is explained by the effective electron deexcitation of the upper working levels.

It should be noted that according to calculations a small adding of Xe to He-Sr mixture leads to exclusion of the spurious channel of lower working level population around upper working level and, thereby, to a laser efficiency rise (at sufficiently high temperature).

It was interesting to investigate a possibility of lasing on 4 → 3 (λ = 467.3 nm) and 3 → 2 (λ = 177.6 nm) transitions of a single BeII ion mixture with He and without it.

In our calculations we proposed that the mixture is pumped by a proton beam with parameters: The pumping duration over the base t=100 ns, proton energy E=1 MeV, current density was varied in the range j = 100 - 1000 A/cc.

In the fig.5 it is shown that the inversion on the 4 → 3 and 3 → 2 transitions in high-pressure He-Be laser takes place at substantially different Be concentrations. At relatively low Be concentration (~1.8E15 - 1.8E17 1/cc) there is inversion on 3 → 2 transition due to the intensive clearing of the lower working state. Inversion on the 4 → 3 transition is absent because the electrons clear the upper level better than the lower one. When the Be concentration rise, an intensive generation of the Be molecular ions with subsequent dissociative recombination leads to the electron density drop and inversion quenching on the 3p → 2s transition. On the other hand, domination of radiational decay over electron-collisional transitions leads to inversion emergence on the 4 → 3 transition.

In conclusion, in the table 1 there is a summary of the theoretical results including optimal active media parameters, optimal energy (for nonstationary pumping) and power (for quasi-stationary pumping) deposition and maximal theoretical laser efficiency.
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Table 1. Optimal parameters of high-pressure metal vapors lasers

<table>
<thead>
<tr>
<th>mixture</th>
<th>wavelength, nm</th>
<th>$T$, deg C</th>
<th>$p$, atm</th>
<th>$q$, mJ/cm$^2$</th>
<th>$P$, kW/cm$^2$</th>
<th>$q'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>He-Cd</td>
<td>441.6</td>
<td>360-390</td>
<td>3-5</td>
<td>~1</td>
<td>2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>325.0</td>
<td>360-400</td>
<td>2-3</td>
<td>~1</td>
<td>2</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>533.7</td>
<td>450-500</td>
<td>1-1.5</td>
<td>~1</td>
<td>2.5</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>537.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>He-Zn</td>
<td>747.9</td>
<td>450-490</td>
<td>2-3</td>
<td>~1</td>
<td>2</td>
<td>&lt;0.1</td>
</tr>
<tr>
<td></td>
<td>758.8</td>
<td>&gt;500</td>
<td>~1</td>
<td>~0.2</td>
<td>1</td>
<td>~0.1</td>
</tr>
<tr>
<td>He-Hg</td>
<td>615.0</td>
<td>200-240</td>
<td>2-3</td>
<td>2</td>
<td>2</td>
<td>0.04</td>
</tr>
<tr>
<td>He-Mg</td>
<td>448.1</td>
<td>700</td>
<td>2-3</td>
<td>0.5</td>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>921.8</td>
<td>620-650</td>
<td>~1</td>
<td>0.1</td>
<td>0.3</td>
<td>~0.01</td>
</tr>
<tr>
<td>He-Sr</td>
<td>430.5</td>
<td>800-850</td>
<td>4-6</td>
<td>6</td>
<td>2.5</td>
<td>&lt;1</td>
</tr>
<tr>
<td>Ne-Sr</td>
<td></td>
<td>720-850</td>
<td>&gt;1</td>
<td>6</td>
<td></td>
<td>0.7</td>
</tr>
<tr>
<td>He-Xe-Sr</td>
<td></td>
<td>&gt;850</td>
<td>3</td>
<td></td>
<td>&gt;1</td>
<td></td>
</tr>
<tr>
<td>He-Ca</td>
<td>373.7</td>
<td>750-800</td>
<td>2-5</td>
<td>50</td>
<td>10</td>
<td>0.7</td>
</tr>
<tr>
<td>He-Ba</td>
<td>490.1</td>
<td>950-1100</td>
<td>2-5</td>
<td>30</td>
<td>5</td>
<td>0.15</td>
</tr>
<tr>
<td>He-Be</td>
<td>177.6</td>
<td>5.E16</td>
<td>1-1.5</td>
<td>350</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>467.3</td>
<td>1.E19</td>
<td>2</td>
<td>350</td>
<td>0.7</td>
<td></td>
</tr>
</tbody>
</table>

* dimension 1/cm$^2$
Fig. 2a. Power and halfwidth of He-Cd laser versus pressure.

Fig. 2b. He-Cd laser power vs mirrors reflection.
Fig. 3. Efficiency of electron-collisional purified lasers versus buffer gas pressure.

Fig. 4a. Temperature dependences of the lasers with electron-collisional purification (solid - power, dashed - efficiency).
Fig. 4b. E-beam current density dependences for lasers with electron-collisional purification (solid - power, dashed - efficiency).

Fig. 5. Power and efficiency dependences for the I-beam pumped He-Be laser (solid - power, dashed - efficiency).
SHORTWAVELENGTH GAIN COMPUTER CALCULATIONS ON ION TRANSITIONS IN EXPANDING PLASMA

A.V. Borovskii, E.V. Chizhonkov, A.L. Galkin, I.V. Kardash, V.V. Korobkin

ABSTRACT

The theoretical models and main numerical results concerned the pumping of multiply charged ions in expanding plasma are represented.

Last years the intensive progress of experimental and theoretical works was observed in obtaining of the stimulated shortwavelength (λ<50 nm) emission on the external electron shell transitions of multiply charged ions in plasma. Being interested in recombination scheme, we shall analyse several types of recombination pumping of multiply charged ions. We not pretend on exhaustive review of all works dealing with this question. We should emphasize that authors of papers [1-5] have been made the great contribution in the solution of this problem.

The theory of this question includes simultaneous solution of following problems: hydrodynamics of multicharged plasma in accordance with the evolution of ion composition, kinetics of excited levels for active ion, dynamics of stimulated and spontaneous radiation in plasma volume.

Hydrodynamics of multicharged nonequilibrium ionization state plasma. A set of following equations are solved for some chemical element plasma (further - for carbon plasma):

\[ \frac{\partial \rho}{\partial t} = \mathbf{u}, \quad \frac{\partial \mathbf{u}}{\partial t} = \frac{\partial}{\partial S}(\rho \mathbf{u}), \quad \frac{\partial \rho}{\partial t} = -\nabla \cdot \mathbf{j}, \]

\[ \frac{\partial}{\partial t} (\mathbf{e}_e + \mathbf{e}_t + \mathbf{e}_{\text{ion}} + \mathbf{w}^2) + \frac{\partial}{\partial S}(\rho \mathbf{u} \cdot \mathbf{e}_e) = - \mathbf{j} + \varphi, \]

\[ \frac{\partial}{\partial t} \mathbf{e}_t = \frac{\partial}{\partial S}(\rho \mathbf{u} \cdot \mathbf{e}_t) - q_{et} = 0, \]

\[ \frac{\partial}{\partial t} \mathbf{a} = \hat{B} \mathbf{a}, \quad \mathbf{a} = (a_k, k=1,2,...K), \quad \sum_{k=1}^{K} a_k = 1. \]

Here \( t \) - time, \( s = \int_0^\tau (r')^\nu \, dr' \) - mass variable, \( \rho \) - mass density, \( \nu \) - geometry factor (\( \nu=0,1,2 \) for plane, axial and spherical geometries accordingly), \( \mathbf{r} \) - Eiler coordinate, \( \mathbf{u} \) - plasma velocity, \( \rho \) - total pressure, which is sum of the electron \( \rho_e \) and ion \( \rho_i \) plasma component pressures, \( \mathbf{e}_e \) and \( \mathbf{e}_t \) - internal thermal per mass energies for electron and ion plasma components, \( \mathbf{e}_{\text{ion}} \) - per mass ionization energy, \( \mathbf{w}_e \) - is proportional to electron heat flow, \( q_{et} \) - collisional electron-ion energy-exchange rate, \( \mathbf{j} \) - radiative losses, \( \varphi \) - external energy source, \( \mathbf{a} \) - "vector" of ion fractions in ion composition (we account for different orders of ionization and ion excitation), \( K \) - a number of energy states, which are taken into account, \( \hat{B} \) - relaxation matrix, which nondiagonal elements represent the transition rates between corresponding energy states, and diagonal ones - the total decay rates of states (\( B_{ii} = -\sum_{j \neq i} B_{ij} \)).

Ideal gas relations between pressures, mass thermal energies, temperatures of plasma components and its density used in this model are

\[ \rho = \rho_0 + \rho_i, \quad \rho_e = \frac{2}{3} \rho e_{e,t}, \quad \mathbf{e}_e = \frac{3k}{2m} <Z>_e \mathbf{T}_e, \quad \mathbf{e}_t = \frac{3k}{2m} T_t. \]

\( k \) - Boltzmann's constant, \( m \) - ion mass.

Let us put the elements of \( \mathbf{a} \)-vector as follows: \( \mathbf{a} = (a_k, k=1,2,...k_1; k_1+1,k_1+2,...k_2; \ldots; k_{z-1}+1,k_{z-1}+2,...k_z; K) \). The group of elements \( k=1,2,...,k_1 \) denotes the relative populations of ground and excited atomic states, \( k=k_1+1,k_1+2,...k_2 \) - of ground and excited states for the first order of ionization ions and so on, last element denotes fraction of the completely stripped nucleus. Here \( Z \) - nucleus charge of chemical element. In such
denotements the average charge and average plasma charge square equal
\[ <Z> = \sum_{l=1}^{k_{l+1}} \sum_{k=k_{l+1}}^{k_{l+1}} a_{k,l}, \quad <Z^2> = \sum_{l=1}^{k_{l+1}} \sum_{k=k_{l+1}}^{k_{l+1}} a_{k,l}^2. \]  

The mass ionization energy is given by expression
\[ \varepsilon_{\text{ion}} = \frac{2}{m} \sum_{k=1}^{K} E_k a_k, \]
where \( E_k \) - total energy, which should to spend in order to get energy state \( k \) from unexcited atom (do not confuse with ionization potential).

Electron heat conductivity and Coulomb energy-exchange are described approximately basing on the results [6]
\[ \varepsilon_e = -\frac{\nu^2}{\rho_e} \varrho \varepsilon_e (T_e, <Z>, <Z^2>) \frac{\partial}{\partial T_e}, \]
\[ \varepsilon_e (T_e, <Z>, <Z^2>) = \frac{1.9 \times 10^5}{T_e^{5/2}} \frac{<Z>^2}{<Z^2>}. \]

\[ q_{\text{el}} = 2.7 \times 10^{-27} \frac{<Z>^2}{T_e^{3/2}}. \]
\( \Lambda \) - Coulomb logarithm, \( a \) - medium atomic weight. Physical values are given in the CGS system of units, but temperature in eV.

Radiation losses are consisted of bremsstrahlung [7], photo-recombination and line emissions
\[ J = J_p + J_1, \quad J_p = \frac{5.54 \times 10^{-22}}{a^2} <Z>^2 \rho T_e^{1/2}, \]

Expressions for \( J_p \) and \( J_1 \) we'll give in process of further development of model.

Expression for external mass energy source (laser pulse with power per fiber length unit \( F_0(t) \) and wavelength \( \lambda_1 \)) is the solution of laser pulse transfer problem. In underdense plasma we have
\[ \varphi(s,t) = \frac{1}{c(v)} \frac{\mu(s,t)}{\rho(s,t)} F_0(t) \left\{ \exp \left[ \int_{s_b}^{s} \frac{\mu(s_1,t)ds_1}{\rho(s_1,t)\nu(s_1,t)} \right] + \right. \]
\[ + \exp \left[ - \int_{s}^{s_b} \frac{\mu(s_1,t)ds_1}{\rho(s_1,t)\nu(s_1,t)} - \int_{s}^{s_b} \frac{\mu(s_1,t)ds_1}{\rho(s_1,t)\nu(s_1,t)} \right] \right\}. \]

In opposite case energy source takes the form
\[ \varphi(s,t) = \left\{ \begin{array}{ll}
F_0(t) \left[ \frac{\mu(s,t)}{\rho(s,t)\nu(s,t)} + \delta(s-s_{\text{cr}}) \right] \exp \left[ \int_{s}^{s_b} \frac{\mu(s_1,t)ds_1}{\rho(s_1,t)\nu(s_1,t)} \right], & s > s_{\text{cr}} \\
0, & s < s_{\text{cr}} \end{array} \right. \]

Numerical factor \( c(v) = \{1, v=0; 2\pi, v=1; 4\pi, v=2\} \). In considering problem only the bremsstrahlung losses for heating laser pulse are taken into account. The attenuation factor \( \mu \) is defined by expression [8]
\[ \mu = 6 \times 10^{-39} g(T_e) \frac{\lambda^2}{\nu_c^3} \frac{N_e}{\sqrt{1 - (\omega_p/\omega_1)^2}} \frac{\sqrt{1 - (\omega_1/\omega_1)^2}}{\sqrt{1 - (\omega_p/\omega_1)^2}}, \quad \omega_c = \frac{4\pi e^2}{m_e} N_e, \quad \omega_1 = \frac{2\pi}{\lambda_1}, \]

\[ N_e = <Z>N, \quad N = \rho/m \]

Function \( g(T_e) \) is given in [8].

In practical calculations a number of kinetic equations (4) may be not too large \( K < 20-30 \). In the same time a number of energy states existing in plasma is very large \( K >> 20-30 \). Therefore let us consider some simplifications.

1) The steady state flow approach for excited ion levels has been
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introduced into hydrodynamic calculations in [5,10,16]. This approach uses the difference in decay times of ground and excited ion states, which allows to retain in (4) time derivatives \( \frac{\partial}{\partial t} \alpha_k \) only for ground states. The derivatives for all excited states should be equal to zero. In this case \( \alpha \)-vector contains fractions of ions with different ionization order (ion composition of plasma). B matrix has three diagonals. The ionization \( \gamma \) and recombination \( \beta \) rates are the nondiagonals elements of \( B \). They are expressed by the rates of elementary processes and populations of ions' excited states. In the case of partially reabsorbed plasma the latters are the solutions of nonlinear algebraic equation systems.

Often additional simplification is used. Plasma is assumed to be optically thin for spectral lines. This allows to get rid of nonlinearity factor in equation systems for the excited level populations, caused by spectral line reabsorption. As a result populations satisfy the linear equation systems, and the values \( \gamma, \beta, \delta \) \((\delta - \) energetic coefficients\) may be tabulated as the functions of \( N_e \) and \( T_e \). (If we take into account the radiation losses, such tabulation is not possible, as the result depends on the velocity field \( u(r,t) \).) Photorecombination and spectral line losses take the following form

\[
J_\psi = \frac{k}{\sum_{l=1}^{9} (a_{l+1} + b_{l} + c_{l} + d_{l}) I_l^2 I_l^2 I_l^2).
\]

The numerical values of \( \beta, \gamma, \delta \) in practical calculations are put in hydrogenlike form [11], see also [12-14]. \( I_l^2 \) - ionization potential for ion of order "l". Namely such approach is used in first step of our simulations.

The obtained radial profiles of hydrodynamic variables and of ion composition are used to determine populations of excited levels of H-like ion taking into account the reabsorption of spectral lines. Problem is nonlinear and is solved by iterative method. Some results of such calculations for the case of initially fully stripped carbon fiber expanded into vacuum without external energy source (\( q_0 = 0 \)) are represented in [15].

The whole, described approximation is inconsistent in three points: at-first, hydrodynamics is considered for optically thin plasma, but selective calculations of the populations and gain take into account lines' reabsorption; at-second, it is not clear the error value for populations of the excited levels of ions entered by steady state flow approach; at-third, H-like approach is not quite correct to describe He-, Li- like and others ions. Let us note, that enumerated circumstances are essential only for calculation of the ion composition and excited level populations and in practice they are not influence on the calculation results of the crude hydrodynamic variables \( u, \rho, \gamma, T_e, T_i \).

2) Hydrodynamics with nonstationary kinetics of the excited levels of H-like ion. The structure of \( \alpha \)-vector and \( \beta \)-matrix used in second set of calculations include the ground states of Li- and He-like ions \( k=1,2 \), ground and eight excited states of H-like ion \( k=3,4...11 \), and fully stripped nuclei \( k=12 \). Li- and He-like ions and the radiation losses on them are described as in the previous item. The H-like ion discription changes cardinally.

The relaxation matrix for CVI-ion takes the form

\[
K_{ij} = A_{ij}^* N_e V_{ij}, \quad i,j=1,2...9, \quad i \neq j.
\]
The meaning of the subscripts 1, j is the main quantum numbers of H-like ion states. Levels, which are above 1=9, make up quasicontinuum. A_{1j} - radiative matrix, V_{1j} - collisional one. Ionization rates for discrete levels and recombination ones on they take the form
\[ J_1 = (V_{1e} + V_{1c})N_e, \quad R_1 = (V_{c1} + V_{1e} + B_{1e})N_e, \quad 1=1,..,9. \] (16)
V_{1e} - ionization rate to continuum, V_{1c} - to quasicontinuum, B_{1e} - photorecombination rate on level 1. The connection with quasicontinuum is taken into account only for levels 1=8,9. Details concerned with matrix K are represented in appendix 1.

Energy photorecombination losses [7] and line emission losses on H-like ion are given as follows
\[ J_n^H = \frac{\hbar}{m} \sum_{j=3}^{11} \sum_{m=1}^{1} a_n a_{m,j} (E_j - E_n), \quad n_1 = 1-2, \quad m_1 = j-2, \] (17)
\[ \frac{\rho}{T^{1/2}} \frac{\langle Z^+ \rangle}{\langle Z \rangle}, a_{12}. \] (18)
The system of equations (1)-(4) is solved at following initial and boundary conditions
\[ \rho(s,0) = \rho_0, \quad T_e(s,0) = T_s, \quad u(s,0) = 0, \quad r(s) = R_0, \quad u(0,t) = 0, \]
\[ \frac{\partial T_e}{\partial s}(0,t) = 0, \quad \rho(s) = 0, \quad T_e(s) = 0, \quad \frac{\partial u}{\partial x}(s,0) = 0. \] (19)
To solve the problem (1)-(19) numerical method, which has been worked out in [16], is used. Method is based on fully conservative slightly dissipative numerical scheme [17].

The aim of investigation is the gain calculation on laser transitions for example on 3-2 transition of hydrogenlike carbon CVI (\( \lambda = 18.2 \) nm)
\[ x_{32}^+ = \frac{x_{32}^+}{\omega_{32}^2}, \quad \Delta \omega_{32} = \frac{\sqrt{N}}{\omega_{32}^2} \frac{v_t}{c}, \]
\[ v_t = \sqrt{2kT}/m, \quad N_3 = \frac{a_3 \rho}{m}, \quad N_2 = \frac{a_4 \rho}{m}. \] (20)
The results obtained in concerned above model give a qualitative accordance with [1], see fig. 1. The free expansion into vacuum of the initially fully stripped homogeneous carbon fiber with initial density \( \rho_0 = 6 \cdot 10^{-3} \) g/cm\(^3\), temperature \( T_{10} = T_{e0} = T_0 = 600 \) eV and radius \( R_0 = 1.7 \cdot 10^{-3} \) cm. The calculation in frame of the second hydrodynamic model, described in the text. (The gain \( x_{32}^+ \) radial profiles for CVI ion: (-----) - from [1] at time instants 300(1),500(2),700(3),900(4) ps; (-----) - profiles calculated in this work at time instants 340(1'),450(2'),810(3') ps. \( x_{32}^+ \) values are given.)

The comparison of calculations of ionic plasma composition using both models is presented in [23]. This comparison shows that quasistationary approach for CVI ion levels kinetics overestimates ion recombination rates and that reabsorption considerably affects evolution of ion plasma
composition.

Cylindrical layer plasma expansion with unevaporated solid kern of carbon fiber has been observed in [1]. In our work the comparison was made for the gain in a freely expanding plasma fiber with and without solid kern. We used the second more complex model and put the second type of the bound conditions for heat flow on interior unmoving bound. The results for the both cases were approximately the similar.

The stimulation of fiber expansion heated by laser radiation was carried out for underdense plasma. This case is not satisfactory for recombination pumping mechanism due to plasma overheat and the gain value is decreased.

Dynamics of stimulated emission. Particularly the gain is the main quantitative characteristics of shortwavelength stimulated emission on multicharged ion transitions. But to fully estimate this effect it is worth while to consider the problem of light amplification in plasma with parameters perspective for this purpose. Such consideration leads to the third problem on the way of the full modelling, namely - to the problem of space radiation transferr.

The two-dimensional space dynamics of the stimulated radiation (with frequence \( w \)) through axial-symmetric transvers-inhomogeneous plasma fiber (with radius \( R \)) is described by eikonal method. In the frame of such approach intensity \( J(y,r) \) of stimulated emission is given by equation

\[
\frac{\partial J}{\partial y} = -\frac{1}{r} \frac{\partial}{\partial r} \left[ \Phi(y,r) J(r) \right] + \left[ \frac{\varepsilon^+ (r)}{1 + j |\varepsilon^+(r)|} - \varepsilon^-(r) \right] J, \tag{21}
\]

\( \Phi(y,r) \) - eikonal, \( \varepsilon^+ \) - gain, \( \varepsilon^- \) - nonresonant absorption coefficient, \( J^S(r) \) - saturation intensity for lasing transition. The first term in right side \( (21) \) describes the light refraction (defocusing). The second term - amplification and attenuation of light. Initial condition for equation \( (21) \) is

\( J(0,r) = j(r) \). Eikonal \( \Phi(y,r) \) satisfies equation, which is derived from radiation transfer equation for complex electro-magnetic wave amplitude. As the surface of constant phase propagates along the fiber its form reaches to the cone. In this case eikonal is given by

\[
\frac{\partial \Phi}{\partial r} = \left[ \frac{\omega_p^2 (0) - \omega_p^2 (r)}{\omega_p^2} \right]^{1/2}, \quad \omega_p^2 (r) = \frac{4\pi e^2}{m_e} N_e (r). \tag{22}
\]

Equations \( (21), (22) \) may be used for description of stimulated radiation transfer along the transvers inhomogeneous plasma fiber. In frame of proposed method it can be taken into account resonant line reabsorption, several lasing transitions, saturation of inversly populated transitions by spontaneous radiation and some others effects [18,15]. The results of such simulation for 3d5/2-2p3/2 transition of CVI ion is shown on fig.2.

![Fig.2.](image)

Fig.2. The 0.75 ns time instant of the free expansion into vacuum of the initially fully stripped homogeneous carbon fiber with initial density \( \rho_0 = 2 \times 10^{-3} \) g/cm³, temperature \( T_{10} = T_{90} = T_{10} = 2 \times 10^7 \) K and radius \( R_0 = 2 \times 10^{-3} \) cm. The calculation in frame of the first simplified hydrodynamic model, described in the text. (The radial behaviour of the CVI-ion spectral line 3d5/2-2p3/2 intensity calculated by eikonal method for 1(1), 5(2), 10(3), 15(4), 20(5), 25(6) cm y-distancies along the fiber axis.)

Conclusions. In this paper the theory of recombination X-lasers is developed. The theory consists of hydrodynamics with nonstationary kinetics of ion composition including the consideration of the excited levels for lasing ion in stationary and nonstationary maner, dynamics of the stimulated radiation in active medium.

The several pumping schemes are discussed. Some interesting numerical results are represented. They allow to make conclusions about the values of the shortwavelength gain, refraction losses, light intensity and also about the time-space evolution of this characteristics in expanding plasma.
The Dopplers gain in the expanding plasma fiber on 3-2 CVI-ion transition has the value $a_e = 1.5 \text{ cm}^{-1}$ in all variants of our exact calculations. The radial profile of the gain has circular form. The 3d5/2-2p3/2 spectral component is lasing. The complex hydrodynamics, nonstationary behaviour of level populations during plasma expansion, reabsorption of resonant spectral lines in plasma volume, strong saturation of working transition by spontaneous radiation, thin splitting of H-ion levels, refractive losses of the stimulated radiation are the most essential phenomena affected physics of recombination X-laser.

APPENDIX I

To fill in matrix $K$ the following formulas are used:

$$A_{ij} = \begin{cases} 1, & \text{if } 1 < j, \\ 0, & \text{if } 1 \leq j. \end{cases}$$ (23)

Radiative matrix for hydrogen atom is [7] -

$$a_{ij}^H = 8.05 \times 10^9 \left( \frac{1}{j^2} - \frac{1}{j^3} \right)^2 f_{ij}, \quad 1 < j.$$ (24)

Loss oscillator strength is [19] -

$$f_{ij} = \frac{1}{3 \sqrt{\pi}} \frac{1}{j^3} \frac{1}{x^3}, \quad x = 1 - \frac{1}{j^2}, \quad 1 < j.$$

$$g(1,x) = \sum_{i=0}^{2} \frac{g_i(1)}{x^i}.$$ (25)

1 1 1 1 1 1 1 1 1
1 2 3 4 5 6 7 8 9

Reabsorption factor [20] is introduced for three bases Lyman-lines

$$\theta_{ij} = \left\{ \begin{array}{ll} 1; & j \neq 1; \quad 1 < j, \quad J = 1; \\ \frac{1 - \exp(-\chi_j)}{\chi_j}; & j = 1, \quad 1 = 2, 3, 4. \end{array} \right.$$ (26)

$$\chi_j = \frac{2 e^2 \alpha_j^H}{\omega_{ij}} (\alpha_j^H/m_e), \quad \omega_{ij} = 2.069 \times 10^{16} \left( \frac{1}{j^2} - \frac{1}{2^2} \right) \text{ eV}.$$ (27)

Collisional matrix is [21] -

$$V_{ij} = \begin{cases} 3.2 \times 10^{-7} f_{ij} \left( \frac{R_y}{|\Delta \epsilon_{ij}|} \right)^{3/2} \beta_{ij}^{1/2} p(\beta_{ij}), & 1 < j, \\ 0, & 1 = j, \end{cases}$$

$$\beta_{ij} = \frac{|\Delta \epsilon_{ij}|}{T_e}, \quad \Delta \epsilon_{ij} = R_y e^2 \left( \frac{1}{j^2} - \frac{1}{2^2} \right) = 6.579 \times 10^{-16} \omega_{ij} / \text{eV}.$$ (28)

$\beta$ 0.01 0.02 0.04 0.1 0.2 0.4 1 2
P 1.160 0.977 0.788 0.554 0.403 0.290 0.214 0.200
\[ P(\beta) = -0.288(0.577 + \ln \beta), \quad \beta < 0.01. \]

Ionization rate into continuum is [21] -
\[ V_{ie} = 6 \times 10^{-8} \left( \frac{\text{Ry}}{|\varepsilon_1|} \right)^{3/2} \beta_1^{1/2} \varepsilon_1^{1/2}, \quad \beta_1 = \frac{|\varepsilon_1|}{T_e}, \quad \varepsilon_1 = -\text{Ry}z^2/1^2. \]

Ionization rate into quasi-continuum is [22] -
\[ V_{c1} = \frac{3.2 \times 10^{-7}}{z^3} \exp(-\beta_1) S_1, \quad S_1 = \frac{\omega}{\pi} \int_0^\infty \frac{J_3^3}{(J_3^2 - z^2)^{1/2}} \beta_1^{1/2} \exp(\beta_1) P(\beta_1) d\beta_1. \]

Photoionization rate is [21] -
\[ B_{ei} = 5.2 \times 10^{14} \beta_1^{1/2} \exp(\beta_1) E_1(\beta_1). \]

EXCIMER XeCl LASER WITH NARROWBAND OUTPUT SPECTRUM

V.B.Karpov, I.N.Knyazev, V.V.Korobkin, A.M.Prokhorov
Institute of General Physics, USSR Academy of Sciences
Vavilov st 38 Moscow USSR 117942

Summary

Simple interferometric resonator is used in XeCl excimer laser in order to achieve a narrowband lasing with $\Delta \nu = 0.003 \text{ cm}^{-1}$ at pulse energy 50 $\mu$J and pulse duration (FWHM) 10 ns. Two stage XeCl amplifier with SBS heptane phase conjugation mirror was used. Output energy of 15 mJ was obtained in narrowband diffraction limited laser beam.

To achieve narrowband excimer laser output the grazing incidence diffraction gratings are ordinarily used. Comparatively low laser pulse energy 5-10 $\mu$J are usually obtained at laser spectrum width $\Delta \nu \approx 0.15 \text{ cm}^{-1}$ due to high optical losses of the gratings in resonator. In the present work a low-loss interferometric spectral selective resonator provides XeCl ($\lambda = 308 \text{ nm}$) lasing linewidth $\Delta \nu = 0.003 \text{ cm}^{-1}$ at pulse energy 50 $\mu$J. This narrowband system was employed as a master oscillator for two-stage XeCl amplifier with Stimulated Brillouin Scattering (SBS) phase conjugation mirror.

Experimental set up is shown at Fig.1. Interferometric selector with four plane parallel uncoated surfaces serves as an output spectral selective mirror. Additional laser spectrum narrowing is created by tilted Fabry-Perot etalon. Fabry-Perot interferometers with various free spectral intervals (FSI) and finesse (F) were used for linewidth measurements. A broadband lasing of nonselective regime was analyzed with the 0.3 mm air-spaced FP-interferometer ($\lambda = 1064 \text{ nm}$). Fine spectral measurements were carried out with the 1.0 cm quartz etalon ($0.33 \text{ cm FSI}, F = 10$). Laser pulse shape was registered by the fast photodiode with risetime 0.3 ns and 5 GHz oscilloscope. This corresponds to the maximum optical spectral interval 0.03 cm$^{-1}$ in the Fourier transform spectrum.

By choosing the proper tilt angle of the intracavity etalon the narrowband one-component spectrum laser output was observed (Fig.2c). The total registered spectral width does not exceed essentially the instrumental one of the FP-etalon. As it followed from the Fourier transform of laser pulse oscillogram (Fig.3) there are no components with comparable intensity in the spectral interval 0.003 cm$^{-1} + 0.03 \text{ cm}^{-1}$ of the laser spectrum. Thus the laser linewidth observed is about $\nu \approx 0.003 \text{ cm}^{-1}$. Oscillator pulse energy measured by joulemeter was about 50 $\mu$J. Oscillator beam divergence derived from the far field intensity profile at L = 12 m (see Fig.4) was $\theta \approx 2 \times DL$.

SBS phase conjugation was investigated by using optical scheme Fig.5. The oscillator laser beam was directed through the 6.5$^2$ telescope at small angle into the same gas discharge volume of the ELI-91 XeCl-laser. The output radiation had pulse energy 0.3 mJ at divergence 1.5$\times10^{-4}$ rad (FWHM) and aperture 7$\times10$ mm$^2$. This radiation was directed to the second stage four-pass amplifier. After second pass laser radiation was focused into the cell with liquid heptane and strong stimulated Brillouin scattering was obtained. Reflection coefficient of the phase conjugate mirror was about 20% at laser power density $\approx 100 \text{ GW/cm}^2$. Reflected phase conjugated radiation after amplification on the back way in the second stage amplifier had pulse energy 15 mJ and divergence 4$\times10^{-4}$ rad (FWHM). In some experiments with our optical scheme we observed specific distortion of the output laser beam, which we attribute to the self influence of crossed laser beams in the active medium of excimer laser.

Authors are expressed gratitude to A.K.Naboichenko for assistance in assembling the experimental set up.
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### Table 1

<table>
<thead>
<tr>
<th>regime</th>
<th>nonselective</th>
<th>selective</th>
</tr>
</thead>
<tbody>
<tr>
<td>pump</td>
<td>UV-preionised self-sustained discharge</td>
<td></td>
</tr>
<tr>
<td>active volume</td>
<td>0.8 x 2 x 40 cm³</td>
<td></td>
</tr>
<tr>
<td>wavelength</td>
<td>308 nm</td>
<td></td>
</tr>
<tr>
<td>gas mixture</td>
<td>HCl (4 torr): Xe (40 torr): He (2.5 atm)</td>
<td></td>
</tr>
<tr>
<td>spectral linewidth</td>
<td>15 cm⁻¹</td>
<td>3 x 10⁻³ cm⁻¹</td>
</tr>
<tr>
<td>laser beam divergence</td>
<td>(5 + 10) x 10⁻³ rad</td>
<td>6 x 10⁻⁴ rad</td>
</tr>
<tr>
<td>laser pulse duration (FWHM)</td>
<td>20 ns</td>
<td>10 ns</td>
</tr>
<tr>
<td>laser pulse energy</td>
<td>50 mJ</td>
<td>50 μJ</td>
</tr>
<tr>
<td>laser beam cross section</td>
<td>10 x 20 mm²</td>
<td>1.6 mm</td>
</tr>
</tbody>
</table>
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FIG. 1. NARROWBAND XeCl-OSCILLATOR EXPERIMENTAL SET UP.
FIG. 2. LASER SPECTRA INTERFEROMGRAMS. (INTENSITY VS WAVENUMBER)
A - NONSELECTIVE RESONATOR, B - COATINGLESS SELECTIVE RESONATOR, C - INTERFEROMETRIC SELECTIVE RESONATOR
FIG. 3. LASER PULSE OSCILLOGRAM

FIG. 4. FAR FIELD LASER INTENSITY PROFILE \( L = 12 \text{ M} \).
FIG. 5. TWO-STAGE XeCl AMPLIFIER WITH NARROWBAND OSCILLATOR AND SBS PHASE CONJUGATION MIRROR.
VOLUME SELF-SUSTAINED DISCHARGE STABILITY IN GAS LASERS.

V.V. Apollonov, G.G. Baitsur, A.V. Ermachenko, K.N. Firsov, S.K. Semenov

General Physics Institute Academy of Sciences, Moscow, USSR

Abstract

Pulsed CO\textsubscript{2} and \textsubscript{N}2O lasers are the most powerful infrared source of coherent radiation. Volume self-sustained discharge (VSD) is the simplest and convenient method of their pumping. But the main problem of such lasers construction is just the VSD obtaining. The results of experimental investigation of the VSD contraction basic mechanisms in CO\textsubscript{2} and \textsubscript{N}2O gas mixtures and of the low ionized additives influence on the VSD stability are presented in their paper.

Experimental arrangement

The spark channel growth dynamics and metastable A\textsuperscript{3}\Sigma\textsuperscript{1} \textsubscript{N}2 population dynamics were controlled in the experiment. Multiframe photoregistration of VSD plasma and inter resonator laser spectroscopy in the range of A\textsuperscript{3}\Sigma\textsuperscript{1} - B\textsuperscript{3}\Pi\textsuperscript{0} \textsubscript{N}2 transitions were carried out. The electrical scheme of discharge arrangement is presented in Fig.1. VSD was formed by our method of preliminary discharge gap filling by electrons from the cathode source (low current discharge). The electric scheme allowed us to form current pulses with approximately constant power. The typical oscillograms of voltage (V) and current (I) for all gas mixtures and the dependence of the spark channel length (H) versus the time are presented in Fig.2. The time T between the current appearing and the beginning of current and Voltage deviation from their stationary values is the time of glow discharge firing. After this period of time the length of the spark channel approaches to 1/3 of the discharge gap. Photoregistration shows, that for the typical conditions of laser systems with high active medium volume (nonpolished electrodes with the rough surface) cathode spots appear on the early stage of discharge, when the electron concentration in the column is about 10\textsuperscript{15} cm\textsuperscript{-3}. This is the reason for the stability of T value (~10\%) from shot to shot, so value T may be used as the measure of the discharge stability.

CO\textsubscript{2}-laser

Many authors have noted that in UV pre-ionization systems the discharge becomes more stable if readily ionizable substances are introduced into a mixture. This fact was attributed to the increase of an initial electron concentration due to the photoionization of additives, i.e. it was related to a particular mechanism of discharge initiation. We have shown that readily ionizable substance are a contributing factor in maintaining a stable discharge for much longer time, irrespective of the way in which it is initiated, including the conditions where photoionization is not predominant in the production of initial electrons. This conclusion draws on the earlier surmise that stability of a self-sustained discharge in CO\textsubscript{2}-lasers is limited, to a large extend, by the instability related to stepwise ionisation of nitrogen and it is increased by introducing readily ionizable additives, which is due to the slower rate of supply of electron states in view of the reduced percentage of high-energy electrons in the gas-discharged plasma and, hence, of the corresponding slowing-down of stepwise ionization. The mechanism of instability related to stepwise ionization was proposed by Rakhimov et al. of the Moscow University to account for the nonself-sustained discharge contraction in nitrogen.

To verify this presumption and substantiate the maintainability of a stable discharge in mixtures containing readily ionizable agents for a time sufficient to excite large volumes of an active medium, irrespective of the discharge initiation technique we have undertaken complex investigations of the mechanisms through which readily ionizable substances affect stability of a self-sustained discharge, with an initial electron concentration hardly dependent upon the gas mixture composition.

To establish the discharge stability limits in large-aperture systems, we were the first to examine contraction of a self-sustained discharge for electrode separation in excess of 20 cm [1]. Since the rate of growth of the spark channel is nonlinear dependent on its length, discharge stability does not increase any longer with an electrode separation and spark channel length versus time. We have also found out a maximum time of stable discharge to be 10 mksec for a 20-cm electrode separation in atmospheric-pressure mixtures.
typical of CO₂ lasers, containing 50% molecular gases and readily ionizable additives with an input energy of 200 J per liter. It follows from this figure that this value is maxinal for systems with apertures larger than 20 cm, too. Straight forward estimates indicate that 10 µs is sufficient to pump a single discharge unit of 1 m².

The authors were also the first to study a self-sustained discharge in mixtures of carbon dioxide and nitrogen with argon and water as buffer gases in the presence of readily ionizable agents. These mixtures are applicable for 20% without impairing their characteristics, as compared to conventional CO₂:N₂:He systems.

The suggested mechanisms of self-sustained discharge instability in CO₂ laser active media and of stability impact by readily ionizable substances have been confirmed by the findings on the spark channel dynamics and by spectroscopically measured populations of nitrogen electron states in a discharge plasma /2-4/.

Figure 7 gives time dependencies of the population of one of the vibrational levels of the A^2Σ⁺ metastable state of N₂ in plasmas of N₂ and its mixtures. As a matter of fact, the metastable state population is correlated with the time of a stable discharge. The population in a nitrogen-triethylamine mixture proved to be lower than the recording threshold of intracavity spectroscopy. Thus, the above results are not in conflict with the claim that the most probable mechanism of discharge contraction in nitrogen and in high-nitrogen mixtures is instability related to stepwise ionization.

The cause of reduced electronic level population in a gas containing readily ionizable additives is clearly seen in figure 8. This figure shows part of the absorption spectrum for pure and triethylamine-containing nitrogen in the band A^2Σ⁺→B^2Π_g recorded for a 100-nsec discharge current pulse. The sharp drop of absorption corresponding to reduction of level population by a factor of twenty or more within 100 nsec cannot be attributed to collisional deexcitation, even under the assumption of the highest values of the known rate constants of this process. Consequently, the basic mechanism responsible for the reduced population of the electron state in a gas containing readily ionizable agents is depletion of the energy of electrons as a result of their changed energy distribution function. Accordingly, the observed prolongation of a stable discharge in CO₂ with added readily ionizable agents is consistently accounted for by the electron energy loss and by the resultant slowing down of the rate of dissociative electron attachment to CO₂.

Thus, readily ionizable substances help to obtain a stable discharge capable of exciting large volumes of CO₂:N₂:He gas mixtures, whatever a discharge initiation technique may be.

The electron concentration in our experimental conditions was n=10¹¹10¹² cm⁻³. The total population of N₂ A^2Σ⁺ state in this conditions was two orders magnitude greater than the value n, but according to simple evaluations, the part of ionization stream due to stepwise ionisation was less than 10%. That is why the influence of stepwise ionization on the instability development can be attributed only to the increase of channel growth rate due to large values of n, in channels head compared with discharge plasma column.
The results of measurements of temporal evolution of population $N_{v'=3}$ of $v'=3$ vibrational level $N_{2} A^{1}E^{u}$ metastable state are presented in figure 9: curve 1- for the measurements at fixed point for the whole time of channel development, curve 2- for the measurements of $N_{v'=3}$ in the channel head (metastable level). The points on curves 1 and 2 correspond to the area of the head of the channel (1), in the head (2) and in channels body (3). According to the curves presented, the value of $N_{v'=3}$ in the head of channel is growing faster than its body, which can be accounted for the electric field distortion near the head as the contraction process develops. When channel come to its critical length, the evaluated $N_{2} A^{1}E^{u}$ metastable state total population is $10^{10}$ cm$^{-3}$ with the value $n_{e} \approx 3 \times 10^{11}$ in the channel. According to qualitative evaluation, at these conditions the stepwise ionization can significantly influence the channel growth rate in the glow discharge contraction process.

$N_{2}O$ - laser

$N_{2}O$ systems are the highest-power devices after CO and CO$_{2}$ lasers. This invoked our interest in them and encouraged investigations. However, the maximum output energies per unit volume and the efficiency of the electronegative-populated $N_{2}O$ laser recently constructed at the Lebedev Physical Institute turn to be much higher than those of previously created lasers pumped by a self-sustained discharge. The authors of the Lebedev Institute system related this fact to nonoptimal excitation of $N_{2}O$ molecules due to the high value of the $E/P$ parameters in a self-sustained discharge plasma. At the same time, we have shown that once the discharge is initiated by techniques ensuring a high homogeneity of an active medium in CO$_{2}$ lasers, their output characteristics do not differ from those of electronegatively pumped $N_{2}O$ lasers. Employing the above discharge initiation techniques we expected to improve markedly the efficiency and output energy of lasers pumped by a self-sustained discharge.

Just as in the case of CO$_{2}$ lasers, we have optimized the gas mixture composition in order to achieve a maximum homogeneity and duration of a stable discharge, thereby substantiating feasibility of $N_{2}O$ lasers with a large active volume. The optimization was carried out in accordance with the procedure that we had developed for CO$_{2}$ lasers /5/.

To compensate the dissociative electron attachment, we added CO into the laser active medium. Figure 10 plots time of a stable discharge $T$ versus ratios of CO and $N_{2}O$ partial pressures, $K$. For $K \leq 6$, the time of discharge $T$ increases with $K$, provided the pumping power is the same. For $K > 6$, this time is hardly dependent on $K$ and $E/P$ at the discharge stationar stage goes down to its minimum value, i.e. the loss of electron via attachment is nearly completely compensated. For specific pumping powers $Q \approx 70 \text{mW}$ at $T \approx 10^{-3}$, the time of stable discharge in a mixture $N_{2}O$:CO:He is close to the value $T$ for a CO$_{2}$:N$_{2}$:He mixture without addition of readily ionizable substances of the same composition. This offers an opportunity for creating lasers with active volumes as large as tens of liters. When the discharge was initiated by pre-filling the gap with electrons in a 10$^{-1}$ volume (10x10x100 cm$^3$) or by a weak-current electron beam in a volume of 60-1 (an aperture of 20 cm), it was stable at tabulated gas mixture compositions and maximum input energies. Limitations on the operating pressure and contents of molecular components were imposed by maximum voltages of the pumping sources (144 and 275 kV, respectively). The oscillograms of the pumping current and emitted laser pulse are typical of pulsed CO$_{2}$ and $N_{2}O$ lasers. It must be noted, that addition of low ionized substances to the mixture in the case of $N_{2}O$ laser practically doesn’t increase the discharge stability because the electron level of $N_{2}O$ is depopulated by Na$_{2}$.

Lasing in an $N_{2}O$ device took place simultaneously on four lines P(19), P(20), P(21) and P(22) of the (00'1-00'0) transition of the $N_{2}O$ molecule with a maximum on the P(21) line. Simulations laser action was also observed on the transitions of the CO$_{2}$ and $N_{2}O$ molecules in a four-component mixture.

Figure 11 compares the relationships of the efficiency (in relative units) to the pumping energy for $N_{2}O$ and CO$_{2}$ lasers. One can see that the efficiency drops steeply with increasing pumping energy in a mixture.

Addition of helium to the mixture contributes to the laser output energy and efficiency. The results indicate more stringent requirements imposed on the population of the low-lying laser level in active media of an $N_{2}O$ laser, compared to CO$_{2}$ lasers.

Table compiles efficiencies, output energies per unit volume, and total laser output energies for the most effective mixtures in $N_{2}O$ lasers with active volumes of 10 and 60 l. The observed efficiencies and output energies per unit volume exceed all the previously known values for $N_{2}O$ lasers pumped
by a self sustained discharge, while the extracted laser output energy is higher than any yet reported for N2O lasers. Thus, we can assert that the modest efficiency of N2O laser pumped by a self sustained discharge observed earlier, as compared to electronization systems, is the result of an insufficiently uniform excitation of an active medium, rather than of the high E/P values in a discharge plasma.

In concluding, we wish to note that the suggested principle of obtained a discharge for pumping gas lasers make it possible to create high-power, compact, and simple-design pulsed CO2 and N2O lasers with large apertures. Our experiments have revealed that the suggested approach is applicable to discharge initiation in any molecular gas without marked loss of electrons due to attachment or admitting, just as in the case of N2O lasers, the use of effective detachers.
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PART I. Shock-wave-initiated stationary optical discharge in penning mixtures (He:Xe, He:Ar) formed by CO₂-laser radiation electromagnetic field.

Laser oscillation excited by a CO₂-laser-produced optical breakdown has been first achieved on transitions of the Ar,Kr and Xe inert gas atoms/1,2/. The authors have claimed that active media for mixed-inert-gas lasers form in the course of expansion of hot plasmas originating from targets under a focused CO₂-laser radiation. In this case plasmas cool fast as a result of adiabatic expansion and collisions with the buffer (He) gas. Inversions are created due to recombination of single-charged ions of an active gas medium (Ar,Kr,Xe). The authors of /3/ also adhered to a similar interpretation. No comprehensive investigations, however, have been carried out to verify the suggested mechanism of active media formation.

It is common knowledge that an optical breakdown in gas is accompanied by the production of dense plasmas, strong shock waves, ultraviolet and X-rays, effect of the electromagnetic radiation from the laser.

The role and contribution of each of the above mechanisms can be estimated only on the basis of systematic and multiple studies of the active media of these lasers, including a broad range of activities on plasma diagnostics and laser action. This approach is particularly important for laser systems where pumping is accomplished with the active medium exposed to the simultaneous effect of several physical factors.

In this work we have taken a multiple approach to the parameters of the active media of lasers pumped by an optical breakdown in inert gas mixtures, an approach permitting clarification of the mechanisms of their formation. Interferometric and spectroscopic investigations have been made over wide ranges of pump energy E_p, pump pulse duration τ_p, gas pressure P, mixture proportion of inert gases.

The experimental arrangement is shown in Fig. 1. The radiation from a pumping CO₂-laser (λ=10.6 μm) with a linear density of energy E=1±2 J/cm was focused by a cylindrical lens L into a 0.8 mm * 60 mm long strip on an aluminum target T. The intensity of radiation was around 10⁷-10⁸ W/cm². The target was mounted in a vacuum chamber and filled either with pure helium or with mixtures of inert gases He:Ar or He:Xe in the 1000:1 proportion at a pressure ranging from 0.2 to 1 atm.

The same figure also gives the pulses from the pumping CO₂-laser and from a 2.03-μm He:Xe laser. It is evident that there are detected two generated
pulses: one is related to the leading edge of the pump pulse, while the other is observed in the afterglow. The inversion developed in the former case cannot be attributed to the recombination of an expanding plasma.

In our interferometric investigations of active media of mixed-inert-gas lasers pumped by an optical breakdown we employed three methods:
- double-exposure holographic interferometry;
- nonlinear dispersive interferometry;
- Schlieren method.

It is shown /4/ that optical-breakdown-produced plasmas cannot directly participate in the formation of active media in the afterglow either, since they are not able to reach the caustic region of a He:Xe laser by the instant at which oscillations commence. It is seen in the interferograms /4/ that the onset of oscillations in the afterglow coincides with the arrival time of the shock wave.

Using the resonance absorption technique, we have examined the space-time distributions of excited atoms of the active and buffer gases. It is established /5/ that ahead of the expanding plasma and the shock wave front the density of excited atoms $N_a$ is around $10^{12}$ to $10^{13}$ cm$^{-3}$. The arrival of a shock wave reduces the density of metastable atoms of the buffer gas, on the one hand, and increases that of the active gas behind the shock wave front.

As is known, in discharge-excited mixed-inert-gas lasers, population of the upper laser levels takes place by transmission of excitation from the buffer gas to the active atoms in the course of plasmochemical reactions. Precisely these processes determine formation of active media excited by an optical breakdown in a pre-excited mixture compressed in a shock wave. The high compression ($N_a/N_e \sim 3$) as well as the heating of the gas in a shock wave will accelerate plasmochemical reactions of the Penning and associative ionization types. Then, the electron-ion or dissociative recombination leads to population of the laser levels of active atoms.

Let us consider more closely the mechanisms of exciting atoms ahead of the shock wave front and effecting population inversion at the leading edge of the pump pulse from a CO$_2$-laser.

Formation of the laser active media under a cylindrical plasma expansion assumes nearly cylindrical spatial distributions of the parameters like density of excited atoms $N_a$, electron density $N_e$, and electron temperature $T_e$.

Figure 2 represents interferograms obtained by double-exposure holographic interferometry for two times relative to the onset of an optical breakdown. In Fig. 2a corresponding to $\Delta t$ around 100 nsec we see an expanding plasma. The other interferogram ($\Delta t$ about 1 $\mu$s) reproduces an optical-breakdown-produced plasma and a shock wave. In the two cases, the geometry is close to a cylindrical one.

Yet, during the CO$_2$-laser pulse, the interferograms display some departure from cylindrical symmetry. There is a major increase in the refraction within the pump CO$_2$-laser caustic in the optical-breakdown-produced plasma, in the shock wave, and ahead of the shock wave front. It is noteworthy that refraction increases both at early stages of an optical breakdown prior to the formation
of a shock wave (see Fig. 2a) and during the tail of the CO\textsubscript{2}-laser pulse in times exceeding 1.5-2 \mu sec (see Fig. 2b).

Of special concern is the refraction increase ahead of the shock wave front, since this feature has not been reported in previous publications.

Interferometric studies have revealed that the above-mentioned increase in refraction ahead of the expanding plasma and shock wave front is primarily due to the electron component rather than to the redistribution of heavy species and is directly related to the CO\textsubscript{2}-laser beam caustic. The electron density in this region is \( N_e \sim 10^{15}-10^{16} \text{ cm}^{-3} \) (see Fig. 3).

It is also important that increased refraction before the shock wave front has been observed only in He:Xe mixtures but not recorded in pure helium. This is evident from the comparison of the interferograms of Fig. 4 obtained in the same pumping conditions. In other words, the ionization process must proceed in the presence of admixed substances (in our case Xe or Ar) having a low ionization potential but not affecting the gas-dynamic processes in optical-breakdown-produced plasmas.

We have examined the space-time distributions of excited He (2 \(^3\text{P}_2\)), resonance-excited He (2 \(^1\text{P}_1\)), and metastable He (2 \(^1\text{S}_0\)) and Xe (6S (3\(^1/2\)) \text{S}_0\)) atoms. The spatial distributions of excited atoms indicate that excited atoms of He (2 \(^3\text{P}_2\)) are detected only in the caustic region of the CO\textsubscript{2}-laser beam (see Fig. 5).

On the pump laser beam axis, the density of He (2 \(^3\text{P}_2\)) atoms is around \( 9 \times 10^{11} \text{ cm}^{-3} \), while at its fringe it is nearly an order of magnitude lower. The metastable atoms of He and Xe were initially detected in the caustic region of the pump laser beam but later on also outside this region (see Fig. 5).

Thus, we have experimentally verified the existence of a conspicuous excitation region ahead of the expanding plasma and shock wave front in the caustic of the pumping CO\textsubscript{2}-laser beam.

Moreover, the density of excited atoms is shown to depend upon the duration of a CO\textsubscript{2}-laser pulse. For short pumping times (\( \tau _p \) about 150 nsec), the density of excited atoms increases during the CO\textsubscript{2}-laser action, followed by rapid relaxation when this action is terminated. For \( \tau _p \) around 1.5 \mu sec, excited atoms build up under the effect of a low-intensity tail of the CO\textsubscript{2}-laser radiation until the arrival of a shock wave (see Fig. 6).

Numerical estimates suggest that neither the high density of excited atoms (\( N \sim 10^{12}-10^{13} \text{ cm}^{-3} \)) measured in this work nor the nature of the time dependence \( \dot{N}_a(t) \) in our experiments can be explained by the excitation through photoionization of a medium or diffusion of resonance emission from optical-breakdown-produced plasmas.

The observed ionization region seems to be related to the absorption of the CO\textsubscript{2}-laser radiation in a pre-ionized gas. As will be recalled, electrons found in the electromagnetic wave field gradually acquire energy through their collisions with atoms, which amounts to values sufficient for atom excitation and ionization.

Once electron multiplication under an intense light radiation proceeds at a much faster rate than their loss, the result is cumulative ionization. If the
numbers of produced and lost electrons due to elastic and inelastic collisions, diffusion, attachment, recombination, etc. are comparable, we deal with the so called "stationary" breakdown. This case includes breakdown in gases initiated by a DC field, microwave fields as well as by 10.6 m CO$_2$-laser pulses, i.e. the exposure to the field exceeds $10^{-7}$-$10^{-8}$ sec. It must be mentioned that there exists a mechanism by which inelastic-collision losses lead to electron multiplication. We mean the Penning effect.

The processes involved in the development of a stationary discharge are sketched in Fig. 7. The initial peak of the pulse of the CO$_2$-laser radiation focused into a strip on a target in a mixture of inert gases produces a dense plasma (region I in Fig. 7a). As the medium is affected by ultraviolet rays and fast electrons from the optical-breakdown-produced plasma, it becomes surrounded by a photoionization region (region II in Fig. 7a) and an initial distribution of the electron density establishes itself. The energy of these electrons increases in the CO$_2$-laser radiation field, thereby causing excitation and ionization of atoms. But the laser radiation intensity is not sufficient to give rise to cumulative ionization. The ionization maximizes near the plasma and decays with increasing distance therefrom (Fig. 7a). This is due to the fact that the initial electron distribution is dependent on absorption of ultraviolet rays in a gas. So, in front of a plasma, along the CO$_2$-laser beam caustic, there must be a conspicuous region containing excited atoms of an active and buffer gases.

Subsequent to the formation and separation of the shock wave, the pattern is changed and the gas goes from the region of the optical-breakdown-produced plasma over to the shock wave front (see Fig. 3). When the pre-excited mixture of inert gases is compressed, the electron density behind the shock wave front jumps through Penning-type plasmochemical reactions. The fairly high ($N_e$ around $5 \times 10^{16}$ cm$^{-3}$) electron density maintains the discharge that develops both ahead (region III in Fig. 7b) and behind (region II in Fig. 7b) the shock wave front. This latter circumstance is related to the CO$_2$-laser radiation traversing the shock wave. It is remarkable in this case that an optical-breakdown-produced plasma is no longer able to initiate a discharge ahead of itself as it did in the initial stage (Fig. 2a). This happens because the gas is forced out from the region concerned, its density falls, collisions become less frequent and, hence, electrons acquire their energy at a slower rate. Precisely this situation shows up in the examination of the interferograms.

We should like to note that in our experimental conditions the ionization events are comparable with the electron losses. That is why the ionization region was observed only in He:Xe mixtures, where inelastic collisions invite electron multiplication via the Penning process rather than electron losses. This mechanism must work both in the initial period of a discharge and after a shock wave has been formed and separated.

An examination of the experimental data has led us to conclude that active media of lasers pumped by an optical breakdown in inert-gas mixtures form under the combined effect of the CO$_2$-laser radiation electromagnetic...
field, shock wave, and ultraviolet rays from optical-breakdown-produced plasmas.

Inversions at the leading edge of the pump pulse are obtained by electron-collision excitation. Initial electrons are produced by photoionization a medium with the ultraviolet ray from an optical-breakdown plasma. Then they acquire energy in the electromagnetic field of the CO₂-laser radiation. It is evident from Fig. 8 that the ionization and excitation region coincides with the lasing region and is directly related to the caustic of the pumping CO₂-laser beam.

According to estimates, at a radiation density of about \(10^8\) W/cm² within 20 nsec (the start oscillation time) an electron may acquire an energy up to 100 eV.

As the pumping time is increased by including the tail of a CO₂-laser pulse, excited atoms build up ahead of the shock wave front. Subsequent compression in the shock wave accelerates plasmochemical reactions and creates conditions for the formation of an active medium for the second pulse of generation.

The suggested mechanism of formation of active media in lasers pumped by an optical breakdown in a mixture of inert gases accounts for the experimental results obtained in this work as well as for the findings of other research groups.

PART 2. Laser generation on ArII NeII ions, pumped by CO₂-laser optical breakdown.

One of the most promising directions in the development of short wavelength lasers is connected with using optical breakdown (OB) and laser produced plasmas (LPP). Hot plasmas formation is accompanied by a power pulse of UV and soft-x-ray radiation, which is applicable for laser active medium (AM) photopumping. The generation, pumped by soft-x-ray radiation from LPP was investigated on a wide scale by W.T. Silfvast, S.E. Harris and other scientists. This method permits to obtain generation in visible, UV and VUV spectral regions. For example, on transition of ArII ion \(4p^2P_{3/2}-4s^2P_{1/2}\) the generation with wavelength \(\lambda=4765\) Å was obtained /6/. The Nd-laser with 25 mJ pulse energy and 70 psec pulse duration was used for OB plasmas formation. The comparison of efficiency of CO₂-laser and Nd-laser in the reception of soft-X-ray radiation from LPP was made by Silfvast and his collaborators /7/. The spectrum of OB plasmas radiation was approximated by black body one. It was shown that for the laser intensities up to \(10^{12}\) W/cm² the temperature of this black body \((T)\) depended on the intensity \((I)\) and laser wavelength \((\lambda)\) as follows:

\[ T \sim (I\lambda^2)^{4/9} \]

The conclusion was drawn that in this intensity region long wavelength lasers are more effective for soft-X-ray flux production.

The aim of present work is the reception of the generation on transitions in noble gas ions with photopumping by soft-X-ray radiation from laser plasmas, which is produced by focusing the radiation of powerful CO₂-laser at the surface of a target.
The experimental scheme is shown in Fig. 9. The radiation of CO$_2$-laser with 10 J pulse energy (Fig. 10a) was directed in the camera filled with some torrs of Ar or Ne. It was focused by a system of lenses on a target. The spots at the target were adjusted in line with a distance of 15 mm to one another. It is known that OB plasmas radiation depends on the target material and shifts to short wavelengths with increasing the atomic number of it /8/. Tantalum strip was used as a target. The luminescence of ArII and NeII spectral lines was observed along the plasma torches.

Using adequate mirrors at the gas pressure $p=5$ torr and distance between the target and active region $L \sim 5$ mm, the generation was obtained on the transitions in ArII : $4p$ $^2P_{3/2} \rightarrow 4s$ $^2P_{1/2}$ with wavelength $\lambda=4765$ Å; $4p$ $^2P_{3/2} \rightarrow 4s$ $^2P_{1/2}$ $\lambda=4545$ Å; $4p$ $^2P_{3/2} \rightarrow 4s$ $^2D_{5/2}$ $\lambda=4278$ Å. The laser generation was obtained also on the transitions in NeII between the levels with the same electron configurations: $3p$ $^2P_{3/2} \rightarrow 3s$ $^2P_{1/2}$ with $\lambda=3345$ Å and $3p$ $^2P_{3/2} \rightarrow 3s$ $^2P_{3/2}$ with $\lambda=3324$ Å. The generation pulses of ArII or NeII lasers are shown in Fig. 10b. The generation pulse arises in 10-20 nsec after OB formation at the front of CO$_2$-laser radiation. Without mirrors the typical shape of oscillograms of ArII lines luminescence are shown in Fig. 10c. One can see two strongly pronounced peaks. The first coincides in time with the generation pulse (Fig. 10b). The dependence of the time delay between second luminescence peak and the front of CO$_2$-laser pulse $\nu$ working gas pressure is presented in Fig. 11. The increase of the delay when the pressure decreases allows to say that the second peak arises due to electron relaxation on the level $4p$ $^2P_{3/2}$ from upper levels. Therefore the first luminescence peak is connected with a direct excitation of this level. The dependence of luminescence of ArII ions lines on pressure is shown in Fig. 12. The maximum luminescence was found to place at 3 torr. Analogous dependence was received for the intensity of ArII and NeII laser generation.

Besides the proposed in /6/ the photopumping mechanism of working levels, the AM excitation can be caused by the electrons accelerated in the electromagnetic field of CO$_2$-laser radiation /9/ as well as by fast electrons from LPP. The electrons due to medium ionization by soft-X-ray flux swing in the E-M field of CO$_2$-laser radiation and can acquire the energy sufficient for the AM atoms and ions excitation. According to estimations in this case the concentration of exited ions ArII in the caustic of incident radiation must be larger than outside one. The spatial distribution of the intensity of luminescence lines vs $H$ ($H$-the distance in the direction perpendicular to the propagation of CO$_2$-laser radiation, Fig. 9) is shown in Fig. 13. Smooth course of the slope (Fig. 13) and the absence of intensity splash for $H=0$ mm excludes the possibility of ionization and excitation of ArII (NeII) ions due to electrons swinging in CO$_2$-laser radiation field.

To investigate the role of the rapid electrons from laser plasmas the experiments, in which the detaining electrical field was applied, were carried out. The excitation energy of upper laser levels of ArII and NeII are in the region of 40-50 eV. The potential different between the target and screen (Fig. 9) has been variable in the region 0-400 eV, that has permitted to stop
the electrons that could make the mainly contribution in the excitation of investigated levels. The experiments shown that even on the generation threshold the applied field has no influence on the generation value. At the same time the assumption that the ionization and excitation of Ar (Ne) is accomplished due to soft-X-ray flux from LPP is in a good agreement with Fig. 14. The distribution of intensity of NeII (ArII) lasers generation vs angle $\alpha$ with respect to the target's normal (Fig. 14) is also in a good agreement with the fact that soft-X-ray flux from LPP expands in a $90^\circ$ angle cone /10/.

For the first time by means of pumping mode the generation on the transitions in ArII in visible $\lambda$=4545 A; 4278 A and NeII in UV $\lambda$=3345 A; 3324 A. The obtained results creates the experimental base to the expansion in the more short wavelength spectral region.
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Fig. 1 Schematic diagram of the experiment
Fig. 2 Interferograms of active media
Fig. 3 Distribution of electron Na and gase Na/No density
1-off the caustic, 2-in the caustic

Fig. 4 Interferograms of active media

Fig. 5 Distribution of He(2P), He(2'So) and Xe(6S[3/2]) excited atoms

Fig. 6 Temporal dependence of He(2'So) excited atoms
1-2p=150ns; 2-2p=1us

Fig. 7 Schematic diagram of development of the stationary optical discharge (SOD)
Fig. 9  The experimental scheme.

Fig. 10  Oscillograms of:
   a) the pulse of CO₂-laser;
   b) the pulse of NeII-laser generation
   c) the typical form of the luminescence pulse

Fig. 11  Dependence of the time delay vs pressure.

Fig. 12  Dependence of the luminescence intensity vs pressure.

Fig. 13  Dependence of the luminescence intensity vs distance H.

Fig. 14  Dependence of the intensity of NeII-laser generation vs angle.
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Abstract
The activity of Pt/SnO\textsubscript{2}-based CO-oxidation catalysts has been maximized by optimizing pretreatment conditions and catalyst formulation. The role of H\textsubscript{2}O in activating these catalysts and of CO\textsubscript{2} retention is deactivating them has been determined as has the interaction of these catalysts with rare-isotope C\textsuperscript{18}O and C\textsubscript{18}O\textsubscript{2}.

Introduction
Pulsed CO\textsubscript{2} lasers have several potential remote-sensing applications, both military and non-military, which require long-life operation with high conversion-efficiency and good power-stability. Two problems are potentially associated with such applications.

One problem is that the electrical discharge normally used to excite pulsed CO\textsubscript{2} lasers generally decomposes some of the CO\textsubscript{2}:

\[
\text{Elec. Disch.} \quad \text{CO}_2 \rightarrow \text{CO} + \frac{1}{2} \text{O}_2
\]

This decomposition is harmful to long-life laser operation both because of the loss of CO\textsubscript{2} and because of the buildup of O\textsubscript{2}. The loss of CO\textsubscript{2} results in a corresponding gradual loss of laser power. The buildup of even relatively small concentrations of O\textsubscript{2} molecules can cause rapid power loss and even complete laser failure. Although CO\textsubscript{2} lasers differ somewhat in their tolerance of O\textsubscript{2}, it is generally desirable to keep the O\textsubscript{2} concentration below a few tenths of 1 mole-percent. CO has no significant deleterious affect on laser performance at moderate concentrations.

The second problem is the fact that the atmosphere contains a significant concentration, about 300 ppm, of common-isotope CO\textsubscript{2} (12C\textsuperscript{16}O\textsubscript{2}). If common-isotope CO\textsubscript{2} is used in a CO\textsubscript{2} laser intended for atmospheric transmission, the emission frequencies available to the laser will correspond to the absorption frequencies of the atmospheric CO\textsubscript{2} and poor transmission will result.

The solutions to these two problems are: (1) continuously remove O\textsubscript{2} as it is formed and replenish CO\textsubscript{2} and (2) use some form of rare-isotope CO\textsubscript{2} (such as 12C\textsuperscript{18}O\textsubscript{2}, 13C\textsuperscript{16}O\textsubscript{2}, or 13C\textsuperscript{18}O\textsubscript{2}) in lasers intended for applications involving atmospheric transmission so that the emission frequencies of such lasers will differ from the absorption frequencies of atmospheric 12C\textsuperscript{16}O\textsubscript{2}.

Removal of O\textsubscript{2} and replenishment of CO\textsubscript{2} can be achieved in certain applications simply by operating the laser open-cycle with a continuous flow-through of fresh laser-gas and the consequent removal of dissociation products. However, for space-based applications or other applications involving weight and/or volume constraints, the amount of gas required for open-cycle operation would be unacceptable and, instead, closed-cycle laser operation with recycling of the laser gases would be imperative. Closed-cycle operation would also be highly desirable for any applications where rare-isotope CO\textsubscript{2} is used for enhanced atmospheric transmission because of the expense of the large volumes of rare-isotope gas which would be required for flow-through operation.
Achievement of closed-cycle operation of pulsed CO₂ lasers requires catalytic recombination of the decomposition products, CO and O₂, to regenerate CO₂.

\[
\text{CO} + \frac{1}{2} \text{O}_2 \xrightarrow{\text{Cat.}} \text{CO}_2
\]

Candidate catalysts must have high efficiency at steady-state laser conditions which are, generally, 25°C to 100°C and about one atmosphere of total pressure with low partial-pressures of CO and O₂. Some excess CO may be added to the laser-gas mixture but generally it is not. It is desirable that little or no heating of the catalyst be required in order to minimize power consumption.

The catalytic oxidation of CO to CO₂ has been extensively studied at various conditions for a number of catalysts. These include the noble metals and various metal oxides\(^1,2\) and the commercial catalyst, Hopcalite\(^3\), which is a mixture of CuO and MnO₂ plus small quantities of other oxides. However, few catalysts have sufficiently high activity to allow operation at the low steady-state temperatures and low oxygen partial pressures characteristic of typical pulsed CO₂ lasers.

The most promising catalysts studied to date, whose performance has been verified by actual closed-cycle laser operation, consist of Pt and/or Pd on tin (IV) oxide\(^4,5\). A systematic study of (Pt, Pd)/SnO₂ catalysts for use with closed-cycle pulsed CO₂ lasers, including the preparation and testing of improved catalyst formations, has been in progress at the Langley Research Center of NASA (LaRC) for the past several years\(^5-16\). This study has been expanded by joint research with investigators at Old Dominion University, the University of Florida, the University of California, San Diego, and Science and Technology Corporation\(^1,5-11,13,15-21\).

**Test Facilities**

Catalyst research at LaRC is carried out both in laboratory reactors and in a commercial CO₂ TEA laser.

**Laboratory Reactors**

Laboratory reactors are used for catalyst study under controlled conditions. Several laboratory reactors are presently operational, most of which are flow-through (plug-flow) reactors. In these reactors a test-gas mixture flows through a reactor tube containing a catalyst sample which is situated in a temperature-controlled oven. The gas which enters and exits the reactor tube is quantitatively analyzed with either a gas chromatograph (GC) or mass spectrometer (MS) and from this analysis the amount of CO and O₂ converted to CO₂ by the catalyst sample is determined. For many tests the test-gas mixtures used are purchased preixed in a high-purity He carrier, typically 1.00 percent CO and 0.50 percent O₂ plus 2.00 percent Ne (as an internal calibration standard for gas analysis). For some tests the gas mixtures are blended in the laboratory using high-purity component gases and calibrated flow controllers.

All except one of the reactors are used with common-isotope gases and use GC's for gas analysis. These GC's are fully automated so that tests with common-isotope gases can be conducted in the flow-through reactors continuously around-the-clock. One flow-through reactor is used with rare-isotope gases and uses an MS for gas analysis.

Studies performed in the flow-through reactors are (1) parametric studies to determine the effect of such parameters as catalyst mass, temperature, reactor residence-time, pretreatment conditions, etc., on the performance of a given catalyst material, (2) comparison of different catalyst compositions (such as Pt/SnO₂, Pd/SnO₂, and Pt + Pd/SnO₂) and concentrations to determine the optimum catalyst formulation, (3) long-term performance tests (using an automated-GC reactor) to determine how a catalyst performs with long-term exposure to the test gases, and (4) isotopic studies (using the MS reactor) to determine the interaction of a given catalyst with rare-isotope gases.

348
A recirculating and a pulsed reactor are also available. In the recirculating reactor, a gas mixture is continuously recirculated through a temperature-controlled reactor tube containing a sample of catalyst, and the conversion of CO and O₂ to CO₂ is monitored as a function of time. Gas analysis is performed with a GC. This reactor is used to study the kinetics and mechanism of catalysis for selected catalyst compositions.

With the pulsed reactor, the single-gas or gas-mixture to be studied (in a He carrier) is exposed to the catalyst sample in a series of discrete pulses. The pulses are spaced in time such that the gas exiting the reactor after each pulse can be analyzed by GC. The cumulative gain or loss of each species as a function of time can thus be more finely resolved than with the continuous flow-through and recirculating reactors. The pulsed reactor is used for both reaction and chemisorption studies.

Laser Reactor

A Lumonics model TEA-820 pulsed CO₂ laser (7 Watt, 1-50 pulses/second) is available for catalyst testing under actual laser operating conditions. The laser is operated closed-cycle with an external catalyst bed (in a temperature-controlled oven) and the results are compared with the open-cycle performance of the laser at the same flow rate. It is intended that ultimately the laser will be operated with no heating of the catalyst other than by the laser gas. Gas analysis is performed with a GC in current common-isotope tests. An MS will be used when the laser is operated with rare-isotope CO₂.

Results

The following results have been obtained in studies performed to date.

Common-Isotope Laboratory Studies

(1) Pt on SnO₂ (Pt/SnO₂) has significantly higher catalytic activity for CO oxidation than either Pt or SnO₂ alone. The effect is clearly synergistic and apparently involves separate but complementary roles for the Pt and SnO₂ phases.

(2) The efficiency of Pt/SnO₂-catalyzed oxidation of CO to CO₂ is approximately proportional to catalyst mass until complete conversion is achieved.

(3) The catalyst mass required to achieve complete oxidation of a given concentration of CO is roughly proportional to the flow rate of the gas through the catalyst. This makes possible the extrapolation of results obtained with laboratory reactors to CO₂ lasers.

(4) A technique for achieving much higher Pt loadings than are commercially available has been developed at NASA-LaRC. Platinum loadings as high as 46 percent have been achieved.

(5) The activity for CO oxidation of Pt/SnO₂ catalysts increases with Pt loading until a maximum activity is reached at about 17 percent Pt. Since Pt loadings between 11 percent and 17 percent and between 17 percent and 24 percent were not tested, the precise optimum loading is somewhat uncertain but it is believed to lie in the range of 15 to 20 percent.

(6) Bimetallic catalysts consisting of Pt and Pd on SnO₂ have a higher activity than catalysts with the same total loading of either metal alone. The optimum Pd loading for maximum catalyst activity is about 5 percent.

(7) A reductive pretreatment enhances the activity of Pt/SnO₂ catalysts relative to no pretreatment or to pretreatment with O₂ or an inert gas. Pretreatment consists of a flow of the pretreatment gas (in a helium carrier, for safety and convenience) over the catalyst sample at an elevated temperature prior to exposure of the catalyst to the reaction gas mixture at the selected reaction temperature. Both CO and H₂ are suitable gases for reductive pretreatment; in this study they were used at a concentration of 5 percent in He.
The temperature at which a Pt/SnO$_2$ catalyst is pretreated can affect its subsequent activity$^{15}$. Pretreatment temperatures of 125°C, 175°C, and 225°C resulted in equal catalytic activity, for the catalyst tested, but pretreatment at 100°C yielded somewhat lower activity.

Duration of the pretreatment also affects subsequent catalyst activity$^{15}$. Catalyst activity after a 20-hour CO pretreatment was found to be lower than after a 1-hour pretreatment. Too short a pretreatment also diminishes catalyst activity. For optimum results the effluent gases from the pretreatment should be analyzed and the pretreatment terminated when no significant yield of oxidation product (CO$_2$ or H$_2$O) is detected.

Pretreatment of a Pt/SnO$_2$ catalyst sample at elevated temperatures—above about 125°C—results in an initial dip in catalyst activity before the steady-state activity is achieved for studies in the flow-through reactors$^{15}$. No dip occurs if the catalyst is pretreated at lower temperatures. If the catalyst is exposed to moisture following pretreatment but prior to exposure to the reaction gas mixture, or if the reaction gas mixture is humidified, no dip occurs$^{15}$.

In many cases moisture not only eliminates the initial dip in catalyst activity, it also enhances the activity of the catalyst$^{15}$.

A Pt/SnO$_2$ catalyst supported on silica gel has been developed at NASA LaRC$^{16}$. The hydrous silica gel supplies H$_2$O to the catalyst with minimal humidification of the laser gas.

No initial dip in catalyst activity has been observed in flow-through reactor studies when the Pt loading exceeded 24 percent even at pretreatment temperatures of 225°C. No dip has been observed in studies in the recirculating reactor at any Pt loading or pretreatment temperature.

The activities of Pt/SnO$_2$ catalysts exhibit some decay with time. Initial activity can be readily restored by outgassing the catalyst either by heating it or by exposing it to an inert gas for about 2 hours. In either case, restoration of activity has been found to be associated with outgassing of CO$_2$ from the catalyst but decay in activity occurs again when CO oxidation is resumed.

The yield of CO$_2$ for a given catalyst sample and set of reaction conditions is increased by addition of O$_2$ to a stoichiometric mixture of CO and O$_2$ and decreased by addition of CO to such a mixture$^{22}$. The reaction has been found to be first order with respect to O$_2$ concentration. Determination of the reaction order with respect to CO concentration is currently in progress. The true rate equation appears to be somewhat complex.

**Rare-Isotope Catalyst Studies**

1. Reaction of C$^{18}$O and $^{18}$O$_2$ on a common-isotope Pt/Sn$^{16}$O$_2$ catalyst yields about 85 percent C$^{18}$O$_2$ and 15 percent C$^{18}$O$^{18}$O$_2$. This concentration of the mixed-isotope species C$^{18}$O$^{18}$O$_2$ is unacceptable.

2. A technique has been developed for modifying the surface of common-isotope Pt/SnO$_2$ so that all reactive surface oxygens are $^{18}$O$_2$. Reaction of C$^{18}$O and $^{18}$O$_2$ over this modified catalyst yielded only C$^{18}$O$_2$, within experimental error, in a test of 17 days$^{23}$.

3. Rare-isotope studies have indicated that some sort of carbonate or biocarbonate species is formed when CO is oxidized on Pt/SnO$_2$ catalysts$^{10}$.

**Laser Studies**

1. The Lumonics Model TEA-820 laser has been operated closed-cycle with a catalyst bed of 150 g of 2 percent Pt/SnO$_2$ at 100°C$^{5,8}$. The laser achieved 96.5 percent ($\pm$ 3.5 percent) of steady-state open-cycle power for 28 hours ($1 \times 10^6$ pulses at 10 pulses/second). Both the laser and catalyst were fully operational at the conclusion of the test. Additional laser tests are in progress.
Herz and coworkers at the University of California, San Diego, have developed a computer program which can be used to design catalyst monoliths for specific laser applications. The critical information a user needs to supply is the first-order-overall rate constant and activation energy for the catalyst formulation of interest. After the user supplies other information such as gas composition, gas flow rate and monolith dimensions, the program computes the conversion of oxygen and pressure drop as a function of monolith length. By varying input parameters, the user can investigate various design alternatives. One conclusion of a design study performed with the program is that standard off-the-shelf monoliths are not optimal for use in CO2 laser applications. This is because standard monoliths have been designed for combustion or emission control applications where reactions occur very fast at high temperature and high gas flow-rates. Gas flow-rates in lasers are relatively low and reactions occur at low temperatures and thus, are relatively slow. Monoliths optimized for laser applications to provide for minimum monolith size will have thicker layers of active catalyst material than monoliths used for combustion and emission control. The computer program is available through NASA's COSMIC office.

Surface Characterization Studies

Extensive surface characterization studies have been performed by Hoflund and coworkers at the University of Florida. These studies utilized an ultrahigh vacuum system containing multiple surface techniques including ion scattering spectroscopy (ISS), electron spectroscopy for chemical analysis (ESCA), Auger electron spectroscopy (AES), and electron stimulated desorption (ESD) with pretreatment capabilities at elevated pressures and temperatures. Results have been presented in references 17-20.

Especially noteworthy is the observation that a Pt/Sn alloy with surface hydroxyl groups is formed when Pt/SnO2 is reductively pretreated at conditions discussed herein. Both the alloy and the surface hydroxyls are believed to contribute to the observed catalytic activity.

Concluding Remarks

Noble-metal/tin-oxide based catalysts such as Pt/SnO2 have been shown to be good catalysts for the efficient oxidation of CO at or near room temperature. They are the most promising catalysts for use in closed-cycle pulsed CO2 lasers whose performance has actually been verified by tests in such lasers. The catalysts require a reductive pretreatment and traces of hydrogen or water to exhibit their full activity. Addition of palladium enhances the activity of these catalysts with about 15 to 20 percent Pt, 5 percent Pd, and the balance SnO2 being an optimum composition. Unfortunately, these catalysts presently exhibit significant decay due in part to CO2 retention, possibly as a carbonate or bicarbonate. Research on minimizing the decay in activity of these catalysts is currently in progress. Also in progress is research on other noble-metal/reducible-oxide (NMRO) catalysts.
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Abstract

This paper describes a development of a large bore copper vapor laser, with the bore diameter of 80 mm and the electric discharge length of 1570 mm, and its features. It is said that in general, some limitation exists in enlarging the bore of a copper vapor laser to increase output power, because of causing relatively low power density in the central zone. However, the large bore copper vapor laser of 80 mm in diameter described in this paper does not show such a power depression in the central zone, though the laser light emission is delayed in the central zone. The calculational results on the current distribution in the discharge tube indicate that the impedance mismatching adversely affected the skin effect causing the discharge current to flow only in the peripheral zone of the plasma.

Introduction

The copper vapor laser (CVLs) emit two visible lights, green (510nm) and yellow (578nm). They are more than ten times as efficient as the ion lasers which are typical ones with the transitions in the visible spectrum region. Therefore, the CVLs have been scaled to high average power around 100 watts\(^3\), order of magnitude larger than that of the ion lasers. Since the CVLs yield short pulses at high repetition rate of a few kilohertz in the visible spectrum region, they are adequate to pumping the dye lasers, and are expected to be suited for future photoschemical applications, especially the research and development of isotope separation technology utilizing the CVLs.

It is estimated that a total laser output power of a CVL system of a few tens of kilo-watts will be required in energy applications.\(^4\) Consequently, improvement in the efficiency, accordingly in the laser output power of a single CVL, is one of the major factors to determine whether the laser isotope separation system can have an economic advantage over the other separation schemes.

Volumetric power scaling of a single CVL has been accomplished by both lengthening the discharge and increasing its diameter. Availability in long-length ceramic tubes have made it possible to experiment with the tube up to 3-m long, and an output power of 150 W has been obtained with a 60-mm-diameter tube by length scaling.\(^5\)

A 100-W CVL is being developed with a 1570-mm-length discharge by increasing the discharge tube diameter up to 80 mm. In an author's trial manufacture of a CVL with a 1570-mm-length and 100-mm-diameter discharge tube, the laser output power was limited to a few watts. The volumetric power scaling by increasing the discharge diameter was unable to be applied, since the laser beam formed an annular profile without any beam intensity in the central part, which failed in making the most of the whole discharge volume.

Some investigations showed that the increase in the diameter leaded to the decrease in the discharge resistance resulting in the impedance mismatching between the electrical circuit and the discharge tube. They also showed that the impedance mismatching adversely affected the skin effect causing the discharge current to flow only in the peripheral zone of the plasma. Eventually, the authors have been successful in obtaining an laser output power of 100 watts with a reduced-diameter tube of 80 mm by accomplishing the impedance matching.

The laser output characteristics and the impedance-matching results for the 100-W CVL will be described here.

Outline of 100-W CVL

A configuration of the 100-W CVL is depicted in Fig.1. An alumina ceramic discharge tube is
surrounded by an alumina-fibrous thermal shield and a silica glass tube. Ne buffer gas is filled inside the glass tube, and a vacuum thermal isolation layer exists outside the glass tube. A radiation shield plate is placed inside an outer metal jacket which serves both as a current return and structural member.

A left part of the vacuum vessel consists of an electrical-insulation ceramic tube. Electrodes are placed at both ends of the discharge tube. When a high-voltage pulse is applied between two flanges at both ends of the insulation tube, the discharge is established between the electrodes. The current flows from the electrode to the discharge, and returns to the opposite terminal through the outer metal jacket. The coaxial configuration reduces the discharge-tube inductance.

Since the discharge tube is thermally insulated by the alumina-fibrous layer and the vacuum layer, the tube temperature increases to about 1500°C by the discharge, and the copper is vaporized. The copper vapor excited by the discharge emits the laser beam. The discharge tube is 80 mm in inner diameter, and 1570 mm long.

**Electrical circuit**

![Electrical Circuit of the CVL](image)

**Fig. 2** (a) shows an electrical circuit of the CVL. The pulse power supply charges the storage capacitor Cs through the inductor, and is electrically insulated after the completion of charging. Then, the thyatron is closed by a controlled trigger signal, the charge in the Cs is transferred to the peaking capacitor Cp through the thyatron, and the terminal voltage of the discharge tube increases. When the discharge takes place, the current flows in the discharge tube from both Cs and Cp. As a result, the copper vapor is excited and the laser oscillation occurs. The current ceases to flow after the energy supplied from the pulse power supply is completely dissipated in the discharge and other electrical elements. Then, the thyatron recovers its insulation, the circuit restores the initial condition, and the power supply begins to charge Cs.

**Impedance matching**

![Equivalent Circuit](image)

**Fig. 2** (b) shows an equivalent circuit where the discharge tube is represented by an inductance and a time-dependent variable resistance. The circuit forms a loop 1 from Cs to Cp, a loop 2 from Cp to the discharge tube, and a loop 3 from Cs directly to the tube. Since the lifetime of the excited atoms is short in the CVLs, it is necessary to deposit the high-power energy into the discharge within a very short period of ~100 ns, in order to obtain the efficient oscillation. Therefore, it is important to match the circuit impedance \( \sqrt{L/C} \) with the discharge resistance.

**Fig. 3** shows the CVL current profile and the integrated energy deposited in the discharge for three equal circuit impedances of 6 \( \Omega \) and the discharge resistance of 6 \( \Omega \). The integrated energy is represented by the rate to the energy initially stored in Cs. When the discharge resistance is equal to the circuit impedances, 82.5% of the energy is deposited in the...
discharge during the first wave of the current.

Since the laser oscillation takes place around the peak of the first wave of the current, it is necessary for the energy to be deposited in the discharge during the first wave in order to make the most of the stored energy.

Fig. 4 shows a variation of the energy deposited during the first wave as a function of the discharge resistance. The circuit condition is the same as that in Fig. 3 where the first wave period of 160 ns is indicated by the dashed line.

The abscissa corresponds to the discharge resistance, and the ordinate corresponds to the energy deposited within 160 ns. The figure shows that the energy deposited is reduced to 70% for the resistance of 2.5 Ω or 12Ω. The impedances can be matched by the additional inductance to the external circuit in case of a relatively large discharge resistance. When the resistance is small enough, however, there is a limit in reducing the inductances in the tube and the external circuit.

Even if the input power is increased at the cost of the efficiency, the discharge resistance becomes smaller, which leads to the further mismatching.

Table 1 shows a comparison of the discharge tube resistance with the circuit impedances as a function of the discharge tube diameter for a constant discharge length of 1500 mm.

The discharge resistance is calculated from a conductivity of 1.5 Ω⁻¹ cm⁻¹. The inductance is computed as the coaxial round-trip circuit with a constant insulation thickness of 40 mm and the electrode length twice as large as the diameter. The capacitance is determined on condition that the stored energy is proportional to the cross section of the discharge tube for a constant voltage of 20 kV and a constant pulse repetition rate of 5 kHz.

The discharge resistance for a 35-mm diameter is 2.1 times larger than the circuit impedance, and becomes 4.7 times larger than that for a 100-mm diameter. It is clear from the table that the impedance matching is not obtained at all for larger discharge diameters. There seems to be a fundamental problem in the volumetric power scaling by increasing the diameter.

Skin effect and impedance matching

The impedance mismatching adversely affects the plasma skin effect, consequently the laser beam.
profile does not exhibit a uniform distribution but an annular one.

Fig. 5 shows an equivalent circuit for a calculation of the radial discharge current. The discharge plasma is divided so that the cross section of each element becomes equal each other. The inductance is calculated by both self and mutual inductance.

Fig. 6 shows computed results of the current and the integrated energy deposited in the discharge for a well-matched case with a 7.5 \( \Omega \) circuit impedance and a 7.5\( \Omega \) discharge resistance. The discharge region is divided into 5 elements. The current in the central zone is approximately equal to that in the peripheral zone, though a slight time delay is observed. And it is true of the energy deposited. It takes about 20-\( ns \) time delay for the energy deposited in the central zone to become equal to that in the peripheral zone. The difference of the energy deposited between the peripheral zone and the central zone is only 8%.

Fig. 7 shows similar computed results for a mismatched case with the 7.5-\( \Omega \) circuit impedance and a reduced discharge resistance of 1.5\( \Omega \). The current peak value in the central zone is 60% of that in the peripheral zone, and the amount of the energy deposited is reduced to less than half that of the well-matched case. The impedance mismatching in the CVLs causes the energy deposition only in the peripheral zone of the plasma, resulting in the annular beam profile.

Fig. 8 shows laser output characteristics and a photograph of the 80-mm-diameter CVL in operation, which has been developed by the authors. A maximum output power of 100 watts is obtained with an operating temperature of 1450°C.

Fig. 9 shows a radial laser beam intensity distribution. The power density becomes maximum in the central portion of the intensity distribution.

Fig. 10 shows temporal laser power profiles in various positions in the beam. A peak value of the laser power profile in the center is larger than that in the peripheral position, though the oscillation in the peripheral position starts 20\( ns \) earlier.

It is considered that the impedance matching is sufficiently accomplished in the 80-mm-diameter CVL.
Concluding remarks

A 100-W copper vapor laser with the discharge tube of 80 mm inner diameter and the electric discharge length of 1570 mm, was developed. The large bore copper vapor laser did not show the power depression in the central zone. It shows the possibility of increasing the total power by enlarging the bore diameter and accomplishing the impedance matching between the electrical circuit and the discharge resistance.
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Abstract

A solid-state pulse generator which consists of only fast semiconductors without a saturable reactor has been developed. With this pulse generator, a laser power of 112 W has been obtained with a high-power 80 mm bore copper vapor laser. The switching time is 38 ns, the rate of rise of the pulse current is 20 A/ns, and the switched pulse energy is about 2 J with the high repetition rate of 6 kHz and the voltage of 17 kV. These values are comparable to those obtained with a modern thyratron.

1. Introduction

The technology of controlling the high-power nanosecond pulse current is necessary to obtain high-power pulse lasers.

At present, the high-power nanosecond pulse current is obtained by discharging the condenser instantly by a switching device. A thyratron tube is mainly used for this switching device. But it has some problems of short lifetime and unstable quality. For that reason, many studies on a solid-state switching device for replacing a thyratron have been carried out. Many papers [1, 2, 3, 4] with a magnetic pulse compression circuit (MPC) applied to pulse lasers were published. But there are problems that the MPC has jitters in the switching owing to the fluctuation of the circuit conditions such as charging voltage. Because of the jitters, laser amplifiers can't be excited synchronously in a time order of nanosecond in a master oscillator and power amplifier (MOPA) laser system, resulting a low efficiency of amplification of laser power.

To solve these problems, we have developed a solid-state pulse generator which consists of only semiconductors without a saturable reactor. In this report, we describe the characteristics of the solid-state pulse generator and the application to a high-power 80 mm bore copper vapor laser (CVL).

2. The characteristics of a solid-state pulse generator

A schematic diagram of an electric circuit used in CVL is shown in Fig. 1. A discharge capacitor (Cd) is charged by DC high voltage power supply. When this voltage is switched by a switching device, a pulse current flows into a discharge tube. This pulse current excites a laser medium and a laser oscillation is generated. A solid-state pulse generator is composed of a solid-state switching device, a gate circuit and a trigger oscillator. The solid-state switching device is activated by the signal of the trigger oscillator with a high repetition rate.

A schematic diagram of the solid-state pulse generator is shown in Fig. 2. The switching device consists of only semiconductors, MOSFET's (Metal Oxide Semiconductor Field Effect Transistor), in which a multistage of several parallel FET's are installed to switch the high voltage and high current. Each stage is connected to each insulated gate circuit. The switching signal of the trigger oscillator is inputted to the gate circuits through the optical fibers to switch all FET's at the same time in nanosecond order. Because of the fast switching operation of the FET's, no saturable reactor for sharpening the current pulse waveform is used in this solid-state pulse generator.
It is necessary to make equal the current and the voltage at each FET in a solid-state switching device which consists of series and parallel connection of FET's so that the large switched power can be obtained. First, the current distribution in each FET connected in series and parallel at the rise of a nanosecond pulse current depends on the reverse induced electromotive force by inductance in a switching device rather than a on-stage voltage of each FET. The equalization of the current at each parallel FET is obtained by installing all FET's and a plate for a returning current parallel, making equal a value of inductance in each loop which is made up of each FET and the plate. As a result, the value of the current of each parallel FET deviates within 13 % from a value, which is defined as I/N ( I is the total current, N is the total number of the parallel FET's). Secondly, we must make equal the voltage per stage at the multistage because the excessive voltage over the rating of the FET would cause to destroy the FET. The equalization of the voltage is obtained by adjusting the installation of the FET's. The result is shown in Fig. 3. The horizontal line is the stage number and 100% is the total number of the multistage. In this case, the fluctuation of the voltage per stage is obtained within 15 %.

Figure 4 shows the waveforms of the FET current and FET voltage when the solid-state pulse generator is switched. In this case, the peak current and the charging voltage are 1.7 kA, 17 kV and the repetition rate is 6 kHz. a pulse energy of 1.93 J has been stably switched. The switching time is 38ns and the rate of rise of the current pulse is 20A/ns. These values are comparable to those obtained with a modern thyratron.

The switching loss in the solid-state pulse generator contains both the loss in the transient switching and in the steady state switching. In Fig. 4, the sum of the on-stage voltage of the FET's in multistage is about 1 KV. The loss in the transient switching is about 0.05 J and the loss in the steady state switching is about 0.16 J, which is three times than the loss in the transient switching. The total loss is 1.26 KW, which means that the conversion efficiency from the switching electrical power to the input power into a load is about 90 %.

3. An application of the solid-state pulse generator to a 80 mm bore CVL

A schematic diagram of a charge tube in a 80 mm bore CVL is shown in Fig. 5, which is a conventional longitudinal one. There is a alumina tube in the center and each electrode in the both side of the alumina tube. The pulse discharge occurs between the electrode. The length of the discharge tube is about 2 m.

The solid-state pulse generator has been applied to the 80 mm bore CVL. Figure 6 shows the waveforms of the FET current and the discharge current and the laser power. In this case, the laser power 112 W has been obtained when the switched pulse energy is 2 J with the repetition rate 5 kHz. The maximum of the discharge current is 1500 A. The high efficiency more than 1 % is obtained with the electrical input power of 10 KW (1/2CdVf, Cd: discharge capacitance, V: charging voltage, f: repetition rate).

4. Conclusions

We have developed the solid-state pulse generator which consists of only semiconductors, FET's, which is activated with the high repetition rate.

(1) The laser power 112 W has been obtained with the 80 mm bore CVL.

(2) The switching time is 38ns and the rate of rise of the pulse current is 20 A/ns. The conversion efficiency of the switching power of 10KW is about 90 % in the switched pulse energy of 2 J with the repetition rate of 6 KHz.
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Fig. 1 A schematic diagram of a electric circuit in CVL

Fig. 2 A schematic diagram of a solid-state pulse generator

Fig. 3 The voltage per stage at the multistage of the solid-state pulse generator

Fig. 4 The waveforms of the FET current and FET voltage
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Fig. 5 A schematic diagram of a discharge tube in a 80 mm bore CVL
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Fig. 6 The waveforms of the FET current and the discharge current and the laser power
Abstract

This is a general review article for people who are entering the dye laser field for the first time. Quickly I will review the different types of dye lasers, and their difference in beam characteristics. Next will be discussed the development of dye and where it is today, the development of optical systems on the various dye lasers and the applications relating to dye lasers.

Types of Dye Lasers

There are two basic types of dye lasers. There are laser pumped dye lasers which use another laser type to pump a dye cell. These types of lasers consist of using a Nd:YAG, frequency doubling its output to obtain 530nm light which is used for pumping a dye cell that contains dyes that absorb 530nm. Excimer lasers are used to pump dye cells and their UV excitation at 308nm is particularly useful for exciting many of the different dyes. Nitrogen lasers can be used to pump a dye cell and its UV output at 331nm is also absorbed by many different dyes. In both the Excimer and Nitrogen laser, however, the more red the dye, less absorption of the UV occurs. The relative efficiency of dyes in the red and the near infrared region becomes less for Excimer and Nitrogen pumped dye lasers. Copper vapor has a yellow excitation of 577nm and is very useful for pumping dyes that have absorptions at 577nm or above. The Argon Ion laser is a continuous (CW) laser. It has a blue green excitation region of 488nm or 514nm and pumps dyes that are flowing through the focal point of the beam to produce a continuous dye laser. Krypton Ion can also be used in place of Argon.

The flashlamp pumped dye lasers use a flashlamp to excite a dye cell. There are two basic types of flashlamps, the coaxial flashlamp where the dye flows through the center of the flashlamp, and the linear flashlamp which uses an outside reflector to direct its light into an adjacent dye cell.

The top of Figure 1 shows a ruby laser used to excite a dye cell. The lower two diagrams show the configuration of an argon laser used to pump the flowing cell.

Figure 2a is a layout of what a linear flashlamp system would look like with its adjacent dye cell. Also shown, is the energy level diagram for dyes.

Figure 2b shows how the dyes self absorption forces the lasing spectra to be red shifted from the fluorescent peak.

A dispersive element in the resonator cavity will make the lasing output tunable. It will also increase the spectral intensity of dye laser. The greater the dispersion, the more narrow is the linewidth of the output. Dye lasers are tunable and this is their primary advantage.

Figure 3 shows the coaxial flashlamp. The dye flows through the center of the flashlamp. The coaxial flashlamp is unique in that it can pump the dye much more efficiently than the linear flashlamp. The coaxial flashlamp has extremely low inductance. Consequently its rise time is very fast and can match the fast fluorescent time constant of the dye which is in the order of 3-4ns.

In Figure 4 an example of a pulse produced by a coaxial flashlamp pumped dye laser is shown. Notice how quickly the laser pulse rises to about 50% of its amplitude and then after the peak, has a gradual rollover that is a nice, smooth, laser pulse.

Beam Characteristics

The beam characteristics of the different dye lasers are important to understand. Generally speaking, if a laser is used to pump a dye cell, then the temporal behavior of a dye cell will closely follow that of the pumping source. For example, 20ns Nd:YAG will produce 20ns dye laser pulses. The Copper Vapor and Excimer pulses are in the order of 6-
The Nitrogen laser is around the 1-2 ns, whereas the Argon Ion or Krypton lasers are continuous wave. Dye lasers made by excitation from these lasers will have the same temporal characteristics.

Flashlamp pumped dye lasers are quite different. Flashlamp pumped dye lasers can be made at different pulse widths and consequently the dye laser will generally follow the flashlamp excitation time. We have been able to produce flashlamp dye lasers that produce coherent light pulses from about 20 ns all the way up to in excess of 1 ms.

The linewidths of the lasing output from either a flashlamp pumped or laser pumped dye lasers are all controlled by the amount of the dispersion introduced into the dye cavity. Typical linewidths are in the order of 0.1 Å to 40 Å. 3-5 MHz linewidths can be attained in pulsed and in CW systems. Generally, as the linewidth is reduced, the amount of energy or pulse intensity from the dye laser is also reduced.

The divergence of the dye laser beam is typically in the order of 1-5 m. Near diffraction limited quality can be obtained similar to other laser types.

The output energy or power of dye lasers can run the full range available from any other type of laser. In the continuous mode using the Argon or Krypton systems, milliwatts to 3 or 4 watts is available. In the pulsed mode, energies from microjoules to as much as 150 joules or powers from kilowatts to 5 GW have been obtained.

Development of Laser Types

The development of dye lasers really started back in 1968 when Peter Sorokin at IBM was doing some fluorescent measurements with a very simple type of coaxial flashlamp. From his work the first commercial dye laser evolved at a company called General Laser Corporation using a coaxial flashlamp. The first flashlamp pumped dye laser was made available in early 1969. Avco and Exxon formed a team later in the 1970's to develop a high average power linear flashlamp system for isotope separation. Many of the high average power designs and concepts and the problems associated with running flashlamp pumped dye lasers at high rep rates came from the studies done at Avco and Exxon by this team. There are two principle flashlamp dye laser houses in the United States. One is Candela that primarily works with the linear flashlamp systems and Phase-R Corporation which has developed the coax to where they have an all metal to quartz seal, making that flashlamp a very reliable flashlamp when compared to the linear.

CW dye lasers began when Ben Snavely at Kodak fathered the concept of using an Argon Laser to pump a fast flowing dye. Initially, this began with the dye flowing between two windows but as Coherent and Spectra Physics began using higher and higher powered Argon lasers, they found that the dye was actually being plated onto the windows. Consequently, the dye jet using glycol evolved with a nozzle approach so that the high intensity would not cause the thermal effect associated with the boundary layer between the dye and the glass.

Laser pumped dyes began at Avco because Avco was an early manufacturer of a Nitrogen Laser. One of the first experiments that someone did at Avco was to make jello with dye and actually make it lase. Other cells were developed, and laser pumped dye lasers began to evolve. Other manufacturers that produced Excimer or Nd:YAG or Ruby lasers began to see that there was a market for their lasers and all developed various dye cells that would fit to their lasers.

By and large all dye lasers would not be used if the dye is not efficient, if it is short lived, and it must be used in toxic solvents. Consequently, the dye and its associated characteristics are extremely important to the usefulness of the dye laser.

Development of Dyes

The development of dyes began back in 1968-1970. Several books were written on it, but the synthetic development of the dye and the actual studies really didn't start to move until the Air Force in 1975 started to spend some money on the development of red dyes. The Navy started to see that blue/green dye lasers could have a beneficial effect to some applications in the Navy. In 1977 they pioneered development programs to develop blue green dyes. In 1986 the Army got the concept and idea and wanted to understand how much power a dye laser could produce. Consequently, high power dyes were considered an important part of the dye program study. In 1985 the Navy began to fund an acrylic rod concept where the dye would be mixed into an acrylic rod so that the dye laser could possibly evolve into a tunable "solid state" type of laser which could in the worst case, be a throwaway type of system.
Future development on dyes is going to be required on dyes for many years until we have long lived, very stable, high efficient dyes at every part of the near UV to near IR spectrum. In the 20 years since 1970, some striking examples of good dyes have evolved. However, there are many holes in the spectrum that do not have the dyes at all. What is needed is development on long life dyes that produce high energy and are capable of being water soluble or at least operating in a solvent that is non-flammable over any part of the visible and near UV, IR spectrum. Another development will be using dyes mixed in PMMA or Acrylic type rod systems. Dyes are beginning to have medical applications where photodynamic therapy and its effect on cancer produce striking results. There could very well be concepts that have been learned in making synthetic laser dyes used to help develop associated dye materials that would be very beneficial for the PDT type of application.

In figure 5 is an example of the various dyes that exist today. Please note that the same dye will lase at a different wavelength depending on how it is pumped. Notice how the red mark of Rhodamine 590 for a Krypton system lases at a different wavelength compared to a flashlamp system.

Figure 6 is an example of the pulse response of various dyes with flashlamp excitation. It is interesting to note that the chemistry of the dye and its effect with the solvent can produce very efficient or very bad performance. Notice that some dyes have a scalloping effect as the intensity decreases. This indicates that triplet-triplet absorption is starting to become a substantial part of the excitation mechanism.

**Development of Optical Systems**

As the dye laser began to evolve, initially it was used as a tunable source for very basic research and very basic applications. Then as it became more accepted, the development of optical systems for liquid type lasers, namely dye lasers, began to evolve. The fundamental difference with liquid dye lasers and the optical systems they use is that the liquid lasing media is moving, it can have thermal gradients that exist not only longitudinally but transversely. The gain of the dye can be changed for a given diameter and length ratio, which has an effect in the design of optical resonator systems.

Something that had never been used before in other types of lasers were dispersive elements. In the dye laser, the dispersive element is a very important concept because the dye is so tunable. Introducing dispersive elements into the dye laser produced the ability to tune from one wavelength to the other using the same dye lasing material. Various dispersive elements have been studied from prisms, to gratings, to birefringent filters, to etalons, to a combination of all of these. Every laser pumped dye cell and every flashlamp pump type of dye laser have all had studies done with all of these various devices.

The ideal use is for a laser to produce coherent light that is diffraction limited. The focus ability of the laser light is important for many applications. Consequently diffraction limited resonators were studied with dyes. The concept of the unstable resonator became very important not only for the CO₂ laser, but for large diameter flashlamp pumped dye lasers. Other studies involved resonators that produced extremely narrow linewidths. A unique type of resonator was developed with a dye laser. It was the cavity dumper, as opposed to a Q Switch. A Q Switch laser uses lasing materials where the energy is maintained in the upper excited state until the optical resonator is quickly aligned. A cavity dumper is used with lasing materials that have very short fluorescent time constants. Consequently, the energy in the beam has to be stored as photon flux and then it is literally dumped from the cavity. The cavity dumper was studied and developed by a group at Avco who did the initial pioneering work and was also studied and further refined and developed at Phase-R Corporation.

The dye laser appeared to be able to scale towards larger sizes. Development began on very high average power type laser systems. In the CN systems, they evolved from the cell to the glycol fluid window. For the laser pumped systems, flowing cells became necessary as the repetition rates of the laser pump systems increased. For the coaxial flashlamp, a triax or trivac tube was necessary to isolate the dye cell from the flashlamp. For linear flashlamps, transverse pumping became an ideal means where the dye did not have to be passed down the entire length of the flashlamp before the next pulse. It could just be passed transverse or through the distance of the diameter of the flashlamp instead.

One of the outgrowths of solid state lasers that became directly applicable for dye lasers was frequency doubling. Frequency doubling of the Nd:YAG was very predominant in being able to produce green light instead of red. The dye laser, because it was tunable, gave the operator the ability to tune ultra violet light. There were many studies done on crystals, tunability, and crystal damage and the relative efficiencies of frequency doubling crystals.
The figures that follow are examples of some simple setups and simple optical systems used with the flashlamp pumped dye lasers. Simple frequency doubling or second harmonic generation is shown in figure 7. A coaxial flashlamp has the ability to pump two dyes simultaneously and is shown in figure 8. Two separate cells could be tuned and used with the dispersive prism.

Figure 9 shows the difference between an optical chopper setup and a cavity dumper. An optical chopper means just literally, chopping out part of the laser pulse; whereas the cavity dumper compresses the energy and stores it so that a single giant pulse is obtained from the laser.

Applications

Parameters which dictate the use of a dye laser are the required wavelength and linewidths of the laser beam. Generally it's necessary to have the tunability or the ability to reach a particular wavelength that is not accessible by other laser types. The pulsewidth or continuous operation is a necessary criteria for choosing the type of dye laser. And then the power/energy will dictate the type of model of laser used. Of course, the underlying parameter will be the cost, utility and maintenance of a dye laser and in most cases a flashlamp pumped dye laser are much less expensive than a laser pumped dye laser simply because two lasers do not have to be purchased.

By and large, dye lasers are used for the interaction of matter in the research field. One can be classified as spectroscopy and the other could be classified as an excitation or destruction mechanism.

The other major application for dye lasers has turned out to be the medical area. Photodynamic therapy, is being used to kill cancers. Dye lasers are being used to break up kidney stones and gallstones. In dermatology they are being used to remove skin defects and surface veins. They are currently being used in ophthalmic research and there is a possibility that dye lasers can be used to break up plaque in blood vessels.

Figure 10 shows a coaxial flashlamp pumped dye laser that was used with an optical chopper. It was put in a 16 inch diameter cylinder and was used as an underwater illuminator for the US Navy back in the late 1970's. It had the nickname "Nessy".

Another unique application had the dye laser was put into a van and computer controlled. It was used to monitor the smoke exhaust from the Columbia Shuttle.
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A significant improvement in the performance characteristics of flashlamp pumped dye lasers in the blue-green spectrum is due to the introduction of Kodak Coumarin 314T dye. Numerous experiments are conducted to illustrate this advancement.

**Abstract**

The object of our research work was to obtain useful data about the performance of a flashlamp pumped dye laser using the new Kodak dye Coumarin 314T. Then, to compare this performance with other well known laser dyes using the same laser.

R-K Manufacturing has been successfully building flashlamp pumped dye liquid lasers since 1981. The majority of our work relied on the well known dye Rhodamine 6 G or "R6G". Additional studies were conducted with other dyes. One such dye is Kiton Red 620. It’s red colored output beams were a good match for optics made for helium-neon lasers. The Kiton Red dye could be used with either methanol or ethanol as the solvent, and produced laser beams with significant output radiant flux.

Meanwhile, there was for some time, a major thrust of research activity in the United States towards the development of high-power, blue-green lasers. We conducted experiments with several dyes known to lase in the blue-green such as 7 Diethelamino - 4 Methelcoumarin, Sodium Flourescein, and Coumarin 504. The results of our experiments were not encouraging, so we all but forgot about the idea of having an efficient, high-powered, blue-green laser. Another dye laser worth mentioning is one where we used Oxazine 720 as a laser dye, with ruby laser optics to closely match the wavelength of our ruby lasers.

Earlier this year we received a sample of a new laser dye from Kodak. The dye is called Kodak Coumarin 314T. This laser dye falls under the claims of a U.S. Patent # 4,736,032, issued in 1988 to Eastman Kodak Company. The peak lasing wavelength of this dye is in the blue-green at 490 nm. The results of our first tests with this new dye provided us with evidence that a flashlamp pumped high power dye laser in the blue-green spectrum could be developed.

**Description of the Laser**

The laser is an R-K Manufacturing Model 6000 Dye laser working with a series 9000 power supply. The laser Head consists of a dual, linear flashlamp pumped cavity (a close-coupled configuration). The flashlamps are EG&G FX47-3 lamps. The dye cell is our standard small dye cell of 112mm (length) x 5mm (bore) and having a 1mm wall thickness. Certified fused quartz is the material of the dye cell. For laser mirrors used on the tests with Coumarin 314T and Coumarin 504, an NRC high reflector (R = Max. @ 520nm coating) type high power laser mirror on a 1" substrate was used. The radius of curvature of the high reflector is 28 centimeters. The output coupler is a CVI high power dielectric mirror coating of 80% reflectivity maximized about 532 nm, and second surface AR coated. The resonant cavity length is 242 mm. No tuner was used.

For operation with R6G, the high power dielectric reflector is a CVI high reflector coated for R = Max. @ 590 nm, and has a radius of curvature of 0.3 meters. The output coupler is a CVI high power dielectric mirror coating for 590 nm, with an AR coated second surface. The output coupler has a 1" diameter, plano-plano substrate. The power supply has an output voltage of 3,006 volts D.C., with a capacitance of 20 microfarads (90 joules). Pulse widths of the discharges measured 10 microseconds. Discharge peak currents measured 10 kiloamperes. An external high voltage trigger pulse of 15 kV was applied to the pump chamber to initiate the laser discharge.

The dye circulator pump is a peristaltic, traveling wave type with a flow rate of 1 litre per minute. A 1 litre capacity Nalgene mason jar contained the small volume test solutions. These measured from 200 to 500 millilitres each.

**Test Instrumentation**

A Scientech Model 365 power/energy meter was used as the primary energy measurement instrument. Additional energy measurement devices included the R-K Manufacturing Model 10 laser power/energy detector with a Tektronics T-922 Oscilloscope with calibration traceable to the NIST, and a Molectron Detector Model J3-09.

**Test Results**

Output Energy per Pulse With C314T:
Tests were conducted to check for laser outputs emitted from the high reflector end of the laser. Such an output is due to the minute deviation from a 100% reflective high reflector (typically some 0.2%), the narrow spectral response of the high reflector in relation to the wavelength of the dye lasing (maximum), and any possible mismatch. Tests showed that with the green optics in the laser, the output pulse energies with C314T from the HR end of the laser were greater than 3.6 millijoules. With the same optics, and C504 dye, the output energies of pulses from the HR end were less than 1 millijoule. With the Rhodamine 6G optics (R6G dye), the output from the HR end was again less than 1 millijoule per pulse. The values listed for laser output energies were not adjusted to account for these outputs. Only the laser outputs through the output couplers were listed.

**Numeric Relations**

**Electrical Input to Optical Output:**
(from pulse energy maxima)

- **C314T** - 267 mj (output)
  \[
  \frac{90 \text{j} \text{ (input)}}{90 \text{j}} = 2.966 \times 10^{-3}
  \]
  \[
  = 0.3\% \tag{1}
  \]

- **C504** - 231 mj
  \[
  \frac{90 \text{j}}{90 \text{j}} = 2.566 \times 10^{-3}
  \]
  \[
  = 0.026\% \tag{2}
  \]

- **R6G** - 380 mj
  \[
  \frac{90 \text{j}}{90 \text{j}} = 4.22 \times 10^{-3}
  \]
  \[
  = 0.42\% \tag{3}
  \]

**Average Output Energy:**

- **C314T** = 249.8 mj (17% over C504) \tag{4}
- **C504** = 206.8 mj (32.5% less than R6G) \tag{5}
- **R6G** = 306.7 mj (18.5% over C314T) \tag{6}

<table>
<thead>
<tr>
<th>Laser Pump Energies Identical (see text)</th>
<th>Minima</th>
<th>Maxima</th>
</tr>
</thead>
<tbody>
<tr>
<td>C314T</td>
<td>200 mj</td>
<td>300 mj</td>
</tr>
<tr>
<td>C504</td>
<td>250 mj</td>
<td>350 mj</td>
</tr>
<tr>
<td>R6G</td>
<td>300 mj</td>
<td>400 mj</td>
</tr>
</tbody>
</table>

**Conclusion**

Use of the new Kodak laser dye, Coumarin 314T, significantly improves the performance of flashlamp pumped dye liquid lasers operating in the blue-green spectrum. Output pulse energies from blue-green flashlamp pumped dye laser can now approach or exceed output pulse energies from similar flashlamp pumped lasers in the yellow, orange, and red. This improvement has immediate application to studies that require the greater energy per photon that the shorter wavelengths (blue-green) provide. Because of this, experiments reliant upon excitation from a blue-green laser pulse can meet their needs for energy more efficiently.
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Abstract

Efficiency experiments using coumarin 314-T laser dye, manufactured by Eastman Kodak Company, are reported. Measurements in a simple excimer-laser pumped dye laser show that C 314-T provides twice the efficiency of either C 314 or C 504. The tetramethyl coumarin dye has been found to lase in the 1 x 10^{-3} - 1 x 10^{-1} M range.

I. Introduction

In this short communication we report on recent efficiency experiments involving the new Kodak coumarin 314-T laser dye. In an earlier publication\(^1\) lasing in a whole new family of coumarin dyes based on 1,1,7,7-tetramethyl-8-hydroxyjulolidine was described using the B^2\Sigma^+_{1u} \rightarrow X^2\Sigma^+_{1g} transition of the XeCl laser at 308 nm. The dyes investigated in those experiments were the C 102-T, C 338-T, C 314-T, C 334-T, and C 153-T. Characteristic of those measurements was an improvement in efficiency performance (of up to 24%) of the new compounds and a significant increase in solubility. In those experiments C 314-T was found to lase in the 478-525 nm spectral range with \(\lambda_{\text{max}} \sim 506\) nm (at 5 x 10^{-3} M in ethanol).

II. Experimental

In the present experiments C 314-T (molecular structure shown in Fig. 1) was utilized in ethanol solutions varying from 1 x 10^{-3} to 1 x 10^{-1} M in a simple broadband mirror-mirror cavity excited transversely by a 22-33 mJ per pulse excimer laser. Details of the experimental procedure have been given previously.\(^1,2\) The most important point here is that extreme care is observed to provide identical excitation conditions for each dye solution tested. For each set of measurements we monitored the excitation energy and the dye laser emission energy. Results presented here correspond to averages taken for a set of measurements. A typical standard of deviation for a set of laser pulse energy measurements is < 5%.

III. Results

Results of these experiments are summarized in Fig. 2. Here we plot laser efficiency for C 314-T, C 504, and rhodamine 590, as a function of dye molecular concentration. The basic feature of these results is that C 314-T offers a significant improvement in laser efficiency relative to C 504 (or C 314). These dyes in conjunction with rhodamine 590 demonstrate a severe decline in efficiencies at concentrations approaching 1 x 10^{-2} M. By contrast the response observed in C 314-T is quite different. Here, lasing is observed, at reasonable efficiencies, up to concentrations approaching 1 x 10^{-1} M. It should be noted that C 314-T was observed to be freely soluble in ethanol at these high concentrations. The wider response observed in C 314-T was obtained by optimizing the excimer laser pump geometry to eliminate regions of unexcited dye at the extremes of the active dye region. The efficiency obtained at a concentration of 5 x 10^{-3} M of rhodamine 590 with an identical excitation geometry was 17.5%.

In addition to the laser experiments we carried out a series of absorption measurements utilizing conventional spectrometry at various dye concentrations. These spectra are shown in Fig. 3.

IV. Discussion

The results shown in Fig. 2 demonstrate that C 314-T offers significant advantages for ultraviolet laser excitation. First, the dye is highly soluble in solvents such as methanol and ethanol. In addition, lasing is observed for a wide range of dye concentrations including number densities as high as 2.22 x 10^{22} molecules cm^{-3}. This phenomenon is in clear contrast with the usual behavior observed in traditional dye compounds such as C 504 (or C 314) and rhodamine 590. As such, this appears to be a fundamental advantage offered by these new tetramethyl compounds. The increased efficiency is attributed both to the increased solubility, that provides larger populations of useful dye molecules per unit volume, and to more fundamental differences in the molecular structure.\(^1\)
Fig. 2. Dye laser efficiency as a function of dye concentration.

Fig. 3. Absorption spectra for C 314-T as a function of concentration.
As explained earlier, the enhanced performance observed with C 314-T was obtained by illuminating the whole dye molecular active length that eliminates unexcited dye regions, which can contribute to dye laser emission reabsorption. This type of excitation geometry has been previously discussed by Duarte and Piper.\textsuperscript{3,4}

For comparison purposes, it should be indicated that C 102 (or C 480) provides some of the best conversion efficiencies, for conventional dyes, under excimer laser excitation at 308 nm. This is well known. In our previous study\textsuperscript{1} we reported 18.4\% conversion efficiency for C 102 and 20.8\% conversion efficiency for C 102-T ($\lambda_{\text{max}} \approx 475$ nm). These measurements were done under identical experimental conditions. In those experiments\textsuperscript{1} the measured efficiency for C 314-T was 18.1\%. Experiments are in progress to provide further characterization of C 102-T.

An important observation illustrated in Fig. 3 is that we have not seen the formation of dimer dye molecular species even at very high concentrations in the tetramethyl compounds. This is an encouraging development, which indicates that further improvements in efficiency are possible by increasing the pump laser energy and optimizing the excitation geometry to improve the coupling of the pump photon flux to the active region. In this area the use of thin dye regions with double colinear transverse excitation may prove useful.
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Abstract

In this paper, we describe the design and initial operating characteristics of a high-average-power, flashlamp-pumped dye laser built for underwater communications. Tests have been conducted at 458 nm, which is close to the operating wavelengths of the narrow-bandpass, wide-field-of-view Cs atomic resonance filter (455/459 nm). With minor modifications, the laser can operate anywhere from the near UV to the near IR.

The paper is divided into two parts. In the first part, we discuss the engineering aspects of the laser. Major features of the design include: 1.) a multiple-lamp laser head which incorporates flow channels for a spectral-converter dye solution; 2.) wavelength stabilization using a feedback loop which contains a Cs cell as an absolute reference; and 3.) a dye replenishment system for long service life of the dye solution (> 3 x 10^6 shots). The laser head is modular for ease of assembly and maintenance.

In the second part, we present preliminary data on laser performance. To date we have demonstrated > 4 J/pulse broadband, and > 1.5 J/pulse at 30 mA bandwidth with the laser tuned to 458 nm. Additional experiments have shown that the tuned output can be increased further by reducing the feedback of the resonator.

Introduction

Flashlamp-pumped dye lasers are an attractive option for applications requiring high average power in the visible. Kilowatt devices employing a single laser head were built at Avco Research Laboratory (ARL) as early as 1976. Lasers operating at the several hundred watt level and tuned to atomic resonance lines were developed for laser isotope separation. These performance levels are possible because of the high gain of laser dyes and the excellent thermal control achievable with a flowing medium. Since these earlier days, a number of technical advances have been made to further improve efficiency and spectral control. In this paper, we will discuss the present state of the art in the context of the design and preliminary testing of a high-average-power device for underwater communications. The transmission of sea water strongly favors a blue transmitter. The laser described here was designed to operate at the Cs atomic resonance filter wavelengths near 460 nm.

In Table 1, we summarize the major specifications addressed in this work. The device is designed to provide > 100 W of optical power with the capability of going to > 200 W for brief periods by providing a higher rep rate. The service life requirement is > 3 x 10^6 shots; this requires careful design, since the short pulse duration and high energy loading stresses the flashlamps, and the high optical pump power places heavy demands on the dye solution. Ultimately, the laser is to operate unattended in the field, so we have designed a closed-loop feedback system to stabilize the output wavelength. At this point, we have designed, built, and initiated testing of a compact laser capable of meeting all these requirements.

Table 1  Transmitter Specifications

<table>
<thead>
<tr>
<th>ENERGY/PULSE</th>
<th>3 J</th>
</tr>
</thead>
<tbody>
<tr>
<td>REP</td>
<td>40 Hz (Average)</td>
</tr>
<tr>
<td>LIFE</td>
<td>3 x 10^6 Shots</td>
</tr>
<tr>
<td>PULSE WIDTH</td>
<td>&lt; 2 μsec</td>
</tr>
<tr>
<td>WAVELENGTH</td>
<td>455/459 nm</td>
</tr>
<tr>
<td>BANDWIDTH</td>
<td>10 mA (1.4 GHz)</td>
</tr>
</tbody>
</table>
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There are several distinct advantages of flashlamp-pumped dye lasers for this application. First, this type of device has already achieved each specification in the table; the purpose of the present work is to put it all together in a single laser device. The high average power required has been routinely demonstrated in a single head, which makes the laser relatively compact. Secondly, the desired output wavelength is achieved directly. That is, no frequency doubling, Raman shifting, or sum-frequency processes are required. This considerably simplifies the design. Furthermore, the above nonlinear processes require careful control over beam quality for efficient wavelength conversion. This is not an issue for the present device. Third, the requisite thermal control is easily achieved by flowing the dye solution. The dye laser is not limited by thermal conductivity of the gain medium; a fresh volume of dye solution is available for each pulse. In addition, we have developed strategies to minimize waste heat deposited in the laser solution. Finally, changes in detector wavelength are readily accommodated. A great deal of work is ongoing to develop wide-angle, narrow-bandwidth detectors operating at other visible wavelengths (e.g., Fraunhofer lines). If a superior detector is identified at a later time, we simply need to change the dye solution (and possibly the optical coatings).

Features of the Design

The end use of this laser requires that it be relatively compact and run unattended for long periods of time "on color". As a result, a premium was placed on system efficiency, simplicity of design, and long service life.

For the past few years, ARL has made considerable progress in improving the design of the laser head itself. This has culminated in a compact, modular structure which efficiently uses the flashlamp pump light both spatially and spectrally. The most significant features are a nonimaging flashlamp reflector and spectral conversion of the pump light. The reflector has a special shape which allows uniform pumping of large active volumes. Beam quality measurements on a device with this reflector design have shown excellent spatial properties of the output, which confirms the pump uniformity.

Significant increases in energy output have been demonstrated by using a second dye solution to convert some of the broad (nearly blackbody) pump flux into the absorption band of the laser dye. Although the percentage improvement depends on the dye concentrations, we have demonstrated increases of a factor of two for conditions of interest.

Laser Head

For purposes of discussion, we have included a photograph of the laser head designed for this work (Figure 1). The head contains a three-channel dye cell in the form of a planar sandwich. The laser dye flows through the center channel, while the converter solution uses the outer ones. This geometry provides excellent optical coupling of the converted photons, since > 80% make at least one pass through the laser dye and about two-thirds are trapped in the sandwich by total internal reflection. The latter therefore have many opportunities to be absorbed in the lasing solution. There are two additional advantages of this approach. First, the converter solution absorbs much of the waste heat and conducts it away. In fact, the converter channel significantly reduces both the absolute value of the waste heat and the differential heat deposition across the gain medium (important for good beam quality). Secondly, the UV light from the lamp, which accelerates the degradation of the laser dye, is filtered out. The life of the converter dye is much less critical, since its function is simply to fluoresce through a relatively short path length (on the order of millimeters).

The inlet flow hardware, which is the result of much development, includes a specially contoured flow nozzle and flow-straightener screens. The latter are needed to break up any large-scale turbulence in the flow, which would degrade optical quality. We have monitored the flow quality in such devices using a HeNe in double pass and projecting the beam into the farfield. Comparison of the resultant spatial profile with that of a perfect (1 x DL) beam has shown Strehl ratios on the order of 0.8.

The head contains a total of six flashlamps, three per side. This number is chosen to achieve the desired output consistent with the life requirements given earlier. An advantage of multiple lamps is the graceful degradation of performance in the event of a lamp failure. In one- or two-lamp systems, failure of a single lamp disables the device. It is worth noting that with the nonimaging reflector, loss of a lamp does not leave a hole in the pump profile because each lamp illuminates an extended region of the gain medium.
Resonator

The requirement is for a design which can achieve the desired spectral properties and is conducive to a feedback-control loop to correct for wavelength drift. The design we have chosen, which is similar to the Hansch resonator,\textsuperscript{4} is depicted in Figure 2.

The only tuning element is a large grating operated in Littrow. A cylindrical, Galilean telescope expands the 3-mm width of the beam to fill the grating. This not only utilizes the full resolving power, but also reduces the fluence levels and provides a nearly square output beam. The grating has a resolving power of about $4.9 \times 10^5$, which corresponds to a single-pass bandwidth < 10 mA at 460 nm. The observed bandwidth of tuned dye lasers is often less than would be expected based on the single-pass calculation because of gain narrowing.\textsuperscript{4,5}

The grating is mounted on a PZT-driven rotary stage for fine adjustment. A feedback loop based on a Cs fluorescence cell monitors drifts in output wavelength and corrects the grating angle to achieve the desired stability. Control software developed in this work is capable of effecting corrections at the peak rep rate of the laser. Correction at this rate, however, is probably not needed. Our past experience with a flashlamp-pumped dye laser operating at an atomic resonance line has shown that the dominant wavelength shift is a slow thermal drift, which can be corrected on a time scale on the order of seconds.

Flashlamp Driving Circuitry

The flashlamp modulator is based on conventional technology, and utilizes flowing-gas spark gaps to switch the voltage. Spark gaps were chosen over thyratrons because of the RMS and peak current requirements together with the need for compactness. A one-lamp driving circuit configured as shown has been operated at 40 Hz for extended periods and at 80 Hz in bursts with a jitter < 200 ns.

Dye Replenishment

With dyes that are presently available, the service life of three million shots requires a subsystem to replenish the dye solution. To this end, ARL has developed a patented scheme for cleaning a portion of the dye solution without interrupting the operation of the laser.\textsuperscript{6} This approach can be seen in the flow diagram of Figure 3. The replenishment system consists of the elements in the right-hand side of the figure, namely the charcoal filter, concentration monitor, metering pump, and dye concentrate reservoir. A small fraction of the dye flow from the main reservoir is diverted through an activated charcoal filter. The filter removes virtually all the dye and degradation products in one pass. Before the clean solvent is reintroduced into the main reservoir, a small amount of dye concentrate is metered in to establish the desired concentration. The concentration is checked with an on-line monitor, which switches the metering pump on or off, as needed. The resulting fluid volume of the laser system is much smaller than it would be if the main reservoir was simply enlarged to provide the desired number of shots.

In the above approach, a certain level of photoproducts is tolerated in the dye solution, and therefore the laser is not operating at full output. (Steady state is reached when the rates of generation and removal of degradation products are equal.) The overall size of the dye replenishment system depends on the service life, dye life, operating point, and dye removal capabilities of the carbon. Data taken in our laboratory show that a suitable replenishment system will not significantly add to the volume and weight of the overall system. Furthermore, the dye and carbon cartridges can be replaced easily in the field.

System Components Limiting Service Life

The major life-limiting components are the spark gaps, flashlamps, and dye solution. The dye solution was discussed immediately above, so we will focus on the first two.

The life of spark gaps is usually quoted in terms of coulombs transferred or "switched". For commercial flowing-gas gaps, the life is > 35,000 coulombs. Under the present design conditions of 8.5 mA/shot/gap, the useful life exceeds $4 \times 10^6$ shots. Still longer life is achievable through improved materials of construction, e.g., tungsten instead of molybdenum for the electrodes, and pyrex in place of polycarbonate for the main body.
The life of flashlamps is typically given as the number of shots required for the light output to drop to a certain specified level. This depends of course on the lamp size and loading. There is an empirical model well-known in the industry and verified at Avco. Using this model, the lamp life may be written:

\[ N = 0.2 \left( \frac{KA \sqrt{t}}{E} \right)^{8.5} \]

\( N_{90} \) is the number of shots for the light output to decline to the 90% level, "A" is the bore surface area (in cm²), "t" the pulse duration (in sec), and "E" the energy (in J) delivered to the lamp. \( K \) is an empirically determined constant; measurements in our laboratory yield a typical value of 8500 J/cm²/sec⁰·⁵. The present design has 5-mm bore x 18" long lamps, a 2-μs electrical pulse, and 120 J/pulse/lamp. This yields \( N_{90} > 3.8 \times 10^6 \) shots.

**Preliminary Results of Laser Performance**

The results to date were taken either single-shot or at low rep rate (0.5 Hz) for purposes of initial characterization and system checkout. The first measurements were made with a short, broadband resonator and 50% feedback. An unoptimized output of 4.4 J was achieved in a 2.5 μs pulse (Figure 4) with Coumarin 450 (1.2 x 10⁻⁴ M/l) in MeOH/H₂O as the laser dye solution. The laser free-ran near 460 nm.

Tuned measurements were made with the resonator shown in Figure 2. The cavity was aligned with an Ar-ion laser tuned to 458 nm, which is quite close to the target wavelengths of 455 and 459 nm. Because of the longer resonator and consequently higher threshold, the pulse duration is shorter than in the broadband case. A representative trace of the output is shown in Figure 5, together with the major experimental parameters. The output energy of 1.6 J/pulse is not optimized, as will be discussed later. Simultaneous bandwidth measurements were made as depicted in Figure 6. A small fraction of the output was incident on a diffuser plate and analyzed by a Fabry-Perot. A lens brought the transmitted light to focus, and the ring structure was displayed on a reticon area camera. A framegrabber board in a PC acquired the spatial profile; special software analyzed the results. A monitor was available for viewing the profile in real time. Figure 6 also contains a portion of the fringe pattern seen on the monitor. The measured bandwidth (FWHM) is 4 GHz (30 mA). This is rather close to the goal of 10 mA and was achieved without significant adjustment of the telescope elements. Careful adjustment during repped operation is required for minimum bandwidth, and should result in improved values. The resonator is designed to allow the addition of a single etalon, if needed, to reduce the laser bandwidth. Our preliminary results, however, show that this will probably not be needed. We also see no effect of rep rate on bandwidth in these early measurements. Data taken single-shot and at 0.5 Hz were essentially identical.

It was mentioned above that the output energies achieved to date are not optimized. Since the maximum output depends on the two dye concentrations as well as resonator feedback, the correct procedure would be to obtain data on energy as a function of output coupling for a number of different dye concentrations. There is evidence that generating this matrix will lead to increased outputs. An experiment was performed in which the grating was replaced by a series of conventional partial reflectors. For the same dye concentrations that yielded 1.6 Joules, the energy output was found to be 20% higher for \( R = 0.25 \) than for \( R = 0.65 \) (the grating feedback). The output can also be improved by reducing the water content of the solvent mix.

**Summary**

In this paper, we have described a flashlamp-pumped dye laser designed for high average power at an atomic resonance line and long service life. Initial characterization has yielded promising results: broadband output in excess of 4 J/pulse, and tuned output greater than 1.5 J/pulse at 458 nm and 30 mA bandwidth. System optimization is in progress and should result in improvements in all these numbers.
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7) See, for example, Flashlamp Applications Manual, (EG&G Electro-Optics, March 1983), pp. 31 and 32.

Figure 1 Side View of Laser Head Built for This Work. One reflector has been removed to show the three-channel dye cell.
Figure 2 Resonator Used for Narrow-Band Operation in the Blue. A feedback loop has been designed to stabilize the output wavelength.

Figure 3 Dye Flow Functional Diagram Showing the Dye Replenishment Subsystem

<table>
<thead>
<tr>
<th>CURRENT PULSE</th>
<th>ENERGY: 4.4 J/PULSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PULSE</td>
<td>PULSE DURATION: 2.5 µs</td>
</tr>
<tr>
<td>WAVELENGTH: 460 nm</td>
<td></td>
</tr>
<tr>
<td>LASER DYE SOLUTION: C450 (1.2 x 10^-4 M/L) IN MeOH/H₂O</td>
<td></td>
</tr>
<tr>
<td>RESONATOR FEEDBACK: 50%</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4 Laser Performance with a Broad-Band Resonator
CURRENT PULSE

LASER PULSE

ENERGY: 1.6 J/PULSE
PULSE DURATION: 1.5 μs
WAVELENGTH: 458 nm
LASER DYE SOLUTION: C450 (1.5 x 10^{-4} M/L) IN MeOH/H₂O
BANDWIDTH: 4 GHz (30 mA)

Figure 5 Laser Performance with the Tuned Resonator of Figure 2

Δν = 4 GHz (30 mA)

Figure 6 Bandwidth Measurement of the Tuned Output
Limits on Efficiency of Optically Pumped Dye Lasers*
Patrick N. Everett
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Abstract
The efficiency of transferring energy from the pumping flux to the lasing flux in a dye laser is investigated. Useful relations are developed for quantum efficiency and loss from dye degradation, with nine key dimensionless parameters introduced to express the competing loss mechanisms. The modeling adds insight and helps optimize performance.

Introduction
It has been shown (see Siegman, p. 293)\(^1\), from a first-order steady-state rate analysis of the most significant transitions, that the exponential gain \(g_L\) is related to the small signal value \(g_{L0}\) by the relation
\[
g_L = g_{L0} / (1 + I_L / I_{SAT}), \quad (1)
\]
where \(I_L\) is the lasing photon intensity, and \(I_{SAT}\) is the saturation value of the lasing intensity, at which \(g_L\) has dropped to half of \(g_{L0}\). Also, the ratio \(R\) of induced to spontaneous transitions is given by
\[
R = I_L \tau_{eff} \sigma_{LE} = I_L / I_{SAT}, \quad (2)
\]
where \(\tau_{eff}\) is the natural lifetime of the excited state, and \(\sigma_{LE}\) is the cross-section for stimulated emission. It follows immediately that the quantum efficiency \(\eta_L\) of converting absorbed pump photons into lasing photons has an upper bound given by
\[
\eta_L \leq 1 / (1 + I_{SAT} / I_L). \quad (3)
\]
Thus the lasing process can only be reasonably efficient if it is running in a saturated mode, with its lasing intensity exceeding \(I_{SAT}\), under which conditions the induced transitions dominate over the spontaneous ones. Efficiency requires that most of the excited molecules be stimulated down by lasing photons before they decay spontaneously. On the other hand, high gain can only be achieved by maintaining high population in the excited state, which is inherently inefficient because of the consequently high spontaneous emission. This is particularly significant for dye lasers because \(I_{SAT}\) is generally high. The values of \(\sigma_{LE}\) and \(\tau_{eff}\) for Rhodamine 6G, at 600 nm, are about \(1.3 \times 10^{-16}\) cm\(^2\) and \(3 \times 10^{-9}\) s, leading to \(I_{SAT}\) equivalent to 0.9 MW/cm\(^2\). These results are obtained from a first order quasi-steady-state analysis, ignoring loss mechanisms other than the inherent spontaneous emission. Note that, since \(\sigma_{LE}\) is wavelength dependent, \(I_{SAT}\) will vary with the lasing wavelength. If a laser is tuned away from the peak of the emission curve, then \(I_{SAT}\) will increase. In the following we will develop an approach for handling other loss mechanisms in the dye, and discover the importance of nine dimensionless parameters. This extends an earlier publication.\(^2\)

We will examine an element of dye immersed in fluxes of pumping and lasing photons, and develop conditions for efficient conversion of pump photons into lasing ones in terms of the dimensionless parameters \(p_{ij}\). This conversion ratio will be called the lasing quantum efficiency \(\eta_L\). Useful insight will be gained from an approximation, valid when all the \(p_{ij}\) values are small, of the form \(\eta_L = 1 - \Sigma(p_{ij})\).

Each of these parameters \(p_{ij}\) is associated with a particular loss mechanism. Nine will be identified, and a framework will be set up for introducing others if judged to be significant. Most of these parameters will contain the lasing intensity, the pumping intensity, or a ratio of them, as well as a ratio between two dye parameters. Hence, the quantum efficiency can be optimized by appropriate choice of the intensities taking the dye parameters into account. This will be discussed after we develop the general relation. Before developing the analysis we will briefly summarize the essential dye spectroscopy.

Essential Dye Spectroscopy
Each electronic state of a dye molecule has an associated vibronic complex. The non-radiative thermalizing transitions are so rapid (about \(10^{12}\)/s) that they maintain a population distribution within
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each vibronic complex determined by the Boltzmann ratio (ref. 1, pp 27 and 202) and Schafer (p. 19)\(^3\). At room temperature the population in any occupied complex will have an energy spread of about \(4 \times 10^{-19}\) J; whereas, the typical visible photon has energy of about \(4 \times 10^{-19}\) J. Consequently we expect a minimum smearing of about 1% in any observed spectrum of absorption or emission (about 5 nm in the visible). Additional smearing occurs because absorption and emission can result from transitions into any available vibronic levels of the electronic states.

The typical dye laser is a four-level one since the exciting photon lifts the molecule to an upper level of the excited vibronic complex, from which it then decays by a radiationless process to a thermally populated level. This is the upper lasing level, from which it lases or spontaneously decays to an upper level of the ground vibational complex, and then goes through a further radiationless decay to a thermally populated level.

The upward transitions go through a larger energy difference than the downward ones. This causes an offset between the typical spectral distributions of absorption and emission. Typically the broadening of each is about 50 nm, and the offset is about 30 nm. The broadenings are generally asymmetric, with the absorption approximately a mirror-image of the spontaneous emission. In a lasing situation the gain will tend to be higher for transitions into unoccupied levels, giving a further offset dependent on the levels available. Typically this lasing shift is about 50 nm from the absorption peak, unless purposely tuned by a frequency dependent element.

The spectra are normally "homogeneous" because of the rapid thermalization. Hence the population rapidly redistributes in any vibrational complex to fill any "holes" in population left by an outgoing transition. Thus, "hole-burning" in the linewidth, from intense narrow band radiation, will not be observed unless the resultant transition rate exceeds the thermalization rate (a rare occurrence).

**Significant Transitions**

The significant spectroscopic processes for the dye laser are shown in the eigenstate diagram of Figure 1, modeled after Schafer (ref. 3, p. 28) and Snively\(^4\). The five electronic states of interest are the ground, the first and second singlet, and the first and second triplet, with population densities \(N_0\), \(N_1\), \(N_2\), \(N_T\), and \(N_{T2}\) respectively. Each of these states has its vibronic complex which rapidly thermalizes. The pumping and lasing intensities \(I_P\) and \(I_L\) are involved in radiative transitions between the ground and singlet states and can also be absorbed while causing excitation of higher singlet and triplet states. The transitions are divided into three groups; arising from the pump, from the lasing flux, and from spontaneous transitions. The spontaneous rates from the singlet \(\gamma_0\) and \(\gamma_T\) are generally of the order of \(10^9/s\), but the triplet emptying rate \(\gamma_T\) tends to be much slower, about \(5 \times 10^3/s\) for Rhodamine 6G if there is no triplet quenching (ref. 3, p. 59). This allows population to build up in the triplet state. The resulting absorption of light by the triplet state generally becomes a serious loss for laser pulses lasting more than a few hundred nanoseconds, unless an effective triplet quencher is included. Fortunately oxygen, which is present anyway when the dye is equilibrated with air, is a triplet quencher for at least some dyes (ref. 3, p. 59).

Excitations into higher singlet and triplet states generally return non-radiatively to their respective singly excited levels with high transition rates of the order of \(10^{12}/s\). For our analysis we will assume the relaxation is immediate.

![Fig. 1. Transition diagram](image)

**Cross Sections and Frequency Dependence**

If \(\sigma_{ij}(\lambda)\) were the radiative cross-section for transition at wavelength \(\lambda\) between individual electronic-vibrational states \(i\) and \(j\) then we would expect \(\sigma_{ij}(\lambda) = \sigma_{ji}(\lambda)\). However, we would need to keep track of the populations in all the vibrational levels of all the significant electronic states to use this reciprocal relationship. Our analysis will keep track only of the population in the various electronic states, \(N_i\) being the population density in electronic state \(i\), and \(\sigma_{ij}(\lambda)\) being the radiative cross-section between electronic states \(E_i\) and \(E_j\). We will thus lose the direct reciprocal relationship. But it will generally be observed that the value \(\int \sigma_{ij}(\lambda) d\lambda\) over each line is at least close to the value of \(\int \sigma_{ji}(\lambda) d\lambda\) over the same line, albeit displaced by maybe 30 nm (ref. 3, p. 20). As temperature changes, the thermalized distribution in the vibronic complexes will vary somewhat and affect the measured values of \(\sigma_{ij}(\lambda)\). However, this is normally a small effect.
We must allow for the wavelength dependence of each of the cross sections. For our initial analysis we will assume that the pumping and lasing fluxes are each at a discrete wavelength. Each cross section will then take the value for the relevant wavelength, and hence have different values for the pumping and lasing wavelengths. The spontaneous transitions radiate into a wavelength distribution, but we will be concerned only with the total probability.

**Labeling**

In the following analysis we will adopt a labeling scheme in which the first subscript will be P if caused by the pumping flux, and L if caused by the lasing flux. The second subscript will be A or E to denote an absorbing or emitting transition between the ground and singlet states, and 1 or T if an absorption from the singlet or triplet to the next higher state.

**Quantum Efficiencies**

The fluorescent quantum efficiency $\eta_F$ is the ratio between the number of photons emitted by transitions from singlet to ground level to the number of pump photons absorbed under conditions of negligible stimulated emissions. It is given by $\eta_F = \gamma_1 / (\gamma_1 + \gamma_T)$. In the case of Rhodamine 6G, the values of $\gamma_1$ and $\gamma_T$ are about $2.9 \times 10^8/s$ and $2.0 \times 10^7/s$, respectively. Hence $\eta_F = 0.93$, which is very close to the value 0.92 cited by Snavely (ref. 3, p. 90) as having been measured by F. Grum at Kodak Research Laboratories. When a laser is working optimally, the number of stimulated transitions from the singlet to the ground state exceeds the spontaneous ones. Hence it is theoretically possible for the lasing quantum efficiency to be much greater than the fluorescent quantum efficiency. Therefore, a dye candidate should not be dismissed solely on grounds of low fluorescent quantum efficiency.

**Rate Equation Analysis**

Application of rate-equation analysis, based upon knowledge of cross sections and transition-probabilities, allows good understanding of the processes involved (ref. 1, p. 25). To keep the equations uncluttered with $hv$ we will generally use photon intensities (i.e. photons cm$^{-2}$ s$^{-1}$) rather than power densities. However, we will switch to power densities when more convenient.

The rate equation approximation applies whenever the rate of change of population is slow compared with the natural linewidth. This condition is generally met since dye natural line widths tend to be about $2 \times 10^{13}$ Hz, and typical pumping cycles are longer than 1 ns. A fuller discussion of the limits of rate analysis will be found in Siegman's book (ref. 1, p. 223).

The transitions essential to the operation of the laser involve the pumping cross section $\sigma_{PA}$ and the lasing cross section $\sigma_{LE}$. The spontaneous transition rate $\gamma_0$ to the ground state is a major interfering factor, and is inherently associated with the other two. We will call these transitions the "basic" ones. All the other transitions illustrated in Figure 1 are detrimental to the process. We want to minimize their effect by choice of dye and operating conditions.

We will consider an element of dye exposed to pumping and lasing fluxes, as illustrated in Figure 2. A simple picture will first be obtained by including only the basic transitions just discussed,

![Fig. 2. Dye element](image)

assuming discrete frequencies of pumping and lasing. These basic transitions involve $\sigma_{PA}$, $\sigma_{LE}$, and $\gamma_0$. We will then develop the analysis to include all of the transitions shown in Figure 1; and then further develop it for handling pump power with a distributed spectrum, as occurs in flashlamp-pumped lasers. We will develop relations for gain, saturation, and lasing quantum efficiency. The same framework will allow adding further loss mechanisms if thought significant. We will use conventional rate analysis, and follow the approach of Hargrove and Kan$^5$, and assume quasi steady state to make it more tractable. This is valid because the transition rates will be much faster than the rate at which the pumping flux will change, with the possible exception of the triplet-emptying rate $\gamma_T$. However, there will normally be a quenching agent (such as oxygen) present in a practical laser, which will make the effective value of $\gamma_T$ sufficiently high that the assumption will be satisfactory. Homogeneous broadening will be assumed.
**Gain and Saturation - Basic Transitions**

In quasi steady-state, the population densities will remain almost constant on the time-scale of the various transition rates, so conventional rate analysis yields the following as a good approximation.

$$N_1/N_0 = \frac{I_p\sigma_{PA}/(I_L\sigma_{LE} + \gamma_{10})}{\gamma_{10}}, \quad (4)$$

where $I_p$ and $I_L$ are the pumping and lasing photon intensities respectively (photons cm$^{-2}$ s$^{-1}$). The lasing exponential gain coefficient is

$$g_L = N_1\sigma_{LE} \cdot \quad (5)$$

Hence, in terms of $N_0$ it is

$$g_L = \frac{N_0\sigma_{LE}I_p\sigma_{PA}/(I_L\sigma_{LE} + \gamma_{10})}{\gamma_{10}} \quad (6)$$

and "small signal" gain $g_{L0}$ (putting $I_p = 0$) is

$$g_{L0} = \frac{N_0\sigma_{LE}I_p\sigma_{PA}/\gamma_{10}}{\gamma_{10}} \quad (7)$$

Therefore, the saturation behavior is described by

$$g_L/g_{L0} = 1/(1 + 1/p_{S1}) \cdot \quad (8)$$

introducing the dimensionless parameter $p_{S1}$

$$p_{S1} = \frac{\gamma_{10}}{(I_L\sigma_{LE})} \cdot \quad (9)$$

It has value unity when the exponential gain has dropped to half the small signal value. It is the ratio between spontaneous and stimulated transitions to the ground state. Since $I_{SAT}$ is the lasing intensity that causes the exponential gain to drop to half of its small signal value, then

$$I_{SAT} = \frac{\gamma_{10}}{\sigma_{LE}} \text{ photons cm}^{-2} \text{ s}^{-1}. \quad (10)$$

This is consistent with Eq. (1), since from the above two relations

$$p_{S1} = I_{SAT}/I_L. \quad (11)$$

Since $\tau_{eff} = 1/\Sigma\gamma_{ij}$ and $\gamma_{10}$ dominates, then

$$\tau_{eff} = \frac{1}{\gamma_{10}} \cdot \quad (12)$$

Hence

$$I_{SAT} = \frac{1}{(\tau_{eff}\sigma_{LE})} \text{ photons cm}^{-2} \text{ s}^{-1}, \quad (13)$$

which is in agreement with Siegman (ref. 1, p. 293).

The exponential gain seen by the pumping photons, ignoring bulk absorption because of the typically short pumping path, is

$$g_p = -N_0\sigma_{PA} \cdot \quad (14)$$

We expect this to be negative, since pumping photons are absorbed.

**Quantum Efficiency - Basic Transitions**

Suppose the lasing intensity $I_L$ is flowing in direction $z$, and the pumping intensity $I_p$ is flowing in direction $x$, as shown in Figure 2. Then the photons $dN_L$ added to the lasing flux, and the photons $dN_P$ removed from the pumping flux, in the element of dye, are respectively

$$dN_L = dI_L(dx dy) = g_LI_Ldz(dx dy), \quad (15)$$

and

$$dN_P = -dI_p(dy dz) = -g_plpdx(dy dz). \quad (16)$$

Hence, the lasing quantum efficiency is

$$\eta_L = \frac{dN_L}{dN_P} = -\frac{g_LI_L/(g_plp)}{\cdot \quad (17)}$$

So from relations Eqs (6) and (14)

$$\eta_L = \frac{I_L\sigma_{LE}/(I_L\sigma_{LE} + \gamma_{10})}{\gamma_{10}} \cdot \quad (18)$$

Eq. (9) then gives

$$\eta_L = \frac{1}{(1 + p_{S1})} \cdot \quad (19)$$

From Eq. (11), $p_{S1} = I_{SAT}/I_L$, so the above is consistent with the earlier Eq. (3). If the flow directions are chosen differently, the same relations will always be obtained.

**Gain and Saturation - Including other Losses**

We will now revisit the relations for gain and efficiency just developed, adding the effects of all the other transitions shown in Figure 1. As the analysis progresses we will keep finding the dimensionless relationships appearing that are listed in Table 1.
Equation (24) is more complex than the earlier Eq. (6) obtained when only the "basic" transitions were considered. But it becomes identical if all the \( p_{ij} \) terms except \( p_{S1} \) are equated to zero.

### Pumping - Including Other Losses

The gain seen by the pumping photons, ignoring bulk absorption because of the typically short pumping path, is

\[
g_P = N_1(\sigma_{PE} - \sigma_{S1}) - N_T\sigma_{PT} - N_0\sigma_{PA} \quad . \tag{25}
\]

We expect this to be negative, since pumping photons are absorbed. Again using Eqs. (21) and (22) to eliminate \( N_1 \) and \( N_T \), and making \( p_{ij} \) substitutions from Table 1, we obtain

\[
g_P = -N_0\sigma_{PA}\left\{1 - \left(1 + p_{L0}\right)\frac{(p_{PX} - p_{S1} - p_{PT})}{(1 + p_{S1} + p_{ST} + p_{PX})}\right\} . \tag{26}
\]

This is again more complex than Eq. (14), but becomes the same if the \( p_{ij} \) terms other than \( p_{S1} \) go to zero.

### Quantum Efficiency - with Other Losses

The ratio of lasing photons gained to pumping photons lost in the cell, from Eq. (17) is still

\[
\eta_L = -g_L I_L/g_P I_P \quad . \tag{27}
\]

Hence, from Eqs. (24) and (26), making the \( p_{ij} \) substitutions,

\[
\eta_L = (A - B)/(C - D)
\]

where

\[
A = (1 + p_{L0})(1 - p_{LT} + p_{PT})
\]

\[
B = (p_{L0} + p_{LB})(1 + p_{S1} + p_{ST} + p_{PX})
\]

\[
C = (1 + p_{S1} + p_{ST} + p_{PX})
\]

\[
D = (1 + p_{L0})(p_{PX} - p_{PT}) . \tag{28}
\]

This is the rate equation result with no additional approximations. If we now assume that all \( p_{ij} \) \(<\) 1 we obtain the first order solution

\[
\eta_L = 1 - p_{S1} - p_{ST} - p_{PT} - p_{L1} - p_{LT} - p_{LB} \quad . \tag{29}
\]

This is useful for assessing whether any individual loss is significant. Later we will find that, even with a good dye such as Rhodamine 6G, it is hard to ensure that \( p_{S1} \) and \( p_{LT} \) satisfy the smallness criterion. Also, we will want to investigate the impact of \( p_{LB} \) rather closely. If we restrict

---

**TABLE 1**

List of Dimensionless Parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p_{S1} )</td>
<td>Spontaneous singlet</td>
<td>( \gamma_{10}/(I_L\sigma_{LE}) )</td>
</tr>
<tr>
<td>( p_{ST} )</td>
<td>Spontaneous triple</td>
<td>( \gamma_{1T}/(I_L\sigma_{LE}) )</td>
</tr>
<tr>
<td>( p_{L1} )</td>
<td>Lasing absorption singlet</td>
<td>( \sigma_{L1}/\sigma_{LE} )</td>
</tr>
<tr>
<td>( p_{LT} )</td>
<td>Lasing absorpt. triplet</td>
<td>( (\sigma_{LT}\gamma_{1T})/(\sigma_{LE}\gamma_{10}) )</td>
</tr>
<tr>
<td>( p_{L0} )</td>
<td>Lasing absorpt. ground</td>
<td>( (I_L\sigma_{LA})/(I_P\sigma_{PA}) )</td>
</tr>
<tr>
<td>( p_{LB} )</td>
<td>Lasing absorption bulk</td>
<td>( (kI_L)/(N_0I_P\sigma_{PA}) )</td>
</tr>
<tr>
<td>( p_{P1} )</td>
<td>Pump absorption singlet</td>
<td>( (I_P\sigma_{P1})/(I_L\sigma_{LE}) )</td>
</tr>
<tr>
<td>( p_{PT} )</td>
<td>Pump absorpt. triplet</td>
<td>( (I_P\sigma_{PT}\gamma_{1T})/(I_L\sigma_{LE}\gamma_{10}) )</td>
</tr>
<tr>
<td>( p_{PX} )</td>
<td>Pump stimulated singlet</td>
<td>( I_P\sigma_{PE}/(I_L\sigma_{LE}) )</td>
</tr>
</tbody>
</table>

The rate equations now give, for quasi steady-state equilibrium of the first singlet population

\[
N_1 = \frac{\left(I_P\sigma_{PA} + I_L\sigma_{LA}\right)}{\left(I_L\sigma_{LE} + I_P\sigma_{PE} + \gamma_{10} + \gamma_{1T}\right)} \quad . \tag{20}
\]

i.e.,

\[
\frac{N_1}{N_0} = \frac{I_P\sigma_{PA}(1 + p_{L0})}{I_L\sigma_{LE}(1 + p_{S1} + p_{ST} + p_{PX})} \quad . \tag{21}
\]

where the terms \( p_{ij} \) are defined in Table 1. In quasi steady-state for the triplet population \( N_T \) (no longer zero) we have

\[
\frac{N_T}{N_0} = \left(\frac{N_1}{N_0}\right)\left(\frac{\gamma_{1T}}{\gamma_{10}}\right) . \tag{22}
\]

The exponential gain, for the lasing light, taking all the transitions into account is

\[
g_L = N_1(\sigma_{LE} - \sigma_{L1}) - N_T\sigma_{LT} - N_0\sigma_{LA} - k \quad . \tag{23}
\]

Using Eqs. (21) and (22) to eliminate \( N_1 \) and \( N_T \), and making \( p_{ij} \) substitutions from Table 1 gives

\[
g_L = N_0I_P\sigma_{PA}(1 + p_{L0})(1 - p_{L1} - p_{LT})\]

\[
I_L\left\{(1 + p_{S1} + p_{ST} + p_{PX}) - p_{L0} - p_{LB}\right\} . \tag{24}
\]
ourselves to assuming all the others are small, then we obtain the intermediate approximation

\[ \eta_L = \frac{1 - P_{LT} - P_{LB} - P_{SI}(P_{L0} + P_{LB})}{P_{LT}P_{L0} + P_{LB}P_{PX}}. \]  

(30)

It is still somewhat easier to assess the impact of the individual components in this relation than in the accurate form of Eq. (28).

Note that each of the loss parameters is made up of ratios between pairs of cross sections and transition rates, usually modified by the ratio \( I_L/I_L \), or by \( I_0 \) alone. Never does a single dye property appear on its own. Also, different dyes may perform best with different values of \( I_L \) and \( I_0 \). Consequently, we should beware of "comparisons" between dyes which do not include re-optimization of both \( I_L \) and \( I_0 \).

**Effect of Dye Concentration**

The only loss parameter containing a population density is the bulk loss \( P_{LB} \). Even that one may wash out if the contamination arises from the dye molecules, since \( k \) may then be proportional to \( N_0 \). The dye concentration may be kept as an open parameter for optimizing the pump absorption profile. If too concentrated, the inner dye molecules will see low \( I_L \), causing inefficiency. If too dilute, the pump energy will pass right through. Clearly the optimum concentration will be inversely proportional to the pumping depth. The insensitivity to dye concentration justifies approximating the total population as \( N_0 \) rather than as the sum of \( N_0 \), \( N_0 \) and \( N_T \).

**Generalize for Spectrally Broad Pump**

So far, discrete optical frequencies have been assumed for all the fluxes. This will be sufficiently accurate for the lasing intensity \( I_L \), but not for \( I_0 \) if pumping with a conventional source. However, all the relations and coefficients can be generalized by substituting \( \int I_0(\lambda) \sigma_{ij}(\lambda) d\lambda \) in Table 1 wherever the product \( I_0 \sigma_{ij} \) appears. The spectral dependence of any cross section \( \sigma_{ij}(\lambda) \) will generally vary more rapidly than that of the lamp's spectral photon intensity \( I_0(\lambda) \), so an approximation for the integral may be made as follows. Equate the integral to \( I_0 \sigma_{ij}(\lambda) \Delta \lambda \) with the components as follows. \( I_0 \sigma_{ij}(\lambda) \) is the local value of the spectral pumping intensity in the regime of the spectral feature, \( \sigma_{ij}(\lambda) \) is the peak of the spectral feature, and \( \Delta \lambda \) is its bandwidth (fwhm).

In some cases, where beam quality is not of great importance, the dye concentration may be increased to a point where much of the pump light in the tails of the dye pump band is absorbed. In such a case the pump intensity, and its spectral distribution, will vary rapidly with depth into the dye. The appropriate approximation will then be more complicated. The uneven heat deposition in such a situation degrades the beam quality and so is not usually an attractive way to run the laser.

**Dye Degradation**

As the dye solution ages in the intense illumination, there is a tendency to form products which absorb at the lasing wavelength and so diminish the output. This loss is described by \( P_{LB} \). Let us differentiate Eq (30), which is the approximation allowing for significant values of \( P_{LB} \), to obtain

\[ \frac{d\eta_L}{dP_{LB}} = -\frac{(1 + P_{PB} + P_{PX})}{(1 + P_{PB} + P_{ST} + P_{PT} + P_{PT})}. \]  

(31)

In terms of the loss coefficient \( k \) this becomes

\[ \frac{d\eta_L}{dk} = -\frac{I_0(1 + P_{PB} + P_{PX})}{N_0 I_0 I_0(1 + P_{PB} + P_{ST} + P_{PT} + P_{PT})}. \]  

(32)

The degradation proceeds more rapidly as the ratio \( I_0/I_0 \) is increased. With flashlamp pumping, this ratio is inevitably high, since it is hard to exceed \( I_0 \) = 30 kW/cm² and efficiency requires \( I_0 > I_{SAT} \) (about 1 MW/cm² for Rhodamine 6G). However with laser pumping, \( I_0/I_0 \) can be much closer to unity, so the degradation can be orders of magnitude slower. The \( N_0 \) factor also will usually favor the laser pumping situation because of the typically higher concentration used.

For the reasons just discussed, we expect the output loss as the dye ages to depend upon the operating conditions. This may explain the varying conclusions on the life of individual dyes obtained by different experimenters. Note that loss of dye is generally a small factor in the degradation since \( N_0 \) appears only in the \( P_{LB} \) loss parameter.

**Discussion**

In an "ideal" dye we would be able to find working ranges of \( I_L \) and \( I_0 \) which would result in all the values of all \( p_{ij} \) << 1. The designer's task would then be to ensure that all elements of dye are exposed to lasing to obtain a quantum lasing efficiency close to unity. The penalty of small departures from those conditions would be...
apparent from Eq. (29). In practice, all known dyes depart from the "ideal", and lasing quantum efficiency is generally less than 70%. Then, while Eq. (29) becomes an inadequate approximation, it will still allow qualitative insight into which loss mechanisms are significant. If all the significant dye parameters are known, then the better approximation of Eq. (30) should allow a quite accurate forecast of the lasing quantum efficiency. For the most precise optimization the accurate form of Eq. (28) is needed. All of these relations lend themselves to easy manipulation in a personal computer.

The high brightness from laser pumping allows almost almost unlimited choice of $I_p$. Selection of feedback in an oscillator, or input signal in an amplifier, also allows almost unlimited choice of $I_l$. The real limitation will generally come from damage or non-linear effects.

Pumping with a flashlamp, however, usually limits $I_p$ to a less than optimum range. The irradiance entering the dye is always less than the irradiance surrounding the lamp (sometimes referred to as the Brightness Theorem). It is still possible to obtain high values of $I_l$, but the resulting high ratio $I_l/I_p$ may increase the values of $P_{l,0}$ and $P_{l,b}$ (lasing losses from ground state and bulk absorption) to a point where they adversely affect the efficiency and the degradation rate.

It has been shown that a high level of $I_p$ throughout the dye is needed to obtain reasonable efficiency. This is hard to achieve if pumping from only one side, or from one end, unless a large portion exits unused. If pumping is from both sides or ends, the uniformly high pump flux can be obtained with little loss at the exit, since the fluxes flowing in opposite directions add. However, if laser pumping, care has to be taken to avoid standing waves, and consequent nulls, as a result of the coherence.

At present this modeling has limited value, because a large portion of the parameters are known for only a few of the commonly used dyes. Hopefully, in the future this situation will improve so that dye comparison and laser optimization will become less empirical.

The author acknowledges with gratitude the information from D. E. Klimek of Avco Textron Research Laboratory, which was used in the preparation of the following list of resources for dye information: Papers by A. N. Fletcher6,7, P. R. Hammond8, F. P. Schafer (ref. 3), and the current Exciton Corporation Catalog give locations of fluorescence and absorption maxima. For complications of entire spectra that are harder to find, see also R. E. Schlier9 and T. H. Koch10. Further information on cross sections for various dyes is given by T. G. Pavlopoulos and P. R. Hammond11 and S. T. Gaffney and D. Magde12. P. R. Hammond13,14,15 discusses detailed spectrum of Rhodamine 6B and Rhodamine B. A list of quantum yields of many dyes is given by A. N. Fletcher (ref. 7). Quantum yields, lifetimes, and dependence on solvents is given by G. Jones II, et al.16. Absorption in the solution from reaction with O2 is discussed by R. E. Schwerzel and N. A. Edfe17. Triplet quenching, with examples, is discussed by J. B. Marling, et al.18,19. Triplet coefficients, and their measurement, are discussed by Schafer (ref. 3, p. 155). Formation of absorbers is discussed by P. R. Hammond20a and by B. H. Winters, et al.20b Photophysics and photochemistry of a number of coumarin dyes have been analyzed by G. Jones II, et al.21-28. For selection of a dye for a particular lasing frequency and mode of operation, see papers by A. N. Fletcher (refs. 6 and 7) and by P. R. Hammond, et al.8,27,28. Effects of solvent polarity, viscosity and surfactants, have been investigated by G. Jones II, et al. (refs. 24 and 25). The listed authors have also published other useful papers. Further information on many aspects of dyes is in the Proceedings of the Dye Laser/Laser Dye Technical Exchange Meeting, 1987.29

**Example Analysis for Rhodamine 6G**

Rhodamine 6G is the most completely documented laser dye, so we will use it as an example. Its parameters are listed in Table 2. The cross sections for the pumping are given at the wavelength corresponding to the peak value of $\sigma_{pA}$ at 530 nm, and the lasing cross sections at an assumed lasing wavelength of 600 nm. If pumping with a laser (e.g., as frequency-doubled Nd:YAG), then we can consider discrete frequencies for the lasing and pumping fluxes. If pumping with a flashlamp then it is appropriate to use the approximation for $I_p$ discussed above. The pumping bandwidth is taken as 50 nm (fwhm), and the useful pump power is that within this bandwidth. This assumes use of a pyrex water jacket preventing pumping to the higher excited states.

The value for $\gamma_{T0}$ in Table 2 assumes the presence of oxygen for triplet quenching, as a result of equilibration with air. Without such quenching its value would be orders of magnitude lower, resulting in a value of $P_{l,T}$ so large as to prevent sustained lasing.

Using the dye parameters from Table 2, the values of the various $P_{l,j}$, the population ratio
between the excited singlet and ground state, and the estimated quantum efficiency, for various combinations of $I_L$ and $I_P$ are shown in Table 3. For convenience, the values of $I_L$ and $I_P$ are presented as power densities instead of photon intensities. The same central wavelength and bandwidth are used for all the pump loss mechanisms. All photons outside that band will be considered lost anyway. It is hard to obtain even 30 kW/cm$^2$ into the 50 nm pump bandwidth, hence the 1 MW pump intensity of Table 3 corresponds to laser pumping.

**TABLE 2**
Dye Parameters for Rhodamine 6G

<table>
<thead>
<tr>
<th>Param.</th>
<th>Description</th>
<th>Value.*</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{PA}$</td>
<td>Pump absorption</td>
<td>4.5x10^{-16} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{LA}$</td>
<td>Lasing absorption</td>
<td>1x10^{-19} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{PE}$</td>
<td>Pump emission</td>
<td>2x10^{-17} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{LE}$</td>
<td>Lasing emission</td>
<td>1.3x10^{-16} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{P1}$</td>
<td>Pump singlet absorption</td>
<td>4x10^{-17} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{L1}$</td>
<td>Lasing singlet absorption</td>
<td>1x10^{-17} cm$^{-2}$</td>
<td>13</td>
</tr>
<tr>
<td>$\sigma_{PT}$</td>
<td>Pump triplet absorption</td>
<td>1x10^{-17} cm$^{-2}$</td>
<td>30</td>
</tr>
<tr>
<td>$\sigma_{LT}$</td>
<td>Lasing triplet absorption</td>
<td>4x10^{-17} cm$^{-2}$</td>
<td>30</td>
</tr>
<tr>
<td>$\gamma_{10}$</td>
<td>Singlet-ground spontaneous</td>
<td>2.9x10^8/s</td>
<td>13</td>
</tr>
<tr>
<td>$\gamma_{1T}$</td>
<td>Singlet-triplet spontaneous</td>
<td>2.0x10^7/s</td>
<td>30</td>
</tr>
<tr>
<td>$\gamma_{T0}$</td>
<td>Triplet-ground spontaneous</td>
<td>2.0x10^7/s**</td>
<td>30</td>
</tr>
<tr>
<td>$k$</td>
<td>Bulk absorption</td>
<td>0.002/cm</td>
<td>a</td>
</tr>
<tr>
<td>$N_0$</td>
<td>Population density</td>
<td>1x10^{16}/cm$^3$</td>
<td>b</td>
</tr>
</tbody>
</table>

* Pump at 530 nm, lase at 600 nm.
** Value estimated for equilibration with air
a This corresponds to 0.2% loss per cm.
b Based on 2 x 10^{-5} molar.

The lasing quantum efficiency is plotted as a function of $I_L$ and $I_P$ in Figure 3, using the accurate relation of Eq. (28). These curves help establish the trade-offs, but the impact of the individual loss mechanisms is now less transparent. From the curves, the importance of having $I_L > I_{SAT}$ is clear. A parameter space can be selected on the plot in which one can operate to maximize efficiency. It can be seen that increasing $I_P$ can always produce higher efficiency provided an associated optimum $I_L$ can be generated. In an amplifier, $I_L$ can be controlled by optically expanding or contracting the beam to be amplified, and in an oscillator by controlling the feedback. The general limits will come from how high a pump power density can be obtained, and how high a lasing power density can be withstood by the optical elements. Both of these limits become lower with longer pulses.

**TABLE 3**
Values of $p_{ij}$ and $\eta_L$ for Rhodamine 6G Example
(Using dye values from Table 2)

<table>
<thead>
<tr>
<th>$I_P$</th>
<th>10 kW/cm$^2$</th>
<th>30 kW/cm$^2$</th>
<th>1 MW/cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_L$ MW/cm$^2$</td>
<td>1.5</td>
<td>4</td>
<td>10</td>
</tr>
</tbody>
</table>

| $\eta_{PS1}$ | 0.49 | 0.18 | 0.07 | 0.49 | 0.18 | 0.07 |
| $\eta_{PS}$  | 0.03 | 0.01 | 0.01 | 0.03 | 0.01 | 0.01 |
| $\eta_{PL}$  | 0.08 | 0.08 | 0.08 | 0.08 | 0.08 | 0.08 |
| $\eta_{PLT}$ | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 | 0.31 |
| $\eta_{PLO}$ | 0.04 | 0.10 | 0.26 | 0.01 | 0.03 | 0.09 |
| $\eta_{PLB}$ | 0.08 | 0.20 | 0.51 | 0.03 | 0.07 | 0.17 |
| $\eta_{PP}$  | 0.00 | 0.00 | 0.00 | 0.18 | 0.07 | 0.03 |
| $\eta_{PP}$  | 0.00 | 0.00 | 0.00 | 0.05 | 0.02 | 0.01 |
| $\eta_{PXX}$ | 0.00 | 0.00 | 0.00 | 0.09 | 0.03 | 0.01 |

| $N_1$ | 0.014 | 0.007 | 0.003 | 0.04 | 0.02 | 0.01 |
| $N_0$ | 0.30 | 0.26 | 0.005 | 0.37 | 0.43 | 0.36 |
| $\eta_L$ eq (28) | 0.35 | 0.48 | 0.55 |

Fig. 3. Efficiency depends on conditions (Rhodamine 6G example)
The cross-sections are wavelength dependent, so if the laser is tuned to a different wavelength the curves will change. In particular $I_{SAT}$ will increase as a laser is tuned from the wavelength of peak spontaneous emission.

**Population Distribution and Effect on Lasing Wavelength**

When pumping with a flashlamp, the attainable value of $I_p$ is orders of magnitude less than the value of $I_{L}$ needed to ensure $I_p > I_{SAT}$. Since $\sigma_{PA}$ and $\sigma_{LE}$ have approximately the same value, it follows from Eq. (21) that most of the population will remain in the ground state. This means that absorption by the ground state is then a significant factor, which tends to push the lasing to longer wavelengths. With laser pumping, $I_p$ can be much higher, leading to a higher ratio $N_1/N_0$ as seen in Table 3. Consequently, ground state absorption will be less significant and the lasing will not move so far to the longer wavelength.

**Dye Degradation**

It will be seen from Table 3 that at the lower values of $I_p$ associated with flashlamp pumping the impact of the bulk absorption term $\sigma_{PB}$ is much more significant than it is at the higher values of $I_p$ that would be used with laser pumping. It also depends considerably on the precise details of the power levels in the lamp pumping regime. Hence, not only will the performance be affected much more by a given amount of dye degradation with a flashlamp pumped dye laser, but the effect will be very dependent upon the details. Unfortunately the trade-off that increases $I_L$ to reduce $\sigma_{PB}$ also increases $\sigma_{PB}$, i.e., reducing the spontaneous losses can increase the degradation problem. This situation is illustrated in the curves of Figure 4, in which the photon efficiency is plotted against the bulk absorption coefficient for various values of lasing intensity. The curves on the left correspond to pumping with a flashlamp, assuming $I_p = 20$ kW/cm$^2$. The curves on the right correspond to laser pumping, with $I_p = 1$ MW/cm$^2$. With flashlamp pumping, the higher values of lasing intensity give relatively high efficiency when the bulk absorption is very small. However, as the value of $k$ becomes higher, as we expect when the dye degrades, then the efficiency drops off much more rapidly than when the lasing intensity is smaller. The optimum value of $I_L$ is quite different for the badly degraded dye. The slopes show a 10-fold variation in degradation rate. Care should be taken to optimize the feedback of a flashlamp pumped dye laser only when the dye is fresh. The curves for the laser pumped case yield much slower deterioration in output as the dye solution becomes more absorbing. The deterioration in output will also be faster if a dye is tuned away from the peak emission, because of the wavelength dependency of the cross sections and hence of the $p$ parameters.

**Conclusion**

Dye lasing efficiency has been modeled in the presence of the many competing transitions, and useful conclusions drawn. Nine dimensionless parameters have been introduced to reduce the complexity. The approach will allow other suspected loss mechanisms to be introduced into the framework. It is shown how performance, including degradation, is affected by the operating conditions. Useful insight is obtained from the relations, and optimization will be aided. Care is needed when comparing laser dyes, since they may optimize under different operating conditions.
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Abstract

Further information is presented on performance of a 300 Watt, 6-beam, dye laser reported at last year's conference. The use of Acetamide as a dye solvent is discussed. The lasing results are coupled with modeling of flashlamps and dye, to demonstrate a useful approach to design of dye lasers. Lamps may be driven harder than traditionally accepted.

Introduction

Last year, the engineering and performance of the initial beam of a laser system being built at an experimental field site were reported.1,2 The laser heads were developed by Candela Corporation, and the laser power supplies by A.L.E. Systems Inc. The laser uses Coumarin 504 dye dissolved in aqueous acetamide solution and is flashlamp pumped. Each beam, 14 mm diameter, is generated in a confocal resonator of optical length 2.5 m, and magnification 2.7. The resonator contains two laser heads, each powered by a pair of 2-foot lamps of 7 mm bore. The dye flows longitudinally. The full system will have six independent beams, each running at 10 pps, 5 to 10 J/pulse, tunable around 508 nm wavelength, in 2-μs pulses. Further results will now be reported. Emphasis will be on the use of acetamide, understanding the resonator, and modeling the performance of the dye and lamps. It will be shown that acceptable models are available for designing such lasers, and that lamps can be driven harder than some of the existing literature indicates.

Acetamide and Aqueous Solutions

Water has many desirable properties as a solvent. It has excellent thermal properties, is nonflammable, inexpensive, and easy to dispose of. But many laser dyes have low solubility in water and tend to dimerize. The dimers often absorb at the lasing wavelength of the monomer and don't lase well themselves. Crozet and Meyer3 have discussed the addition of certain organic compounds to suppress dimerization. They, as well as Megie and de Witte4, de Witte5, and Dezauzier et al6 demonstrated improved performance of Rhodamine 6G in aqueous acetamide solution. Some activity as a triplet quencher was suggested by de Witte. Detergents also reduce dimerization and may act as triplet quenchers.7 But the sudsing action can be detrimental.

This system initially used a 50% methanol/water mix as the dye solvent. But the perceived danger of storing 1200 gallons of flammable liquid, pumping it at 360 gpm through 12 dye laser heads, and exciting it with 24 flashlamps at 40 kV, began to dominate the project. At the suggestion of B. Kirstein, of SAIC Inc., aqueous acetamide (acetic acid amide) solution was tested as an alternative, although not previously demonstrated with Coumarin 504. It gave equivalent output performance but with shorter dye life. The shorter life was not a problem since ample dye cleaning capability was being installed. However, the limited solubility made it difficult to prepare a concentrate for dye replenishment. This problem was solved, at the suggestion of J. L. Dwyer of Ventec Corp., by milling dye powder in cleaned aqueous acetamide solvent for several hours to obtain a finely divided slurry. This dissolves within seconds when squirted into a slip-stream of the working fluid.

The cleaning system, using carbon filters, has worked well with the acetamide solution. There have been hundreds of hours of operation with the initial fill. This is important because the acetamide costs $15,000 for one fill and disposal is a problem. Hundreds of gms of dye have been used and cleaned out.

Performance

The good effect of oxygen reported last year, and shown in Figure 1, has been confirmed in operation. The curves of Figure 2 show energy measured in the far-field through various diameter apertures with the oxygen at 72% of the sea level content. At twice the sea level value the single laser beam has generated over 6 J total energy, with more than 2.5 J through a 17 in/D aperture (f is the focal length of an analyzing lens, λ

TABLE 1
Optimal Concentration of Dye and Impact on Laser

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Energy Estimate</th>
<th>Estim. Center/Edge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2 to 2.5J</td>
<td>2.2 x 10^-5</td>
</tr>
<tr>
<td></td>
<td>Total En.</td>
<td>&gt;3.0 x 10^-5</td>
</tr>
</tbody>
</table>

Fig. 1. Improvement with Oxygen

Fig. 2. Performance vs. Dye Concentration

The optical density of the dye measured at 550 nm wavelength, in a 1-meter long in-line cell, increases linearly with cumulative exposure to the flashlamps, as shown in Figure 4. The loss in laser output closely follows the same pattern. The energy drops by 10% for each 900 J of flash lamp energy per liter of dye solution, while the optical density of the 1-meter cell increases by 0.02. No change was observed in the dye concentration, monitored at 450 nm in a 5-mm in-line cell. During a single pulse, 94 ml of dye solution in each laser head is exposed to 1,000 J of flashlamp energy. This results in expected loss

Fig. 3. Output vs. Input

Dye Degradation

All pulse lengths are "full width half maximum" (fwhm) unless otherwise stated. The current pulse is 2.6 μs long (slightly underdamped), and energy through far-field aperture of 17f/D is 2.0 μs (slightly longer outside the aperture). Figure 3 shows the relationship between output and pumping energies.
of 71% of output energy, which is not observed in the pulse shape. This has two implications. Firstly, most of the degradation must occur after the pulse is over (probably from nascent oxygen produced by the excitation). Second, when the system runs at full power, taking into account the three interchanges of dye between pulses, the dye solution will emerge degraded to an average loss of 28% in output. Thus, a large proportion of the degradation product needs to be removed before re-entering the lasers. Since the removal process also takes out the dye, then the dye must be replaced.

Resonator Control

The alignment method reported in the earlier paper (ref. 1) has continued to be successful. A full sized collimated cw-laser beam is introduced into the resonator off a beam splitter, shrinks, and then expands on successive passes, emerging as a simulation of the pulsed laser beam. Some lensing must occur in the dye solution during the pulse, but the simulated laser beam is still useful in tracing the path and beam performance of the pulsed laser. This success is attributed, at least partially, to the spatial filtering through which they both must pass on the way to the experiment.

Birefringent filters are used to polarize the output and to give tuning capability when needed. Tuning has not yet been needed from the 508 nm wavelength at which it naturally runs. The birefringent plates have been used with their ordinary axes either in the plane of inclination, or perpendicular, to give full polarizing effect but zero tuning. For maximum tuning effect the plates would be rotated together through about 45°, and then fine-tuned in angle to obtain the required wavelength. Initial operation with only one birefringent inclined at 45° to the laser axis (with small reflection used as a diagnostic) resulted in 3:1 polarization ratio. Addition of a second at Brewster's angle gave a ratio of better than 10:1. The polarization measurements, taking into account the corrective action of the birefringent plates, is consistent with depolarization occurring at about 2% per foot on passing through the dye solution.

Finally, lamp life will be discussed and conclusions summarized.

Resonator Sensitivity to Imperfections

The sensitivities have been analyzed, using the Kogelnik and Li formulation for Gaussian propagation. The design values give a solution resulting in a collimated zero-order Gaussian output. The amount of change in each parameter needed to change from collimation to an included angle equivalent to 10 λ/D was found and is shown in Table 2. This angle corresponds to about ten times the diffraction angle. A geometric approach based on virtual source analysis9 gave the same results. The mirror angle errors were obtained from simple geometric analysis.

### Table 2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Design Value</th>
<th>Error to cause θ 10 λ/D effect*</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reson. length</td>
<td>2.5 m</td>
<td>-35 cm</td>
<td>incr→converg</td>
</tr>
<tr>
<td>Back mirror rad.</td>
<td>+8.0 m</td>
<td>+70 cm</td>
<td>incr→diverg</td>
</tr>
<tr>
<td>Front mirror rad.</td>
<td>-3.0 m</td>
<td>+70 cm</td>
<td>incr→diverg</td>
</tr>
<tr>
<td>Lensing</td>
<td>0 dioptre</td>
<td>-0.01 dioptre in each head</td>
<td></td>
</tr>
<tr>
<td>Back mirror θ</td>
<td>0.0 mrad</td>
<td>0.11 mrad in same sense</td>
<td></td>
</tr>
<tr>
<td>Output mirror θ</td>
<td>0.0 mrad</td>
<td>0.30 mrad in opp. sense</td>
<td></td>
</tr>
</tbody>
</table>

*To cause full angle divergence, or angular deviation, equivalent to 10 λ/D.

Flashlamps

In the following paragraphs, the operation of the flashlamps will be modeled. It will be shown that, for our regime, they can be approximated as black body radiators. This allows quantitative estimates of performance, as well as insight. The lamp modeling will then be combined with the modeling of the dye performance, from the preceding paper, to analyze the overall performance. Finally, the life expectation of the lamps will be discussed. It will be concluded that the lamps can safely be driven harder than would be expected from previously published literature.

Markiewicz and Emmett10 investigated the non-linear oscillatory equations describing the discharge into the varying resistance of the flashlamp through the inherent inductance in the circuit. They plotted computer solutions of the current and power input (I²R) vs time for different values of a "damping term" α determined by the electrical parameters. They normalized time to the electrical time-constant...
\( \tau = \sqrt{LC} \), where \( L \) and \( C \) are inductance and capacitance of the circuit and storage capacitors. They found critical damping highest peak power input is obtained when \( \alpha = 0.8 \). This is generally considered optimum, with sometimes a little overshoot to help quench the switching device after the pulse is over. Their data are used to plot the curves of Figure 5. They show normalized time development of current and power input for damping of \( \alpha = 0.8 \). Note that the power curve is significantly shorter than the current curve. A curve of the normalized temperature is added, based on the lamp emitting as a black body in quasi-equilibrium following the Stefan Boltzmann law (to be discussed later). Table 3 shows the characteristic pulse durations and rise times defined in a variety of ways, expressed in terms of the electrical time constant \( \tau \).

**TABLE 3**
Pulse Durations by Various Definitions for Critically Damped Current and Power in Terms of Time Constant \( \tau = \sqrt{LC} \)

<table>
<thead>
<tr>
<th>Rise Width Def</th>
<th>Between Initial to 20%</th>
<th>Between 20% to 90%</th>
<th>Between Base</th>
<th>Rise Width Def</th>
</tr>
</thead>
<tbody>
<tr>
<td>fwhm, ( % )</td>
<td>fwhm, ( % )</td>
<td>fwhm, ( % )</td>
<td>fwhm, ( % )</td>
<td>fwhm, ( % )</td>
</tr>
<tr>
<td>Current</td>
<td>0.77( \tau ) 2.1( \tau ) 2.5( \tau ) 3.0( \tau ) 3.1( \tau ) 3.5( \tau )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Power</td>
<td>0.76( \tau ) 1.8( \tau ) 2.1( \tau ) 2.7( \tau ) 2.75( \tau ) 3.5( \tau )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Temp.</td>
<td>0.61( \tau ) 2.95( \tau ) 3.20( \tau ) 3.4( \tau ) 3.4( \tau ) 3.5( \tau )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Emission Characteristics**

At temperatures below about 10,000 K the discharge plasma is partially transmitting, and line emission, characteristic of the fill gases, tends to predominate.\(^{11} \) At higher temperatures the plasma becomes more opaque, and the output becomes dominated by the black-body curve corresponding to the electron temperature in the plasma.\(^{12,13} \) For example Goncz and Newell reported (ref. 11) that the spectrum of an EG&G FX-47A flashlamp between 0.3 and 1.1 \( \mu m \) closely approximated a black body at 9400 K when excited with 5300 amps/cm\(^2 \). When excited with only 1700 amps/cm\(^2 \) it approximated a black body at 7000 K (but not so closely). The measured proportions of the excitation energy radiated into various spectral intervals are shown in Table 4. At the higher excitation temperature nearly 100% of the electrical energy must have been radiated by the plasma, with a considerable portion outside the spectral interval that was measured, much of it absorbed by the quartz.

**TABLE 4**
Emission from EG&G Lamp FX-47A, Pulse Length \( T = 750 \mu s \) (ref. 11)

<table>
<thead>
<tr>
<th>Current Density (A/cm(^2 ))</th>
<th>Temp.</th>
<th>( % ) in ( \mu m ) range</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1700 7000 K</td>
<td>18</td>
<td>18</td>
<td>16</td>
</tr>
<tr>
<td>5300 9400 K</td>
<td>27</td>
<td>20</td>
<td>11</td>
</tr>
</tbody>
</table>

Other investigators who have contributed to the understanding of the emission characteristics of lamps at different excitation levels include Perlman,\(^{14,15} \) Sorokin et al,\(^{16} \) Oliver and Barnes,\(^{17} \) Holzrichter and Emmett,\(^{18} \) Furumoto and Ceccon,\(^{19} \) Ferrar,\(^{20} \) Holzrichter and Schawlow,\(^{21} \) Oliver and Barnes,\(^{22} \) Mavroyannakis,\(^{23} \) Gibson,\(^{24} \) Ewanizky and Wright,\(^{25} \) Gunther,\(^{26} \) Morrow and Price,\(^{27} \) Baker and King,\(^{28} \) Gusionow,\(^{29-32} \) Dishington et al,\(^{33} \) Efthymiopoulos and Garside,\(^{34} \) and Gavrilov.\(^{35} \) An excellent review of practical lamp considerations is given by Furumoto.\(^{36} \) Pacheco et al,\(^{37} \) recently reported quantitative spectral measurements very relevant to our study. Simmer was maintained between pulses. The measured emissions closely matched that of a black body at 20,000 K and 15,000 K, respectively over the range 0.45 to 0.8 \( \mu m \), with the departures greater for the lower excitation. We will return to these results after discussion of black body emitters.

**Black Body Model**

Our model will assume that the lamps behave as black body emitters, with the instantaneous radiation balancing the electrical input power, based upon the results cited above. The results of the modeling will agree with observation sufficiently well that we will conclude the modeling is justified, and is a helpful approach for the laser designer.
The quantitative emission characteristic of a black body surface is completely determined by its temperature, which is in turn proportional to the fourth root of the total power density radiated from the surface by the Stefan Boltzmann law. The blackbody characteristics are well known and tabulated. Useful curves for our discussion are in Figure 6, based on relations from the Infrared Handbook. We should however note that the flashlamp envelope is generally of fused silica which absorbs radiation at wavelengths shorter than about 180 nm, depending on its grade.

If a lamp is radiating as a black body with the radiating power balancing the input power, then the instantaneous temperature will be determined by the instantaneous electrical power per unit area of bore surface. It is reasonable to define a "representative" temperature that will be determined by a "representative" value of the power per unit area of bore surface. Reference to the power curve of Figure 5 confirms that a rectangular pulse with the same peak power and full width at half maximum (fwhm) duration would contain the same energy as the actual pulse, to quite a close approximation. Since the power duration is 1.8\( \tau \) fwhm (see Table 3), a good choice of "representative" power density \( P_R \) is given by

\[
P_R = \frac{E}{(1.8\tau A)},
\]

where \( A \) is the bore surface area. Hence the representative temperature \( T_R \) is given by

\[
T_R = \left( \frac{E}{k_b 1.8\tau A} \right)^{1/4},
\]

where \( k_b \) is the Stefan Boltzmann constant. In as much as a lamp is a black body in quasi-equilibrium, then its "representative" emission characteristics will be governed by the ratio \( E:1.8\tau A \); and its "representative" plasma temperature and spectral distribution can be at least approximately obtained from the black body curves represented by those in Figure 6. We can expect the "representative" characteristics to be a close approximation to the measured integrated ones. Reference to the curves of Figure 6 will confirm that errors expected in prediction of temperature (and hence spectral distribution) are likely to be smaller than the errors in the prediction of power radiated, because of the 4th power relationship.

**Lamp Temperature**

Pacheco et al (ref. 37) excited a lamp of 7 mm bore diameter and 18" arc length with 8 \( \mu \)s (fwhm) pulses of 440 and 140 J, and made quantitative spectral measurements over the range 0.24 to 0.8 \( \mu \)m. Simmer was maintained between pulses. From Table 3 we infer that, for their pulse, \( \tau = 3.8 \) \( \mu \)s, and hence the fwhm of the electrical power input pulse was 6.8 \( \mu \)s. The lamp internal bore surface area \( A \) was 100 cm\(^2\). Thus in their 440 and 140 J cases, we infer values for representative total power \( P_R \) from eq (1), of 650 and 210 kW/cm\(^2\), respectively, corresponding temperatures of 18,400 K and 13,900 K. However the measured emissions closely matched that of a black body at higher temperatures of 20,000 K and 15,000 K over the range 0.45 to 0.8 \( \mu \)m (the departures were greater for the lower excitation). The results indicate that the lamp was emitting more efficiently into the wavelengths of interest than would a black body. Pacheco has suggested that this may have resulted from the deep UV being absorbed by the envelope with resulting reradiation back into the plasma. This would give an apparent emissivity, in the UV, of less than unity. In addition, some of the radiated light must return to the lamp, either from imperfections in coupling to the dye cell, or after being transmitted by the dye cell. Since the plasma is opaque, this light must be reabsorbed and contribute to a higher effective efficiency. This is the first intimation the author is aware of that this may have resulted from the deep UV being absorbed by the envelope with resulting reradiation back into the plasma. This would give an apparent emissivity, in the UV, of less than unity. In addition, some of the radiated light must return to the lamp, either from imperfections in coupling to the dye cell, or after being transmitted by the dye cell. Since the plasma is opaque, this light must be reabsorbed and contribute to a higher effective efficiency.

**Lamp Performance in this Laser**

In the laser being reported, each lamp has bore diameter 7 mm and length 2'. Thus \( A = 134 \) cm\(^2\). The excitation is 500 J per pulse (into each of the four lamps associated with a beam), with discharge duration of 2.6 \( \mu \)s fwhm. From Table 4 we estimate \( \tau \) as 1.24 \( \mu \)s and the power pulse length as 2.2 \( \mu \)s fwhm. Hence the \( P_R \) value from eq (1) is 1.7 MW/cm\(^2\). This gives a temperature estimate of 23,400 K. It is recognized
that the pulses are shorter than those of Pacheco et al., but the observed laser pulse lengths of about 2 μs in the center of the far-field, and a little longer outside, are consistent with the quasi steady state model.

The Coumarin 504 pump band is centered at 440 nm. The effective pump bandwidth is about 50 nm (FWHM of absorption band). At 440 nm, from Figure 6, the spectral intensity from a black body at 23,400 K is 750 kW/cm² μm, yielding 38 kW/cm² leaving the surface of each flashlamp in the effective bandwidth. Since the representative electrical input power is 1.7 MW/cm², the lamps are consistent with the quasi steady state of the pump cavity. These approaches were not followed because of time constraints.

The curves of Figure 6 show the lamps running at a higher temperature than would give optimum efficiency into the pump band. But, running the lamps at the optimal matching temperature would reduce the useful output more than tenfold. The performance of the laser would drop even more dramatically because the lower pumping intensity would reduce the efficiency of the dye.

Coupling to the Dye Cell and Dye

The pump-cavity reflectors have diffuse white surfaces with high reflectance. The lamps and the dye cell are the major absorbers and have equal surface area. We thus assume that 50% of the useful radiated lamp energy is coupled into the dye cell (and the other half back into the lamp). From Table 1, about 57% of the useful light entering the dye cell will be absorbed.

We could at least double the coupling efficiency by eliminating the pyrex water tubes (so that the UV pump band would also be used) and by increasing the dye concentration. But these steps would give poorer beam quality from extra heat distributed non-uniformly in the medium. A better way to increase the efficiency would be spectral enhancement by using one or more intervening dyes Levin and Cherkasov⁴¹, Everett et al⁴² and Pacheco et al (ref. 37). The potential can be seen in the curves of Figure 6, showing higher intensity at the wavelengths shorter than those tapped by the Coumarin 504. This would also reduce undesirable heat deposition in the solution. Another promising approach is that of Baranov et al.⁴³ They demonstrated that the efficiency of a lamp could be increased by depositing an interference dielectric coating on the envelope to reflect light with wavelengths that were not useful in the application. This light was reabsorbed by the plasma. Their application was in the pumping of Nd YAG lasers, but the principle also applies to the shorter wavelengths more often used for dye lasers. P. Lacovara of MIT Lincoln Laboratory has suggested incorporating a spectral transfer agent such as salicylic acid in the reflective coating of the pump cavity. These approaches were not followed because of time constraints.

The Dye and the Overall Efficiency

The modeling from the preceding paper will be used. We do not have the coefficients for Coumarin 504 dye, so will assume it is sufficiently like Rhodamine 6G that we can use the same parameters, as listed in Table 2 of the preceding paper.

We need to estimate the intensities I_p and I_L in the lasing medium. Since 38 kW/cm² will leave the lamps within the pump band, and the expected transfer efficiency to the dye cell surface is 50%, then about 19 kW/cm² will arrive at the dye surface. From Table 1, about 43% of the pump energy is transmitted when the laser is optimized for energy within 10% of its output. Hence, the total at the surface (coming and going) will be 27 kW/cm². Based on a simplified 1-dimensional model, with the light entering from two sides, the pump intensities in the middle will be 92% of that, i.e., 25 kW/cm². Hence, we will assume a representative I_p = 26 kW/cm². The lasing intensity I_L is estimated at between 1 and 2 MW/cm² in different parts of the medium. Using these values, and clean dye, the modeling from the preceding paper yields quantum efficiencies of 30% and 40% for the two lasing intensities. The midpoint, 35%, when modified by the photon energy ratio, yields 30% as the representative energy efficiency in the dye.

The individual efficiencies thus obtained are listed in Table 5. The expected overall efficiency is seen to be 0.19% when the dye is clean. But, the observed efficiency is considerably higher, at 0.25%. This is based on total of 2,000 J lamp input yielding about 5 J output.

The reasons for the discrepancy may include lack of accuracy in our measurements (believed to be ± 10%), our using the Rhodamine 6G parameters, the triplet quenching being better than assumed, and reabsorption of energy making the lamps hotter than estimated. Coumarin 504 is generally considered less efficient than Rhodamine 6G, so use of the 6G parameters is more likely to give a discrepancy in the other direction. The reabsorption is probably a factor, since we have estimated that half the potentially useful light returns to the lamps and must be reabsorbed in the black body model. We already have evidence indicating that the lamps in the earlier experiments by Pacheco et al ran hotter than...
our black body modeling would indicate, probably because of reabsorption.

**TABLE 5**
**Modeled Efficiency Balance for the Laser System**

<table>
<thead>
<tr>
<th>Step</th>
<th>Modeled Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electric Power to Flashlamp</td>
<td>2.2%</td>
</tr>
<tr>
<td>output within pumping band</td>
<td></td>
</tr>
<tr>
<td>Coupling to pass into dye</td>
<td>50%</td>
</tr>
<tr>
<td>Absorbed by dye</td>
<td>57%</td>
</tr>
<tr>
<td>Converted by dye into lasing output</td>
<td>30%</td>
</tr>
<tr>
<td>Hence expected overall Efficiency</td>
<td></td>
</tr>
<tr>
<td>a) with fresh dye</td>
<td>0.19%</td>
</tr>
<tr>
<td>b) when degraded by 10%</td>
<td>0.17%</td>
</tr>
</tbody>
</table>

The discrepancy would be satisfied if the lamps emitted an extra 30% into the pump band, which would require them to be at about 27,000 K (at this level the total radiated power would be increased by a factor of 1.8 from the original 23,400 K modeled temperature). The conclusion is that the lamps are probably running at a higher temperature than 23,400 K but no higher than 27,000 K, with representative pump density $I_p$ of between 26 and 34 kW/cm$^2$. The average is chosen to obtain the first modeling plot in Figure 7. The curves show that in the applicable lasing intensity regime of 1 to 2 MW/cm$^2$, with clean dye, the quantum efficiency is expected to average about 35%, giving energy efficiency of about 30%. They also indicate that, when the dye is clean, higher lasing intensity would increase the efficiency. Thus the feedback is less than optimal for clean dye.

**Lamp Life Expectation**

Lamp life is a strong function of energy applied, and length of the excitation pulse. Goncz reported the following empirical expression for energy that will just explode the lamp. It was derived from testing lamps with pulse time constants varying from 5 $\mu$s to 3 ms, bore diameters varying from 4 mm to 28 mm, and various lengths.

$$E_x/L = 90DVT \text{ Joules/inch},$$  \hspace{1cm} (3)

when the bore diameter D is in mm and the duration of the discharge pulse between 1/3 maximum current points is T ms. This can be rearranged to give

$$E_x/A = 3570T^1/2 \text{ J/cm}^2$$  \hspace{1cm} (4)

where $A$ is the bore surface area in cm$^2$ and $T$ is the pulse length between 1/3 maximum current points in seconds. Thus the sustainable energy density on the bore of the lamp is proportional to the square root of the pulse duration.

Goncz also reported that life testing with varied lamps gave the results shown in Table 6, relating life to flash energy normalized to the explosion energy. He noted that helical lamps and ones in enclosed cavities should be derated since some of the energy reflects back to the lamp.

The above data has been amplified in EG&G data sheets. These are in general agreement with eq. (3) and Table 6. They provide a guide to ultimate energies and life expectations for a wide range of lamp sizes and pulse lengths, with wall thickness of 1 mm. $N_e$ is the number of pulses before the output drops by 50%. The data covers...
the pulse lengths of 10 µs to 10 ms, so does not quite extend to our regime, but we have no other.

<table>
<thead>
<tr>
<th>TABLE 6 Expected Flashlamp Life (ref. 44)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flash energy (percent of ( E_x ))</td>
</tr>
<tr>
<td>----------------------------------------</td>
</tr>
<tr>
<td>100%</td>
</tr>
<tr>
<td>70%</td>
</tr>
<tr>
<td>50%</td>
</tr>
<tr>
<td>40%</td>
</tr>
<tr>
<td>30%</td>
</tr>
</tbody>
</table>

The minimum and maximum life limits from the EG&G data sheets approximately follow the relation

\[
(E_0/E_x)^{5.5} < N_L < (E_0/E_x)^{-11}. \tag{5}
\]

ILC report\(^46\) that \( N_L \) can be obtained from the relation

\[
N_L = (E_0/E_x)^{8.5}. \tag{6}
\]

This curve runs right down the center of the EG&G life data. ILC does restrict the relation to lamps with bore of less than 15 mm bore (they report an inverse 14th power for larger diameters). There is a slight difference in that ILC define \( N_L \) as the number of pulses at which the energy is down to 70% of its initial value. ILC also reports (ref. 46) that the explosion energy is given by

\[
E_x/L = 0.577 f(D)D^4\sqrt{T} \text{ Joules}, \tag{7}
\]

where \( f(D) = 24,600 \) for \( D < 8 \) mm and 17,000 for \( D \geq 19 \) mm, \( L \) is arc length in cm, \( D \) = bore diam in cm, \( T^* \) is the pulse duration in seconds by the ILC definition, but they do not say how much spread to expect in the results. When expressed in the same units as eq. (4) this becomes

\[
E_x = k'\sqrt{A'} \text{ Joules}, \tag{8}
\]

where \( k' = 4518 \) for \( D < 8 \) mm and 3122 for \( D \geq 19 \) mm.

It is difficult to completely correlate the EG&G and ILC data because of some uncertainty in the pulse length definition of the latter. In an ILC technical bulletin (ref. 46, p. 8) it is implied that pulse duration is normally defined as time between current initiation and when it has fallen back to 20% of peak, which would yield \( 3.1T^* \) in the critically damped case (see Table 4). In an ILC brochure entitled "Linear Flashlamps," the definition between 10% current levels is used, yielding \( 3.1T^* \) in the critically damped case.

EG&G uses the time between the 1/3 levels of current, corresponding to \( 2.5T^* \). If eq. (8) has \( T \) modified by the ratio \( 2.5/3.0 \) to bring it into line with the EG&G definition of pulse duration, it becomes

\[
E_x = kA'\sqrt{T} \text{ Joules}, \tag{9}
\]

where \( k = 3760 \) for \( D < 8 \) mm and 2600 for \( D \geq 19 \) mm. This agrees with (eq.) 4 within the precision of the data.

All the above data has been developed for operation of the lamps with no significant return of the emitted radiation. If the pumping cavity allows such return of radiation (which it usually does), then the lamps should be derated (ref. 44).

### Apply to Present Laser

The lasers now being reported upon have current pulses of 2.6 µs fwhm, which from Table 4 corresponds to 3.1 µs between 1/3 peak power points. The lamp bore surface area is 134 cm\(^2\). Hence from either eq. (4), the value of \( E_x \) is 842 J. At the 500 J input we are thus operating at 59% of the \( E_x \) value. From the EG&G data we would expect life to be no more than 300 pulses. In practice we have many thousands of pulses with insignificant loss. When reabsorption of radiation is taken into account, we are driving the lamps even hotter.

### Other Evidence on Lamp Life

Earlier experiments by Everett et al (ref. 37) demonstrated life exceeding 300,000 pulses using lamps of length 18" and 7 mm bore diameter, excited with 410 J in current pulses of 3.2 µs fwhm. From Table 3 this yields 3.8 µs between 1/3 points. From eq. (3) we obtain 699 J for \( E_x \). Hence the lamp was running at 59% of the traditional explosion level, and from the EG&G data the expected life would lie between only 30 and 300 pulses to the 50% level, orders of magnitude less than demonstrated.

In the experiments of Pacheco et al (ref. 37), discussed earlier, lamps of length 18" and bore diameter 7 mm were excited with as much as 440 J in current pulses of 8 µs fwhm duration, i.e., 9.5 µs between 1/3 points. From eq. (3) we obtain 1105 J for \( E_x \), and hence the lamps were being run at 40% of the traditional explosion level. Thus, from the EG&G data, the expected life would lie between 1,000 and 20,000 pulses. By comparison with the above results, it seems that the lamps were being run quite conservatively.
Discussion of Lamp Life Expectation

These reports, comments by ILC (ref. 46, p. 38), and by Furumoto (ref. 36), indicate that flashlamps in this pulse regime may be driven much harder than would be forecast from extrapolating the manufacturers' published data, provided that simmering or prepulsing is used (ref. 46, p. 26). Unfortunately, life-testing data on flashlamps is very expensive to generate and consequently published reports from which generalized conclusions can be drawn are rare.

It must be emphasized that such good life can only be expected when the lamps are produced under excellent quality control, to the best available design, and then are used under ideal conditions. Premature failure can be caused by contamination of fill, electrodes, or envelope; by incorrect handling, mounting or cooling; or by non-optimum excitation or simmering. If there is anything wrong, the laser tends to die not gracefully! Without more information it is probably safe to assume that, in the regime of interest, a conservative estimate of simmered lamp performance can be obtained from the EG&G and ILC data (extrapolated to shorter pulses if necessary), and then in practice it will probably be safe to drive the lamps up to twice as hard, but the performance would need to be verified in the application.

Since dye lasers have a substantial threshold in their operation, the output energy tends to increase at a much higher rate than the pumping energy. So there is strong incentive to drive the lamps as hard as is compatible with acceptable life. When lamps are driven at these high temperatures, a large portion of the energy is at wavelengths between the cutoff of the silica envelope and the onset of the pump band, for a large range of commonly used dyes. This gives a strong incentive to develop spectral conversion by intermediary dyes (refs. 37 and 42).

It should be noted that the lamp-manufacturers' definitions are in terms of life to the 50% or 70% output level. In general the output of a laser degrades much faster than that from the lamps, particularly if working close to lasing threshold. The difficulty of defining the end of life is discussed by ILC (ref. 46, p 34 and 38).

Conclusion

Results have been reported for a flashlamp pumped dye laser, using Coumarin 504 dye dissolved in aqueous aceticamid. The performance has been compared with expectations from modeling of the lamps and the dye solution, and new insight has been developed. Some practical aspects of the design and operation of the laser have been presented.

The author is indebted to a large number of individuals and organizations who contributed to these results. The laser heads were developed and the flashlamps supplied by Candela Corporation. Power supplies were by A.L.E. Systems Inc. Fluid handling systems were engineered by Stone and Webster Inc, and fabricated by the FELS Company. B. Kirstein of SAIC, Inc. consulted on the dye handling aspects and engineered experimental equipment. R. Kaiser of Argos Associates and J. L. Dwyer of Ventec Corp. also contributed useful suggestions on the dye handling. B. G. Zollars, R. E. Hatch, J. L. Swedberg, J. M. Mahan, R. A. Brousseau, and E. D. Ariel helped bring the system to fruition by many hours of dedicated work, and S. Richardson prepared the manuscript.
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TUNABLE, SIMULTANEOUS MULTI-WAVELENGTH DYE LASER
Wayne E. Davenport, John J. Ehrlich, Travis S. Taylor
U. S. Army Missile Command
Redstone Arsenal, AL 35898-5245

ABSTRACT
A dye laser operating at simultaneous multiple-wavelengths in the 540 to 590 nm region was demonstrated utilizing prisms and a new laser dye chosen for its broad tuning curve (539-620 nm) and high gain.

INTRODUCTION
A dye laser operating at simultaneous multiple-wavelengths in the 540 to 590 nm region was demonstrated utilizing a new laser dye along with prisms as dispersive elements. Typically, a dye laser tends to lase at the peak of its gain curve. For example, Rhodamine-6G (R-6G), when flashlamp pumped, tends to lase near 590 nm which is close to the peak of its gain curve. Previous experiments have utilized intra-cavity holographic gratings as tuning and dispersive elements in order to force the dye laser to operate at wavelengths other than the peak of the gain curve. By utilizing intra-cavity gratings, it has been reported[1,3] that R-6G would lase two simultaneous lines 40 nm apart with output energies of 6 mJ per line. The objective of our experiment was to increase these output energies, and the line separation.

EXPERIMENT
In order to increase the output energies, dispersive elements other than holographic gratings had to be utilized since these gratings are fragile and cannot withstand very high energy densities. Hence, prisms were used as the dispersive elements since they are able to withstand much higher energy densities than gratings. Utilizing a multiple prism, multiple 100% reflector cavity, and R-6G, much higher energies (in the range of 50 mJ) were produced. However, the line separation did not improve. Previous work with a new dye, Disodium salt of 2,6-disulfonato-1,3,5,7,8-pentamethylpyrromethene-BF2-complex, revealed that this new dye has a broad gain curve. Therefore, it was suspected to be a good candidate for simultaneous multi-line laser operation. With a multiple prism, multiple 100% reflector cavity (see Figure 1) and this new dye, we were able to increase output energies to 50 mJ per line, and also demonstrate line separation of 51 nm.

Figure 1. Schematic of Simultaneous Multi-Line Cavity
In order to force the dye laser to lase two lines simultaneously, essentially two different laser cavities must exist. Our optical arrangement utilized three equilateral dispersion prisms (see fig. 1) in order to spread the laser beams of different wavelengths as far apart from each other as possible. In addition, to keep the cavity as short as possible, three turning prisms were utilized to turn the shorter wavelengths to one particular 100% reflector and the longer wavelengths to a different 100% reflector. A two line cavity of this type can be constructed without the turning prisms, however, the separate cavities must be much longer to allow for the physical size of the reflectors and their optical mounts. In fact, two lines were observed simultaneously without the turning prisms. However, the cavities were nearly three meters long, so the energies per line were rather low - only a few millijoules per line. With the turning prisms the cavities were reduced to about one meter and the energy was greatly improved - to about 50 millijoules per line. As it turned out, the new dye that we were using had a much higher gain at the shorter wavelength (green) than it did at the longer wavelength (orange) and would not lase unless the green beam was suppressed in some way. Therefore, an aperture was inserted into the green line's cavity and was reduced in diameter until the orange line lased at an energy near that of the green line. It should also be mentioned that the output energy of each line was lower by slightly more than a factor of two when one 100% reflector and two output couplers were used rather than when only one broadband output coupler and two 100% reflectors were used. The reason being that with two total reflectors, more of the photons make a return pass through the active media of the laser stimulating more molecules, thus causing more output photons to be produced.

RESULTS

Once the multi-line cavity was fully optimized for the Phase-R DL-2100, with a stored energy of 26 Joules, output energies of 50 mJ per line were measured with a line separation of 51 nm. The lines were observed to be 590 nm and 539 nm. The separation between lines could be increased, but the energies began to drop dramatically. The line separation and linewidths were measured via an Tracor-Northern Optical Multi-channel Analyzer (OMA). Figure 2 is an OMA trace of simultaneous multi-wavelength lasing. Note that the two lines are 544.3 nm and 571.4 nm not 590 and 539. This is because at 590 and 539 the lines are separated too far apart to both fit on the OMA display at the same time. However, at 571.4 nm and 544.3 nm both lines will fit on the same screen and this data is representative of the multi-line lasing at other wavelengths. Note that the shorter wavelength line seems to have a broader linewidth than does the longer line. This was not observed to always be true. The linewidth of each line seemed to vary from shot to shot. However, 1.2 nm to 2.5 nm are typically the smallest and largest linewidths that were observed.

Figure 2. OMA Trace of Simultaneous Multi-Line Lasing

Figure 3 is the temporal profile of the simultaneous 539 nm and 590 nm lines. The total pulsewidth of the combined lines at FWHM is about 350 nsec. The pulse appears as the superposition of the two lines and looks as if it is single mode. Looking at the temporal profiles of the simultaneous multi-line lasing when separated by prisms (see Fig. 4) reveals that the green line begins lasing nearly 175 nsec before the orange; this hints that the gain for the green is higher than the gain for the orange. From the profile it appears that when the orange line begins to lase the green line is robbed of its peak energy. Apparently the two lines are in direct competition with each other in the gain media. Furthermore, the orange line is most definitely parasitic to the green line once it begins to lase. This can be seen by physically blocking the path of the orange line and observing the temporal profile of the green line (see Fig. 5). This measurement revealed that the green line did not drop off abruptly as it did when both lines were lasing. Although FWHM was still about 300 nsec the shape of the pulse was more rounded at the peak. Figure 6 reveals that the temporal profile of the orange pulse changes very little when the green line is blocked.
Utilizing framegrabber hardware and beam analysis software, the spatial profiles of the multi-line lasing were observed and analyzed. Figure 7 is the spatial profile of the orange beam and as can be seen is the fairly representative of a Gaussian profile. Figure 8 is the spatial profile of the green beam. From this figure it can be seen that the profile of the green beam is not quite as Gaussian as that of the orange beam. However, it does not show the structure typical of multi-mode operation. Also notice that the green beam is smaller in diameter than the orange beam. This is because of the aperture that was placed in the green cavity to reduce the gain of the green, so that the orange would lase. Figure 9 shows the spatial profile of both lines operating simultaneously and is basically a superposition of Figures 7 and 8. Again, this profile represents a fairly Gaussian output beam. This data, when presented in a contour fashion, (Fig. 10) again suggests that the simultaneous multi-wavelength output beam is a superposition of the green and orange beams.
Once the simultaneous two-line cavity was completely characterized, an effort was made to force the laser to lase in more than two lines simultaneously. Figure 11 is the schematic of the optical set-up that lased three lines simultaneously. This cavity is basically the same as that for the two-lines with the addition of one more 100% reflector and one more aperture. To add the optics required for the third line, the cavity length or the amount of dispersion had to be increased. The dimensions of our optical bench limited us to an increased cavity length of approximately 3 meters. Obviously, the output energy achieved was not as high as that of the shorter two-line cavity. Like the cavity for the two-line system, the gain of the shorter wavelength lines had to be reduced by apertures so that the longer wavelength line would lase. Each line produce only a few millijoules per pulse and had spatial and temporal profiles similar to that of the two-line system. The three lines observed to lase simultaneously were 539, 567, and 590 nm. It is possible that more than three lines could be made to lase simultaneously, however our research suggests that more intra-cavity dispersion than was achieved by the three dispersion prisms would be required. It might also be possible to increase the gain of the media in some way (a larger laser) and lengthen the cavity more.
CONCLUSION

With further advances, it may turn out that simultaneous multi-line lasers will be more convenient for particular applications than are other laser systems. At present, in applications where multi-color radiation is needed, either more than one laser, or more than one dye flow channel is used. For simultaneous multi-wavelength operation only one dye laser is needed; obviously, this is much less expensive than buying multiple lasers for the application. Simultaneous multi-line systems are also favorable over multi-channel systems, because multi-channel flow systems are very complex and also more expensive than the flow system of a single dye laser. Since these multi-line systems lase simultaneously there is no need for complicated synchronization circuitry as is needed with multiple single laser systems. The only real trouble with these systems is that the multi-line range is limited to the tuning curve of the dye and most dyes are only tunable through small portions of the spectrum. Also, there is the parasitic type competition that goes on between the simultaneous laser lines as is shown in Figures 4-6. Although extreme optical "finesse" is a necessity of these systems, our research suggests that simultaneous multi-wavelength lasers are demonstrate-able and, with some effort, can have high enough energies and large enough separation between laser lines to make them a worthy candidate for applications where multi-color sources are needed.
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Abstract

This paper compares the dye service lifetimes, slope efficiencies, tuning curves, and output energies of two Pyrromethene-BF₂-Complexes to that of Rhodamine 590 Chloride. Service lifetimes were tested with and without the addition of caffeine as a UV filter. Due to the reported low triplet state absorption, the flashlamp pulse-widths were varied from two microseconds to ten microseconds in an effort to detect its presence.

Introduction

A new family of laser dyes, Pyrromethene-BF₂-complexes, were introduced this year by Dr. Joseph Boyer of the University of New Orleans. The two laser dyes tested in our lab were 1,3,5,7,8-Pentamethylpyrromethene-BF₂-complex (JB1), and the Disodium salt of 2,6-disulfonato-1,3,5,7,8-pentamethylpyrromethene-BF₂-complex (JB2). The molecular structures of JB1 and JB2 are shown in Figure 1 and Figure 2 respectively. Their performance as laser dyes in general are discussed elsewhere in these proceedings.

Figure 1. Molecular structure of 1,3,5,7,8-Pentamethylpyrromethene-BF₂-complex.
Experimental

Each dye was tested in a Phase-R 1200 coaxial flashlamp pumped dye laser. A triax tube was inserted which allowed UV filtration by adding caffeine to the cooling water. The triax configuration was maintained throughout these experiments whether UV filtration was used or not. This configuration brings the bore size down to approximately 2.5mm in diameter by 193.0mm in length. The input voltage was maintained at a constant 18KV, (which corresponds to an energy of 25.9J in the .16 microfarad capacitor) for all tests, except for the slope efficiency measurements, during which it was varied from 14KV-20KV (15.7J-32J). Concentrations for JB2 and Rhodamine 590 Chloride were optimized by slowly increasing the dye concentration until the output energy reached a maximum. In our test laser these concentrations were 2.5 X 10^-4 Molar and 2.0 X 10^-4 Molar respectively. Since the availability of JB1 was limited, the optimum concentration of this dye was chosen to be equal to that of JB2, i.e. 2.5 X 10^-4 Molar. Burn patterns of the laser output with JB1 did not show the typical annular structure associated with too high a concentration of dye. Since all of the dyes investigated were soluble, and performed well in methanol, it was chosen as the primary solvent. We also tested the dyes in a 50/50 mixture of ethanol/water (EtOH/H2O). JB1's solubility in the EtOH/H2O mixture was very poor and therefore we were unable to obtain any results with this solvent/dye combination. The optimum output couplers were 20% reflective for both the Pyromethenes as well as the Rhodamine. Slightly lower or higher reflectivities may give increased performance of these dyes, however they are not in our current inventory. Due to the large losses associated with the cavity configuration used in the determination of the tuning curves, a 50% reflective broadband output coupler was used in place of the 20% reflector.

Results

First, the fluorescence and absorption spectra for each dye were examined. A Perkin-Elmer model MPF-66 spectrophotometer was used to detect the fluorescence emissions and a Shimadzu UV-VIS model UV-260 was used to scan the absorption bands. From these curves, absorption maxima, fluorescence maxima, stokes shift, and molar extinction coefficients can be calculated. These results are shown in Figures 3-7. Due to the insolubility of JB1 in EtOH/H2O, we were unable to obtain fluorescence and absorption data for this combination.
Figure 3. Fluorescence and absorption data of Rh590 Chloride in MeOH.

Figure 4. Fluorescence and absorption data of Rh590 Chloride in EtOH/H2O.

Figure 5. Fluorescence and absorption data of JB1 in MeOH.
Figure 6. Fluorescence and absorption data of JB2 in MeOH.

Figure 7. Fluorescence and absorption data of JB2 in EtOH/H2O.

Lasing tunability of the dyes were determined using the Phase-R 1200 dye laser, multi-prism expander, broadband 50% reflective output coupler, and a 2400 line/mm holographic grating. The experimental setup is shown in Figure 8. Tunability of JB1, JB2, and Rh590 in MeOH are shown in Figures 9-11. The "useful tunability" for each dye is also indicated in these figures, and is defined as the tuning range over which the output energy is at least 50% of the peak energy of the curve.

Figure 8. Setup used to determine the lasing tunability of selected dyes.
Slope efficiencies of the selected laser dyes were determined by increasing the input voltage from 14KV (15.7J) to 20KV (32J) while monitoring the corresponding increase in output energy. Both of the pyromethenes output performed Rh590 chloride in MeOH by approximately 29%. Slope efficiencies for JB1, JB2, and Rh590 in MeOH were 0.287%, 0.289%, and 0.228% respectively. The slope efficiencies are graphed in Figure 12.
Flashlamp pulsewidths were lengthened as a test for triplet absorption. At a flashlamp pulsewidth of 2 microseconds, lasing efficiency of JB2 increased 28% with UV filtering. All other dyes we have tested to date have shown a decrease in lasing efficiency due to the loss of pumping energy in the UV absorption bands. When the flashlamp pulsewidths were increased to 3.5 and 7.0 microseconds, the lasing efficiency again increased to 33% and 66% respectively. Lasing ceased for JB2 when flashlamp pulsewidths were increased beyond 40 microseconds.

Dye service lifetimes were measured using a computer controlled Phase-R 1200 dye laser. The user can control the dye laser repetition rate, the number of laser pulses between data points, and total number of data points to be taken via the data acquisition software. The computer controls a servo driven beam dump that opens only after a pre-determined number of pulses have occurred. When the beam dump is open, a Scientec model 365 digital energy meter records the energy of one laser pulse and sends that information to the computer for storage. Also recorded during this event is information on flashlamp peak intensity, flashlamp pulse integrated intensity, and capacitor voltage.

Reporting dye service lifetimes in Kilojoules/liter appears to be standard procedure. In this instance, and undoubtedly many others, two different concentrations of laser dyes were used in determining the service lifetimes. Since one solution of dye contains more molecules than the other, it may stand to reason that the service lifetime may be distorted in favor of the higher concentrated solution. Unfortunately, "Kilojoules/liter" contains no information on dye concentration which may help in interpreting the differences in service lifetimes. In an effort to make service lifetimes meaningful, we are factoring out the different concentrations and reporting them in "Megajoules/gram of dye." Service lifetimes of JB2, and Rh590 are shown in Figures 13-15. Again, due to the limited availability of JB1, the service lifetime was unable to be attained.

Figure 13. Service lifetimes of Rh590 Chloride in MeOH with and without caffeine added in the cooling water as a UV filter.

Figure 14. Service lifetimes of JB2 in MeOH with and without caffeine added in the cooling water as a UV filter.
Figure 15. Service lifetimes of Rh590 Chloride and JB2 without UV filtering and EtOH/H₂O as the solvent.

Conclusions

The pyromethene-BF₂-complexes appear to be an excellent family of laser dyes. The two dyes that we tested in MeOH, JB1, and JB2, were found to be superior to Rh590 chloride in slope efficiency and output energy. Our results indicate JB2 has a 27% shorter service lifetime in MeOH and without UV filtering than Rh590 under the same conditions. However, with UV filtering and MeOH as the solvent, JB2 has a 52% longer service lifetime than Rh590 under the same conditions. Pump energy in the UV appears to be very destructive to JB2 in MeOH. When comparing service lifetimes of JB2 with and without UV filtering, we can see that by filtering the UV we can extend the service lifetime on the order of 1200%. This is quite a dramatic increase when compared to Rh590 which has about a 500% extended service lifetime under the same conditions.
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Abstract

The development and synthesis of the ideal laser dyes has been under development since 1970. The paper begins with what constitutes an ideal laser dye. It then discusses factors affecting laser performance, dye testing criteria, chemical structures of new dyes, and presents a table of some new synthetic dyes. Standardization is called for in forming the name of new dyes and a guideline is presented.

Ideal Laser Dyes

With the beginning of the dye laser, Chemists and Laser Physicists have been working towards having a longer life and "better" lasing dye material. Since 1970 many different synthetic dyes have been developed and we can now classify and project what an ideal laser dye can be.

A laser dye can be characterized by its chemical as well as its lasing properties. From the chemical aspect, there are four basic criteria that must be satisfied if the dye is to be considered ideal or the "best" to date. The fluorescent quantum efficiency (FQE) must be greater than 0.8. The limit for flashlamp pump dyes is as low as 0.75 and for laser pumped dyes, as low as 0.5. Generally speaking, if the FQE is greater than 0.8 the dye should be very good.

The dye must have a high extinction coefficient greater than 50,000. This criteria is only broken by some of the coumarin's that have extinction coefficients of only 27,000.

The solubility of the dye must be greater than 10\(^{-3}\) Molar in non-caustic solvents to be useful. The ideal dye will be one that lases very well in a non-flammable, non-caustic material like water.

There are three basic lasing criteria for the ideal dye. It's D number must be greater than 1. This is a relative comparison of its lasing output compared to Rhodamine 590. The ideal laser dye has to be more efficient than Rhodamine 590.

The lifetime of the dye should be something in the order of 10\(^7\) joules per liter or 2 times 10\(^8\) joules per gram. This is the excitation energy that is put into a volume of dye from the pumping source.

The dye must also have broad tunability to be useful and be characterized as an ideal lasing dye. Typical tunabilities today are 400 to 500 angstroms. Some new ones are tunable over 1000 angstroms.

Factors Affecting Lasing Performance

There are three factors which affect lasing performance. Solvent and its relationship to the dye is one. Contamination of the solvent-dye solution is another. And finally certain basic laser criteria must be met.

There is a big difference in the polar or non-polarity of the solvents and their effect on lasing performance. Some dyes will perform very well in polar solvents and very poorly in non-polar. Other dyes are just the opposite. The viscosity of the solvent is important and depends on what the pumping source of the dye is. Viscosity of the lasing solvent and any apparent optical distortion caused by the solvent will affect the lasing performance of the dye.

UV absorption of the solvent or the dye-solvent solution is of paramount importance because it is the UV photons that cause the solvents and the dyes to break up much more quickly than they should. This leads to the photo-degradation byproducts of the solvent and dye. It has been shown that some solvents produce byproducts that act as catalysts in
the process of breaking the dye molecule down. If a long life dye is to be developed, it must be able to work in a solvent that doesn't produce byproducts that can be detrimental to the dye molecules existence.

Contamination of the solvent and the dye is very critical. The manufacturing process of the dye must be clean and pure. If there is cross contamination with other materials during the manufacture of the dye, then its lasing performance can be severely affected. I think that within the next few years the dye manufacturers should start putting lot numbers or batch numbers on the dye materials as a cross check for potential contamination in the manufacturing process.

In the lasing system it is very easy to get cross contamination between one lasing material with one that is previously used in the laser. Impurities in the solvents will also have a big effect on dye lasing efficiency. Acetone and benzene are two notable materials that effect lasing performance in most dyes to the point where many materials will not lase if either are present.

In general, good dye lasing performance depends on three criteria that all must be optimized; dye concentration, the resonator reflectors reflectivity, and the attainment of the proper pumping density over lasing threshold. All three are interrelated. Changing any one will effect the lasing performance. Once the concentration is chosen for a given reflectivity, introducing more losses to the reflective cavity will necessitate a change in concentration or a change in pumping density in order to maintain a given output performance.

Dye Testing Criteria

Because of the large number of dyes being developed, testing procedures and many basic measurements made must become standardized. All dye test should be done on a standardized setup so that comparisons can be made. Different lasers will produce different results. Different flashlamp pumped dye lasers will produce different results. The excitation intensity, how the dye cell is excited by either a flashlamp or laser, the excitation spectrum of the flashlamp, will all have an effect on the performance of every dye.

Standardization is going to have to come to how the test data is presented and recorded. The dye naming procedure must be standardized. There are many dyes that are named for where they lase. But there are also many dye names that have no bearing on where they lase. This does and will cause a lot of confusion. As more dyes become available, it becomes more important that the name bears some resemblance to its lasing performance.

Florescent Quantum Efficiency measurements are very difficult to make with any degree of accuracy. This procedure must be standardized and it was suggested in the question and answer period that the standard FQE measurement criteria be used as outlined by the Journal of Chemistry and Physics.

Triplet state absorption measurements should be made if they can be made meaningful. The triplet-triplet absorption appears to have a dramatic effect on the lasing performance. The method on how data is taken and how it is reported is important if it is going to be meaningful. It must be standardized.

The required data is generally broken down into six areas. The D number or relative efficiency of a new dye to rhodamine 590 is important to get an idea of what its capability is. The lasing wavelength, and it's tunability or band width should be measured at an energy density that is twice what the lasing threshold is for any given laser. The output energy of that dye compared to other dyes in the system should be made at two times and/or three times above lasing threshold and they should be written as $E_{2\text{th}}$ and $E_{3\text{th}}$. The pumping density should be listed at lasing threshold in joules per cubic centimeter. This will give people with different systems the ability to relate how each dye compares to a different lasing system. The lifetime of the dye must be measured and reported as either joules per liter or joules per gram. This is the total energy deposited into the particular volume of dye or into a particular quantity of dye, when the lasing output has been reduced to half of its original value.

It is extremely important to mention whether the dye test included a UV filter between the flashlamp and the dye lasing material or not.

Chemical Structures

As a means of understanding what an ideal laser dye is, I'd like to briefly talk about the chemical structures of the dye and point out what historically has been bad dyes and some general rules that good dyes seem to behave to. Historically the worst laser dye for flashlamp excitation has been the fluorescein disodium salt. This was one of the first
dyes used in the green region. After 25 shots, the dye ceased to lase. Acridine red seems to have a very large triplet absorption and for this reason it is very difficult to get any amount of energy out of the dye when flashlamp excited. Brilliant Sulfoflavin is affected dramatically by the amount of oxygen or nitrogen saturation effect of the solvent.

Characteristically most red dyes have very good performance. Rhodamine B which is Rhodamine 610 has a low output for a red dye. Good laser dyes should not have large detrimental effects when run in air equilibrated solutions. Rhodamine 640 for example has an extremely high output and very long lived for one of the early laser dyes. New UV dyes that are called oligophenylenes are the best UV synthetic dyes made to date. There are some new dyes called oxazoles that have extremely long life. Their lasing efficiency is not as good as say the Rhodamine 590. There are some new pyromethane BF2 complexes which again have extremely long life and have surprisingly good efficiency.

It is only through repeated testing that a chemist can develop models that work for each type of molecule. As an example, we have found that bridged quarterphenyls are much better than unbridged. We have found that rigidized amino group structures prevent collisional deactivation of the dye. We have seen reduced output if all the aromatic rings are not planar. There is an indication that a good dye should have a large change in its first excited state dipole, something in the order of 20 debye. In general, the chemist must follow the ideal dye laser properties and devise his own set of rules of the chemistry makeup through testing.

Table 1 is a list of some of these dyes with some of the data that should be presented if a good comparison of dyes and how they relate to one another is possible. The table lists 6 different dyes of which Rhodamine 640 and Rhodamine 590 are of the older type used in the 1970's. The oxazoles and the coumarins, the oligo's and the coumarin 314T all relatively new synthetic materials. To repeat, an ideal laser dye should have a D number of 1 or better, the energy efficiency at 2 times lasing threshold should be close to 1, and the lifetime of the dye should be high. Notice that the BF2 complex dye has over 1,000,000 joules per liter.

As a result of the past 20 years work in developing new laser dyes, the time has come where the dye name and the way the dye is assigned it's name is standardized. Table 2 is a presentation of a suggestion for standardization. We have at the beginning of the name up to 5 letters which designate the dye type. They can be abbreviations or they can be the full word. I suggest we keep these no longer than 5 and preferably 2 or 3. The wavelength of the expected lasing is the next three numbers and this should be with a particular testing method. Generally speaking a flashlamp system is used, because it is the less expensive laser and there are more flashlamp systems. The letter after the expected wavelength of lasing is a batch designator or compound variation. That designator would become useful if the dye becomes commercially available. The next 4 numbers are strictly for the experimental people in the laboratory to be able to associate their numbers with the eventual commercial name. These numbers could be associated to the various chemistry of the compound for easy designation. Generic names or the letters representing the first letter of the various names of the chemistry can be used, but in any case, it should be a very simple designator so that the whole structure ties together. An example of the old and new nomenclature is shown. The chemistry designator could also be tied to a universal chemistry compound number as listed in the library of congress.

I think that as part of this standardization it is important that we recognize that the dyes that exist today with different names than associated with their lasing wavelength area should not be changed. People understand those names and know those names. However, as the chemists develop new dyes, it is important to formulate and standardize in a method of naming dyes instead of taking the next consecutive number for a new dye that is tested. As dyes become more plentiful, it is going to be very difficult for new people entering the field to realize that Coumarin 314 actually lases at around 480nm whereas, Rhodamine 560 lases at about 560nm.

In the next 20 years, it will become very difficult to sort out 500 or so different dye types unless the dye name, and the entire testing and reporting procedure is standardized. New materials will become less likely to be used because the laser user will not simply have the time to try in his laser many different materials which exist at different parts of the spectra.
## DYE NUMBERS

<table>
<thead>
<tr>
<th>DYE</th>
<th>TYPE</th>
<th>WAVELENGTH</th>
<th>Dm</th>
<th>E2X</th>
<th>E</th>
<th>T 1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX223</td>
<td>OXAZOL</td>
<td>580</td>
<td>0.3</td>
<td>0.3</td>
<td>3</td>
<td>J/CM²</td>
</tr>
<tr>
<td>JB2</td>
<td>BF2</td>
<td>555</td>
<td>0.8</td>
<td>0.55</td>
<td>3.7</td>
<td></td>
</tr>
<tr>
<td>OL415</td>
<td>OL100</td>
<td>415</td>
<td>0.4</td>
<td>0.71</td>
<td>4.5</td>
<td></td>
</tr>
<tr>
<td>COU314T</td>
<td>COUMARIN</td>
<td>500</td>
<td>0.6</td>
<td>0.9</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>R640</td>
<td>RHODAMINE</td>
<td>640</td>
<td>1.4</td>
<td>1.2</td>
<td>3.0</td>
<td>500</td>
</tr>
<tr>
<td>R590</td>
<td>RHODAMINE</td>
<td>590</td>
<td>1.0</td>
<td>1.0</td>
<td>3.0</td>
<td>50</td>
</tr>
</tbody>
</table>

### UV

<table>
<thead>
<tr>
<th>DYE</th>
<th>T 1/2</th>
<th>E</th>
<th>FQE</th>
<th>FILTER</th>
<th>SOLVENT</th>
<th>T-T</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX223</td>
<td>50,000</td>
<td>0.92</td>
<td>M</td>
<td>ETOH/H2O</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>JB2</td>
<td>255 KJ/gm</td>
<td>0.98</td>
<td>Y</td>
<td>MEON</td>
<td>2,000</td>
<td></td>
</tr>
<tr>
<td>OL415</td>
<td>90,000</td>
<td>&gt;0.9</td>
<td>M</td>
<td>ETOH</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>COU314T</td>
<td></td>
<td>0.9</td>
<td>M</td>
<td>MEON</td>
<td>?</td>
<td></td>
</tr>
<tr>
<td>R640</td>
<td>95,000</td>
<td></td>
<td>M</td>
<td>MEON</td>
<td>7,400</td>
<td></td>
</tr>
<tr>
<td>R590</td>
<td></td>
<td></td>
<td>Y</td>
<td>MEON</td>
<td>9,000</td>
<td></td>
</tr>
</tbody>
</table>

TABLE: 1
STANDARDIZATION OF DYE NAMES

DYE TYPE - Maximum of 5 letters

WAVELENGTH OF EXPECTED LASING (nanometers)
eg. OL415 - oligo at 415nm

BATCH DESIGNATOR
X used with all experimental dyes - wavelength unknown
Letter used to relate to testing designator

CHEMISTRY DESIGNATOR
Used only to correlate different versions of series
with chemistry Batch designator letter - is assigned
if dye is considered useful

eg.  OLD NOMENCLATURE  |  NEW NOMENCLATURE
    OX2                 |  OXZOL - 555A - MeMs
    OXZ2                |  OXZOL - 555B - SPRZ
    JB1                 |  pyroM - 542A - BF2
    JB2                 |  pyroM - 555B - DSBF2
    JB3                 |  pyroM - 537C - YMBF2
    JB4                 |  pyroM - 568D - DEBF2
    JB5                 |  pyroM - 380X - BF3

As dye becomes useful; common name drops the chemistry designator

OL415
OXZOL 555B
pyroM 555B
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Abstract

We reported at LASERS '87 that dipropylmethylene-bridged quaterphenyls make better laser dyes in all respects than their unbridged counterparts when flashlamp-pumped. We now describe the effects of various molecular substituents in increasing solubility, broadening the range of wavelengths obtainable, and improving dye lifetime, especially with xenon chloride excimer (XeCl*) laser pumping. To improve the solubility of these dyes in polar solvents, 2-methoxyethyl groups were substituted for propyl groups. This new side chain also increased the lifetime by 40% with XeCl* pumping. To obtain dyes with other wavelengths, the terminal hydrogens of oligophenylenes were substituted with ether or tertiary (t-) alkyl groups. Substitution of two methoxy groups on a quaterphenyl gave a 12nm red-shift in the untuned lasing peak to 386nm. Cyclic 6-membered ether auxofluors gave a further 5nm shift to 391nm. Cyclic 5-membered ether groups gave an additional 4nm shift to 395nm, with a 50% increase in lifetime, all when flashlamp-pumped. We found that t-alkyl groups as auxofluors gave excellent lifetimes with either type of pumping. A bridged terphenyl with t-alkyl auxofluors peaking at 358nm had outstanding lifetime when XeCl* laser pumped. A doubly-bridged sexiphenyl with methoxy auxofluors made an outstanding laser dye when flashlamp pumped, peaking at 413nm. A related sexiphenyl was equally good when XeCl* laser pumped, despite the presence of other auxofluors.

Introduction

While 2-phenylbenoxazole dissolved in cyclohexane was reported to lase at 330nm with a 20% conversion efficiency when pumped with the 4th harmonic of a Nd-glass laser, and a series of benzoxazoles in cyclohexane lased when XeCl* laser pumped, and a pair of 2,6-diphenylbenzobisoxazoles in dioxane lased at 390nm with 12-14% conversion efficiency and good lifetime when XeCl* laser pumped; oxazoles in general do not lase well when flashlamp pumped. Oligophenylenes such as terphenyl (14 in Fig.8) and quaterphenyls have been among the most successful laser dyes in the ultraviolet region of the spectrum, and some dyes with exceptional lifetimes. However, their lack of solubility, especially in polar, non-toxic, non-flammable solvents, has severely limited their use. Attempts to place substituents on the internal ortho positions of the aromatic rings improved the solubility, but reduced both the fluorescence quantum yield (FQE) and the conversion efficiency. Still, with XeCl* laser pumping, this type of dye has given the shortest tunable lasing wavelengths ever reported without frequency doubling, and some dyes with exceptional lifetimes. Sulfonation of quaterphenyl produced a dye, "polyphenyl !", which was soluble only in viscous solvents, and apparently suitable only for low power outputs. Placement of other solubility-promoting groups on the meta and para positions of the outer phenyl rings had little effect on solubility unless the groups were large, and even 12-carbon substituents did not provide satisfactory solubility in the desirable laser dye solvents methanol, ethanol, DMA, or DMF. Thus all types of simple substitutions were shown to have their limitations.

In bridged oligophenylenes such as fluorene (Fig.1) the ortho (o) carbon atoms of adjacent benzene rings are connected, holding both rings in a plane, raising FQE and reducing Stokes' loss. Barnett et al. showed that the o,o'-methylene-bridged quaterphenyls 2,2'-bifluorene and 2,7-diphenylfluorene (dye in Fig.2 where R=H) gave superior pulse heights to that of quaterphenyl in liquid scintillation counting, a process related to lasing at least in that the S1→S0 transition of the fluor or dye occurs mainly by fluorescence. Pavlopoulos and Hammond suggested that methylene-bridged quaterphenyls might prove
to be superior laser dyes\textsuperscript{13}.

This was partly borne out when Rinke et al.\textsuperscript{14} reported very high conversion efficiency (but short lifetime) for 2,2'-bifluorene when pumped with a XeCl\* laser. Other bridged quaterphenyls, with oxygen and with ethylene bridges, lased with lower conversion efficiency and greater lifetime. Kauffman et al.\textsuperscript{10} found that 2,2'-bifluorene lased with high energy output when flashlamp-pumped, and then focused on dyes such as 1 (Fig.2) in which any benzylic hydrogen atoms on the bridge were replaced with propyl groups to obtain better solubility and lifetime. It was found that these dialkylated carbon bridges were superior to oxygen, nitrogen, or silicon bridges and also that in quaterphenyls a central single bridge was as effective as two bridges, giving ultraviolet-emitting (\#380nm) dyes with greatly improved lifetime (\#30 KJ/l) as well as high energy output. Use of ether groups as auxofluors improved all properties, and provided dyes with lasing peaks at 366, 391, and 395nm\textsuperscript{15}. The present investigation sought to provide laser dyes which would (1) be soluble in the water-miscible solvents mentioned above, (2) show both high energy output and extended lifetime with either flashlamp or XeCl\* pumping, and (3) span a much greater range of wavelengths.

**Experimental**

The general methods of synthesis of the dyes, sources of solvents, determinations of solubilities and measurement of spectral data including FQEs, and the triaxial flashlamp system (DL-1200, Phase-R, New Durham, NH, USA) have been described\textsuperscript{10,15}. The flashlamp data were taken over a period of 5 years. The data in each Figure accurately represent the relative merit of the dyes in that Figure, since each group tested on the same day, and values for energy output and lifetime of Rhodamine 6G were obtained each time. Under conditions where Rhodamine 6G in ethanol showed a lifetime (to 50% of initial laser pulse energy) of 30KJ/l, the adjusted initial energy outputs and lifetimes for some of the dyes were:

<table>
<thead>
<tr>
<th>Dye No.</th>
<th>Energy</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2mJ</td>
<td>30KJ/l</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>30</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>11</td>
<td>4</td>
<td>30</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>45</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>60</td>
</tr>
<tr>
<td>18</td>
<td>8</td>
<td>90</td>
</tr>
</tbody>
</table>

The XeCl\* system (201 MSC, Lambda Physik, Göttingen, FRG) pumped a dye laser (30002E, Lambda Physik) equipped with high-speed flow cells. Both the oscillator/preamplifier and amplifier dye reservoirs consisted of the small (@100ml) system of Lambda Physik. The procedures used were similar to those of previous workers\textsuperscript{5}. The excimer laser output was 130-190 mJ per pulse, and half of the excimer output was used to pump the dye laser. A repetition rate of 3 Hz was used to determine the optimum dye concentration, at which maximum lasing wavelength and conversion efficiency were measured. Photochemical stability ("lifetimes") of the dyes were determined at a repetition rate of 60Hz. The lifetimes are expressed as the total absorbed excimer pump energy required to reduce the dye laser pulse energy to 50% of its initial optimum value. Correction was made for degradation of the excimer laser output when needed.

**Results and Discussion**

**Improved Side Chains**

Dye I (Fig.2), a hydrocarbon, was compared with Dye 2, which bears 2-methoxyethyl groups instead of propyl groups. This was intended to provide sites for hydrogen bonding with protic solvents such as alcohols. Not much difference in solubility was observed in ethanol. A 66% increase was observed in methanol, and a 3-fold increase in N,N-dimethylformamide (DMF), a polar, non-toxic, water-miscible solvent which is non-protic.

There was little difference between these dyes when they were flashlamp pumped in a mixture of ethanol and N,N-dimethylacetamide (DMA). DMA was found more stable than DMF with flashlamp pumping.

With XeCl\* laser pumping the conversion efficiencies were about the same, but the lifetime of Dye 2 was 27% greater.

The new 2-methoxyethyl side chains were superior to propyl side chains in solubility and lifetime in the fluorophor tested.

421
Improved Auxofluors

4-Alkoxyterphenyls (Fig. 3). Terphenyls with a single ether auxofluor, cyclic in dye 3, cyclic in dyes 4 and 5, had been reported not to lase when flashlamp pumped. In this series both extinction coefficients and quantum yields dropped, unexpectedly.

With XeCl* laser pumping dyes 3 and 4 lased with typical conversion efficiencies (10%) at this wavelength, but short lifetimes. Dye 2 was not tested.

4,4-Dialkoxyterphenyls (Fig. 4). With flashlamp pumping dye 7 with its cyclic auxofluors had the same lasing peak and lifetime as dye 6 but had 85% the energy output and better solubility. Dye 7 lases at the shortest wavelength of any flashlamp-pumpable dye considered "good".

With XeCl* laser pumping these dyes had a typical conversion efficiency, but short lifetimes.

4,4-Dialkoxy-3',2'-dipropylimethylenequaterphenyls (Fig. 5). With flashlamp pumping these dyes have poor energy output and lifetime. This behavior seems due to poor coupling between the ends of these longer unbridged molecules in the excited state.

Tertiary-Alkyl Groups on a Bridged Quaterphenyl (Fig. 7). The low FQE attributed to the "loose bolt" effect of the tertiary-butyl group on benzene does not seem to apply in larger molecules.

Substitution of t-butyl groups for hydrogen in the bisoxazoles mentioned above raised the FQE in both cases. We found no difference in FQE between dyes 2 and the t-butyl version 13; moreover dye 13 had a significantly higher extinction coefficient. When flashlamp pumped dye 13 had 3x the energy output and 2x the lifetime of dye 2. A bathochromic shift in lasing peak of 7nm was observed. Dye 13 was also much more soluble.

With XeCl* laser pumping these dyes had 12-13% conversion efficiency, but dye 13 had a lifetime of 430KJ/l, about 2x that of dye 2. This was the first evidence of the value of t-butyl groups and auxofluors in the terminal para positions of oligophenylenes. The value of t-butyl groups in the terminal meta positions of oligophenylenes in promoting solubility and lifetime has been demonstrated.

Extension to Dyes with Other Useful Wavelengths

Tertiary-Alkyl Groups on Terphenyls (Fig. 8). In a series of simple terphenyls, including dyes 14 and 15, and quaterphenyls pumped by a XeCl* laser, we observed that dye 15 had the best lifetime, and that it was 2x that of dye 14. Where dye 14 has 3 sets of four equivalent hydrogens, only the terminal hydrogens are present as a pair. It seemed obvious that replacement of the other terminal hydrogen in dye 15 would give a dye with very long lifetime. However, it was recognized that the t-butyl group does not project beyond the "cylinder" of benzene rings, and that the symmetrical di-t-butyl compound would have been too insoluble; so the di-t-amyl compound 16 was prepared instead. It was soluble enough, and doubled the lifetime of dye 15. A bridged version with the better side chains was prepared, dye 17, which showed typical conversion efficiency and a big improvement in solubility.

Doubly-Bridged Sexiphenyls (Fig. 9). The "stretched" version of dye 12, the sexiphenyl 18, was found to be an excellent dye when flashlamp pumped in DMA/ethanol, peaking at 415nm with a lifetime of 90KJ/l. Unbridged auxophenyles up to octiphenyls show a convergence in absorption maxima, extinction coefficient, and fluorescence maxima which limits their utility. Dyes 18 and 19 exhibit uniquely high values for all 3 properties.

Dye 19, despite the presence of ether auxofluoros, had excellent properties when XeCl* laser pumped in dioxane, including a lifetime of 97KJ/l.

Future development will seek to combine all the desirable substitutions in the same molecule, as in sexiphenyl 20 and octiphenyl 21 (Fig. 10).
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Fig. 1: A Simple Bridged Oligophenylene
Fluorene is a biphenyl in which two ortho positions are linked by a methylene group.
It is obtained commercially from coal tar.

Fig 2. Improved Side Chains on Bridged Oligophenylene Laser Dyes

<table>
<thead>
<tr>
<th>Property of Dye</th>
<th>No.</th>
<th>1 R = CH₂CH₂CH₃</th>
<th>2 R = CH₂CH₂OCH₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ultraviolet Spectrum</td>
<td>λₘₐₓ = 322 nm</td>
<td>λₘₐₓ = 329 nm</td>
<td></td>
</tr>
<tr>
<td>e</td>
<td>48,000</td>
<td>e</td>
<td>47,000</td>
</tr>
<tr>
<td>Solubility</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DMF</td>
<td>1.1x10⁻²M</td>
<td>3.3x10⁻²M</td>
<td></td>
</tr>
<tr>
<td>ethanol</td>
<td>1.3x10⁻³</td>
<td>1.0x10⁻³</td>
<td></td>
</tr>
<tr>
<td>methanol</td>
<td>5.8x10⁻⁴</td>
<td>9.6x10⁻⁴</td>
<td></td>
</tr>
<tr>
<td>Lasing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Flashlamp P</td>
<td>374 nm</td>
<td>373 nm</td>
<td></td>
</tr>
<tr>
<td>in DMA ethanol, 1.19</td>
<td>10 mJ at 20 KeV, 30 kJ/l</td>
<td>10 mJ at 22 KeV, 30 kJ/l</td>
<td></td>
</tr>
<tr>
<td>XeCl* P</td>
<td>376 nm</td>
<td>376 nm</td>
<td></td>
</tr>
<tr>
<td>in dioxane</td>
<td>12% eff, 13 kJ/l</td>
<td>13% eff, 16.5 kJ/l</td>
<td></td>
</tr>
</tbody>
</table>
### Fig 3: Improved Auxofluors - 4-Alkoxyterphenyls

<table>
<thead>
<tr>
<th>Dye No</th>
<th>Property</th>
<th>Ultraviolet $\lambda_{\text{max}}$ in DMF</th>
<th>Fluorescence $\lambda_{\text{max}}$ in DMF, FQE</th>
<th>Lasing Flashlamp P in DMA</th>
<th>Lasing XeCl* P in dioxane</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>cyclic ether</td>
<td>286 nm, e = 39,000</td>
<td>360 nm, 70%*</td>
<td>nil</td>
<td>355 nm, 9% eff</td>
</tr>
<tr>
<td>4</td>
<td>cyclic ether</td>
<td>284 nm, e = 27,000</td>
<td>372 nm, 44%</td>
<td>nil</td>
<td>361 nm, 9% eff</td>
</tr>
<tr>
<td>5</td>
<td>cyclic ether</td>
<td>289 nm, e = 32,000</td>
<td>372 nm, 51%</td>
<td>nil</td>
<td>22 kJ/l</td>
</tr>
</tbody>
</table>

*Fluorescence quantum efficiency vs terphenyl at 77% Reported for dye 3 74%*  

### Fig 4: Improved Auxofluors on 4,4'-Dialkoxyterphenyls

<table>
<thead>
<tr>
<th>Dye No</th>
<th>Property</th>
<th>Ultraviolet $\lambda_{\text{max}}$ in DMF</th>
<th>Lasing Flashlamp P in DMA</th>
<th>Lasing XeCl* P in dioxane</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>cyclic ether</td>
<td>288 nm, e = 39,000</td>
<td>20 KeV thr, 1 mJ</td>
<td>360 nm at 10% eff</td>
</tr>
<tr>
<td>7</td>
<td>cyclic ether</td>
<td>289 nm, e = 39,000</td>
<td>16 KeV thr, 2 mJ</td>
<td>365 nm at 11% eff</td>
</tr>
</tbody>
</table>

### Fig 5: Improved Auxofluors on 4,4''-Dialkoxyquaterphenyls

**BBQ**

```
R = -CH$_2$CH$_2$CH$_2$C$_2$H$_5$
```

<table>
<thead>
<tr>
<th>Dye No</th>
<th>Property</th>
<th>Ultraviolet $\lambda_{\text{max}}$ in C</th>
<th>Lasing Flashlamp P in DMA or DMF</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>cyclic ether</td>
<td>305 nm, e = 54,000</td>
<td>18 KeV thr, 0.5 mJ</td>
</tr>
<tr>
<td>9</td>
<td>cyclic ether</td>
<td>310 nm, e = 54,000</td>
<td>17 KeV thr, 0.5 mJ</td>
</tr>
</tbody>
</table>

### Fig 6: Improved Auxofluors on 4,4''-Dialkoxy-3,2-dipropylmethylenequaterphenyls

<table>
<thead>
<tr>
<th>Dye No</th>
<th>Property</th>
<th>Ultraviolet $\lambda_{\text{max}}$ in DMF</th>
<th>Lasing Flashlamp P in DMA ethanol</th>
<th>Lasing XeCl* P in dioxane</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>cyclic ether</td>
<td>331 nm, e = 55,000</td>
<td>15 KeV thr, 12 mJ</td>
<td>335 nm, e = 52,300</td>
</tr>
<tr>
<td>11</td>
<td>cyclic ether</td>
<td>334 nm, e = 52,500</td>
<td>15 KeV thr, 12 mJ</td>
<td>395 nm</td>
</tr>
<tr>
<td>12</td>
<td>cyclic ether</td>
<td>335 nm, e = 52,300</td>
<td>14 KeV thr, 12 mJ</td>
<td>45 kJ/l</td>
</tr>
</tbody>
</table>
Fig 7. Improved Auxofluors - Tertiary-Alkyl Groups on

\[
\begin{align*}
\text{R} & \quad \text{CH}_3OCH_2CH_2 \quad \text{CH}_2CH_2OCH_3
\end{align*}
\]

\text{Bridged Quaterphenyl}

Property | 2 \( R = -H \) | 13 \( R = -\text{CH}_3 \)
--- | --- | ---
\( \lambda_{\text{max}} = 329 \text{ nm} \) | \( \lambda_{\text{max}} = 332 \text{ nm} \)
\( \varepsilon = 47,000 \text{ in DMF} \) | \( \varepsilon = 62,000 \text{ in DMA} \)

Lasing: Flashlamp P in DMA or DMA ethanol 1:19

- 373 nm
- 2 mJ at 22 KeV
- 30 kJ/l

- 380 nm
- 6 mJ at 20 KeV
- 60 kJ/l

Fig 8. Improved Auxofluors on Tertiary-Alkyl Groups on Terphenyls

<table>
<thead>
<tr>
<th>Dye No</th>
<th>( \lambda_{\text{max}} )</th>
<th>( \varepsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>14</td>
<td>340 nm, 12% eff, 170 kJ/l</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>346</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>350</td>
<td>11</td>
</tr>
<tr>
<td>17</td>
<td>356</td>
<td>11</td>
</tr>
</tbody>
</table>

Lasing: XeCl* P in dioxane

- \( \lambda_{\text{max}} = 318 \text{ nm} \)
- \( \varepsilon = 34,000 \text{ in dioxane} \)
- \( \varepsilon = 33,600 \text{ at } 308 \text{ nm} \)

Fig 9. Doubly-Bridged Sexiphenyls with Auxofluors as Laser Dyes

\[
\begin{align*}
\text{CH}_3O & \quad \text{R} \quad \text{R} \\
\text{R} & \quad \text{R} \quad \text{R} = -\text{CH}_2\text{CH}_2\text{OCH}_3 \\
\end{align*}
\]

Lasing, flashlamp P in DMA/ethanol 8 mJ at 415 nm, 90 kJ/l

\[
\begin{align*}
\text{CH}_3O & \quad \text{R} \quad \text{R} \\
\text{R} & \quad \text{R} \quad \text{R} = -\text{CH}_2\text{CH}_2\text{CH}_3 \\
\end{align*}
\]

Ultraviolet spectrum in dioxane \( \lambda_{\text{max}} = 352 \text{ nm} \), \( \varepsilon = 84,000 \)

Lasing, XeCl* P in dioxane 15% eff at 415 nm, 97 kJ/l

Fig 10. Other Bridged Sexi- and Octiphenyls Proposed as Laser Dyes
NOVEL ENVIRONMENTS FOR LASER DYES

Guilford Jones, II* and Mohammad A. Rahman
Department of Chemistry, Boston University, Boston, MA 02215

Summary

Photophysical properties of coumarin dyes solubilized in aqueous poly(methacrylic acid) (PMAA) solutions were investigated including measurement of absorption and emission maxima, and fluorescence quantum yield and polarization. Significant enhancement of solubility of the dyes in water was observed in the presence of high concentrations of PMAA (P/D > 500) at low pH (<5). Subsequent to solubilization in the globular PMAA hypercoil, interesting alterations of the photophysical parameters of the dyes were observed. For some dyes a significant blue-shift of the emission maximum and enhancement of fluorescence quantum yield were observed. Highly polarized fluorescence (P-0.3) of the PMAA solubilized dyes indicated the presence of dye molecules in the hydrophobic microdomain of the PMAA hypercoil. The extent of solubilization and alteration of photophysical parameters were found to be dependent on dye structure (e.g., rigidity of the 7-amino-nitrogen, presence of tri-fluoromethyl group at position 4). The study was also extended to some rhodamine dyes and interesting alterations of photophysical parameters were observed upon binding of dye molecules to globular PMAA. Aggregation of these cationic dyes in moderately concentrated aqueous solution was found to be retarded by addition of the polymer.

Introduction

Solvents play very important roles in the performance of dye lasers. Of the different effects of solvents, worth-mentioning are controls on rates of photodegradation, aggregation of the dyes at moderately high concentrations and optical inhomogeneity due to thermally induced gradients of refractive index, developed during pumping. The solvent ethanol has been the medium of choice for most dyes due to the reduced tendency for aggregation and good photochemical stability associated with this medium. But for ethanol, optical inhomogeneity remains a persistent problem which is particularly important for the development of high power lasers and for continuous-wave dye lasers. On inspection of the optical properties of solutions, water emerges as an ideal solvent for laser dyes. Specifically, the variation of refractive index of water with temperature is much smaller than that for ethanol. However, many laser dyes, particularly those that do not carry formal charges, have very poor water solubility. Again, for most water-soluble laser dyes, aggregation at moderately high concentration of dye in pure water remains a problem. Such aggregates quench internally the dye fluorescence and prevent effective lasing.

Different approaches have been taken to increase the water solubility of laser dyes and to create suitable aqueous media which can prevent aggregation and provide substantial photostability. An interesting approach that addresses both the strategy of solubilization of dyes in water and, in principle, provides "protective" media of high photostability involves microencapsulation of dye in small colloid-like structures. Detergents or cyclodextrins can provide such microenvironments which can solubilize the relatively water insoluble dyes in the hydrophobic microdomains. Solubilities for coumarin dyes in water are increased over fiftyfold (up to 1 x 10^-3 M) by adding cetyltrimethylammonium bromide (CTAB) or sodium dodecyl sulfate (SDS) at 10^-4 M concentration. Addition of 1% by weight (10^-2 M) β-cyclodextrin to 5 x 10^-4 M aqueous solution of rhodamine B retards dimerization of the dye. Moreover such solutions are found to exhibit strong lasing, whereas pure aqueous solutions of similar concentration do not lase.

Polyelectrolytes with ionizable side chain substituents linked to a hydrocarbon backbone provide an opportunity for formation of hydrophobic microdomains in aqueous solution. Depending on the degree of ionization, some polyelectrolytes attain different conformational forms. Poly(methacrylic acid) (PMAA) is known to exist in three distinct conformational forms at different pH regimes (Scheme 1). At pH lower than 4, the unionized PMAA attains a globular form with the methyl groups projecting toward the interior of the globule due to hydrophobic interaction. The carboxylic acid groups project outward and interact with the water phase. The interior of the PMAA globule has been found to be rather non-polar as measured using a pyrene emission probe. Unionized PMAA (mm ~ 10^5) aqueous solutions are capable of solubilizing some polycyclic aromatic hydrocarbons such as phenanthrene, anthracene, and pyrene derivatives. On the other hand, at higher pH (>7), the carboxylic groups are almost completely ionized, and the PMAA chain is stretched out due to repulsion of the anionic groups. The hydrocarbon solubilizing power of the polymer is abruptly lost under such condition. In the intermediate pH range of 4 to 6 the partially ionized and partially open polymer attains a coiled conformation.
P1FR pH  

\[ \text{pH} < 4 \quad 4 < \text{pH} < 6 \quad \text{pH} > 6 \]

Scheme 1. Different conformational forms of poly(methacrylic acid) in aqueous solution.

In the present study solubilization and subsequent photophysical behavior of several representative aminocoumarin dyes in water with added low molecular weight poly(methacrylic acid) has been examined. The study has also been extended to several rhodamine dyes in which case deaggregation of the dyes in moderately concentrated solutions (\(\sim 10^{-4}M\)) and subsequent restoration of luminescent properties result on addition of polymer.

Materials and methods

The structures of the coumarin and rhodamine dyes employed in the present study are shown in Scheme 2. C1 was obtained from Aldrich and purified by recrystallization from methanol/water. C35 was prepared and purified as previously reported. C102, C153, C120 and C339 and all the rhodamine dyes were laser grade dyes obtained from Eastman Kodak and were used as received after checking the purity by thin layer chromatography. Poly(methacrylic acid) used in the present study was synthesized by radical polymerization using potassium persulfate as initiator. The polymer was purified by repeated precipitation from methanolic solution by adding ethyl ether. Molecular weight of the polymer was found to be \(\sim 15,000\) by viscometry.

Dyes were employed at a concentration of \(10^{-5}M\) for the measurement of absorption and emission spectra. For the determination of solubility of the dyes in aqueous polymeric solution, \(10^{-3}\) M stock solution in ethanol was diluted to make \(10^{-5}\) M solution (filtered where necessary), optical density of the resulting solution was measured and compared with that of ethanolic solution. Absorption spectra were recorded on a Perkin-Elmer 552 spectrophotometer. Emission spectra were recorded on a Perkin-Elmer MPE-44A fluorescence spectrophotometer. Fluorescence quantum yields were measured using the cut and weigh method by taking the previously known value of each dye in ethanol as standard.11,12 Fluorescence polarization values (P) were measured by placing polarizers on the paths of the excitation and emission beams and measuring the emission intensities with different combinations of the plane of the excitation and emission polarizers.

Results and discussion

In the case of the study with coumarin dyes the most interesting alterations of the photophysical properties of the dyes are observed upon solubilization in aqueous PMAA, apparently in the globular PMAA supercoil (low pH, \(\sim 3\)). The extent of solubilization and alteration of photophysical parameters are found to be dependent on dye structure (e.g., rigidity of the 7-amino-nitrogen, presence of trifluoromethyl group at position 4). Table 1 summarizes different observable parameters of C 153 in water including absorption and emission maxima (\(\lambda_a, \lambda_f\)) in presence of PMAA under different conditions of pH and P/D, where P is the concentration of polymer monomer unit and D is dye concentration.
Scheme 2. Structure of coumarin and rhodamine dyes.

C153 is practically insoluble in water. The data in table 1 indicate that water solubility is considerably enhanced by adding PMAA at pH's 3 and 5. Under these conditions the dye is solubilized in the hydrophobic non-polar domain of the polymer. At pH 8 the polymer has no effect on solubilizing the dye in water, because the ionized rod-like polymer does not maintain any hydrophobic pocket. PMAA solubilization highly enhances the fluorescence quantum yield of the dye in water. At P/D higher than 200 $\Phi_f$ is even higher than the value in ethanol. Actually, the enhancement of $\Phi_f$ can be taken as a measure of the extent of the solubilizing effect of PMAA and Figure 1 shows a plot of $\Phi_f$ for C153 vs. P/D under two different conditions, pH 3 and pH 5.
Figure 1. Fluorescence quantum yield of C153 vs. P/D at pH 3 and pH 5

It is clear from figure 1 that though there remains a tendency for further enhancement of $\Phi_f$ beyond P/D 1000, especially for pH 5; P/D 1000 can be taken to meet the optimum condition for PMAA solubilization of C153.

Another important observation is that PMAA solubilization induces a solvatochromic blue-shift of the emission maximum of the dye. The blue-shift reflects migration of dye molecules from a polar aqueous environment to non-polar hydrophobic domain of the polymer. The extent of this solvatochromic shift is found to be dependent on the pH of the medium. Figure 2 shows the variation of $\lambda_f$ of C153 in aqueous PMAA at P/D 1000 with respect to pH of the medium.

Figure 2. Emission maximum ($\lambda_f$) of C153 in aqueous PMAA at P/D 1000 vs. pH of the medium.
Figure 2 shows a very interesting feature. At high pH (above 6), where the ionized PMAA attains an elongated rod-like conformation, the dye appears to reside in water without experiencing the polymer environment. When the pH of the medium decreases, the polymer starts to attain the coiled conformation entrapping the dye molecule in the hydrophobic non-polar environment. This phenomenon is reflected by the gradual blue-shift of $\lambda_f$. The blue-shift of $\lambda_f$ attains a maximum at pH lower than 4 where the dye resides in the globular PMAA practically free from water.

Such solvatochromic shift of emission maximum for coumarin dyes is a well documented phenomenon. The position of emission maximum of a solvatochromic coumarin dye in a particular solvent gives a measure of the polarity of the solvent. Figure 3 shows the emission spectra of C153 in different media, e.g.: water, ethanol, aqueous PMAA and cyclohexane.

![Emission Intensity of C153 in different media.](image)

It is seen from Fig. 3 that the emission maximum of the dye attains a gradual blue-shift with a decrease in polarity of the medium. It also shows that the polarity of PMAA micro-domain is very nonpolar (i.e., intermediate between that of ethanol and cyclohexane). Quenching of the dye emission in aqueous solution and enhancement of the emission intensity in the aqueous polymeric solution (P/D 1000, pH 3) is vividly evident in Fig. 3.

The study is extended to other coumarin dyes and the results are presented in Table 2. Throughout the study the concentration of PMAA is kept as P/D 1000 as it has been found to be the optimal.

The data included in table 2 show some quite interesting features.

a) Aqueous PMAA at low pH (< 5) solubilizes C1, C35, C102 and C153 in the hydrophobic polymer domain, which is indicated by the high value of fluorescence polarization, $P$ (~ 0.3). Dyes having H atom substitution on the 7-amino nitrogen, namely, C120 and C339 do not enter the polymer domain due to stronger H-bonding interaction with water.

b) PMAA solubilized dyes, namely, C1, C35, C102 and C153 show a strong solvatochromic blue-shift of fluorescence maxima.

c) For several dyes, namely, coumarin 1, coumarin 35 and coumarin 153 PMAA solubilization highly enhances the fluorescence quantum yield compared to the values in water. For the fluorinated dyes C35 and C153, $\Phi_f$ values in aqueous PMAA globule are several times higher than even the values in ethanol.
The study was extended to a series of rhodamine dyes. In aqueous PMAA solution at high P/D and low pH rhodamine dyes show red-shift of absorption and emission maxima, high values for fluorescence polarization (P) and enhancement of fluorescence quantum yield in some cases. Table 3 summarizes the photophysical parameters for different rhodamine dyes under conditions of binding with PMAA at high P/D and low pH as compared to the behavior in pure water.

The data in the Table 3 indicate that dye molecules are bound to the PMAA globule as monomers. Enhancements of fluorescence quantum yield for PMAA bound rhodamine B and rhodamine 3B are quite significant. High values for fluorescence polarization (P) indicate the presence of dye molecules in the interior of the PMAA globule. Such solubilization of dye molecules in the polymer globule could prevent aggregation of dyes at higher concentration. Figure 4 shows absorption spectra of $10^{-4}$M rhodamine 6G in water and in aqueous PMAA at P/D 500 and pH 3.

![Absorption Spectra](image)

Figure 4. Absorption spectra of $10^{-4}$M rhodamine 6G in water and aqueous PMAA at P/D 1000 and pH 3.

It is clear from figure 4 that even at $10^{-4}$M concentration rhodamine 6G forms appreciable amounts of aggregate in water and this aggregation can be removed by adding poly(methacrylic acid) to the aqueous solution of the dye and adjusting P/D and pH.

**Conclusion**

Aqueous poly(methacrylic acid) appears to be an interesting medium for laser dyes of the coumarin and rhodamine families. Enhancement of fluorescence quantum yield for some coumarins in such medium is significant. For rhodamine dyes retardation of dye aggregation in water solution by the addition of the polymer suggest further utility for polyelectrolyte solutions.
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Table 1. Absorption and emission parameters of C153 in aqueous PMAA at different pH's.

<table>
<thead>
<tr>
<th>medium</th>
<th>λg(nm)</th>
<th>O.D.</th>
<th>λf(nm)</th>
<th>Φf</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol</td>
<td>422</td>
<td>0.215</td>
<td>525</td>
<td>0.38</td>
</tr>
<tr>
<td>Water</td>
<td>435</td>
<td>0.165</td>
<td>548</td>
<td>0.10</td>
</tr>
<tr>
<td>P/D=50</td>
<td>427</td>
<td>0.065</td>
<td>492</td>
<td>0.18</td>
</tr>
<tr>
<td>P/D=100</td>
<td>427</td>
<td>0.126</td>
<td>491</td>
<td>0.34</td>
</tr>
<tr>
<td>P/D=200</td>
<td>427</td>
<td>0.155</td>
<td>490</td>
<td>0.43</td>
</tr>
<tr>
<td>P/D=500</td>
<td>427</td>
<td>0.178</td>
<td>488</td>
<td>0.56</td>
</tr>
<tr>
<td>P/D=1000</td>
<td>424</td>
<td>0.191</td>
<td>487</td>
<td>0.62</td>
</tr>
<tr>
<td>pH=3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P/D=50</td>
<td>426</td>
<td>0.058</td>
<td>492</td>
<td>0.14</td>
</tr>
<tr>
<td>P/D=100</td>
<td>426</td>
<td>0.107</td>
<td>491</td>
<td>0.29</td>
</tr>
<tr>
<td>P/D=200</td>
<td>426</td>
<td>0.140</td>
<td>490</td>
<td>0.45</td>
</tr>
<tr>
<td>P/D=500</td>
<td>426</td>
<td>0.171</td>
<td>489</td>
<td>0.58</td>
</tr>
<tr>
<td>P/D=1000</td>
<td>426</td>
<td>0.191</td>
<td>488</td>
<td>0.67</td>
</tr>
<tr>
<td>pH=5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P/D=50</td>
<td>430</td>
<td>0.045</td>
<td>548</td>
<td>0.09</td>
</tr>
<tr>
<td>P/D=100</td>
<td>430</td>
<td>0.077</td>
<td>548</td>
<td>0.10</td>
</tr>
<tr>
<td>P/D=200</td>
<td>430</td>
<td>0.091</td>
<td>548</td>
<td>0.11</td>
</tr>
<tr>
<td>P/D=500</td>
<td>430</td>
<td>0.102</td>
<td>548</td>
<td>0.09</td>
</tr>
<tr>
<td>P/D=1000</td>
<td>430</td>
<td>0.102</td>
<td>548</td>
<td>0.08</td>
</tr>
</tbody>
</table>
Table 2. Absorption and emission parameters of different coumarin dyes.

<table>
<thead>
<tr>
<th>medium</th>
<th>$\lambda_a$(nm)</th>
<th>O.D.</th>
<th>$\lambda_f$(nm)</th>
<th>$\Phi_f$</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>373</td>
<td>0.248</td>
<td>443</td>
<td>0.73</td>
<td>0.004</td>
</tr>
<tr>
<td>Water</td>
<td>385</td>
<td>0.225</td>
<td>467</td>
<td>0.09</td>
<td>0.067</td>
</tr>
<tr>
<td>P/D=1000, pH=8</td>
<td>385</td>
<td>0.215</td>
<td>467</td>
<td>0.06</td>
<td>0.069</td>
</tr>
<tr>
<td>P/D=1000, pH=5</td>
<td>385</td>
<td>0.215</td>
<td>433</td>
<td>0.43</td>
<td>0.304</td>
</tr>
<tr>
<td>P/D=1000, pH=3</td>
<td>385</td>
<td>0.103</td>
<td>432</td>
<td>0.64</td>
<td>0.320</td>
</tr>
<tr>
<td><strong>C35</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>402</td>
<td>0.234</td>
<td>500</td>
<td>0.09</td>
<td>0.045</td>
</tr>
<tr>
<td>Water</td>
<td>414</td>
<td>0.209</td>
<td>534</td>
<td>0.03</td>
<td>0.116</td>
</tr>
<tr>
<td>P/D=1000, pH=8</td>
<td>412</td>
<td>0.183</td>
<td>530</td>
<td>0.03</td>
<td>0.079</td>
</tr>
<tr>
<td>P/D=1000, pH=5</td>
<td>405</td>
<td>0.205</td>
<td>470</td>
<td>0.41</td>
<td>0.30</td>
</tr>
<tr>
<td>P/D=1000, pH=3</td>
<td>403</td>
<td>0.194</td>
<td>468</td>
<td>0.49</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>C102</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>389</td>
<td>0.227</td>
<td>462</td>
<td>0.95</td>
<td>0.011</td>
</tr>
<tr>
<td>Water</td>
<td>397</td>
<td>0.183</td>
<td>483</td>
<td>0.96</td>
<td>0.001</td>
</tr>
<tr>
<td>P/D=1000, pH=8</td>
<td>393</td>
<td>0.173</td>
<td>483</td>
<td>0.87</td>
<td>0.004</td>
</tr>
<tr>
<td>P/D=1000, pH=5</td>
<td>400</td>
<td>0.209</td>
<td>448</td>
<td>1.05</td>
<td>0.30</td>
</tr>
<tr>
<td>P/D=1000, pH=3</td>
<td>399</td>
<td>0.208</td>
<td>447</td>
<td>1.08</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>C339</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ethanol</td>
<td>378</td>
<td>0.298</td>
<td>442</td>
<td>0.85</td>
<td>0.014</td>
</tr>
<tr>
<td>Water</td>
<td>374</td>
<td>0.209</td>
<td>457</td>
<td>1.00</td>
<td>0.004</td>
</tr>
<tr>
<td>P/D=1000, pH=8</td>
<td>371</td>
<td>0.204</td>
<td>458</td>
<td>0.93</td>
<td>0.014</td>
</tr>
<tr>
<td>P/D=1000, pH=5</td>
<td>373</td>
<td>0.215</td>
<td>456</td>
<td>0.85</td>
<td>0.060</td>
</tr>
<tr>
<td>P/D=1000, pH=3</td>
<td>372</td>
<td>0.194</td>
<td>456</td>
<td>0.82</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Table 3. Photophysical parameters of rhodamine dyes in water and in aqueous PMAA at P/D 1000 and pH 3.

<table>
<thead>
<tr>
<th>System</th>
<th>$\lambda_a$(nm)</th>
<th>$\lambda_f$(nm)</th>
<th>$\Phi_f$</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>R6G/H2O</td>
<td>527</td>
<td>554</td>
<td>0.88</td>
<td>0.02</td>
</tr>
<tr>
<td>R6G/PMAA/H2O</td>
<td>537</td>
<td>562</td>
<td>0.85</td>
<td>0.31</td>
</tr>
<tr>
<td>R3B/H2O</td>
<td>559</td>
<td>585</td>
<td>0.25</td>
<td>0.02</td>
</tr>
<tr>
<td>R3B/PMAA/H2O</td>
<td>569</td>
<td>590</td>
<td>0.65</td>
<td>0.30</td>
</tr>
<tr>
<td>RB/H2O</td>
<td>553</td>
<td>579</td>
<td>0.33</td>
<td>0.02</td>
</tr>
<tr>
<td>RB/PMAA/H2O</td>
<td>564</td>
<td>586</td>
<td>0.65</td>
<td>0.28</td>
</tr>
<tr>
<td>R123/H2O</td>
<td>501</td>
<td>526</td>
<td>0.90</td>
<td>0.02</td>
</tr>
<tr>
<td>R123/PMAA/H2O</td>
<td>510</td>
<td>531</td>
<td>0.89</td>
<td>0.26</td>
</tr>
</tbody>
</table>
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Abstract

The effects of $\beta$-cyclodextrin were explored on the lasing, fluorescence and UV absorption of selected laser dyes in aqueous solution. Three xanthene dyes; rhodamine 6G, rhodamine B and the disodium salt of fluorescein were used with and without added $\beta$-cyclodextrin. $\beta$-Cyclodextrin enhances both fluorescence and lasing for all three dyes in concentrated dye solutions. In dilute solutions, $\beta$-cyclodextrin can induce either enhancement or quenching of fluorescence and absorption depending on the nature and concentration of dye.

The fluorescence, absorption and lasing of the 1, 3, 5, 7, 8-pentamethylpyromethene-BF$_2$ complex and its 2,6-disulfonate disodium salt were examined in aqueous solutions for any effects from added $\beta$-cyclodextrin. No major, consistent effects were noted. The fluorescence of the pyromethene salt was, however, markedly affected by dilution. The coumarin laser dyes 7-hydroxycoumarin, Na and K salts of 7-hydroxy-4-methylcoumarin, coumarin 102 and coumarin 153 were studied with and without $\beta$-cyclodextrin. $\beta$-Cyclodextrin quenches the absorption of the first two dyes and does not affect coumarin 102. It enhances the fluorescence of 7-hydroxycoumarin and coumarins 102 and 153 but quenches the fluorescence of freshly prepared solutions of the 7-hydroxy-4-methylcoumarin salts. Aging can affect these observations. The lasing of the hydroxycoumarins is not affected by $\beta$-cyclodextrin; however, lasing efficiency is very base sensitive.

Introduction

The effects of $\beta$-cyclodextrin (B-CD) were examined on the fluorescence, UV absorption and lasing of aqueous solutions of selected laser dyes. Cyclodextrins have received attention in recent years because of their ability to modify fluorescence, phosphorescence, and UV absorption as well as to increase solubility and lasing. Examples of the well-established xanthene and coumarin laser dyes were chosen as well as the recently synthesized pyromethene-BF$_2$ complexes. Among the factors which were considered were the concentration of the dye as well as the age and pH of the dye solutions.

Experimental

The laser dyes and B-CD were obtained from the following sources and were used as received: Rhodamines B, 6G, the disodium salt of fluorescein and coumarins 102 and 153 (Eastman Kodak Company), 7-hydroxycoumarin, 7-hydroxy-4-methylcoumarin and B-CD (Aldrich Chemical Company), sodium salt of 7-hydroxy-4-methylcoumarin (Sigma Chemical Company), 1, 3, 5, 7, 8-pentamethylpyromethene-BF$_2$ complex and its 2,6-disulfonate disodium salt (Dr. J.H. Boyer).

Fluorescence and absorption spectra were recorded on a Kontron SFM 25 spectrofluorometer and a Perkin-Elmer Lambda 3B spectrophotometer, respectively. Spectra were determined at ambient room temperature without thermostatting the cells. A Phase-R Corporation DL1100 flash-lamp-pumped dye laser was used for lasing determinations.

Aqueous solutions of the laser dyes were prepared in deionized water as follows. Initially, a stock solution was prepared of each dye. All subsequent dilutions were made from these stock solutions. For studies with B-CD, an aliquot of each solution at the desired molarity was removed and dry B-CD was added to make the aliquot $10^{-2}$M in B-CD. This procedure ensured that the concentration of the analyte remained constant both in the presence and absence of B-CD.

Results and Discussion

Xanthene dyes in aqueous solutions

We examined the laser dyes rhodamine 6G and B and the disodium salt of fluorescein in aqueous solutions in the presence and absence of B-CD. The structure and dimensions of B-CD as well as the structures of these dyes are shown in Figure 1.
The effects of dilution and B-CD on the fluorescence of these xanthene dyes are summarized in Table 1. There is a blue shift in the fluorescence emission upon dilution of the dyes. In concentrated \((10^{-3} \text{M})\) solutions, addition of B-CD induces fluorescence enhancement. In more dilute solutions \((10^{-4} \text{ to } 10^{-8} \text{M})\), however, variable B-CD effects are observed.

**TABLE 1**

**EFFECT OF \(\beta\)-CYCLODEXTRIN (10\(^{-2}\) M) ON THE FLUORESCENCE EMISSION OF RHODAMINE 6G, THE DISODIUM SALT OF FLUORESCINE AND RHODAMINE B IN AQUEOUS SOLUTIONS**

<table>
<thead>
<tr>
<th>Dye conc. ((M))</th>
<th>RHODAMINE B</th>
<th>FLUORESCINE DISODIUM SALT</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^{-3})</td>
<td>(613-624) enhance</td>
<td>(535) enhance</td>
</tr>
<tr>
<td>(10^{-4})</td>
<td>(587) quench</td>
<td>(520) enhance</td>
</tr>
<tr>
<td>(10^{-5})</td>
<td>(580) quench</td>
<td>(506) quench</td>
</tr>
<tr>
<td>(10^{-6})</td>
<td>(574) quench</td>
<td>(503) quench</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>(575) quench</td>
<td>(504) quench</td>
</tr>
<tr>
<td>(10^{-8})</td>
<td>(570) quench</td>
<td>(500) quench</td>
</tr>
</tbody>
</table>

Figure 1. Structures of rhodamine 6G, rhodamine B, fluorescein disodium salt, \(\beta\)-cyclodextrin and the dimensions of \(\beta\)-cyclodextrin.
The addition of B-CD results in a strong quench of the UV absorption of the disodium salt of fluorescein, Table 2. In contrast, B-CD induces an absorption enhancement and a slight red shift for rhodamine 6G. Variable effects from B-CD are observed for rhodamine B, depending upon the dye concentration.

### Table 2

**EFFECTS OF B-CYCLODEXTRIN (10^{-2} M) ON THE UV ABSORPTION OF RHODAMINE 6G, RHODAMINE B AND THE DISODIUM SALT OF FLUORESCEIN IN AQUEOUS SOLUTIONS.**

<table>
<thead>
<tr>
<th>DYE:</th>
<th>RHODAMINE 6G</th>
<th>RHODAMINE B</th>
<th>FLUORESCEIN DISODIUM SALT</th>
</tr>
</thead>
<tbody>
<tr>
<td>CONC. (M)</td>
<td>λ_{max} (nm)</td>
<td>effect of B-CD</td>
<td>λ_{max} (nm)</td>
</tr>
<tr>
<td>10^{-3}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10^{-4}</td>
<td>520</td>
<td>enhance</td>
<td>552</td>
</tr>
<tr>
<td>525</td>
<td>shift to 527 nm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10^{-5}</td>
<td>525</td>
<td>enhance</td>
<td>557</td>
</tr>
<tr>
<td>525</td>
<td>shift to 530 nm</td>
<td></td>
<td>shift to 553 nm</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>525</td>
<td>enhance</td>
<td>557</td>
</tr>
<tr>
<td>525</td>
<td>shift to 530 nm</td>
<td></td>
<td>shift to 553 nm</td>
</tr>
<tr>
<td>10^{-7}</td>
<td>520</td>
<td>enhance</td>
<td>557</td>
</tr>
<tr>
<td>520</td>
<td>shift to 526 nm</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Rather dramatic effects of B-CD on lasing are found with rhodamine B. Lasing in aqueous solutions of this compound occurs only in the presence of B-CD. B-CD greatly enhances the lasing of rhodamine 6G but only slightly enhances the lasing of the disodium salt of fluorescein. These results are summarized in Table 3.

### Table 3

**THE LASING OF 10^{-3} M AQUEOUS SOLUTIONS OF RHODAMINE B, RHODAMINE 6G AND THE DISODIUM SALT OF FLUORESCEIN IN THE PRESENCE AND ABSENCE OF 10^{-2} M β-CYCLODEXTRIN**

<table>
<thead>
<tr>
<th>DYE SOLUTION</th>
<th>RHODAMINE B lasing (kV)</th>
<th>RHODAMINE 6G lasing (kV)</th>
<th>FLUORESCEIN DISODIUM SALT lasing (kV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>THRESHOLD</td>
<td>INTENSE</td>
<td>THRESHOLD</td>
</tr>
<tr>
<td>WITHOUT B-CD</td>
<td>no lasing</td>
<td>15</td>
<td>18</td>
</tr>
<tr>
<td>WITH B-CD</td>
<td>11</td>
<td>14</td>
<td>8</td>
</tr>
</tbody>
</table>

We suggest that dispersion of xanthene dye aggregates by B-CD in concentrated solutions and inclusion complexation of dye monomers in dilute solutions may explain some of these results.

**Pyromethene-BF₄ complexes in aqueous solutions.**

The structures of the recently synthesized (Dr. J.H. Boyer's laboratories)

1, 3, 5, 7, 8-pentamethylpyromethene-BF₄ complex and its 2,6-disulfonate disodium salt are shown in Figure 2.
The fluorescence, UV absorption and lasing of these complexes as well as the effects of B-CD are described in Tables 4 and 5. Overall, B-CD has no significant effect on the fluorescence, UV or lasing of these complexes. It is noted that there is a considerable change in the position of fluorescence emission and excitation maxima as the disodium salt of this dye is diluted from $10^{-3}$ M to $10^{-8}$ M. This suggests that there may be aggregation of the dye in concentrated aqueous solutions and dissociation to monomers in dilute solutions.

### Table 4

**Fluorescence and UV Characteristics of 1, 3, 5, 7, 8-Pentamethylpyrromethene-BF$_2$ Complex and Disodium 1, 3, 5, 7, 8-Pentamethylpyrromethene-2,6-disulfonate-BF$_2$ Complex**

<table>
<thead>
<tr>
<th>Molarity</th>
<th>$10^{-3}$</th>
<th>$10^{-4}$</th>
<th>$10^{-5}$</th>
<th>$10^{-6}$</th>
<th>$10^{-7}$</th>
<th>$10^{-8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_m \lambda_{max}$, nm</td>
<td>534</td>
<td>524</td>
<td>517</td>
<td>513</td>
<td>509</td>
<td>509</td>
</tr>
<tr>
<td>$E_x \lambda_{max}$, nm</td>
<td>404</td>
<td>444</td>
<td>484</td>
<td>486</td>
<td>486</td>
<td>486</td>
</tr>
</tbody>
</table>

Effects of B-CD: very small enhancement (1-2%) of fluorescence emission.

UV aqueous solutions: $\lambda_{max}$ 490 nm. Not affected by B-CD.
TABLE 5

THE LASING OF AQUEOUS SOLUTIONS OF DISODIUM 1, 3, 5, 7, 8-PENTAMETHYLPYRROMETHENE-2,6-
DISULFONATE-BF\textsubscript{2} COMPLEX IN THE PRESENCE AND ABSENCE OF 10\textsuperscript{−6} M B-CYCLODEXTRIN

LASING RANGE: 530 - 555 nm

<table>
<thead>
<tr>
<th>Molarity of dye solution</th>
<th>10\textsuperscript{−3}</th>
<th>10\textsuperscript{−6}</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>lasing (kV)</td>
<td>lasing (kV)</td>
</tr>
<tr>
<td></td>
<td>threshold</td>
<td>intense</td>
</tr>
<tr>
<td>without B-CD</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>with B-CD</td>
<td>9</td>
<td>10</td>
</tr>
</tbody>
</table>

Coumarin dyes in aqueous solutions

The coumarin dyes 7-hydroxycoumarin, Na and K salts of 7-hydroxy-4-methylcoumarin, coumarin 102 and coumarin 153 were investigated. Their structures are shown in Figure 3.

![7-hydroxycoumarin](image1)

7-hydroxycoumarin

![salts of 7-hydroxy-4-methylcoumarin](image2)

salts of 7-hydroxy-4-methylcoumarin

![coumarin 102](image3)

coumarin 102

![coumarin 153](image4)

coumarin 153

Figure 3. Structures of 7-hydroxycoumarin, Na and K salts of 7-hydroxy-4-methylcoumarin, coumarin 102 and coumarin 153.

The effects of B-CD on the fluorescence and UV absorption of these compounds are summarized in Table 6. B-CD induces a UV absorption quench for 7-hydroxycoumarin and a quench and red shift for the salts of 7-hydroxy-4-methylcoumarin. There is no effect on the absorption of coumarin 102 and solutions of coumarin 153 were too dilute for meaningful UV analysis with our instrumentation. Fluorescence is enhanced in the presence of B-CD for 7-hydroxycoumarin as well as coumarins 102 and 153. The latter two dyes also show a small blue shift. The K and Na salts of 7-hydroxy-4-methylcoumarin, both show a quench of fluorescence with B-CD in fresh solutions. The K salt was produced in situ using KOH and 7-hydroxy-4-methylcoumarin in solution with a final pH 11.6. The Na salt was used as received and gave a solution with pH 9.0. It is noted that with age, both of the solutions of K salt and Na salt undergo shifts of fluorescence excitation \(\lambda_{max}\) to shorter wavelengths. Also with age, solutions containing B-CD retain their fluorescence intensity longer than solutions without B-CD. The protective effect of B-CD against photodecomposition has been reported.\footnote{7}
TABLE 6

FLUORESCENCE AND UV CHARACTERISTICS OF SELECTED COUMARINS IN AQUEOUS SOLUTIONS IN THE PRESENCE AND ABSENCE OF 10⁻² M B-CYCLODEXTRIN

<table>
<thead>
<tr>
<th>7-hydroxycoumarin</th>
<th>Na or K Salts of 7-hydroxy-4-methylcoumarin, 10⁻³ M in basic solutions</th>
<th>Coumarin 102</th>
<th>Coumarin 153</th>
</tr>
</thead>
<tbody>
<tr>
<td>fluorescence, λmax, nm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7-hydroxy-4-methylcoumarin</td>
<td>10⁻³ M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Em 451 (ex 358)</td>
<td>Em 445 (ex 402)</td>
<td>Em 485 (ex 403)</td>
<td>Em 536 (ex 423)</td>
</tr>
<tr>
<td>Ex 358 (Em 451)</td>
<td>Ex 402 (Em 444)</td>
<td>Ex 403, 378 (Em 485)</td>
<td>Ex 424, 430 (Em 536)</td>
</tr>
<tr>
<td>effect of B-CD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>small enhancement</td>
<td>quench</td>
<td>enhancement blue shift to 476 nm</td>
<td>enhancement blue shift to 531 nm</td>
</tr>
<tr>
<td>UV, λmax, nm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>324</td>
<td>362</td>
<td>392</td>
<td></td>
</tr>
<tr>
<td>effect of B-CD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>quench</td>
<td>quench red shift to 366 nm</td>
<td>no effect</td>
<td></td>
</tr>
</tbody>
</table>

B-CD has no major effect on the lasing of 7-hydroxycoumarin or the Na and K salts of 7-hydroxy-4-methylcoumarin. Our lasing results are shown in Tables 7-9. We found no previous reports of 7-hydroxycoumarin lasing in aqueous solution. Its lasing range in aqueous solution is 450-473 nm. The lasing of the K and Na salts of 7-hydroxy-4-methylcoumarin is very base sensitive. Lasing for the K salt is obtained over the dilution range 4x10⁻³ M to 5x10⁻³ M (similar to earlier results⁸) and a pH range of 11.6 to 11.1. However, at pH 12, only the concentrated, 4x10⁻³ M, solution gave very weak lasing. Thus, aqueous basic solutions do not appear to be good lasing media for these coumarins.

TABLE 7

LASING OF K SALT OF 7-HYDROXY-4-METHYLCOUMARIN IN BASIC AQUEOUS SOLUTION WITH AND WITHOUT B-CYCLODEXTRIN. LASING RANGE 445-460 nm.

<table>
<thead>
<tr>
<th>dye solution, molarity</th>
<th>B-CD molarity</th>
<th>pH</th>
<th>lasing threshold without B-CD, kV</th>
<th>lasing threshold with B-CD, kV</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 x 10⁻³</td>
<td>1 x 10⁻²</td>
<td>11.6</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>2 x 10⁻³</td>
<td>5 x 10⁻³</td>
<td>11.3</td>
<td>10.5</td>
<td>10.5</td>
</tr>
<tr>
<td>1 x 10⁻³</td>
<td>2.5 x 10⁻³</td>
<td>11.2</td>
<td>10.5</td>
<td>12</td>
</tr>
<tr>
<td>5 x 10⁻⁴</td>
<td>1.3 x 10⁻³</td>
<td>11.1</td>
<td>11</td>
<td>12.5</td>
</tr>
</tbody>
</table>
### TABLE 8

LASING OF Na SALT OF 7-HYDROXY-4-METHYLCUMARIN IN AQUEOUS SOLUTION (pH=9) WITH AND WITHOUT $10^{-2}$M B-CYCLODEXTRIN

<table>
<thead>
<tr>
<th></th>
<th>pump input energy, kV</th>
<th>average laser output, mj soln. without B-CD</th>
<th>average laser output, mj soln. with B-CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>lasing of $1 \times 10^{-3}$M dye solution</td>
<td>12</td>
<td>1.27</td>
<td>1.97</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>4.97</td>
<td>3.93</td>
</tr>
<tr>
<td>lasing of $5 \times 10^{-3}$M dye solution</td>
<td>12</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>1.4</td>
<td>0.9</td>
</tr>
</tbody>
</table>

### TABLE 9

LASING OF $10^{-3}$M AQUEOUS SOLUTIONS OF 7-HYDROXYCUMARIN (pH=5) IN THE PRESENCE AND ABSENCE OF $10^{-2}$M B-CYCLODEXTRIN LASING RANGE: 450-473 nm

<table>
<thead>
<tr>
<th></th>
<th>pump input energy, kV</th>
<th>average laser output, mj soln. without B-CD</th>
<th>average laser output, mj soln. with B-CD</th>
</tr>
</thead>
<tbody>
<tr>
<td>lasing of $1 \times 10^{-3}$M dye solution</td>
<td>12</td>
<td>.97</td>
<td>1.09</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>3.34</td>
<td>3.30</td>
</tr>
</tbody>
</table>
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Abstract
Spectroscopic, quantum electronic, and laser properties of chromium-doped forsterite (Cr:Mg$_2$SiO$_4$) are reviewed. Spectroscopic data suggest that the lasing center in chromium-doped forsterite is tetravalent chromium ion (Cr$^{4+}$), not the common trivalent chromium (Cr$^{3+}$). Pulsed, continuous-wave, and tunable operation in the 1167-1345nm region are presented.

Introduction
During the last 10 years tunable solid state lasers have emerged as an alternative to dye lasers. Dye lasers have the advantage of high gain, low cost, and there are many dyes spanning the visible and near infrared region. Many disadvantages of dye lasers such as toxicity, poor long term reliability, narrow wavelength range, make dye lasers unsuitable for hospital, airborn, mobile, or spaceborn use. Tunable solid state lasers are expensive to build and have lower gain coefficient. On the other hand, tunable solid state lasers offer broad tunability range, higher reliability, compactness and long term stability.

Chromium-doped forsterite (Cr:Mg$_2$SiO$_4$) laser is an important member of the ever growing family of tunable solid state lasers based on chromium ion as the lasing center. Pulsed$^{1}$ and continuous-wave$^{4}$ laser operation have been achieved for 532-nm and 1064-nm. The tuning range now covers the 1167 - 1345 nm range. The most interesting and distinguishing feature of laser action in Cr:Mg$_2$SiO$_4$ is that the lasing ion is not trivalent chromium (Cr$^{3+}$), as is the case with the rest of the chromium-based lasers, the active ion is tetravalent chromium (Cr$^{4+}$).

In this presentation, we review the spectroscopic and laser properties of chromium doped forsterite.

Spectroscopic Properties
The spectroscopic properties of forsterite distinctly depend on the growth atmosphere since the relative concentration of Cr$^{3+}$ and Cr$^{4+}$ ions in Mg$_2$SiO$_4$ depends on the growth atmosphere. Growing the crystal in a reducing atmosphere the relative concentration of Cr$^{4+}$ ions can be reduced and that of Cr$^{3+}$ increased. We will compare measurements on crystals grown by Czochralski$^{6}$ method under standard conditions with those grown in reducing atmosphere, and attempt to identify the contributions from different centers.

Earlier spectroscopic work$^8$ on chromium-doped forsterite was based on the assumption that only trivalent chromium (Cr$^{3+}$) substitutes for the octahedrally coordinated Mg$^{2+}$ ions in Mg$_2$SiO$_4$ host. There are two inequivalent Mg$^{2+}$ sites in forsterite, one with mirror symmetry (C$_s$) and the other with inversion symmetry (C$_i$). Trivalent chromium ion enters the inversion and the mirror site in a ratio of 3:2. The existence of Cr$^{3+}$ ions in the two sites in the ratio given above has been verified by EPR and ENDOR measurements.$^9,10$ Our recent spectroscopic measurements indicate that, in addition to Cr$^{3+}$ ions in those sites, tetravalent coordinated Cr$^{4+}$ ions are also present in the Czochralski-grown forsterite. Similar conclusions have been reached for crystals grown by LHPG method as well.$^7$

The absorption spectrum of Cr:Mg$_2$SiO$_4$ grown under standard conditions (referred to as sample 1, henceforth), for different orientation of the crystal are shown in Fig. 1. The spectra are characterized by three broad absorption bands spanning the near ultraviolet to near infrared spectral regions. The absorption spectra depend strongly on the polarization of the incident radiation with respect to the crystallographic axes of the host. In particular, the peak position of the strongest band in the red-green spectral region shifts considerably with the polarization. Smaller shift has been observed in the near infrared region as well. The polarization dependence of the absorption spectra may be explained in terms of lower site symmetry of chromium ions invoking the polarization selection rules.

To distinguish between the contributions from Cr$^{3+}$ and Cr$^{4+}$ ions to the absorption spectra, we have complemented the absorption spectrum in Fig. 1 by the spectrum of sample 2 which was grown in a reducing atmosphere, shown in Fig. 2. Sample 2 contains mostly Cr$^{3+}$ ions as compared to sample 1 which has both the Cr$^{3+}$ and Cr$^{4+}$ centers. The near infrared absorption band is almost missing in the spectrum of sample 2, which implies that the band is due to transitions within the states of Cr$^{4+}$ ion.

For the visible and the near ultraviolet absorption regions the contributions from the two valence states cannot be distinguished so easily since the absorptions due to Cr$^{3+}$ and Cr$^{4+}$ ions overlap in these spectral regions. To gain further insight, we have analyzed both the spectra in terms of Tanabe-Sugano formalism.$^{11}$
We have taken \( \text{Cr}^{3+} \) to be in octahedrally coordinated sites and \( \text{Cr}^{4+} \) to be in tetrahedrally coordinated sites. Comparison of the predicted values of tetrahedral \( \text{Cr}^{4+} \) and octahedral \( \text{Cr}^{3+} \) in forsterite with the measured values are presented in Tables 1 and 2, respectively. The transition assignments in Figs. 1 and 2 follow from this analysis.

### Table 1: Energy Levels of \( \text{Cr}^{4+}: \text{Mg}_2\text{SiO}_4 \)

<table>
<thead>
<tr>
<th>Transition ( \text{Cr}^{4+}: \text{Mg}_2\text{SiO}_4 )</th>
<th>Measured ( \text{cm}^{-1} )</th>
<th>Predicted ( \text{cm}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 3,A_2 \rightarrow 3,T_2 )</td>
<td>9,150</td>
<td>(9,150)</td>
</tr>
<tr>
<td>( 3,A_2 \rightarrow 3,T_1 )</td>
<td>15,430</td>
<td>15,150</td>
</tr>
<tr>
<td>( 3,A_2 \rightarrow \text{E} )</td>
<td>15,875</td>
<td>16,245</td>
</tr>
<tr>
<td>( 3,A_2 \rightarrow 3,T_1 )</td>
<td>26,810</td>
<td>26,800</td>
</tr>
<tr>
<td>( 3,A_2 \rightarrow 1,T_1 )</td>
<td>28,735</td>
<td>28,700</td>
</tr>
<tr>
<td>( 3,T_2 \rightarrow 3,A_2 )</td>
<td>8,750</td>
<td>(8,750)</td>
</tr>
</tbody>
</table>

### Table 2: Energy Levels of \( \text{Cr}^{3+}: \text{Mg}_2\text{SiO}_4 \)

<table>
<thead>
<tr>
<th>Transition ( \text{Cr}^{3+}: \text{Mg}_2\text{SiO}_4 )</th>
<th>Measured ( \text{cm}^{-1} )</th>
<th>Predicted ( \text{cm}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 4,A_2 \rightarrow 4,T_2 )</td>
<td>15,100</td>
<td>(15,100)</td>
</tr>
<tr>
<td>( 4,A_2 \rightarrow 2,E )</td>
<td>14,450</td>
<td>14,600</td>
</tr>
<tr>
<td>( 4,A_2 \rightarrow 2,T_1 )</td>
<td>15,380</td>
<td>15,300</td>
</tr>
<tr>
<td>( 4,A_2 \rightarrow 2,T_2 )</td>
<td>21,050</td>
<td>21,300</td>
</tr>
<tr>
<td>( 4,A_2 \rightarrow 4,T_1 )</td>
<td>21,500</td>
<td>21,780</td>
</tr>
<tr>
<td>( 4,A_2 \rightarrow 4,T_1b )</td>
<td>33,780</td>
<td>33,940</td>
</tr>
<tr>
<td>( 4,T_2 \rightarrow 4,A_2 )</td>
<td>11,100</td>
<td>(11,100)</td>
</tr>
<tr>
<td>( 2,E \rightarrow 4,A_2 )</td>
<td>14,450</td>
<td>14,600</td>
</tr>
</tbody>
</table>
Predicted values given in Table 1 are based on Tanabe-Sugano diagram for tetrahedral Cr$^{4+}$ with parameters: B=970 cm$^{-1}$, C=3,980 cm$^{-1}$, and D$q=915$ cm$^{-1}$. For bands whose position vary with the polarization of the incident light, average position (the centroid of three bands marked $3T_1$ in Fig. 1, for example) is taken for this analysis. Predicted values shown in Table 2 are based on the Tanabe-Sugano diagram for octahedral Cr$^{3+}$ with parameters: B=695 cm$^{-1}$, C=3,130 cm$^{-1}$, and D$q=1,510$ cm$^{-1}$. The Tanabe-Sugano diagrams, with transitions indicated, are presented in Figs. 3 and 4.

The fluorescence spectra of Cr:forsterite taken for the Cr$^{4+}$-rich sample (sample 1) are shown in Figs. 5 and 6. The spectra for sample 2 (containing mostly Cr$^{3+}$) are shown in Fig. 7. The room temperature spectrum taken with sample 1, excited by the 488-nm line of Ar$^+$ laser, is a broad band spanning 680 - 1400 nm range. At liquid nitrogen temperature the spectrum breaks up into three structured bands. The fluorescence covering the 1100 - 1400 nm range is the Stokes-shifted counterpart of the near infrared absorption, and is attributed to $3T_2\rightarrow 3A_2$ transitions in Cr$^{4+}$ ion. The sharp zero-phonon line corresponds to purely electronic transition between the $3T_2$ and $3A_2$ states and appears as a prominent feature in both absorption and emission spectra. Near infrared room temperature and liquid nitrogen temperature absorption and fluorescence spectra (fluorescence excited by 1064-nm radiation) for E//b axis are shown in Fig. 6. Features displayed in Fig. 6 are completely absent from the near infrared spectra of sample 2.

![Figure 5](image1.png)  
**Fig. 5** Room temperature (thicker line) and liquid nitrogen temperature (thin line) fluorescence spectrum of Cr:Mg$_2$SiO$_4$ grown under standard conditions for 488-nm excitation parallel to b axis.

![Figure 6](image2.png)  
**Fig. 6** Room temperature (solid line) and liquid nitrogen temperature (broken line) absorption and fluorescence spectra (fluorescence excited by 488 nm radiation) of Cr:Mg$_2$SiO$_4$ grown under standard conditions for E//b axis.

The sharp line at 692 nm observed at liquid nitrogen temperature is attributed to $2E\rightarrow 4A_2$ transition (R-line) in Cr$^{3+}$ ions. This line, followed by a structured sideband that extends to 750 nm is also present in the fluorescence spectrum of sample 2. These features are shown as insets in Figs. 5 and 7.

![Figure 7](image3.png)  
**Fig. 7** Room temperature (thicker line) and liquid nitrogen temperature (thin line) fluorescence spectrum of Cr:Mg$_2$SiO$_4$ grown in a reducing atmosphere for 488-nm excitation and E//b axis. The spectra were taken with PbS detector which was not sensitive enough to detect the 692-nm zero-phonon line and its sideband shown in the inset. These features were resolved with a photomultiplier tube with S-20 response.
The room temperature spectrum of simple 2 extends only to 1200 nm, and shows contribution from Cr$^{3+}$ ions predominantly. The emission transitions for both Cr$^{3+}$ and Cr$^{4+}$ ions are indicated in the Tanabe-Sugano diagrams.

We have measured fluorescence lifetime as a function of wavelength both at room and liquid nitrogen temperatures using streak camera coupled to a spectrometer. The fluorescence lifetime for Cr$^{4+}$ emission in 1100-1400 nm range is 2.7 µs at room temperature, and 25 µs at liquid nitrogen temperature. The 15 µs lifetime measured at shorter wavelengths, characteristics of Cr$^{3+}$ fluorescence, did not change significantly at liquid nitrogen temperature. Temperature dependence of the fluorescence lifetime indicates presence of strong nonradiative relaxation for Cr$^{4+}$ ions, which is not so prominent for Cr$^{3+}$ ions in this temperature range.

![Graph showing temperature dependence of fluorescence lifetime](image)

**Fig. 8** Temperature dependence of the fluorescence lifetime of chromium-doped forsterite for 1064-nm excitation.

**Laser Operation**

1. Pulsed Laser Action

Laser experiments were conducted with samples rich in Cr$^{4+}$ in a stable cavity. Details of the cavity arrangement is shown in figure 9 and have been described elsewhere.1,5

![Laser cavity diagram](image)

**Fig. 9.** Cavity arrangement for the forsterite laser

The fundamental and the second harmonic beams from a Q-switched Nd:YAG laser operating at 10-Hz repetition rate were used for excitation of the near infrared and the visible bands. Pulsed laser action was observed for both the 1064-nm and 532-nm pumping.1 The amplitude and duration of the Cr:Mg$_2$SiO$_4$ laser pulse, as well as its delay with respect to the pump pulse, varied with the pump pulse energy fluctuation. For similar level of excitation and within the time resolution of the experiment, no difference in the delay between the pump pulse and the output laser pulse for the two pump wavelengths was observed. The spectra of the free-running laser radiation for both the 1064-nm and 532-nm pumping peaked at 1235 nm and had linewidth of 30 nm and 27 nm, respectively. These facts clearly indicate that the same center is responsible for laser action for both the 1064-nm and 532-nm excitations. In case of 1064-nm pumping the lasing level is directly populated. Similar results were obtained for pumping with the 629-nm radiation obtained by stimulated Raman scattering of the 532-nm radiation in ethanol.
To improve the laser performance, sample I was anti-reflection coated such that reflectivity over the 1050-1250 nm range was less than 0.5%. Attempts were made to overlap the pump beam and the cavity mode more accurately. The sample was longitudinally pumped by 1064-nm, 10-ns pulses from a Q-Switched Nd:YAG laser in a cavity similar to that used earlier. Different sets of laser mirrors were used. Summary of the laser performance for three different laser cavities is presented in Table 3.

**TABLE 3: Summary of Laser Parameters for Pulsed Laser Operation (1064-nm pumping)**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>13% Output Coupling</th>
<th>2% Output Coupling</th>
<th>6% Output Coupling</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasing</td>
<td>1200 nm</td>
<td>1235 nm</td>
<td>1250 nm</td>
</tr>
<tr>
<td>Wavelength</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Free-running</td>
<td>-</td>
<td>30 nm</td>
<td>-</td>
</tr>
<tr>
<td>Bandwidth</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threshold</td>
<td>0.38 mJ</td>
<td>0.20 mJ</td>
<td>0.27 mJ</td>
</tr>
<tr>
<td>Abs. Energy</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Slope</td>
<td>22.8%</td>
<td>5.1%</td>
<td>12.1%</td>
</tr>
<tr>
<td>Efficiency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gain Cross Section</td>
<td>1.40</td>
<td>1.44</td>
<td>1.40</td>
</tr>
<tr>
<td>(10^-19 cm²)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Surface damage of the Cr:forsterite laser crystal was observed for pumping energies greater than 4 mJ., for 5 ns pulses, at 10 Hz repetition rate, focused to 250 μm radius spot. This corresponds to damage threshold energy density greater than 61 J/cm², for 5 ns pulses. Therefore, a 1 cm diameter laser pumped forsterite rod can be used to generate high energy pulses in the joule range.

Output energy of the forsterite laser as a function of absorbed pump energy for three different output couplers is shown in Fig. 10.

**Fig. 10** Output energy of Cr:Mg₂SiO₄ laser as a function of absorbed pump energy for 1064-nm pumping and E || b axis for three different output couplers.

Using data from Table 4 we have estimated the passive loss L of the forsterite laser to be 11%, and calculated the laser gain cross section. Laser gain cross section shown in Table 4 for three different output mirrors was calculated using the expression:

\[
\sigma = \frac{\pi \tau_p h \nu_p \omega_L^2 (L+T)(\alpha^2+1)}{4(1-\exp(-\tau_p)) \exp(-\tau_p/\tau) |E_{p_{th}}|}
\]

where \(\tau_p\) is the pump pulsewidth, \(h \nu_p\) is the pump photon energy, \(\omega_L\) is the cavity mode spot size, \(L\) is laser internal loss, \(T\) is the output mirror transmission, \(\alpha = \omega_p/\omega_L\), where \(\omega_p\) is the pump beam spot size, \(\tau\) is the upper lasing level radiative lifetime taken to be 25 μs, \(\alpha\) is the absorption coefficient for the pump radiation, \(L\) is the length of the crystal, and \(E_{p_{th}}\) is the threshold pump energy incident on the crystal.
II. Continuous-Wave Laser Operation

To obtain cw laser action a sample of chromium-doped forsterite (sample I) was placed at the center of a nearly concentric cavity formed by two 5-cm radius-of-curvature mirrors such that a cavity mode waist was 75 μm. The output mirror was dielectric coated to have ~1% transmission for the 1175 - 1250 nm range, and to transmit most of the 1064-nm pump beam. The pump radiation from a cw Nd:YAG laser was focused by a 75-mm focal length lens to pump the sample longitudinally along the 30 mm path length. The pump beam was linearly polarized along the b axis and propagated along the a axis of the crystal. The beam was chopped at a duty factor of 9:1 to reduce heating effects. The waist of the pump beam at the center of the sample was measured to be 70 μm.

Quasi-cw laser operation was obtained for pumping above the lasing threshold of 1.25 W of absorbed power. The measured slope efficiency was 6.8%. The cw output power of the Cr:forsterite laser as a function of absorbed pump power is displayed in Fig. 11. Laser operation was possible even when the pump beam was not chopped, but at 40% reduced output indicating losses induced by local heating.

The spectrum of the free-running laser output peaks at 1244 nm and has a bandwidth of 12 nm.

![Graph showing output power of the cw Cr:Mg2SiO4 laser as a function of absorbed pump power.]

Using results obtained from CW lasing experiment, a value of 12.7% for L the internal loss has been estimated. This value is in reasonable agreement with the value of 11% obtained from pulsed measurements. The gain cross section was estimated to be $1.47 \times 10^{-19} \text{cm}^2$, in excellent agreement with the value obtained from pulsed laser experiments. Threshold population inversion density was estimated to be $1.6 \times 10^{17} \text{cm}^{-3}$. The key continuous-wave laser parameters are summarized in Table 4.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lasing Wavelength</td>
<td>1244 nm</td>
</tr>
<tr>
<td>Spectral Bandwidth (FWHM)</td>
<td>12 nm</td>
</tr>
<tr>
<td>Lasing Threshold (Absorbed Power)</td>
<td>1.25 W</td>
</tr>
<tr>
<td>Slope Efficiency</td>
<td>6.8%</td>
</tr>
<tr>
<td>Threshold Inversion Density</td>
<td>$1.6 \times 10^{17} \text{cm}^{-3}$</td>
</tr>
<tr>
<td>Gain Cross Section</td>
<td>$1.47 \times 10^{-19} \text{cm}^2$</td>
</tr>
</tbody>
</table>

III. Tunable Operation of Forsterite Laser

Tunable operation of Cr:forsterite laser has been obtained over the 1167 - 1345 nm spectral range, using single crystal quartz birefringent plate, extending the tuning range of chromium-doped laser crystals further into near infrared. The ratio of the Cr:forsterite laser output to the absorbed pump energy as a function of wavelength is shown in Fig. 12.
Measurements of absorption and emission spectra, as well as the wavelength dependence of fluorescence lifetime indicate that chromium ion may enter forsterite (Mg$_2$SiO$_4$) host in more than one valence states. Trivalent chromium (Cr$^{3+}$) enters substitutionally for divalent magnesium (Mg$^{2+}$) in two inequivalent octahedrally-coordinated sites, while tetravalent chromium (Cr$^{4+}$) substitutes presumably for Si$^{4+}$ at tetrahedrally coordinated sites. Of the two Cr$^{3+}$ centers, the one with mirror symmetry (C$_s$) is optically active and accounts for a number of features in absorption and emission spectra. The absorption and emission due to transitions within the states of Cr$^{4+}$ ion overlap with those within the states of Cr$^{3+}$ ion. The absorption and emission in the near infrared spectral region between 850 and 1150 nm is primarily due to transitions between the $3A_2$ ground state and the first excited state $3T_2$, of the Cr$^{4+}$ ion. The four-level, vibronic mode of laser operation in Cr-doped forsterite feeds on $3T_2 \rightarrow 3A_2$ transition.

Chromium-doped forsterite is an important laser in the near-infrared spectral region. Table 5 lists the thermal and optical properties of forsterite and YAG crystals, which suggests that forsterite may be developed in a reliable tunable source of radiation for the near infrared region. Forsterite can be operated both in the pulsed and cw mode of operation and is tunable over 1167 - 1345 nm range. The large fluorescence bandwidth promises ultrashort pulse generation through mode-locked operation. Since large single crystals can be easily grown, the crystal has potential for being used as an amplifier medium in the near infrared spectral region and to produce joule energy pulses.

**Table 5: Physical, Thermal and Optical Properties of Forsterite and YAG Crystals**

<table>
<thead>
<tr>
<th></th>
<th>Forsterite</th>
<th>YAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical Formula</td>
<td>Cr:Mg$_2$SiO$_4$</td>
<td>Nd:Y$_3$Al$_5$O$_12$</td>
</tr>
<tr>
<td>Concentration (cm$^{-3}$)</td>
<td>$3.6 \times 10^{18}$</td>
<td>$1.38 \times 10^{20}$</td>
</tr>
<tr>
<td>Melting Point (°C)</td>
<td>1890</td>
<td>1970</td>
</tr>
<tr>
<td>Density (g/cm$^3$)</td>
<td>3.22</td>
<td>4.56</td>
</tr>
<tr>
<td>Moh's Hardness</td>
<td>7</td>
<td>8.5</td>
</tr>
<tr>
<td>Thermal Expansion Coeff.</td>
<td>$9.5 \times 10^{-6}$</td>
<td>$8.0 \times 10^{-6}$</td>
</tr>
<tr>
<td>Thermal Conductivity</td>
<td>0.08 (@ 300°K)</td>
<td>0.13 (@ 300°K)</td>
</tr>
<tr>
<td>$\partial n/\partial T$ (°K$^{-1}$)</td>
<td>Not Measured</td>
<td>7.3 $\times 10^{6}$</td>
</tr>
<tr>
<td>Emission Bandwidth</td>
<td>1350 cm$^{-1}$</td>
<td>6 cm$^{-1}$</td>
</tr>
<tr>
<td>Stimulated emission</td>
<td>$1.44 \times 10^{-19}$</td>
<td>$6.5 \times 10^{-19}$</td>
</tr>
<tr>
<td>Cross Section (cm$^{-2}$)</td>
<td>&lt;10 ps (Estimated)</td>
<td>30 ns</td>
</tr>
<tr>
<td>Relaxation time of Terminal</td>
<td>&lt;10 ps (Estimated)</td>
<td>30 ns</td>
</tr>
<tr>
<td>Lasing Level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiative Lifetime</td>
<td>25 μs</td>
<td>550 μs</td>
</tr>
<tr>
<td>Spontaneous Fluorescence</td>
<td>2.7 μs</td>
<td>230 μs</td>
</tr>
<tr>
<td>Loss Coefficient</td>
<td>0.02 cm$^{-1}$</td>
<td>0.002 cm$^{-1}$</td>
</tr>
<tr>
<td>Index of Refraction</td>
<td>1.635</td>
<td>1.82 (@1.0μm)</td>
</tr>
</tbody>
</table>
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OPERATIONAL CHARACTERISTICS OF AN IMAGING, UNSTABLE RING RESONATOR USING ND:YLF AS ACTIVE MEDIUM
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Abstract

We have constructed and tested an imaging unstable resonator using Nd:YLF as the active medium. Incorporated in this oscillator are a small angle Faraday rotator and a pair of etalons (10 mm, \( R = 60\% \), and 2 mm, \( R = 25\% \)) that guarantee unidirectional, single-axial-mode operation of the oscillator. Q-switched monomode operation is obtained through self-injection seeding. The oscillator has been characterized in the time, frequency, phase, and spatial domain using fast diodes, high-resolution interferometry and near-field photography.

\(^a\) Permanent address: Physics Department, INHA University, Inchon, Korea.
1. Introduction

Unstable resonators are an attractive solution for high-gain laser systems. They are widely used commercially in Nd:YAG, CO₂, KrF, and other laser systems. They have been shown to be well suited for injection-seeded mono-mode lasers operating in the Q-switched mode, particularly with Nd:YAG as active medium lasing at \( \lambda = 1.064\ \mu\text{m} \). In addition, the central hole usually associated with unstable resonator outputs, as well as the strong diffraction patterns associated with the limiting apertures in these laser systems, have been eliminated or largely mitigated through the use of appropriately graded reflectors. However, no detailed phase maps have been obtained for the output beams of these lasers and one should expect significant phase distortions associated with these graded mirrors.

On the other hand, Nd:YLF, which lases at \( \lambda = 1.054\ \mu\text{m} \) (or 1.047 \( \mu\text{m} \)), has not seen as much development as Nd:YAG, in part, because of its uniaxial crystal structure that exhibits gain only for linearly polarized light in its commonly available form. This precludes the use of circularly polarized light inside the active medium to avoid spatial hole-burning effects in linear resonators, making monomode operation much more difficult. For the same reasons it is much harder to design powerful monomode injection laser sources analogous to those developed for Nd:YAG.

Nd:YLF is a very attractive laser medium due to its thermo-optic properties and its low index of refraction, which lead to very low depolarization and thermal lensing problems. In addition, Nd:YLF can be operated at very high gain, particularly at \( \lambda = 1.047\ \mu\text{m} \) where a gain over 1000 is achievable. Therefore, this active medium is of considerable interest for applications in unstable resonators for small, but powerful lasers.

2. Experimental Layout

Experimental and theoretical work on unstable laser resonators has been discussed in the literature extensively. Negative-branch, imaging unstable resonators, on the other hand, have only been discussed theoretically.

A negative-branch, imaging unstable ring resonator may be thought of as a Newtonian telescope wrapped around in a ring such that the magnified image of the scraper mirror is projected onto itself after one round trip (see Fig. 1). The two confocal lenses making up the telescope (focal lengths \( f_1 = 25\ \text{cm} \) and \( f_2 = 50\ \text{cm} \)) have the scraper mirror in one of their two common focal planes and a pinhole of variable aperture in the other. In the collimated section and just ahead of the scraper mirror is the active medium, which separates the cavity into a high- and a low-intensity section. Damage-prone elements, such as intracavity etalons, are preferably placed in the low-intensity region between the long-focal-length lens and the active medium.

Fig. 1. Optimized setup for imaging, negative branch, unstable resonator. The length of the cavity is \( L = 2f_1 + 2f_2 \). The collimated section of the resonator can be separated into high-intensity and low-intensity regions as indicated by the dot density in the beam cross section.
Our study of this oscillator was directed toward evaluating its capability to operate as a monomode (single-axial-mode) oscillator. To this end we have placed a Faraday rotator with a λ/2 wave plate into the low-intensity section of the ring to achieve unidirectional operation. (The rotator was a readily available 22° permanent magnet rotator, although, a much smaller rotator capable of a few degrees of rotation should be sufficient.) Reliable monomode operation was observed with a pair of solid glass etalons, a 10-mm and a 2-mm thick with 65% and 25% reflective coatings, respectively.

The experimental layout for the imaging unstable resonator is shown in Fig. 1 in a configuration in which we avoid placement of any optical components in regions where the intracavity intensity exceeds the intensity at the output of the active medium. Also shown in this figure is a Q-switch Pockels cell and a polarizer. The latter is necessary if the Q-switch is combined with a cavity dump arrangement in order to extract a pulse without a central hole. However, this arrangement is energetically interesting only if the laser-pulse duration and the high-voltage switching times are of the order of the cavity round trip time (≈ ns in our case).

The scraper mirror used in these experiments was a mirror at Brewster's angle that was coated for high reflectivity for "p" polarization everywhere except in the central, elliptical hole, which was left uncoated. Thus, the central, circular (2.5-mm) beam suffered minimal losses at this mirror while the outer ring was ejected from the cavity. The mirror was fabricated in-house using lithographic techniques.

The placement of optical components inside the collimated section of the cavity required a small adjustment of the cavity length to preserve proper imaging. We determined this adjustment, as well as the exact focal lengths of the lenses, experimentally using an upcollimated diode-pumped Nd:YLF alignment laser operating at 1.053 μm whose state of collimation was verified with a lateral shearing interferometer.

The same diode-pumped laser, shown in Fig. 1, was used to align the cavity. The laser was injected into the cavity through one of the high reflectance mirrors and collimated at ≈2-mm FWHM at the scraper mirror. Proper alignment of the cavity requires pointing and centering of the beam inside the cavity after one round trip, where the scraper mirror is the centering reference. Proper pointing is achieved by viewing the reflection from the polarizer. High-contrast interferograms can be obtained by appropriately rotating the λ/2 plate of the Faraday rotator. The interferogram is produced by successive reflections from the polarizer after the first, second, etc., passes through the cavity. The cavity is properly pointed if an infinite fringe interferogram is obtained. Correct centering is verified in the reflection from the scraper mirror where one can easily distinguish the first reflection from that after one round trip. It also allows for easy centering of the active medium and the Faraday rotator, both of which were 1/4-in. rods and produced sufficient diffraction of the alignment laser to allow accurate alignment. This alignment procedure leads to excellent alignment within 2 to 3 iterations. Positioning of the variable aperture pinhole (≥700-μm diameter) is easily and accurately done with the alignment laser after the final alignment iteration. Apart from final adjustments to the Fabry-Perot intracavity etalon this alignment procedure requires no further active corrections to reduce the lasing threshold or improve the beam quality. In fact, attempts to make further improvements during actual laser operation have not been very successful. The interferograms, etc., were viewed with a CID camera and stored on a computer using a video frame grabber.

3. Results

In these experiments the laser was operated as a pulsed monomode laser in both the free-running (relaxation oscillation) and Q-switched mode. We have analyzed the output intensity and phase-front distribution as well as monomode behavior of the output. All time-integrated, spatially resolved data were digitized for numerical processing at a later time. All time-resolved data were taken using either a photodiode and a 500-MHz scope with ≥1-ns time resolution or a fast diode and a 6-GHz scope with an experimentally determined, 150-ps combined time resolution.
In Fig. 2 we show near-field images of both the scraper mirror and polarizer output. The polarizer output simulates the output in the cavity dump mode. This image was taken in the image plane of the scraper mirror and is essentially free of diffraction rings [Fig. 2(a)] while the scraper ring output [Fig. 2(b)] was taken at ~5 cm from the mirror and showed noticeable diffraction rings due to the inner edge of the scraper mirror. The influence of the variable pinhole in the spatial filter section (≥0.7-mm diameter) was minimal; at its minimum diameter it softened the outer edges of the output beam without introducing noticeable diffraction rings on the beam.

(a) Near field of polarizer output
(simulated cavity dump)  
(b) Near field of scraper ring output

The brightness of the oscillator output is sensitively influenced by its phase-front distribution. We have therefore constructed a "self-referencing Mach-Zehnder interferometer" or "radial shear interferometer"\(^\text{11}\) as shown in Fig. 3. In order to obtain the phase information over the whole-beam

![Schematic setup of the Mach-Zehnder and Fabry-Perot interferometers.](image-url)
cross section inside the oscillator we have used and enhanced the output from the polarizer (see Fig. 1) by rotating the wave plate in the Faraday rotator by a small amount. The reference beam is derived from the same output beam through (10X) upcollimation inside one of the arms of the interferometer. A high-resolution phase map is then obtained applying the technique of spatial synchronous phase detection. The high-contrast Mach-Zehnder interferogram is first Fourier transformed numerically ([Fig. 4(b)]; we then select one of the two main side lobes, which are associated with the high-frequency background fringes. This side lobe contains all the phase information imprinted on the beam while all the intensity information is contained in the well-separated, central zero-order maximum. Shifting the selected side lobe to the center and inverse Fourier transforming it results in a phase map of high quality, as shown in Fig. 4(c).

![Image](a) ![Image](b) ![Image](c)

Fig. 4. Phase maps of unstable resonator output using spatially synchronous phase detection. (a) High background fringe Mach-Zehnder interferogram, (b) image of the numerically generated Fourier transform, one of the main side-lobes is used for the inverse Fourier transform to generate the output phase map (c).

The phase map shown in Fig. 4(c) was obtained for an oscillator using a 6.35-mm-diam x 40-mm-long Nd:YLF rod of excellent quality. The contour lines in Fig. 4(c) are spaced \(\lambda/25\) apart; the overall rms phase-front error is \(\approx0.05\) waves with a peak-to-valley error of 0.12 waves. Matching Zernicke polynomials to the two-dimensional phase front, we have identified 0.1 waves of astigmatism and 0.06 waves of spherical wave-front error. This analysis does not include the outer-most regions of the output beam where the intensity has dropped to less than 10% of the average center intensity. In those regions the phase front clearly shows the influence of the reflective coating on the scraper mirror, which causes the phase to be retarded (curled up) by \(\approx0.2\) waves (see Fig. 5). Using different laser rods of varying optical quality we have found that the output phase map primarily reflects the phase errors present in the unpumped laser rod. This implies that most of the output phase-front errors in this laser are caused by the final round trip of the laser beam inside the resonator.

![Image](Fig. 5. Phase map of the output beam including the outer-most regions where the phase exhibits the retardance caused by the dielectric scraper mirror after the final round trip inside the cavity. The intensity in this region is typically less than 10% of the center-beam intensity.)
Monomode (single-axial-mode) output was easily obtained with this oscillator and has been verified by a number of techniques. When operating high above threshold, the regular decay of the relaxation oscillations is a reliable indication of monomode operation (Fig. 6(a)). In addition, time-resolved data show no mode beating [Fig. 6(b)]. Finally, we have taken Fabry-Perot interferograms with $\Delta \lambda_{FSR} = 0.14 \, \text{Å}$, and $\Delta \lambda_{res} = 1.6 \times 10^{-3} \, \text{Å}$, which easily resolved individual axial modes ($\Delta \lambda_{mod} = 7.5 \times 10^{-3} \, \text{Å}$) of the 5-ns round trip cavity. Figure 7 shows two such interferograms, one for the typical monomode output and one for a purposely detuned cavity lasing on two neighboring modes. The line-outs shown in this figure have been corrected for the variable dispersion of the plane parallel plate Fabry-Perot near the zero'th order. The interferograms verified the monomode nature of the output. It should be noted that we have never observed modes separated by any intracavity etalon mode spacings when both intracavity etalons were in place.

Fig. 6. Output from unstable ring resonator. Regular decay of relaxation oscillations (a) and absence of mode-beating in each of the relaxation spikes (b) indicate single-axial mode (monomode) output.

Fig. 7. Fabry-Perot interferograms of monomode output (a), and double-mode operation of a purposely detuned cavity (b). The line-outs of the Fabry-Perot interferograms have been corrected for the variable dispersion near the zero'th order.
Single-axial-mode Q-switched operation was obtained using self-injection seeding. Here we apply a voltage to the Q-switch just below the lasing threshold voltage, allowing for the slow buildup of one or two relaxation oscillations in the absence of Q-switching. A photodiode detects the buildup of the first relaxation oscillation and triggers the Q-switch. Experimental data showing the prelase and subsequent Q-switch build-up are shown in Fig. 8. Q-switched pulse durations were limited to \( \approx 80 \) ns in these experiments due to limited pumping capability.

Fig. 8. Self-injection-seeded, monomode Q-switched output. Photodiode trace in (a) shows prelase (first relaxation oscillation) with subsequent Q-switch pulse off-scale. A single Q-switched pulse in a 1-GHz scope demonstrating absence of mode-beating due to neighboring modes (b). Ten successive output pulses indicate the high degree of output reproducibility (c).

The reproducibility of the output is shown in Fig. 8, which displays photodiode signals of several Q-switched pulses where the origin of the trace was manually moved between pulses. Excellent reproducibility is evident and a statistical analysis of data taken with the 6-GHz oscilloscope over a large number of shots shows that the output energy is 55 mJ ±1%, the pulse duration 80 ns ±1%, and the Q-switch pulse buildup time is \( \approx 100 \) ns ±1–2 ns. These data demonstrate that this type of oscillator is well suited for synchronization to external events. Such synchronization has already been demonstrated in similar systems where an electronic feedback to the Q-switch voltage clamps the prelase intensity near the cw laser intensity (well below the intensity of the first relaxation oscillation).

4. Conclusions

We have constructed and tested an imaging unstable resonator, which is eminently well suited for monomode operation in the free-running and self-injection-seeded, Q-switched mode. We have further examined the phase front of the output beam and found that it reflects primarily the final pass through the outer zones of the active medium. Thus, a predictable output-beam phase front is obtainable from a knowledge of the phase-front errors due to the active medium and any other optical elements inside the resonator that may have poor optical quality. However, at present the optical quality of commercially available Nd:YLF rods with >5-mm clear apertures is usually the optical element in the cavity that sets the output phase-front errors. The self-injection-seeded, Q-switched laser output is also well suited for synchronization to external events and the excellent reproducibility of pulse durations, pulse energies, and buildup time make this laser interesting for many applications in nonlinear optics.
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A Nd:Glass slab laser has been used to generate laser produced plasmas (LLP).
The plasma emission in the keV range useful for x-ray lithography has been measured.
Lithography with sub-micron linewidths has been demonstrated with a thin absorbing mask.

The Nd:Glass slab laser is operated in a Q-switched one-dimensional unstable resonator [1].
The resulting beam quality is a few times diffraction limited and is focused to an area less than the $10^{-5}$ cm$^2$ in our vacuum chamber.
We have operated at 5 J up to 4 Hz repetition rate without any degradation of the laser output.
Injection mode locking of the Nd:Glass laser [1] with 0.7 ns pulses increases the intensity of the Q-switched laser output by about a factor of 10 and allows us to achieve a total integrated pulse length of less than 10 ns.
Optical damage limits the laser intensity.
The damage threshold for injection mode-locked pulses focused into a Nd:Glass slab outside the laser cavity is about 20 J/cm$^2$.
However, we have observed another damage mechanism at lower intensities in Nd:Glass slabs in use in the laser head.
Brown discoloration occurs in filaments along the laser beam path and we believe polarization with the help of self-focusing and the ultraviolet flashlamp radiation may be occurring.
We are still investigating this phenomenon but at present it is limiting the laser output to only 2 J per pulse.

The focused laser intensity is $2.1 \times 10^{13}$ W/cm$^2$ on a solid copper target in our vacuum chamber.
The plasma emission in the keV x-ray range has been measured through a variety of thin film x-ray filters with a Hamamatsu micro-channel plate detector.
Using the published values for the detector quantum efficiency, the micro-channel plate gain, and the filter's transmission spectra, we estimate that the conversion efficiency in the plasma from laser radiation to soft x-rays of energy greater than 0.5 keV is around 1%.
We have performed single-level demonstration exposures of PMMA resist through a 12 um thick aluminised Kapton debris shield and a 4 um thick Boron Nitride x-ray mask supplied by Piero Pianetta at the Stanford Synchrotron Research Laboratory.
The 1.0 um linewidth gold absorber patterns on the mask are accurately reproduced in the resist.
The PMMA resist exposure rate at a 5 cm working distance from the plasma has been measured as 0.2 micron per $10^4$ of total laser energy so we obtain a single layer exposure in about 30 minutes.

The potential for improvement is enormous.
The x-ray signal measured through the mask increases exponentially with the laser energy on target so increasing the focused intensity will reduce exposure rates dramatically.
Available improvements in higher average power lasers and sensitised resists both offer an order of magnitude improvement over this system.
These results indicate excellent potential for commercial LPP x-ray lithography.

WAVEFRONT AND DEPOLARIZATION CALCULATIONS FOR A GGG SLAB LASER

James A. Blink, James L. Cook, and Luis E. Zapata
Lawrence Livermore National Laboratory
L-487, P.O. Box 5508, Livermore, CA 94550

Abstract
For a vortex-stabilized-lamp pumped, zigzag GGG slab amplifier with diffuse and specular reflectors, the transient-3D Tecate codes calculated the temperature, deformation, stress, wavefront, and depolarization for several estimated and measured source distributions.

Introduction
To develop technology for the DoD Free Electron Laser Program, LLNL has built a GGG zigzag slab amplifier. The 5 x 70 x 184 mm slab is pumped by two pulsed Vortek lamps which have a spiraling water coolant between the plasma and the envelope; these lamps are capable of operating at a total power of 260 kWe. Both specular and diffuse reflector cavities have been used. The hardware and experimental data obtained with this system are described in more detail in a companion paper. Here, the computational modeling used both for hardware design and for data interpretation are described.

Computer Codes
The transient-3D family of TECATE codes was used to calculate the time dependent temperature, deformation, stress, wavefront, and depolarization of the amplifier as a function of Vortek lamp power. The computations were accomplished in a series of steps. First, the distribution of the heat source was calculated using either analytic models or ray trace codes to model the pump cavity. Two ray trace codes were used. For the specular reflector (second surface thin glass plates backed by heat sinks), a 3-D Monte Carlo ray trace code (MIR3D) was used. For the diffuse reflector (curved Spectraion shell in a heat sink), a 2-D code was used. The results of these codes were used to construct two sets of reflector hardware.

The optical performance of a slab laser is very sensitive to the heat source distribution. Calculation of that distribution can be very time consuming, and significant uncertainties remain, for example, the effect of fluorescence redistribution of energy within the slab. Therefore, we used analytic models to approximate a series of source distributions in order to determine the optimum distribution. Once the optimum distribution is determined, the reflector design codes may be used iteratively to determine the appropriate reflector design.

The energy equation can be solved when one specifies the slab geometry, material properties, heat source distribution, thermal boundary conditions, and initial temperature. We used HT3D, a transient version of the TECATE HEAT code to solve the energy equation. This code uses the Dynamic Alternating Directions Implicit (DADI) method to efficiently solve the finite difference representation of the energy equation. The finite difference scheme pays particular attention to the discretization accuracy at surfaces, edges, and corners since these regions strongly influence the optical performance of a zig-zag slab laser. The HT3D code provides the time dependent temperature of each of the 31,775 nodal points of the slab. A preliminary calculation showed that pulsing the lamp (and thus the heat source) did not significantly affect the temperature solution. Therefore, the transient source was treated as a step function, turning on at time zero and continuing to the specified time of 40 s. In most cases, the slab temperature distribution reached steady state after only 10 s of operation. In a few cases, the slab end temperatures were still evolving after 40 s.

The balance of force equations can be solved for material stresses, strains, and deformations at any point in time when one specifies the slab geometry, material properties, temperature distribution (from the HT3D code), mechanical boundary conditions, and initial strain (zero). All of our calculations were at 40 s after the start of heating. We used ST3D which was derived from the TECATE TORA code. This code also uses the DADI method with carefully discretized equations at the slab surfaces. The geometric optics equations can be solved at any point in time when one specifies the slab geometry, material properties, temperature distributions (from HT3D), stress, strain, and deformation distributions (from ST3D), and a propagation direction. The phase and depolarization fronts are calculated at a reference surface after the beam exits following one or more passes through the slab. We used OP3D which was derived from the BREW code.

Several pre- and post-processors were used in conjunction with these codes. Because the slab performance is dominated by the surfaces and transition regions between heated and...
non-heated portions of the slab, the codes were set up to accommodate variable zoning. The ZONER program written in the QuickBASIC language was used to view the zoning for user-selected input parameters. The TECATE package includes a graphics postprocessor to produce cross-sectional views of the source, temperatures, strains, stresses, and residual computational errors. This postprocessor, GF3D, was adapted to also provide lineouts of these quantities and time evolution graphs for temperature at selected nodes.

The MathGraf language was used in three postprocessors. For MIR3D, the MIRMATH macro produces 3-D views of the reflector, lamp, and slab geometry, the energy flow from the electrical circuit to the inversion, and the 3-D distribution of energy in the slab. In addition, the energy distribution can be manipulated to increase the Monte Carlo statistics in symmetry situations, to simulate fluorescence redistribution, and to sum the distribution over one or two of the dimensions (producing summed lineout plots).

The MGST macro produces 3-D views of the slab surface grids with user-selected magnifications of the mechanical distortions. These views can be output with colors indicating the degree of distortion for each node. This diagnostic output is extremely useful in evaluating a design's performance.

Finally, the MGOP macro produces 3-D views, 2-D contours, and lineouts of the phase front and depolarization. The phase components due to dn/dT, slab distortion, and stress-optic effects are also shown separately for rays traveling paths determined by the sum of these effects. (The material constants - dn/dT, coefficient of thermal expansion, and stress-optic coefficients - can also be changed in the OP3D code input to fully isolate the separate effects.) In the area of slab distortion, either the slab TIR surfaces or the wedge surfaces can be artificially flattened to determine the separate influence of each surface's distortion. The MGOP macro also curve fits the phase with either second degree or sixth degree polynomial functions in each aperture dimension. Interpolation of the phase can be used to evaluate the improvements available by using tilted or cylindrically focussing optics in the laser train. Sixth degree fits are accurate enough to use interpolation to find the phase at any given point, allowing estimation of multipass phase distortion using sub-apertured beams that are optionally expanded, inverted, or translated between passes. (A proper calculation of multipass phase distortion also requires consideration of both diffraction and the propagation between each pass.)

Reflector Design

The 2-D reflector design code was used to specify the curved surface of the Spectralon specular reflector. The reflector shape did not vary along its length (parallel to the lamp), and the ends were specular (second surface glass). The design code predicted some small variations in uniformity, and the reflector was built oversized to reduce the source droop near the slab edges.

The specular reflector was designed using the MIR3D code, and it was fielded before the diffuse reflector. The specular reflector was not oversized; that feature is recommended for future designs since uniformity improvements appear to outweigh the efficiency penalty. The design, which was done very quickly to allow construction of the experiment, is shown in Fig. 1. The anticipated performance of the reflector is shown in Fig. 2 which shows the energy deposited in the slab as a function of the short dimension of the TIR surface. In this figure, the results have been summed along the slab length and through the slab thickness. The droop near the edges and the slight depression in the center are marks of a less-than-optimum design, and they carry through to the overall system performance. Experimental interferograms for the specular reflector case show "eyes" along the long axis of the aperture; these eyes correspond to the regions of higher pumping in Fig. 2.

Figure 1. Three-dimensional view of the specular reflector design. One-half the slab thickness is shown, and the wedged ends are not modelled since very little pump light reaches those ends. Note the large standoff of the reflector from the slab due to the thicknesses of the window and coolant channels.
Source Functions Used to Calculate the Wavefront

For the wavefront calculations, we used an idealized source function to facilitate zoning, use of a new diffuse reflector material, and adjustment of the source function using experimentally determined results. The idealized source is a "cone model" with a cone originating at each element's centroid. The cone angle is determined by Snell's law (based on the slab index of 1.939 and the evanescent coating index of 1.445), and the cone's intersection with the surface specifies the surface region contributing to the local interior source function. The surface source was a universally distributed Lambertian, and it was truncated at specified locations.

For the wavefront calculations using the diffuse reflector, we used the cone model with the surface source truncated at the slab edge. In the experiments, the diffuse reflector was oversized, providing additional source near the edge to reduce the source droop. The specular reflector was not oversized in either the calculation or the experiments, and its surface source uniformity was modulated along the TIR surface's short dimension to approximate the 1-D experimental distribution of fluorescence.

Figure 2. Predicted performance of the specular reflector. The profile is quite flat except for a dip in the center and droop near the edges. The dip could be removed by adjusting the design, and the droops could be countered by designing an oversized reflector.

For both reflectors, the source function contours are shown in Fig. 3 for a cut midway between the two entrance faces. For the specular reflector, the small central dip and the large edge droop shown in the reflector design code output (Fig. 2) are both evident in the source function contours. The resulting wavefront also has these features. Figure 4 shows lineouts of the phase along the long dimension of the aperture, at mid-thickness, for both reflectors. The diffuse reflector has a constant phase except near the edges. (For the oversize diffuse reflector fielded in the experiments, the edge phase aberrations should be even smaller.) The specular reflector has about five times more phase distortion, and both the edge droop and the central dip are clearly visible. The overall phase distortion is 2.0 waves in the thin dimension and 5.9 and 31 waves in the long dimension for the diffuse and specular reflectors, respectively. The depolarization is negligible. For the diffuse reflector run, it is about 0.1% at the worst location (0.5% if the full slab is used for extraction), and about 0.04% when averaged over the aperture.

Figure 3. Source function contours in a plane midway between the entrance and exit faces. The horizontal dimension corresponds to the long dimension of the aperture, and the thin dimension is the thickness. The thin dimension is expanded by about a factor of four to enhance visualization of the distribution. The upper plot is for the diffuse reflector, and the lower plot is for the specular reflector.
Effects of Uncooled Ends

For both reflectors, the cooling length was set equal to the reflector cavity length, and the ends of the TIR surfaces were cooled only incidentally by the ambient air. However, the standoff of the reflector from the slab, due to the window and coolant thicknesses, causes the heat source to extend into the uncooled ends. Thermal conduction extends the hot region into the slab ends. Figure 5 shows the heat source, cooling extent, and resulting temperature distribution for the diffuse reflector slab. It is clear that the slant propagation of pump light in the slab produces a heat source in the uncooled region even when the standoff of the reflector from the slab is ignored. The tip temperature reaches 50°C after 40 s, and further increases would occur for longer calculation times. In addition, at the cooling termination location, the TIR surface temperature climbs abruptly from 30°C to 55°C.

These effects result in distortions of the slab surfaces, as shown in Fig. 6. The arrow in the figure indicates a bulge in the cooling transition region near the beveled end of the TIR surface. The figure also shows that the slab ends shrink with respect to the central regions of the slab. The temperature of the slab ends was less than the average temperature in the central region that was both strongly heated and vigorously cooled.

The calculated wavefront for the slab with diffuse reflectors and uncooled ends is shown in Fig. 7. The contours are at half-wave intervals. There are about two waves of distortion across the thin dimension of the beam, and this distortion is due to the temperature variation and mechanical deformation in the slab ends. When the beam path is determined by all three effects, the thin dimension distortion is 1.5 waves due to dn/dT, 0.6 waves due to deformation, and 0.2 waves due to stress-optics effects.

The lineout across the slab thickness shows that the phase is distorted in the center, mostly due to one pair of the four cooling transitions. There are two transitions on each TIR surface, and the footprints of the beam on the TIR surfaces roughly align the beam center line in two cases and the beam edges in the other two cases. The phase distortion near the beam centerline was experimentally confirmed.

Figure 4. Lineouts of the phase along the long dimension of the aperture, at mid-thickness. In each case, one slab-thickness was removed from the beam at each end of the aperture.

Figure 5. Contours of the source and the temperature in center cut of the slab with uncooled ends. The limits of turbulent water cooling are also shown. The long dimension is the slab optical axis while the thin dimension is the slab thickness, which is expanded by a factor of about ten for clarity.
Figure 6. The displaced grid of three surfaces of the slab with uncooled ends and a diffuse reflector. The finer zoning in the transition and edge regions is evident. The shades of gray (which can also be displayed as colors) represent the normal displacement of the surface. These displacements have been magnified by a factor of 3000 for clarity. The arrow indicates a bulge in the TIR surface. Also note the contraction of the ends of the slab.

by the lack of extracted beam in this region when the diffuse reflector experiment was operated as an oscillator. The distortion at the edges of the thin dimension is partially due to shrinking of the slab ends, but mostly due to the other pair of cooling transitions. About 2/3 of the thin edge distortion is due to dn/dT, and there are no radical temperature fluctuations at the intersections of the TIR and entrance surfaces. Further, artificially flattening the entrance surfaces and t-e TIR faces (in separate calculations) shows that the deformation contribution is purely from the TIR surfaces. Finally, examination of a run with expanded (rather than contracted) slab ends shows the same thin dimension lineout shape as this run.

The logical improvement is to extend cooling over a larger region of the TIR surface. The hardware was modified to cool the end TIR surfaces with turbulent water, but experiments have not yet been run with this hardware. For an end coolant temperature of 20°C, the calculated wavefront improves for both reflectors, to 1.0 waves in the thin dimension and to 4.3 and 27 waves in the long dimension for the diffuse and specular reflectors, respectively. In the long dimension, elimination of two (rather than one) slab thicknesses at each end would remove most of the aberration. Alternatively, the source function must be prevented from drooping at the slab edges.

Figure 7. Phase for the slab with uncooled ends and diffuse reflectors. The left graph is a simulated interferogram with half-wave contours. The right graph is a lineout of the phase across the thin dimension (for both specular and diffuse reflectors).
Effects of End Coolant Temperature

Although the fully cooled results are a distinct improvement, it is clear that much of the remaining distortion is due to the overcooled ends. A series of runs for the diffuse reflector used a heated water coolant on the ends of the TIR surfaces; temperatures of 20, 48, 55, 62, and 66.7°C were used. In each case, the slab ends quickly approach the end coolant temperature (and with less than 0.1°C variation within the region). The resulting deformed grids are shown in Fig. 8 for the five runs. The ends undergo transition from contraction to expansion at about 60°C. Since 62°C is the thickness-averaged temperature of the pumped region of the slab, t* end expansion or contraction is also influenced by other factors, such as the contraction of the mounting edges caused by the source function droop at those locations.

The thin-dimension wavefronts for the five cases are 1.0, 0.6, 0.8, 1.2 and 1.4 waves in order of increasing end coolant temperature. The wavefront for the 48°C end coolant case is shown in Figs. 9 and 10. This run has a smoother wavefront than either the run with less mechanical distortion of the ends or the run with less temperature variation between the core and the ends. There is a competing effect, the localization of the temperature transition. As the end coolant temperature increases, the temperature transition on the TIR surface between the two cooled regions becomes more abrupt. Since dn/dT is the prime driver of the wavefront, a more localized temperature transition concentrates the dn/dT effect in a smaller region of the beam, resulting in a larger phase distortion.

Figure 8. Deformed grids for the five runs with heated end coolants. From top to bottom, the end coolant temperatures are 20, 48, 55, 62, and 66.7°C, respectively. The central coolant temperature is 20°C in each case. The view is along a normal to a TIR surface; one mounting surface and one entrance surface are visible at the top and right of each grid. The grid deformations have been exaggerated by a factor of 3000 for clarity.

Figure 9. Interferogram for the diffuse reflector with 48°C end coolant temperature. One slab thickness has been removed from each end. The contour interval is 1/2 wave.
Figure 10. Phase for the diffuse reflector with 48°C end coolant temperature. Two slab thicknesses have been removed from each end.

Summary

The suite of computer codes needed to model zig-zag laser performance is in place. These codes are being used to design high-average power lasers and to interpret their experimental performance. The calculations indicate that with only minor modifications, the Vortek pumped Nd:GGG slab laser is capable of producing in excess of 1 kW of high quality output.
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ALEXANDRITE BLUE LASERS
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Abstract

The tunability, energy per pulse, and average power of alexandrite lasers, together with nonlinear wavelength conversion techniques are used to produce a compact and efficient blue laser source.

Introduction

A number of groups are addressing blue lasers for laser communications from a satellite to submarines (satellite laser communications or SLC). SLC requires the light to be transmitted through seawater so a source in the approximately 420 nm to 550 nm region is required. Furthermore, the signal must be separated from sunlight which is done with an atomic resonance filter (ARF) receiver. The atomic resonance has a narrow bandwidth (~several picometers) and, of course, requires a transmitter operating at the wavelength of the atomic resonance. The most developed ARF receiver uses cesium (Cs) which has absorption bands near 455 nm and 459 nm. Each band is about 4 pm wide. This paper summarizes the approach Allied-Signal has taken to produce a transmitter for the Cs ARF, an approach based on the alexandrite (BeAl2O4:Cr) laser.

The work which has resulted in this summary has been carried out mainly at two departments: Electro Optical Products, Allied-Signal Guidance Systems Division, Westlake Village, California, and Laser R&D, Allied-Signal Research and Technology, Morristown, New Jersey. A number of individuals have contributed to this project including, in alphabetical order, Yehuda Band, Da Wun Chen, Tim Chin, John Fleming, Don Heller, Jerzy Kraskinski, Jerry Kuper, Kon Leslie, Lisa Fernandez, Kevin Masters, Bob Morris, Paul Papanestor, Ross Rapoport, Richard Sam, Mike Shand, Don Siebert, and Jen Jye Yeh.

Alexandrite Lasers

Alexandrite (BeAl2O4:Cr3+) lasers have high energy, high peak power and tunability from 720 nm to over 850 nm. Figure 1 shows early alexandrite laser data which demonstrates many of the properties of alexandrite. First, although this data is over ten years old, the energy output is measured in Joules, not milliJoules which is typical of many new laser materials. The high energy output is a result of the very high storage energy of alexandrite. Second, the output is continuously tunable from 730 nm to past 790 nm. In more recent experiments, the alexandrite laser has been shown to be tunable past 850 nm when heated sufficiently. A large (400 mJ, 250 Hz) laser has been built for LANL which operates from 790 nm to 793 nm demonstrating high energy output away from the peak output. Third, alexandrite laser output increases with increasing temperature. This feature has allowed development of a conductively cooled pump chamber made of sapphire, shown in Fig. 2. The long pulse output of a laser using this pump chamber is shown in Fig. 3. Output energy over 3 J was demonstrated with an overall efficiency of over 3%.

![Figure 1: Alexandrite Laser Performance](image)
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Generating blue light at 455 nm starting with alexandrite requires nonlinear frequency conversion techniques. Three have been considered: (1) alexandrite output (red) followed by second harmonic generation (SHG) (UV) followed by Stokes Raman conversion (blue), (2) alexandrite (red) followed by Stokes Raman conversion (IR) followed by SHG (blue), and (3) alexandrite and Nd output mixed by sum frequency generation. The third choice could be very efficient, but would require more extensive development. The first two differ in the choice of which nonlinear process must handle the highest optical power. The rest of this paper discusses the first approach, which has received the most development.

The block diagram of the process is shown in Fig. 4. This approach has the advantage that a number of parameters are isolated, rather than dependent on a single laser subsystem. The source is an external cavity diode which controls the system wavelength and bandwidth. The oscillator controls the spatial and temporal profiles of the red laser. The amplifiers give the required red energy output.

![Block Diagram of Blue Laser System](image)

**Wavelength Conversion Approaches**

The source is an external cavity diode laser with output of ~10 mW cw. The cw output allows wavelength measurement with a wavemeter with 1 pm accuracy. A simple feedback control can maintain the diode laser wavelength. The diode laser bandwidth is much less than 1 pm.

The output of the diode laser injection seeds an alexandrite oscillator. Under contracts with LANL and NASA, Allied-Signal has investigated injection seeding and shown that only 10 µW is needed intracavity to control an alexandrite oscillator. Generally, two longitudinal modes are excited in the oscillator with a narrowband source; two modes are sufficiently narrow for producing blue light within the CsARF. Injection seeding power gains of $10^{12}$ have been demonstrated with the alexandrite laser output matching the diode laser input.
The design of the amplifier depends on a tradeoff between the energy out of the oscillator and the gain required in the amplifier. The better the beam quality in the oscillator, the less energy is available from the oscillator and the more gain is required in the amplifier. In one configuration, a TEM\textsubscript{00} oscillator is used with a tandem double pass amplifier (tandem meaning two alexandrite laser rods in series, double pass meaning a mirror to reflect the beam back through the two rods) and a phase conjugate mirror (stimulated Brillouin scattering in nitrogen gas) to produce 1.5 J in a near diffraction limited beam at 10 Hz.\textsuperscript{3}

**Blue Laser Schematic**

The nonlinear conversion schematic is shown in Fig. 5 with estimates of the energy at several stages which will result in 500 mJ blue light. Two SHG stages are planned to convert more of the red to UV than if only one stage is available. Both KDP and BBO have been tested for SHG materials. We have found KDP can handle more optical power so the first crystal is KDP. The second crystal can be KDP or BBO. SHG results have been 35% conversion with KDP at 300 mJ UV output and 33% conversion with BBO at 105 mJ UV output.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{schematic.png}
\caption{Nonlinear Conversion Schematic}
\end{figure}

The Raman conversion process uses a backward Raman oscillator and a forward Raman amplifier. The backward oscillator is selected because it maintains a narrow bandwidth, is efficient, and produces a good blue beam quality. In Raman conversion experiments using an oscillator, hydrogen gas, and UV input, we have demonstrated 100 mJ in the first Stokes wavelength at 33% efficiency. In the same experiment 85 mJ was generated in the second Stokes. The stored energy is providing the output energy for both beams. In an amplifier the total output is available yielding over 50% conversion.

Considerations of packaging requirements and energy required have led to a design point for the system with 1% efficiency from capacitor bank energy to blue output.

**Future Considerations**

The work described here is based on flashlamp excitation of alexandrite. For satellite applications, efficiency and lifetime issues are critical and diodes are the most likely excitation source for the laser transmitter. Diode pumping of alexandrite is shown schematically in Fig. 6 with a comparison to a Ti:Sapphire diode pumped laser. The alexandrite laser requires diodes at 650 nm or 680 nm. The 680 nm diodes pump the R-line of alexandrite and require a narrow diode output, similar to that of the 808 nm diodes for Nd pumping. The 650 nm diodes pump a broad absorption band in alexandrite and can have more than several nanometers bandwidth. The high energy storage of alexandrite compared to YAG:Nd means an oscillator can be used rather than an oscillator-amplifier configuration. Allied-Signal has a team in place including Sarnoff Research Center, Cornell University, and Laser Technology Associates to fabricate diode laser arrays at 650 - 680 nm and design, optimize, and produce diode pumped alexandrite lasers in the range of 1 J/pulse.
Very recently, Scheps et al. have demonstrated a diode pumped alexandrite laser with pumping on the R line.\(^4\)

**Conclusion**

The maturity and opto-mechanical properties of alexandrite lasers has led to a straightforward design of a 500 mJ output blue laser using a diode laser injection source, an alexandrite oscillator-amplifier, SHG, and Raman conversion.
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Abstract

A ground state depleted (GSD) laser has been demonstrated at 912 nm in the form of a Q-switched oscillator operating on the \( \text{Nd}^{3+} \cdot 4F_{3/2} \rightarrow 4I_{9/2} \) transition in \( \text{Y}_2\text{SiO}_5 \). Samarium scandium gallium garnet has been demonstrated effective at selectively suppressing the competing and much stronger \( 4F_{3/2} \rightarrow 4I_{11/2} \) lasing transition. Efficient harmonic generation has been demonstrated using non-critically phase matched \( \text{KNbO}_3 \).

Introduction

Ground state depleted (GSD) lasers\(^1\)\(^-\)\(^2\) are characterized by a low laser ion doping density (5-10 \( \times 10^{18} \) cm\(^{-3}\)) and a large fractional excited state population inversion density (4-8 \( \times 10^{18} \) cm\(^{-3}\)). For efficiency, these lasers must be pumped by narrow band (< few nm), intense (>50-100 kW/cm\(^2\)) sources. The large fractional excited state population inversion allows efficient quasi-four level laser operation to a high lying Stark level in the ground state electronic manifold. In this manuscript we report on progress made in the experimental demonstration of a GSD laser using the \( \text{Nd}^{3+} \cdot 4F_{3/2} \rightarrow 4I_{9/2} \) transition. This transition is of interest because it offers the possibility of constructing a laser operating at the wavelengths of 911 or 919 nm giving access to Cs atomic resonance filters\(^3\) through simple and efficient harmonic doubling.

In an effort to identify suitable hosts for a GSD laser, spectroscopic measurements have been performed in various Nd doped crystalline materials to extract parameters (Stark resolved emission spectra, branching ratios, fluorescence lifetimes, and stimulated emission cross sections) important to the laser design. Desirable features of Nd-hosts for depletion pumped lasers used for our particular application are:

1. A \( 4F_{3/2} \rightarrow 4I_{9/2} \) fluorescence band dominated by a transition peaking at approximately 911 or 919 nm, ensuring adequate emission at one of the desired operating wavelengths.

2. A terminal Stark level with an energy 300-400 cm\(^{-1}\) above the lowest lying Stark level, ensuring a small fractional thermal population in the terminal laser level at room temperature.

3. A branching ratio for the \( 4F_{3/2} \rightarrow 4I_{9/2} \) transition >0.3 and a \( 4F_{3/2} \) radiative lifetime of 100-300 \( \mu \)sec, which together with condition 1 ensure a stimulated emission cross section of 2-5 \( \times 10^{-20} \) cm\(^2\) on the desired laser transition.

4. A crystal host that can be grown to sizes of approximately 1 cm \( \times \) 1 cm \( \times \) 10-20 cm.

5. A \( 4F_{3/2} \rightarrow 4I_{11/2} \) fluorescence band not dominated by a single transition line limiting the peak emission cross section for this emission band and minimizing ASE and 1060 nm hold off problems.

Host Crystal and Nd\(^{3+}\) Spectroscopy

Table 1 lists Nd doped crystals that have been fabricated and evaluated at Lawrence Livermore National Laboratory (LLNL) for suitability as GSD lasers operating at 911 or 919 nm. The detailed Stark spectroscopy of the \( 4F_{3/2} \) and \( 4I_{9/2} \) manifolds for \( \text{Nd}^{3+} \) in one of these crystals, yttrium orthosilicate (\( \text{Y}_2\text{SiO}_5 \)), is shown in Fig. 1 for both types of optical sites that \( \text{Nd}^{3+} \) is reported to occupy.\(^4\) This host material is attractive because of the possible 911 nm laser transition from the lowest lying Stark level of the \( 4F_{3/2} \) manifold to the Stark level 355 cm\(^{-1}\) above the lowest lying one of the \( 4I_{9/2} \) manifold. It becomes even more attractive on examination of an emission spectrum because the transition between the Stark levels of interest dominates the \( 4F_{3/2} \rightarrow 4I_{9/2} \) emission as shown in Fig. 2.
Table 1. Nd doped crystals that have been fabricated and evaluated at LLNL for suitability as GSD lasers operating at 911 or 919 nm.

<table>
<thead>
<tr>
<th>Crystal</th>
<th>( Z_i ) (cm(^{-1} ))</th>
<th>( \lambda ) (nm)</th>
<th>( \tau_{\text{sec}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{BiSiO}_5 )</td>
<td>450</td>
<td>918.6</td>
<td>220</td>
</tr>
<tr>
<td>( \text{BiGeO}_5 )</td>
<td>423</td>
<td>919.0</td>
<td>220</td>
</tr>
<tr>
<td>( \text{Ca(NBO})_3 )</td>
<td>522</td>
<td>921</td>
<td>125</td>
</tr>
<tr>
<td>( \text{LaNbO}_4 )</td>
<td>506</td>
<td>919.3</td>
<td>120</td>
</tr>
<tr>
<td>( \text{Nd}_{0.25} \text{La} (\text{BO})_3 )</td>
<td>570</td>
<td>920.8 (77 K)</td>
<td>80</td>
</tr>
<tr>
<td>( \text{YAlO}_3 )</td>
<td>670</td>
<td>919.9</td>
<td>180</td>
</tr>
<tr>
<td>( \text{LuAlO}_3 )</td>
<td>642</td>
<td>919.8</td>
<td>180</td>
</tr>
<tr>
<td>( \text{Y}_2 \text{SiO}_5 )</td>
<td>—</td>
<td>912</td>
<td>310</td>
</tr>
<tr>
<td>( \text{LuPO}_4 )</td>
<td>423</td>
<td>911</td>
<td>120</td>
</tr>
<tr>
<td>( \text{LaMgO}_4 )</td>
<td>604</td>
<td>910.3</td>
<td>460</td>
</tr>
<tr>
<td>( \text{NdLa} (\text{WO})_3 )</td>
<td>434</td>
<td>910.3</td>
<td>180</td>
</tr>
<tr>
<td>( \text{LiYO}_3 )</td>
<td>445</td>
<td>911.6</td>
<td>150</td>
</tr>
<tr>
<td>( \text{Ba}<em>{0.x} \text{La}</em>{2-x} \text{O}_7 )</td>
<td>428</td>
<td>910.5</td>
<td>230</td>
</tr>
<tr>
<td>( \text{Y}_2 \text{SiO}_5 )</td>
<td>417</td>
<td>910.8</td>
<td>212</td>
</tr>
<tr>
<td>( \text{GuSiO}_5 )</td>
<td>—</td>
<td>912</td>
<td>240</td>
</tr>
<tr>
<td>( \text{GeSiO}_5 )</td>
<td>—</td>
<td>911</td>
<td>—</td>
</tr>
<tr>
<td>0.7 Ga 0.27 La</td>
<td>—</td>
<td>911</td>
<td>—</td>
</tr>
<tr>
<td>0.03 Nd sulfide glass</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Because of development work done on the growth of this material for applications other than lasers,\(^5\) substantial size boules were immediately available. An example of an undoped boule of \( \text{Y}_2 \text{SiO}_5 \) is shown in Fig. 3. As a result of the large laser quality crystals that were growable and the encouraging results of our own initial unoriented spectroscopic evaluation, a more complete spectroscopic study was undertaken. Because \( \text{Y}_2 \text{SiO}_5 \) is a monoclinic crystal of class \( 2/m \) (space group \( c2/c \)) it is biaxial. This introduces a directional anisotropy in the optical properties of the crystal that necessitated the acquisition of both orientationally and spectrally resolved emission and absorption spectra. The acquired absorption spectra were then analyzed using a Judd-Ofelt type analysis for radiative transition rates between the levels of interest for the operation of our laser.

The Judd-Ofelt\(^6,7\) model has become a standard tool for calculating the parity-forbidden electric-dipole radiative transition rates between the various levels of rare earth ions in both glass and crystalline hosts. This technique is based on an analysis of measured optical absorption line strengths\(^8,9\) and is easily applied to isotropic host materials. The same analysis can be applied to anisotropic crystals if proper account is taken of the fact that measured absorptions can vary with directions in these crystals. Such an analysis was first performed by Lomheim and DeShazer\(^10\) in their investigation of \( \text{Nd}^{3+} \) in the uniaxial crystal \( \text{YVO}_4 \). The central point made in their analysis was that because the Judd-Ofelt theory uses line strengths summed over all directions and polarizations some suitable type of averaging would have to be performed on the measured line strengths to properly apply the Judd-Ofelt theory to anisotropic crystals.
As a reasonable approximation to actually measuring absorption line strengths over all possible directions and polarizations, a rectangular sample was fabricated with each of its sides oriented perpendicular to one of the principal axes of the optical indicatrix. We denote these principal axes by X, Y, and Z for the fast, intermediate, and slow vibration directions, respectively. Using this sample then allowed the measurement of absorption spectra along the three mutually perpendicular principal axes of the indicatrix. The orientation of the cube was accomplished by first identifying the (010) direction which is a two-fold symmetry axis of the crystal using an X-ray back reflection Laue camera. Symmetry requires that a principal axis of the optical indicatrix be parallel to the (010) direction. Fabricating a sample with faces normal to the (010) direction then allowed the remaining two principal axes to be found by identifying extinction directions with the sample viewed between crossed polarizers.

Figure 4 shows measured absorption cross sections for the three different orientations studied in the spectral regions that are of interest for laser exciting this material with either an alexandrite or an AlGaAs semiconductor laser. Measured and orientationally averaged line strengths for the absorption bands presented in Fig. 4 as well as six others between 400 and 900 nm are detailed in Table 2. Using these measured line strengths, the three Judd-Ofelt intensity parameters, $\Omega_{t}$, can be found by solving the overdetermined set of equations\textsuperscript{12}

$$S_{\text{meas}}(J \rightarrow J') = \sum_{t=2,4,6} \Omega_{t} |\langle \psi | U^{(t)} | \psi' \rangle|^{2}$$

(1)

where the matrix elements $\langle \psi | U^{(t)} | \psi' \rangle$ are the doubly reduced unit-tensor operators of rank $t$ calculated in the intermediate-coupling approximation. Values of these reduced matrix elements for the spectroscopic band assignments detailed in Table 2 were compiled using values calculated by W. T. Carnall et al.\textsuperscript{13} Solving the set of equations in (1) for the Judd-Ofelt parameters that give the best least-square fit to the measured line strengths gives\textsuperscript{8,12}

$$\begin{align*}
\Omega_{2} &= 3.34 \times 10^{-20} \text{ cm}^{2} \\
\Omega_{4} &= 4.35 \times 10^{-20} \text{ cm}^{2} \\
\Omega_{6} &= 5.60 \times 10^{-20} \text{ cm}^{2} 
\end{align*}$$

(2)
These values of the Judd-Ofelt parameters and Eq. (1) can now be used to calculate the transition line strengths between any two levels of Nd$^{3+}$ in Y$_2$SiO$_5$. In particular, if we use these Judd-Ofelt parameters to go back and calculate the line strengths of the eight absorption bands used in our analysis, we can get an idea of the validity of our polarization averaging approximation. The theory predicted or calculated line strengths are displayed along with the measured line strengths in Table 2. Defining $\Delta S$ to be the difference between the measured and calculated line strength values and defining RMS $\Delta S$ by

$$\text{RMS } \Delta S = \sqrt{\frac{\sum (\Delta S)^2}{\text{number of transitions} - 3}} \quad (3)$$

the RMS $\Delta S$ value for the line strength set listed in Table 2 is $0.146 \times 10^{-20}$ cm$^2$. A measure of the relative error of the fit is given by $(\text{RMS } \Delta S)/\text{(RMS } S) = 0.048$, giving one a high degree of confidence in the validity of our original polarization averaging approximation. Although the self consistency of the Judd-Ofelt parameter values is very good, our absolute values are limited to $\pm 10\%$, the accuracy to which we know the Nd concentration of the crystal.

| Transition ($^I_{gP}$) | $|U^2||^2$ | $|U^4||^2$ | $|U^6||^2$ | $\lambda$ (nm) | $S_{\text{meas}}$ (10$^{-20}$ cm$^2$) | $S_{\text{calc}}$ (10$^{-20}$ cm$^2$) |
|------------------------|---------|---------|---------|-------------|----------------|----------------|
| $^3P_{1/2}$ + $^3D_{5/2}$ | 0       | 0.0398  | 0.0017  | 433.6       | 0.118          | 0.183          |
| $^4G_{11/2}$ + $^2G_{g6}$ | 0       | 0.0306  | 0.0229  | 470.8       | 0.437          | 0.261          |
| $^4G_{7/2}$ + $^2G_{g4}$ | 0.0711  | 0.2295  | 0.1279  | 556.0       | 1.965          | 1.953          |
| $^4G_{9/2}$ + $^2G_{g5}$ + $^2H_{11/2}$ | 0.9682 | 0.5873  | 0.0724  | 587.0       | 6.195          | 6.197          |
| $^4F_{S2}$ | 0.0009  | 0.0092  | 0.0406  | 686.0       | 0.251          | 0.270          |
| $^4F_{S3}$ + $^2S_{g2}$ | 0.0011  | 0.0431  | 0.6619  | 751.6       | 3.774          | 3.896          |
| $^4F_{S4}$ + $^2H_{g2}$ | 0.0101  | 0.2419  | 0.5178  | 809.3       | 4.151          | 3.985          |
| $^4F_{S5}$ | 0       | 0.2283  | 0.0554  | 887.2       | 1.134          | 1.304          |

Table 2. Polarization averaged absorption transition intensities in Nd$^{3+}$:Y$_2$SiO$_5$.

Using the determined Judd-Ofelt parameters, line strengths corresponding to transitions from the $^4F_{3/2}$ to the $^4I_{11/2}$, $^4I_{13/2}$, and $^4I_{15/2}$ manifolds can now be calculated. The calculated line strengths for these transitions as well as the measured $^4F_{3/2}$ to $^4I_{9/2}$ line strength are listed in Table 3. From these line strengths radiative transition rates can be calculated using the relation

$$A(j \rightarrow j') = \frac{64\pi^4 e^2}{3\hbar(2j + 1)\lambda^3} \frac{n(n^2 + 2)^2}{9} S(j \rightarrow j')$$ \quad (4)

These rates recorded in Table 3 predict a total radiative rate out of the $^4F_{3/2}$ level equal to 4438 s$^{-1}$ or a radiative lifetime for the meta-stable $^4F_{3/2}$ state of 225 µsec. Comparing this calculated value for the Nd$^{3+}$ $^4F_{3/2}$ radiative lifetime with our measured value of 214 µsec for the $^4F_{3/2}$ fluorescence lifetime implies a quantum efficiency of 0.95.

Knowing the radiative transition rates of the $^4F_{3/2}$ level down to the various $^4I$ levels, it is possible to calculate absolute emission cross sections from calibrated emission spectra using the relation,

$$\sigma_{j \rightarrow J}(\lambda) = A(j \rightarrow J) \frac{\lambda^4}{8\pi cn^2} g(\lambda)$$ \quad (5)

where $g(\lambda)$ is the normalized line shape function. Figure 5 details the orientationally resolved emission cross sections for both the $^4F_{3/2} - ^4I_{9/2}$ and $^4F_{3/2} - ^4I_{11/2}$ transitions.
### Table 3. Calculated transition rates in Nd³⁺:Y₂SiO₅

<table>
<thead>
<tr>
<th>Transition</th>
<th>( \tilde{\lambda} ) (nm)</th>
<th>( S_{\text{calc}} ) ((10^{-20} \text{ cm}^2))</th>
<th>( A(s^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^{4}F_{3/2} \rightarrow ^{4}I_{15/2} )</td>
<td>1830</td>
<td>0.157</td>
<td>24.4</td>
</tr>
<tr>
<td>( ^{4}F_{3/2} \rightarrow ^{4}I_{13/2} )</td>
<td>1330</td>
<td>1.17</td>
<td>474</td>
</tr>
<tr>
<td>( ^{4}F_{3/2} \rightarrow ^{4}I_{11/2} )</td>
<td>1050</td>
<td>2.90</td>
<td>2390</td>
</tr>
<tr>
<td>( ^{4}F_{3/2} \rightarrow ^{4}I_{9/2} ^* )</td>
<td>894</td>
<td>1.13</td>
<td>1550</td>
</tr>
</tbody>
</table>

*Measured not calculated

Figure 5(a). Stimulated emission cross sections of the \( ^{4}F_{3/2} \rightarrow ^{4}I_{9/2} \) and \( ^{4}F_{3/2} \rightarrow ^{4}I_{11/2} \) transitions of Nd³⁺:Y₂SiO₅ along the three principal axis of the optical indicatrix.

Figure 5(b). Emission cross sections of the \( ^{4}F_{3/2} \rightarrow ^{4}I_{9/2} \) transition in the region of interest for transmitters capable of accessing Cs ARFs. Here the three orientations are overlaid on each other. The wavelength of twice one of the Cs ARF's acceptance wavelengths occurs at 85% of the gain peak.
Nd$^{3+}$ $^4F_{3/2}$ - $^4I_{11/2}$ Gain Suppression

An important design consideration in Nd$^{3+}$ based GSD lasers and one pointed out by the data of Fig. 5 is standing off the competing $^4F_{3/2}$ - $^4I_{11/2}$ transition. In the case of Nd$^{3+}$:Y$_2$SiO$_5$, the peak $^4F_{3/2}$ - $^4I_{11/2}$ cross section is 5 times larger than the cross section of the desired $^4F_{3/2}$ - $^4I_{9/2}$ lasing transition. The response we have used to address this issue is to introduce a material in the laser cavity that selectively absorbs at 1.07 $\mu$m but is transparent at 912 nm. Our current laser design uses samarium scandium gallium garnet (SSGG) as the selective absorber. Figure 6 presents an absorption spectrum of this stoichiometric crystal which exhibits strong features near 1074 nm but is completely transparent at 912 nm.

![ASE suppression of Nd emission at 1.07 $\mu$m](image)

Sample thickness = 0.04 cm

Figure 6. Samarium scandium gallium garnet (SSGG) absorption spectrum.

912 nm Laser Demonstration and Modeling

Q-switched oscillator experiments have been performed to demonstrate the principles of GSD laser operation. In particular, these experiments were designed to demonstrate 912 nm extraction efficiency, the feasibility of using SSGG in the laser cavity to suppress the undesired gain of the Nd$^{3+}$ $^4F_{3/2}$ - $^4I_{11/2}$ transition, and finally to demonstrate closure with our laser performance computer modeling codes.

A schematic drawing of our Q-switched oscillator is shown in Fig. 7. The oscillator cavity was 100 cm long. the Nd$^{3+}$:Y$_2$SiO$_5$ laser sample was 7.1 cm long and doped with Nd$^{3+}$ at 0.9 x 10$^{19}$ cm$^{-3}$. The SSGG sample was 0.5 mm thick and had an insertion loss of approximately 4% at the 912 nm laser wavelength. The SSGG sample served the dual purpose of providing a polarization selective loss in the cavity for Q-switching and also suppressing the Nd$^{3+}$ $^4F_{3/2}$ - $^4I_{11/2}$ gain. The flat high reflector had a greater than 99% reflectance at 912 nm and a transmission of ~70% at 745 nm to allow the 745 nm pump beam to enter the cavity and longitudinally pump the laser sample. Two different output couplers were available with reflectances at 912 nm of either 70 or 80%.

![Schematic drawing of the Q-switched oscillator](image)

Figure 7. Schematic drawing of the Q-switched oscillator used in our laser demonstration experiments.
The boules from which our laser samples of Nd\textsuperscript{3+}:Y\textsubscript{2}SiO\textsubscript{5} were cut were grown with their boule axis 20° off the (010) direction, as shown in Fig. 8. Laser samples were then cut with their faces normal to the boule axis. In terms of the optical indicatrix, this means the axis of the laser samples used in our experiments were 20° away from the X-axis and tipped toward the Y-axis. With no polarization selective components in the cavity, 912 nm free lasing was always observed to occur with the electric field parallel to the Z-axis. For our particular orientation of the crystal, this is what one would expect based on the oriented emission cross section data of Fig. 5.

Figure 8. This sketch shows the orientation of our laser samples relative to the optical indicatrix of Y\textsubscript{2}SiO\textsubscript{5}. Laser samples were cut with their faces normal to the boule growth axis.

To model the excitation of the laser sample during the application of the bleach wave pump pulse, the following equations were used in generating our bleach-wave pump-pulse propagation code,

\[
\frac{\partial n_{F_{3/2}}(x, t)}{\partial t} = \frac{\sigma_p}{\hbar \nu_p} I_p(x, t) [n_{Nd} - n_{F_{3/2}}(x, t)] - \frac{1}{\tau_F} n_{F_{3/2}}(x, t) - \Gamma_{Auger} n_{F_{3/2}}^2(x, t)
\]

\[
\frac{1}{c} \frac{\partial I_p(x, t)}{\partial t} + \frac{\partial I_p(x, t)}{\partial x} = -\sigma_p I_p(x, t) [n_{Nd} - n_{F_{3/2}}(x, t)]
\]

where:

- \(n_{Nd}\) is the Nd\textsuperscript{3+} number density
- \(n_{F_{3/2}}(x, t)\) is the local Nd\textsuperscript{3+} excited state number density
- \(\sigma_p\) is the absorption cross section seen by the pump wave
- \(\hbar \nu_p\) is the energy of a pump photon
- \(I_p(x, t)\) is the local pump wave intensity
- \(\tau_F\) is the Nd\textsuperscript{3+} \(F_{3/2}\) fluorescence lifetime
- \(\Gamma_{Auger}\) is the Auger decay rate and included because of the high excitation levels required for laser operation

Figure 9 shows predictions made by our pump pulse propagation code along with the results of experimental measurements. Figure 9a shows the time resolved excited state fraction that our code predicts will result from the application of the displayed 745 nm excitation pulse. Overlaid with this prediction is the experimentally measured \(F_{3/2}\) fluorescence decay signature that was measured by monitoring \(F_{3/2} \rightarrow F_{11/2}\) fluorescence at 1074 nm during and after a shot of the exciting alexandrite laser. The excellent agreement between the shapes of the predicted excited state fraction and the measured \(F_{3/2}\) fluorescence signature which should follow the excited state fraction are a strong indication that our code is correctly modeling the physics of the excitation process. As a further check of the code's validity, Fig. 9b displays the predicted time resolved excited state fraction and a plot of the natural log of the
experimentally measured small signal gain at 912 nm. The small signal 912 nm gain was measured during and after an alexandrite shot using a 912 nm probe beam generated by a Ti-sapphire laser. The natural log of this small signal gain should follow the transient excited state fraction. Again, the excellent agreement between measurement and code prediction gives us confidence in the code's validity.

A series of computer codes have also been written to model the 912 nm energy extraction of the laser. The starting point for generating these laser performance codes is the laser rate equations. In this analysis we assume that intra-manifold relaxation occurs on a time scale much shorter than any inter-manifold processes. This means the various manifolds involved in the lasing process will remain in thermal equilibrium throughout the generation of an output pulse. Of particular importance to our rate equation analysis will be the fractional thermal population of the \(^{4}F_{3/2}\) and \(^{9/2}\) manifolds that lie in the laser initial and final crystal field states. Figure 1 shows detailed Stark splittings of the Nd\(^{3+}\):Y\(_{2}\)SiO\(_{5}\) \(^{4}F_{3/2}\) and \(^{9/2}\) manifolds for both types of cationic sites that Nd can occupy as reported by Tkachuk, et al.\(^4\) The fractional thermal population of the \(^{4}F_{3/2}\) manifold located in crystal field level that serves as our initial laser level is given by the Boltzmann occupation factor as

\[
    f_b = \frac{e^{E_b/kT}}{\sum_i e^{E_i/kT}}
\]

(All crystal levels in the \(^{4}F_{3/2}\) manifold)

where we have neglected the degeneracies of the various crystal field states as they are all doubly degenerate. Using the splittings in Fig. 1, the value of \(f_b\) is calculated to be 0.70. A similar calculation for \(f_a\), the Boltzmann occupation factor of the terminal laser level, gives 0.078. The rate equations appropriate for our laser now take the form

\[
\begin{align*}
    \frac{d\phi}{dt} &= \phi \left[ \sigma \ell \left( n_b - n_a \right) \cdot \delta \right] / t_n \\
    \frac{dn_b}{dt} &= -f_b(n_b - n_a) \cos \phi \\
    \frac{dn_a}{dt} &= f_a(n_b - n_a) \cos \phi
\end{align*}
\]

where \(\phi\) is the cavity photon density, \(n_a\) and \(n_b\) are the final and initial crystal field level population densities, respectively, \(\ell\) is the sample length, \(\ell'\) is the cavity length, \(\delta\) is the fractional round trip cavity loss given by \(-\ln(T^2 R_{OC})\), \(t_r\) is the round trip cavity time and given by \(2\ell' / c\), and \(\sigma\) is the actual spectroscopic cross section of the laser transition. This last distinction is an important one as the emission cross sections derived from our previous Judd-Ofelt analysis were effective cross sections and \(\sigma_{\text{eff}} = \sigma_0\).
As a check on the validity of the performance codes we have written, a comparison of code predictions and experimentally measured laser performance has been made. The laser cavity shown in Fig. 7 was pumped by an alexandrite laser at 745 nm. The effective absorption cross section seen by the pump laser was $3.2 \times 10^{-20}$ cm$^2$ (see Fig. 4). To optimize the 912 nm performance of the laser, an analysis was made to determine what spot size the pump should have at the sample for a given fixed amount of pump energy to maximize the 912 nm Q-switched output energy. The tradeoff here is between the pump induced excited state fraction in the sample at the time the Q-switch is opened and the total volume of sample excited by the pump. The results of this analysis are shown in the map of Fig. 10 where the sample length and the diameter of the pump excited region at the sample are varied and for each possible combination the output 912 nm energy of the laser is calculated. For the particular map shown in Fig. 10, the output coupler was assumed to be 70% reflective at 912 nm, the one-way cavity transmission was fixed at 0.9, and the pump was assumed to be capable of delivering 4.5 Joules at the input side of the laser sample. The output energy represented by the contours increases going toward the top center of the plot, and for our particular sample length of 7.1 cm the optimum pump geometry occurs when the pump fluence is adjusted to be 25 J/cm$^2$ and is not very sensitive in the range between 20 and 30 J/cm$^2$. Taking the pump sat fluences as $h\nu_p/\sigma_p = 8.4$ J/cm$^2$ means the optimum pump configuration corresponds to pumping between 2.5 and 3.5 sat fluences.

Laser performance measurements were made using a pump fluence of 21.2 J/cm$^2$. Figure 11 shows the measured temporal profile of the alexandrite laser used in our experiments together with the calculated excited state fraction induced by the pump excitation pulse. The Q-switch was opened at the time the excited state fraction was at its maximum value – the time of peak inversion. As a measure of the efficiency with which energy was extracted from the sample during the Q-switched pulse, the population in the $4F_{3/2}$ level was tracked by monitoring the $4F_{3/2} - 4I_{11/2}$ fluorescence at 1074 nm. A scope trace of this fluorescence signal is shown in Fig. 12a and demonstrates the operation of the laser at an internal extraction efficiency of 70%. For this particular measurement, the output coupler reflectivity was 0.8 at 912 nm and the cavity transmission was estimated at 0.86 using a 912 nm probe beam. Figure 12b shows the internal extraction efficiency predicted by our laser modeling code as a function of cavity transmission and parameterized by the excited state fraction just prior to opening the Q-switch. At our estimated cavity transmission of 0.86 and excited state fraction of 0.63 (see Fig. 11), the projected internal extraction efficiency of the laser is 0.7, in excellent agreement with the results of our measurements.

Figure 10. Optimization map in which contours of constant 912 nm Q-switched output energy are plotted against sample length and the diameter of the pump excited region at the sample. For this particular map, it was assumed the output coupler was 70% reflective, the one-way cavity transmission was 0.9, and the pump laser was capable of delivering 4.5 J of 745 nm energy to the input side of the sample.

Figure 11. Temporal profile of the 745 nm alexandrite laser excitation pulse used in our experiments. The solid line shows the calculated excited state fraction induced by the excitation pulse in the laser sample for an assumed input pump fluence of 21.2 J/cm$^2$ (2.5 x $I_{sat}$).
In addition to validating the operating principles of the GSD laser and demonstrating the effectiveness of using SGG in the cavity to standoff the 1074 nm gain, the foregoing measurements demonstrate the efficiencies that can be reasonably obtained with such lasers. The limiting factor in the operation of our present laser is scatter losses at the sample interface due to a degradation in the AR coatings on the Nd\textsuperscript{3+}:Y\textsubscript{2}SiO\textsubscript{5} sample with laser operation. This problem has been successfully addressed at the crystal growth stage using the REPTILE laser damage facility at LLNL to assess crystal quality. At present, selected samples of Nd\textsuperscript{3+}:Y\textsubscript{2}SiO\textsubscript{5} have bulk and AR sol-gel (A\textsubscript{2}OOF\textsubscript{2}) coated surface damage thresholds of 40 J/cm\textsuperscript{2} for 10 nsec, 10 Hz, 1.06 \mu m test pulses. This damage threshold is adequate for the foreseen operational envelope of the present GSD laser as the sat fluence at 912 nm is -9 J/cm\textsuperscript{2}.

Because of the modest values of cavity transmission achieved in our present laser, we have found we can increase the output energy per pulse by using a higher transmission output coupler. Figure 13a shows the time resolved Q-switched output pulse as measured by a fast photodetector for an output coupler reflectivity of 0.7 at 912 nm. At this operating point, the output energy per pulse was measured to be 375 mJ and the sample was lased over an area having a diameter of 0.42 cm (area = .14 cm\textsuperscript{2}). The sample was being excited by the same 21.2 J/cm\textsuperscript{2} alexandrite pulse depicted in Fig. 11 and so the excited state fraction as predicted by the pump pulse propagation code is 0.63. Knowing the laser cavity transmission is 0.86, a self-consistent check of the laser operation was made to experimentally determine the excited state fraction present in the sample just prior to the opening of the Q-switch. By measuring the initial risetime of the laser pulse when plotted on a semi-log scale, the initial excited state fraction can be determined. This is easiest to see by making a slight rearrangement in Eq. (8a)

\[
\text{slope} = \frac{\alpha}{\phi} = \frac{\sigma}{\varepsilon} (n_b - n_a) - \frac{\delta}{t_n}
\]

This method relies on measuring the slope before the building laser pulse has had a chance to significantly deplete the \textsuperscript{4}F\textsubscript{3/2} excited state. Figure 13b takes the same pulse displayed in Fig. 13a and plots it in a semi-log scale. Fitting a line to the initial rising part of the pulse gives a slope of 0.049/nsec, which together with Eq. (9) leads to an excited state fraction of 0.60. Again this value is in good agreement with the pump pulse propagation code prediction of 0.63.

Figure 14 plots our laser performance code prediction for the external extraction efficiency as a function of output coupler reflectivity and parameterized by the excited state fraction just prior to Q-switching. The cavity transmission was set at 0.86 in this calculation, leading to a predicted external extraction efficiency of 0.30 for a 70% reflective output coupler and an initial excited state fraction of 0.60. For our 7.1 cm long sample doped with Nd\textsuperscript{3+} at 0.9 x 10\textsuperscript{19} cm\textsuperscript{-3} and

Figure 12(a). 1074 nm fluorescence trace showing the operation of the GSD laser at an internal extraction efficiency of 70%.

Figure 12(b). The predictions of our laser performance code for the internal extraction efficiency of the GSD laser as a function of the one-way cavity transmission and parameterized by the excited state fraction just prior to the opening of the Q-switch. The operation point of the laser for the measurement in (a) is as indicated. The contours of constant excited state fraction start at 1.0 on the left and decrement by 0.1 going to the right.
lased over an area of .14 cm², the stored 912 energy in the active laser volume just prior to Q-switching is 1.18 Joules. The performance code prediction of 0.3 for the external extraction efficiency then implies the output energy should be 353 mJ, which is in good agreement with our measured value of 375 mJ.

Figure 13(a). Time resolved 912 nm Q-switched output pulse from the GSD laser. The output coupler used had a 912 nm reflectivity of 0.7 and the measured output energy was 375 mJ/pulse.

Figure 13(b). The same experimentally measured pulse of (a) but plotted on a semi-log scale. Fitting a straight line to the initial rise of the pulse leads to a slope of 0.049/nsec.

Harmonic Generation

Doubling of the 912 nm output of the laser has been accomplished using an A-cut crystal of KNbO₃. For this orientation of crystal, efficient non-critically phase matched harmonic generation can be accomplished using fundamental light polarized parallel to the KNbO₃ B-axis and propagating along the A-axis with the crystal held at approximately 135°C. Figure 15 shows a map of doubling efficiency (taken from Ref. 14) as a function of the input beams dephasing parameter and drive,

\[ \eta_0 = C^2 I L^2 \text{(drive)} \]

\[ \delta = \frac{1}{2} \Delta k l \text{(dephasing)} \]

where

\[ C = 5.46 d_{eff} \left( \frac{pm}{v} \right) \frac{1}{\lambda_1 (n_1 n_2 n_3)^2} \]

Because of the large nonlinear optical coefficient of KNbO₃ used for this doubling geometry \( [d_{32} = 19.7 \text{ pm/v}] \), modest values of input laser intensity give sufficiently large drives to achieve good doubling efficiencies even with high order multi-transverse mode beams. To date the best doubling efficiencies we have observed has been in a KNbO₃ crystal supplied by Virgo Optics and having an input aperture of 5 mm x 5 mm and a length of 15 mm. Using an input 912 nm pulse with an average intensity of 7 MW/cm² and a beam divergence of 9 mrad (FW), making it 5 times diffraction limited, we have achieved conversion efficiencies of 25%. We estimate the drive of this beam to be 18 and the dephasing parameter to be approximately 0.9, putting us in the fringe area of the secondary lobe on the doubling efficiency map of Fig. 15. From the map it is clear that we can increase our doubling efficiency to values of 50-60% without any improvement in beam quality by either increasing the drive from its present value of 18 to 24 or by decreasing it to 3. This work is currently in progress.
Figure 14. Our laser performance code prediction for the external extraction efficiency of the GSD laser as a function of the output reflectivity and parameterized by the excited state fraction just prior to the opening of the Q-switch. The operating point of the laser for the operating point depicted in Figure 13 is as indicated. The contours of constant excited state fraction start at 1.0 on the left and decrement by 0.1 going right.

Figure 15. Contour plot of the conversion efficiency $\eta$ as a function of the (dimensionless) drive $C$ and the dephasing $(1/2)\Delta k\ell$. The line of zeros between the first and second lobes follows the approximate curve $\delta = \delta_0 1/2 \exp(-\eta_0 1/2)$. Conversion using the first lobe becomes increasingly sensitive to detuning at higher drive. Taken from Reference 14.

Conclusion

A spectroscopic evaluation of Nd$^{3+}$ in the biaxial crystal yttrium orthosilicate has been performed. Using the Judd-Ofelt theory to analyze optical line strengths measured in absorption, we have extracted radiative rates for transitions from the Nd$^{3+}$ $4F_{3/2}$ manifold to the various $4I$ manifolds and emission cross sections for the $4F_{3/2} - 4I_{9/2}$ and $4F_{3/2} - 4I_{15/2}$ transitions. The $4F_{3/2} - 4I_{9/2}$ transition is of particular interest to laser communication programs using receivers based on the Cs atomic resonance filter because of the fortuitous Stark structure of Nd$^{3+}$ in Y$_2$SiO$_5$ giving rise to a peak in the emission spectrum near twice one of the filter's acceptance wavelengths. In connection with this we have also measured optical absorption spectra that will be of interest to experimenters wanting to laser pump this material. We have demonstrated for Nd$^{3+}$:Y$_2$SiO$_5$ that instead of the polarization and direction averaging strictly required for the application of the Judd-Ofelt technique, it suffices to average over the three principal directions of the optical indicatrix as evidenced by the good agreement (4.8%) between measured and calculated line strengths used in the fitting procedure. The advantage of being able to do this lies largely in the experimental simplicity that ensues from being able to use a single oriented rectangular sample for all measurements.

GSD laser operation has been demonstrated on the Nd$^{3+}$ $4F_{3/2} - 4I_{9/2}$ transition at the lasing wavelength of 912 nm. The physics of the bleach wave excitation process and the 912 nm Q-switched energy extraction process have been modeled in a series of computer codes that accurately predict the performance of the actual laser. SSGG has been demonstrated as an effective gain suppressor of the unwanted and competing Nd$^{3+}$ $4F_{3/2} - 4I_{15/2}$ transition at 1074 nm which has a cross section 5 times larger than the lased 912 nm transition. Additionally, the level of efficiency that one can reasonably expect from GSD lasers has been demonstrated in our energy extraction measurements that have documented internal extraction efficiencies as high as 70%. Finally, doubling efficiencies of 25% have been demonstrated using KNbO$_3$ in a non-critically phase matched geometry. Because of the large nonlinear optical coefficient of KNbO$_3$ and the non-critical phase matched geometry used, the doubling is forgiving of beam quality and allows efficiencies of 50-60% for our present 5 times diffraction limited laser at modest laser intensity levels.
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CW-FREQUENCY-DOUBLED ND:YAG LASER WITH HIGH EFFICIENCY
W. Rupp, P. Greve
Carl Zeiss, Laser-Flab
P.O. Box 1369, D-7082 Oberkochen, West Germany

Abstract
A cw intracavity frequency-doubled Nd:YAG laser has reached an overall efficiency of about 3 %: nearly 15 W multimode output at 532 nm was achieved. KTP was used within a folded cavity.

1. Introduction
For many applications, especially in the medical field it is most desirable to have a high power cw green laser with good conversion efficiency. Argon lasers in this respect are limited to approximately 1 %, that means one can achieve about 4-5 W output power at a wavelength of 514 nm from 4-5 kW electrical plug-in power. We therefore evaluated the possibilities of frequency doubled Nd:YAG lasers in pure continuous wave operation.

2. Experimental setup
The experiments are done with a twice folded resonator and an intracavity second harmonic generator. The principle setup is shown in Fig. 1.

Fig. 1: Folded resonator for intracavity SHG
The pump cavity (R) includes a Nd:YAG laser rod (4 x 83 mm) and 2 arc lamps with 2500 W electrical input power each. The resonator is closed up by the mirrors M1 and M5 for the fundamental and the second harmonic radiation. The two folding mirrors M2 and M4 are highly reflective for the fundamental wave. The mirror M2 is dichroitic and transmits the second harmonic radiation, which couples out here. Moving out this mirror a separate resonator between mirrors M1 and M3 is built up, so that the fundamental wave is coupled out through the partial reflective mirror M2. Mirror M6 and the following beam splitter allow for adjustment and coaxiality of fundamental and second harmonic radiation.

The nonlinear crystal is placed within the cavity and the radiation is focused into this crystal by means of an optical system with focal length f and the rear resonator mirror M5. For our experiments we used different nonlinear crystals (KTP, BBO and LiJO3). As described elsewhere, only the results with KTP have been promising so far for Nd:YAG lasers. The parameters of the KTP crystal are given in Table 1. It has the highest nonlinear coefficient and the greatest acceptance angle. The walk off angle is very small. Therefore a good focusing with high apertures and small focus diameter within the resonator is possible.

Table 1: Properties of potassium titanyl phosphate (KTP)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase matching angle (Type II)</td>
<td>25°</td>
</tr>
<tr>
<td>Walk-off angle</td>
<td>0.06°</td>
</tr>
<tr>
<td>Effective nonlinear coefficient</td>
<td>6x10^-23 As/V^2</td>
</tr>
</tbody>
</table>
The dimensions of the crystal are 3 x 3 x 5 mm$^3$, the focus diameter within the crystal is about 30 μm. The main design features of the resonator have been to avoid internal resonator losses as far as possible by developing good coatings for the optical surfaces and to achieve a high quality focus within the nonlinear crystal for high field intensities. The last feature was accomplished by resonator calculations including thermal effects in the laser rod.

An example for the coatings is given in Fig. 2. Both sides of the KTP crystal are coated with a two wavelength AR-coating. For both wavelengths and both sides the rest reflectivity is below 0.05%.

![Fig. 2: Anti-reflection coatings on KTP](image)

3. Experimental results

The output power at 532 nm as a function of the electrical input power is given in Fig. 3.

![Fig. 3: Output power with KTP](image)
One can reach about 14 W green power at 5 KW electrical plug-in power. This gives an efficiency of 2.8 %. The output power is adjustable by means of the input power in some range. Full adjustment cannot be made because of the thermal lensing of the laser rod which differs for different input powers. Therefore the resonator is not optimized for all pumping conditions.

The beam radius (532 nm) as a function of the distance from the outcoupling mirror is shown in Fig. 4.

![Beam radius of the SHG-beam](image)

Fig. 4: Beam radius of the SHG-beam

Without an aperture within the resonator the diameter (1/e² - points) at the outcoupling mirror is about 1.8 mm, the half angle divergence in this case 2.5 mrad. Using a 3 mm aperture within the resonator the beam diameter at the outcoupling mirror is only slightly smaller but the beam divergence reduces to 1.8 mrad. These values have been measured with an electrical pump power of 3.9 KW.

The nonlinear process within the KTP crystal exhibits some temperature dependence. Theoretically it can be calculated by the following equation:

\[
\Delta T = \frac{0.44 \cdot \lambda}{1 \cdot \frac{dn}{dT}} \quad \text{with} \quad \frac{dn}{dT} = 1.9 \times 10^{-9} \quad 1/°\text{C} \tag{1}
\]

For our conditions the so-called full width half maximum temperature (FWHM)ΔT, that means the temperature for which the output power has dropped to 50 % can be calculated to 50 °C. Experimental verification can be done by mounting the nonlinear crystal into a copper block which can be temperature stabilized by means of an external cooler/heater system.

Fig. 5 shows the experimental results for different temperatures. The experimental FWHM-temperature is measured to 52 °C in good accordance with the theoretical value.

The green radiation (532 nm) has some overlay by the fundamental wave. This is measured using dichroitic filters and the result is given in Fig. 6. For green output powers from 1 to 10 W the fundamental wave power is in the range of 0.2 %, that means maximum 20 mW at 10 W green.
Due to the nonlinear process the polarization of the second harmonic wave is quite high. Fig. 7 gives the degree of polarization as a function of the output power: from 2 to 10 W (532 nm) it is greater than 95%.
4. Summary

In summary we have developed a laser system which can produce up to 14 W cw green power at 532 nm in multimode operation. Preliminary specifications are given in Table 2. The electrical input power for the system is between 3 and 5 kW. Therefore the system exhibits an overall efficiency close to 3%, which is almost a factor of 3 higher than for conventional argon laser systems.

Table 2: Preliminary specifications

<table>
<thead>
<tr>
<th></th>
<th>1064 nm</th>
<th>532 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>max. cw power</td>
<td>W</td>
<td></td>
</tr>
<tr>
<td>beam diameter</td>
<td>mm</td>
<td>3</td>
</tr>
<tr>
<td>beam divergence</td>
<td>mrad</td>
<td>4.5</td>
</tr>
<tr>
<td>polarization (linear)</td>
<td></td>
<td>unpolarized, 95%</td>
</tr>
<tr>
<td>portion of 1064 in 532-radiation</td>
<td></td>
<td>0.2%</td>
</tr>
<tr>
<td>laser head weight</td>
<td>kg</td>
<td>10</td>
</tr>
<tr>
<td>laser head size</td>
<td>cm</td>
<td>13 x 13 x 92</td>
</tr>
<tr>
<td>typical electrical input power</td>
<td>kW</td>
<td>3 ... 5</td>
</tr>
</tbody>
</table>

5. References

5J Phase Conjugate Nd:Glass Slab Laser
With Nearly Diffraction Limited Output

Metin S. Mangir and David A. Rockwell
Optical Physics Department
Hughes Research Laboratories
Malibu, California 90265

Abstract

We built a Q-switched Nd:YLF/Nd:Glass phase-conjugate laser producing 5J/pulse at 1μm and 2.5J/pulse at 0.5μm with 1.5 times diffraction limited beam quality at 1Hz. We use slabs with a straight-through beam path and correct thermally induced aberrations with SBS phase conjugation.

We describe a phase-conjugate Nd:glass laser we designed and built which reliably produces ~5 J at 1.053 μm, and 2.5 J at 526.5 nm operating either continuously at 1 Hz, or at 5Hz with 20 % duty cycle. Based on the location of the first nulls in the far-field energy distribution shown in Figure 1, we estimate the green beam to be ~1.5 times diffraction limited. While a slab geometry is being utilized to minimize the thermally induced medium distortion and aberrations of the laser medium, many features of the design, notably the use of phase conjugation with a straight-through beam path parallel to the slab axis, represent significant departures from designs incorporating zig-zag beam paths.

We have chosen this unconventional slab path to avoid many engineering challenges encountered in practical zig-zag slabs. Although the zig-zag path in an ideal slab cleverly solves the thermally induced focusing, its practical realization has proven to be difficult. The requirements for very high quality optical finishes over large surface areas and tight dimensional tolerances make it expensive to produce. It is highly susceptible to parasitic oscillations. Efficient utilization of the pumped volume is not always possible due to the internal reflection angle dictated by the index difference between the laser and coolant media. Due to non ideality of the slab there are additional problems, such as surface degradation due to coolant corrosion, residual aberrations due to slab end effects, mechanical difficulty in holding the slab and sealing the coolant without interfering with the beam path, and susceptibility to beam wander due to slab bending. In the past dozen years, these problems have been addressed and ways to minimize them have been found, albeit difficult to implement. The disadvantage of our design is that the strong thermal focusing in Nd:glass has to be dealt with. As will explained later, with the optimum choice of glass host, focusing can be minimized, and even more complicated distortions can be mostly corrected with phase conjugation.

The phase-conjugate Nd:glass MOPA configuration is shown schematically in Figure 2. The output of dye Q-switched, 40 ns long single longitudinal mode (SLM), TEM00 Nd:YLF oscillator double passes a Nd:YLF preamplifier, and produces a 15 mJ pulse. After a Faraday rotator, the beam passes through a combination of spherical and cylindrical lenses to produce a beam with an elliptical cross-section that fits better the rectangular aperture of the slab amplifiers. Then the s-polarized beam is reflected from a Brewster plate to drive the neodymium-doped phosphate glass amplifiers. The 2 cm wide beam path is folded in the 5 cm wide slabs, permitting two gain passes through the amplifiers before reaching the SBS phase conjugate mirror (PCM). The phase conjugate beam undergoes two more gain passes on the way out. A 90° phase matched, temperature-tuned (82.3°C) CD*A frequency doubling crystal (0.8x3x2.5 cm3) placed on the output beam just before the Brewster plate converts about 50% of the 1.053 μm output to 526.5 nm, which is polarized perpendicular to the 1 μm light so that it passes through the Brewster plate with no loss. Most (>50 %) of the residual 1.05 μm radiation also passes through the Brewster plate; approximately 20% is reflected back toward the preamp, but it is stopped by the optically-induced gas breakdown plasma shutter and Faraday isolator.

The 0.5x5x22 cm3 slabs are pumped on each side by two 0.8 cm dia., 15 cm long xenon flashlamps, in a diffuse cavity coated with barium sulfate. They are held in place by simple o-ring seals. The slabs are water cooled on their large surfaces. We use LG-760 glass with 2.8x1028 ions/cm3 neodymium doping from Schott, which has far less thermal focusing in a straight-through slab geometry compared to LG-5 glass from Hoya, although
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its thermo-mechanical properties are not as good. For an uniformly pumped LG-760 slab with straight-through beam path, the thermal focussing coefficient, $\alpha$, is zero, because stress-optical and thermo-optical (dn/dT) effects cancel each other. But due to slab end effects, there is some thermally induced focussing in the slabs. The thermal lensing is managed by placing the two slabs two thermal focal lengths apart. This was one reason we chose an amplifier design with two slabs in series. In fact, this focusing automatically incorporates imaging of slabs onto each other (in one plane), thus lessening the diffractive propagation losses in the amplifier. Phase conjugation corrects for residual aberrations.

With 250 J input, the energy storage efficiency $\eta_{st}$ was 3.9%. At 500 J input (our operating point), $\eta_{st}$ was reduced to 3.3% ($\epsilon_{st} = 0.42$ J/cm$^3$) mostly due to increased amplified spontaneous emission (ASE) inside each slab. We ascertained that if the two slabs are kept more than 80 cm apart, as we are doing, there is no increased ASE from coupling of the two glass slab amplifiers despite the large (n200) single-pass small-signal gain in the amplifier chain. Due to the low optical density along the 0.5 cm thickness of each slab, the measured gain has only 20% difference between the center and the pumped surfaces. Along the 5cm width of the slabs, the gain is uniform in the central 4 cm section. The gain nonuniformity of ~20% in the 0.5 cm zone near the edges on either side is not important, since we do not use these portions of the slabs. Because of the edge effects, these portions would cause strong depolarization and impose complicated aberrations on the beam, even with a zig-zag design.

One advantage of the straight-through pass of the slabs is that the large side surfaces need not be polished; thus parasitic oscillations are minimized, and surface degradation due to water exposure is not a problem.

We have pumped the slabs at full input power at 10 Hz, without lasing, indicating that stress-induced fracture damage would not prevent 10 Hz operation. This fact is consistent with our calculations of heat and stress generated in the slabs. The heat generated per unit volume, $P_H$, is given by $\epsilon_t \chi f$, where $\epsilon_t$ is the energy storage density, $\chi$ is the normalised heating parameter, and $f$ is the repetition rate. Earlier we had measured $\chi$ to be about 2 for flashlamp pumped Nd:phosphate glasses. Thus, for $\epsilon_t=0.45$ J/cm$^3$ and $f=10$ Hz, $P_H$ is ~3W/cm$^3$. Then the calculated thermally induced stresses, $\sigma$, at the slab surfaces are about 28 MPa, for the 0.5 cm thick LG-760 glass slab. Given this value of $\sigma$, we estimate the fracture probability of our 0.5x5x22 cm$^3$ slabs to be much less than 1%, using the typical fracture parameters available for LG-5 glass samples.

It is possible to obtain up to 10 J from this laser, since more than 30 J is stored in the slab amplifiers. At the moment, the output energy of the laser is limited to 5 J at 1 $\mu$m by the available oscillator energy.

REFERENCES
FIGURE 1. Contour plot of the far-field energy distribution at 0.5μm. The apparent asymmetry between the vertical and horizontal directions are due to the program that prints the TV image. The corresponding width of an ideal diffraction limited beam is also shown for comparison.

Depletion mode pumping of solid state lasers is a new concept which offers features that are of interest for many practical applications. In this paper we will discuss the physical properties and mechanisms that set the design requirements, present model calculations for a practical laser design, and discuss the results of recent experiments.

1. Introduction

The development of highly efficient lasers such as Chromium doped materials and semiconductor lasers makes it practical to consider lasers which are pumped by other lasers. Flashlamp pumped Alexandrite or LiCAF can be 5% to 10% efficient which is interesting for many applications, while semiconductor lasers can be greater than 40% efficient.

Both the Chromium doped lasers as well as the semiconductor lasers can be configured so as to produce pump sources with intensities greater than $10^5$ watts/cm² which is sufficient to saturate pump transitions in Nd and other rare earth ions, thereby inverting a large fraction of the population. This opens up possibilities for new wavelengths, and increased performance levels in terms of efficiency, beam quality, and average power performance.

For example, one wavelength of particular interest is 911 nm or 919 nm which could be frequency doubled to match up with the cesium atomic resonance for undersea communications applications. The .9 um regime is also interesting for active sensor applications since it is compatible with high gain, low noise, negative electron affinity photocathode detectors.

Apart from the new wavelengths that are enabled there are other performance advantages to lasing back to the ground state. It lowers the amount of heat deposited in the host during operation for lower thermal distortion. Also, by bleaching the medium, the gain is uniform and therefore the thermal source distribution is uniform, both of which are desirable for maintaining good wavefront control at high average power and high peak power.

Depletion mode pumping also provides architectural options to the more conventional transverse pumping which is popular for high average power lasers but which puts constraints on slab thickness and doping densities which are awkward to handle in the presence of other design considerations. For example, depletion mode pumping allows the use of thinner slabs for better thermal control without causing undesirable thermal gradients, as in the case of conventional end pumping, which limit the average power capability of the laser.

In what follows we will first go thru the basic principles of depletion mode pumping, and outline the general design considerations. Then several models will be described which have been developed for projecting performance of depletion mode pumped, ground state lasers. We have also made several experiments to validate performance models and examine the design space.

Primarily, the work we have done has been with Nd doped into various oxides and fluorides, however, the principles and scaling apply as well to other rare earth ions such as Tm, Ho, Er, Yt and these systems are also interesting for many practical applications.

2. Basic principles, characteristics, and scaling laws

The basic principles of operation, characteristics, and scaling laws have been worked out by Bill Krupke and Lloyd Chase and in ref. 1 they discussed the relationships between cross sections, storage lifetimes, pumping intensities, and how efficiency, and inversion uniformity are related to spectroscopic and configurational parameters.
In summary, if the figures of merit for the system are high efficiency and good beam quality, then the laser design is pushed into the regime where the optical thickness at the pump wavelength is as large as possible, limited by only by parasitics, amplified spontaneous emission, or damage. This provides the best utilization of the pump energy, the highest inversion fractions for good extraction efficiency, and the highest gain uniformity for good beam quality. Typically optimized designs are characterized by low doping density, usually around $10^{-9}$/cm$^2$ which means that the stored energy density and the specific gain are very similar to conventional rare earth doped solid state lasers. Also, since the level of gain depends on the level of inversion to varying degrees depending on the spectroscopic details, they operate at high inversion fractions, typically greater than 50%, and pump intensities typically 5 or 10 times saturation intensity.

$$\Phi_{\text{pump}} = (5 - 10) \left( \frac{\hbar \nu p}{\sigma_a \tau_f} \right) \text{ (W/cm}^2\text{)}$$

where $\hbar \nu p = $ energy of pump photon (Joules)

$\sigma_a =$ absorption cross section (cm$^2$)

and $\tau_f =$ fluorescence lifetime (sec)

Fig. 1 shows a sequence of times during the pump pulse which illustrates how the optical field, and inversion fraction evolve and form a bleach wave that propagates thru the medium. At early times when the integrated flux is well below the saturation fluence, the intensity falls off exponentially as a function of distance and the excited state density also falls off exponentially. At this stage the situation is similar to flash lamp pumping after 20 microseconds

Nd = 2.0 x $10^{19}$

$\sigma_a = 6.0 \times 10^{-20}$ cm$^2$

$\Gamma_{\text{sat}} = 6.6$ J/cm$^2$

$\Gamma_{\text{total}} = 10 \Gamma_{\text{sat}}$

after 50 microseconds

after 150 microseconds

after 200 microseconds

Fig. 1 Sequence of snapshots showing the time evolution of the pump intensity, and the inversion fraction under depletion mode pumping conditions.
At later times a wavefront is forming, leaving behind a bleached medium. The excited state density tracks the pump intensity very closely. The velocity of the wavefront is:

\[ V = \left( \frac{\Phi}{\hbar \nu_p} \right) N_0 \]

where \( N_0 \) = doping density

The pump intensity has to be sufficient to bleach thru the material in a time less than the fluorescent lifetime. The transition region is inversely proportional to the optical thickness, and generally the smaller this transition region is compared to the total length, the more efficient the laser will be.

There are also spectroscopic properties that are important to note in selecting a host for optimum performance. First of all there has to be sufficient stimulated emission cross section, as in any solid state laser, so that energy can be extracted without damaging the material. Typically, the intercavity fluence will be several times the saturation fluence of the laser transition:

\[ \Gamma = (1 - 2) \left( \frac{\hbar \nu_l}{\sigma_e} \right) \]

where \( \hbar \nu_l \) = energy of a laser photon
and \( \sigma_e \) = stimulated emission cross section

If there is more than one mode lasing, there can be local intensity peaks several times larger than the average, so, for typical strong materials the cross section for emission should be greater than \( 2 \times 10^{-22} \) cm\(^2\).

Another important consideration is competing gain on other transitions. This is particularly a concern in Nd because the gain at 1.06 um is typically many times larger than it is at 0.9 um, so a desirable host would have less competition on other lines. There are ways of dealing with gain competition, one can either selectively absorb at the wavelength of the competing line, and that is a technique that we have used successfully, alternatively, dichroic coatings can be used to put a high loss in the cavity for competing lines.

Finally, because the lower level does fill back up during lasing, it’s important for efficient, room temperature operation, that the lower laser level be several kT above the ground state.

![Fig. 2 Fluorescence spectra of two Nd doped oxides which illustrate the desirable and undesirable characteristics for depletion mode pumped ground state laser.](image)
To illustrate these two points fig. 2 shows two emission spectra which illustrate a good candidate, and a poor candidate. In the scandium orthosilicate the gain to the 4I_{1/2} manifold is spread out over several lines while the 9/2 manifold shows a fairly strong feature at about 500 cm\(^{-1}\) above the ground state. On this basis, Sc\(_2\)Si\(_2\)O\(_7\) is an interesting candidate. On the other hand, the LiYO\(_2\) has a single dominate feature in the 11/2 manifold while the strongest feature in the 9/2 manifold is only about 200 cm\(^{-1}\) above the ground state and so its thermal population at room temperature is fairly high. Because of this LiYO\(_2\) is not a desirable candidate.

3. Depletion mode pumping: Modeling and Experiments

Next we will describe the modeling and experiments that we have done to characterize the pump dynamics and to demonstrate the utility of this kind of laser and to validate performance against model calculations. The equations that describe the excited state population and the pump intensity are as follows:

\[
\begin{aligned}
\frac{\partial}{\partial t} N^*(x,t) &= \frac{\Phi(x,t)}{\Phi_{\text{sat}} \tau_f} [N_0 - N^*(x,t)] - \frac{1}{\tau_f} N^*(x,t) - \Gamma_{\text{Auger}} N^2(x,t) \\
\left(\frac{1}{c} \frac{\partial}{\partial x} + \frac{\partial}{\partial t}\right) \Phi(x,t) &= \sigma a \Phi(x,t) [N_0 - N^*(x,t)] - \Sigma \Phi N^*(x,t)
\end{aligned}
\]

where

- \(\Phi(x,t)\) = pump intensity
- \(N^*(x,t)\) = population in upper manifold
- \(N_0\) = doping density
- \(\tau_f\) = fluorescent lifetime
- \(\sigma_a\) = absorption cross section
- \(\Phi_{\text{sat}}\) = saturation intensity \(h\nu/\sigma_a \tau_f\)
- \(\Sigma\) = cross section for excited state absorption

The pump beam propagates thru the material, energy is lost by absorption out of the ground state manifold and thru excited state absorption. The population in the excited state manifold changes at a rate depending on the pump intensity, the fluorescent lifetime, and quenching. At high excitation levels there is the possibility of Auger recombination and so we have included in the model a term proportional to the excited state density squared.

Implicitly in this model we assume that the inter-Stark relaxation rates are very fast, on the time scale of the pump pulse. That is, everything decays instantly from the pump level down to the metastable level. Also, we assume that the populations in the various Stark levels in the ground state manifold are always in thermal equilibrium. Finally, we assumed that if there is any ESA or concentration quenching, that would populate other levels, that everything decays rapidly either to the upper metastable level or the ground state manifold.

Several experiments were made to verify that depletion mode pumping is indeed possible and that the population dynamics can be reasonably described by this set of equations. Basically, these experiments were designed to look for any mechanism that would reduce the storage efficiency.

Fig. 3 shows a schematic illustration of the experiment to measure gain and to observe the population dynamics during the pump excitation pulse.

An Alexandrite laser was used as the excitation source. In these experiments approximately 1J pulse energy was used. The pulse length was 80 usec, and the spot size was about 1.5 mm in diameter. Density filters of various attenuations were inserted between the pump and the sample so that the total fluence could be adjusted. The samples of yttrium orthosilicate that were pumped ranged in length from less than 1 cm up to several cm and the doping density varied from less than 1.0e10 up to almost 5 x 10\(^{11}\). The doping density was known to about 10\% and the fluorescent lifetime at low doping was know quite accurately. The gain was sampled using a Ti:saphire probe laser tuned to 912 nm. The power in the probe laser was 10 mw cw, well below saturation fluence, and the beam was detected after passing thru the pumped region, on a photodiode. We did have a reasonable
estimate of the stimulated emission cross section from a Judd-Olfet analysis of the absorption lineshapes and this was used, along with the doping density to derive the excited state fraction. There was also a diagnostic looking at the fluorescence at 1074 nm as well as the fluorescent in the blue which we thought might show up if there were ESA. The fluorescent at 1074 gives a good measure of the instantaneous excited state population and should be sensitive to Auger quenching and what excited state density that would become important. In general we were concerned about any non-radiative mechanisms coming into significance and at what levels of excitation. Measurements were made over a variety of doping densities and excited state densities and then compared with model calculations to validate our understanding of the pump dynamics.

Fig. 3 Schematic illustration of the experiment for measuring excited state fractions during depletion mode pumping.

Based on the measured beam profile, the doping density, and sample length, and how much energy went into the sample we can simulate the fluorescent signal and compare that to what was measured. Data was taken over a range of doping densities and pump fluences and good agreement was obtained with the data assuming an Auger parameter of $1.3 \times 10^{-22}$. Fig. 4 shows a comparison of the excited state fraction based on the fluorescent signal compared to the model calculation of the fluorescent signal. Fig. 5 shows the excited state fraction derived from the small signal gain. The only scale factor here is the emission cross section. The emission cross section that seems to give the best fit in both the gain measurements and the energy extraction experiments was about $2.1 \times 10^{-22}$ which is about 15% smaller than the cross section derived from the Judd-Olfet analysis. Fig. 6 shows the excited state fraction as a function of pump fluence. The circles on this plot are backed out from the gain measurements again using a cross section of $2.1 \times 10^{-22}$ and the triangles are calculated from the pump model using a quenching rate of $1.3 \times 10^{-22}$.

In summary, over the range of excited state densities, and pump fluences of interest, the time dependence of the excited state density predicted by the model and the excited state fraction derived from the gain measurements are in good agreement. The uncertainty in the analysis is 15%.

4. Extraction Dynamics: Models and Experiments

Additional models were developed to describe the photon field and population dynamics during the extraction process. During extraction everything takes place on a much faster
time scale and we were looking for any mechanisms that would limit extraction efficiency.

![Fig. 5 Excited state fraction vs. time derived from the small signal gain and the model calculation](image)

![Fig. 6 Excited state fraction vs. pump fluence from gain measurements and model calculations](image)

The equations for the photon field, the upper state population, and the lower level populations are:

\[
\frac{d\Psi}{dt} = \Psi \left[ \frac{a \sigma L (n_b - n_a)}{L'} - \delta \right] t_r
\]

\[
\frac{dn_a}{dt} = n_a \frac{f_a (n_b - n_a) \sigma \Psi}{L'}
\]

\[
\frac{dn_b}{dt} = -f_b (n_b - n_a) \sigma \Psi
\]

\[
f_b = \frac{\exp(-\epsilon_b/kT)}{\sum \exp(-\epsilon_j/kT)}
\]

\[
f_a = \frac{\exp(-\epsilon_a/kT)}{\sum \exp(-\epsilon_j/kT)}
\]

where

- $\Psi$ = laser field
- $n_a$ = population in terminal laser level
- $n_b$ = population in upper laser level
- $L$ = optical length of sample
- $L'$ = optical length of cavity
- $\sigma$ = spectroscopic cross section of laser transition
- $t_r$ = cavity round trip transit time
- $\delta$ = fractional round trip cavity loss

Again, we assumed that the inter-Stark relaxation times are short compared with the length of the extraction pulse which was about 100 ns. In these experiments, the Q-switch was opened near the peak of the stored energy and so the population levels are tracked during the pump pulse using the pump dynamics model and after that the populations are driven by the laser field.

![Fig. 7](image)

Fig. 7 shows a schematic illustration of the experiment used to characterize the extraction dynamics and to measure the pulse shape and the fraction extracted for comparison with model calculations.
In addition to measuring energy in, energy out, and pulse shape, the gain was independently monitored by looking at the 1074 fluorescence which we knew from earlier experiments tracked the gain very closely.

The internal extraction efficiency, that is how much of the stored energy was actually removed by stimulated emission, was measured as well as the external extraction efficiency. This experiment was repeated at two different output couplers, one with a reflectivity of .7 and the other with a reflectivity of .8. Fig. 8 shows two traces of the 1074 fluorescent signal showing the drop in excited state density as the Q-switch is opened for the two different output couplers.

Knowing the energy in the pump beam, the cross sections, lifetime, and thermal populations of all the sublevels the equations for the pump pulse and the extraction process were solved numerically for the internal extraction efficiency. Fig. 9 shows the model calculations for the extraction efficiency as a function of excited state fraction and output coupler reflectivity, using the measured absorption cross section and the emission cross section derived from Judd-Ofelt analysis. Superimposed on these calculations are the measured values of both the internal and external extraction efficiency.
5. Summary/Conclusions

Lasing has been demonstrated on a ground state transition and extraction efficiency and pulse shape are in good agreement with modeling. Bleach mode pumping to high inversion levels (>50%) has been demonstrated and agrees well with simple model calculations. Based on these experiments and model projections we believe that ground state depletion mode pumped solid state lasers are practical, and can achieve high efficiency and high peak and average power performance.

Currently activities are underway to develop diode pump sources that can deliver sufficient intensity to saturate pump transitions. In addition, other active ions such as Tm, Ho, Er, Yt are being evaluated as well as other hosts for a variety of applications.
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Abstract

Laser frequency stabilization is briefly reviewed with an emphasis on the requirements in monolithic, diode laser pumped, solid state lasers. Recent work on the active stabilization of a diode laser pumped, non-planar ring oscillator to less than 3 Hz of relative linewidth is included and improvements necessary to reach the quantum limit are discussed. Results using these sources in a coherent communication link and to injection lock a 13 W laser are also presented.

Frequency stable lasers are required as master oscillators in many applications, including coherent communication, high resolution spectroscopy and gravity wave detection. Helium-neon, dye and argon-ion lasers have been successfully stabilized for potential use in these fields1,2,3. These lasers are typically made from discrete elements and have wideband frequency noise requiring complex locking servos. Diode laser pumped Nd:YAG rod lasers have also been stabilized to reference interferometers4. However, without a reference oscillator the frequency stability of these lasers is commonly analyzed using the closed loop error signal which can only provide a lower bound on performance. These lasers also require additional elements to force single axial mode operation as well as provide isolation against optical feedback.

The diode-laser pumped nonplanar ring oscillator (NPRO), invented in 1985 by Kane and Byer5, overcomes many of the difficulties associated with discrete element systems. Short term free running linewidths of 3-10 kHz have been reported for diode laser pumped Nd:YAG NPRO's6,7 and spectral densities of frequency noise have been measured to be approximately 100 Hz/√Hz at 100 Hz and 16 Hz/√Hz at 1 kHz8. These impressive frequency properties are attributed to the low noise diode laser pumping together with the monolithic nonplanar ring geometry. Diode laser pumping avoids frequency noise associated with flashlamps and the unidirectional oscillation made possible by the nonplanar ring geometry eliminates spatial hole burning forcing single mode operation and provides feedback isolation. Furthermore, the monolithic construction requires no external elements and is, therefore, less sensitive to ambient acoustics.

The lasers we used in our stabilization studies were modified Lightwave Electronics model 120 NPRO's with 2 mW of typical output power9. The Nd:YAG laser crystals were replaced with Nd:GGG crystals optimized for improved resistance to optical feedback10 and PZT actuators were bonded directly to the crystal to provide fast frequency tuning. The PZT tuning coefficient was 450 kHz/V with a tuning bandwidth of 500 kHz and a dynamic range of greater than 20 MHz. In addition, these lasers could be temperature tuned at 3 GHz/°C with a modulation bandwidth of approximately 1 Hz.

Our locking scheme11, shown in Fig. 1, used a frequency discriminant technique known as FM or Pound-Drever locking12. Laser 1 was phase modulated at a frequency of 10.9 MHz and laser 2 was modulated at 20.3 MHz. The two laser beams were mode matched into a high finesse interferometer (Newport Research Corporation model SR-150 Super Cavity). The interferometer had a free spectral range of 6.327 GHz and a finesse of greater than 22,000. The interferometer transmission bandwidth was, therefore, less than 288 kHz. Typically no more than two higher order transverse modes were measurably excited. The amplitudes of these modes were more than 14 dB below the fundamental and their frequencies were offset from the axial mode by 0.811 and 1.62 GHz. The phase modulation sidebands of each laser lie well outside the interferometer passband and were, therefore, completely reflected with essentially no relative phase shift. The polarizing beam splitter and quarter-wave plate served to isolate the reflected and incident beams as well as provide additional resistance to optical feedback.

On resonance approximately 60% of each carrier is reflected from the cavity. However, near resonance the carrier experiences a strongly dispersive phase shift13. The phase shifted carriers beat with their respective sidebands at detector D2 and the components at frequencies f1 and f2 are detected at the output of the two mixers. The amplitude of these signals is proportional to the frequency offset relative to the cavity resonance and serves as an error signal used in the locking loop. The error signals were amplified by high gain servos and fed back to the PZT actuators bonded to the laser crystals. The controller had a DC loop gain of 125 dB with a unity gain point of 100 kHz.
Figure 1: FM locking of two diode laser pumped nonplanar ring oscillators to adjacent axial modes of a high finesse interferometer

The two lasers were independently locked to adjacent axial modes of the interferometer and due to the large interferometer free spectral range could not phase lock. Locking the two lasers to the same interferometer also provides limited common mode rejection against cavity fluctuations. Detector D1 served as a diagnostic port, outside the control loop, enabling direct measurements of the lasers relative stability via the heterodyne beam note.

Figure 2: The heterodyne beatnote between two lasers independently locked to adjacent axial modes of a high finesse interferometer

Figure 2 shows a spectrum analyzer trace of the heterodyne beat note signal detected at this port. The 6.327 GHz signal was mixed down to 20 kHz with a precision RF oscillator and analyzed with an audio spectrum analyzer (Hewlett Packard model 3561A). We measured a 2.9 Hz heterodyne beat note linewidth. Figure 2 shows sideband structure on the signal. This sideband structure is due to the short length of the reference interferometer as well as to electrical pickup (note the 60 Hz sidebands). This arises because the amount of common mode rejection that can be achieved is proportional to the length of the reference interferometer. With our cavity a 0.1 nm length fluctuation corresponds to a 24.9 Hz shift in the free spectral range.

The beat note linewidth is determined by system noise\(^3\). Shot noise on the laser beam together with amplifier noise are interpreted by the servos as frequency fluctuations and are, therefore, imposed directly upon the lasers output frequency. This spectral density of voltage fluctuations is converted into frequency fluctuations with a conversion factor given by the inverse slope of the frequency discriminant\(^3\). We measured this to be 2.5 MHz/V. On the resonance the optical power at detector D2 was approximately 77 \(\mu\)W. This corresponded to a photo current of 38.4 \(\mu\)A and, therefore, a shot noise current density of 3.5 \(\text{pA/\sqrt{Hz}}\). The amplifier noise current was 14.5 \(\text{pA/\sqrt{Hz}}\). The voltage gain of the discriminant was 15,810 V/A and, therefore, the system noise was determined to be 0.33 \(\mu\text{V/\sqrt{Hz}}\). This corresponds to an imposed spectral density of frequency fluctuations of 0.834 \(\text{Hz/\sqrt{Hz}}\). In the regime where the size of the frequency fluctuations is small compared to their bandwidth the resultant linewidth of an oscillator is related to its spectral density \((\Delta)\) by\(^4\) \(\Delta f_{\text{laser}} = \pi \Delta^2\). Thus each laser had a theoretical, noise limited linewidth, of approximately
2.2 Hz; in good agreement with the experiment.

To reduce the relative linewidths to a shot noise limited level the discriminant slope must be increased. The discriminant slope increases proportionally with the optical power while the shot noise is proportional only to the square root of power. With only 77 μW of optical power at the detector the amplifier noise dominates the system performance and prevents shot noise limited linewidths. In the absence of amplifier noise the shot noise limited linewidth is approximately 150 mHz.

These low power lasers have been used to injection lock a higher power oscillator\textsuperscript{15}. In this technique a low power (30 mW) NPRO was used as a master laser and injected into and amplified by a high power, CW, lamp pumped slave laser. The slave laser in free running operation was capable of up to 20 W of multimode output power. When the slave laser was locked to the master, in the same manner that the low power NPRO was locked to a Fabry-Perot cavity, single mode frequency stable operation was achieved. Output powers as high as 13 W have been achieved with no significant degradation in the phase noise.

The low phase noise of diode laser pumped NPRO's and their demonstrated ability to be easily stabilized as well as used to injection lock high power oscillators make them ideal candidates for use in coherent communication applications. To demonstrate this potential we developed an optical phase locked loop (OPLL) for use in a coherent homodyne receiver utilizing nonplanar ring oscillators for both the transmitter and receiver. The local oscillator and transmitter were the same Lightwave Electronics model 120 nonplanar ring oscillators described above.

Our locking circuitry can be described as a type II third order PLL, which offers the advantages of very high gain at low frequencies together with a small equivalent noise bandwidth. The OPPLL achieved tight locking for several hours with transmitter powers of less than -34 dBm on the phase detector. The spectral density of closed loop phase noise was measured by spectrally analyzing the voltage fluctuations at the phase detector output on a Hewlett Packard model 3561A dynamic signal analyzer. The measured noise spectral density corresponded to an rms phase error of 11.6 μrad (0.69°).

The minimum phase error in an optical phase lock-loop was derived by Kazovsky in 1986\textsuperscript{16}. In his analysis, he assumed that δν, the lasers Lorentzian linewidth, is the dominant term in the laser's spectral density of frequency noise. While this is true for diode lasers, it is not the case for many diode-laser-pumped solid state lasers which have very small Lorentzian linewidths and are primarily flicker noise dominated. In order to compare our experimentally achieved phase error to that predicted by Kazovsky's theory, we measured the equivalent noise bandwidth of our loop filter and the free-running noise spectral density of our lasers. We found a value of 31.5 kHz for the equivalent noise bandwidth of the loop filter. Previous measurements had determined that the spectral density of noise was flicker noise dominated with (in Kazovsky's notation) kₜ of 6.5 x 10⁴ Hz² and an equivalent δν of 0.33 Hz. At the power levels of these experiments, shot noise is negligible and the theoretically predicted minimum phase error is 9.0 μrad. This agrees well with our experimentally observed phase error of 11.6 μrad.

Diode laser pumped solid state lasers have now been able to achieve less than 3 Hz of relative linewidth in active stabilization experiments, less than 1° of closed loop rms phase noise in an optical phase locked loop, and up to 13 W of CW, frequency stable output in an injection locked system. Additionally, their monolithic structure makes them extremely rugged and diode laser pumping results in high efficiency. These results demonstrate that solid state lasers can be built to have extremely low levels of frequency noise and should provide an attractive alternative for applications ranging from coherent communications to gravity wave detection.
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Abstract

An experimental and theoretical study of the characteristics of a long-wavelength Nd:YAG laser have been performed. The calculations indicate that operation at 1.06 μm and at 1.44 μm is possible. The results have been verified experimentally both under Q-switched and non Q-switched conditions.

1 INTRODUCTION

The armed forces presently have a large number of devices that are based on the technology of Nd3+:YAG lasers. These systems range from small hand-held devices to larger rangefinders/designators that are utilized as part of complete weapons systems. With the proliferation of these lasers, the technology has now been developed to a high degree of sophistication. It is nowadays widely recognized that the Nd3+:YAG laser is a very convenient and relatively high-performance source of near infrared radiation at 1.06 μm. The spectroscopy of Nd3+:YAG indicates that there are several transitions in the 4F3/2 → 4I13/2, 4I11/2, and 4I13/2 manifolds [1]. It has been suggested that laser emission is possible on most of these transitions [2].

Previous work [3] has indicated that long-wavelength pulsed operation of the Nd:YAG laser is possible at 1.44 μm using a transition in the 4F3/2 to 4I13/2 band. Light at this wavelength is eyesafe and it is feasible that a standard laser can be modified to operate at the longer wavelength. There is also the possibility of switching the output between 1.06 μm and 1.44 μm depending upon the desired application.

This report summarizes a theoretical investigation into long-wavelength Nd3+:YAG laser operation and it presents the results of an experimental study into both the Q-switched and non Q-switched lasing characteristics at 1.44 μm. The results indicate that dual wavelength operation is possible and that the device has potential as a source for several applications including medical and military systems.

2 THEORY

The operation of the laser is simulated using a 4-level model of the Nd3+ ions. A generalized 4-level model is shown in Figure 1. This model includes fourteen laser transitions ranging from 0.9 μm to 1.44 μm.

The large number of transitions utilized is intended to provide a realistic representation of the competing characteristics of the various transitions when a set of restrictions are imposed by the design of the laser cavity. The goal of the simulation is to determine the conditions that would favor the transition at 1.44 μm over all the other ones possible.

The wavelengths of the transitions employed in the model along with the laser parameters are listed in Table 1 and a more detailed identification of these transitions is shown in Figure 2. A set of temporal rate equations describing the evolution of the population densities in the 4-level model are presented below,

\[ \frac{dn_1}{dt} = -P - n_1\omega_{13} + n_2\omega_{21} + n_3 A_3 \beta_{31} + n_4 A_4 \beta_{41} + N_1 \delta_1 \beta I_c \frac{1}{L} \]

Figure 1: A generalized 4-level model of the Nd3+ ions
In addition, a set of rate equations are also used to describe the growth of the photon density at each frequency $\nu$. The gains and losses in the laser caused by the various mechanisms are modeled for a cavity configuration shown in Figure 4. The corresponding set of rate equations for the photon density are given by,

$$\frac{dI_\nu}{dt} = \left[ \frac{\delta_\nu N_\nu 2I \nu I_{Lc}}{2L/c} - \frac{\ln N_\nu \ln (\frac{1}{R_1 R_2})}{2L/c} - \frac{\delta_\nu N_\nu 2I_{Lc}}{2L/c} \right] I - \nu + n_3 A_3$$

(2)

where $\nu = 1, 2, 3, \ldots, 14$

$R_1, R_2$ are the front and back mirror reflectivities at frequency $\nu$ respectively.

$Q(t)$ is the Q-switch function that controls the oscillation of the cavity.

$T_\nu$ is the spectral transmissivity of the filter $F$ at frequency $\nu$.

$\xi_\nu$ is the absorption loss of the Nd:YAG rod at frequency $\nu$ (cm$^{-1}$).

$2L/c$ is the double-pass transit time of the cavity.

$A_3$ is the spontaneous emission decay time of level 3.

The last term in equation (2) corresponds to the noise photon density generated by spontaneous emission.

It is well known that each of the states ($^{4}F_{9/2}$, $^{4}I_{5/2}$, $^{4}I_{9/2}$) of the Nd$^{3+}$ ions is comprised of many Stark components resulting from the removal of the arbitrary degeneracy by the crystal field. Therefore, the lasing transitions can originate from one of the Stark components in the upper level and terminate on one of the Stark components on the lower level. To take this into account, the effective population inversion at lasing frequency $\nu$ is modified as follows,

$$N_\nu = \sum \frac{e^{-\delta_\nu t}}{\sum e^{-\delta_\nu t} n_i}$$

(3)
where \( e^{-\frac{k_B T}{n_i}} \) is the Boltzmann factor of the \( i^{th} \) Stark component, \( n_o \) is the upper lasing state population density, \( n_i \) is the terminating state population density, \( k_B \) is the Boltzmann constant and \( T \) is the temperature (set to 300° K). For the conditions \( \nu = 1, u = 3 \) the parameter \( i \) is set equal to unity while for \( \nu = 2 \) to 14, \( i \) is set equal to 2. The subscripts \( i \) and \( j \) are indexes for the Stark multiplets of the states corresponding to the lasing transition at frequency \( \nu \).

It should be noted that the stimulated emission cross section \( \delta_\nu \), strictly speaking, is given by,

\[
\delta_\nu = \delta_0 L(\nu)
\]

where \( \delta_0 \) is the peak value of the cross section at line centre and \( L(\nu) \) is the normalized line profile function with line centre frequency \( \nu \). As a first approximation we assume that the value of the cross section is roughly constant over the line profile, i.e. \( \delta_\nu = \delta_0 \).

3 COMPUTATIONAL RESULTS

The objective of this study was to determine the conditions that would allow 1.44-\( \mu m \) lasing action from the Nd:YAG crystal while suppressing all the other transitions. It is well known that Nd:YAG lases readily at 1.06\( \mu m \). Therefore, we must find a scheme to discriminate against the 1.06\( \mu m \) transition and to favour that at 1.44\( \mu m \). There are a number of methods that can be used to achieve this objective. The reflectivity of the cavity mirrors could be controlled to favour lasing at 1.44\( \mu m \). Alternatively, the propagation of the 1.06\( \mu m \) radiation could be attenuated along with that from all the unwanted transitions by inserting a filter into the laser cavity.

In the model, we impose the condition that both the mirrors have the spectral reflectivity profiles shown in Figure 5. A special filtering element could also be inserted to attenuate all the undesirable wavelengths; however, it should allow maximum transmission at 1.44\( \mu m \).

Because of the relatively low gain of the 1.44\( \mu m \) transition, strong optical pumping is required. However, under these conditions, the much higher gain of the 1.06\( \mu m \) transition will deplete the inverted population through amplified spontaneous emission. As a result, a large fraction of the pump energy will be wasted. For an input electrical pumping energy of 267 J, our model indicates that the reflectivity of the two end faces of the Nd:YAG rod must be smaller than 0.25%.

If this condition is not met, the rod will act as its own resonator at 1.06\( \mu m \). Therefore, proper anti-reflection coatings are required if the laser is to operate satisfactorily at 1.44\( \mu m \). An alternate solution is to cut the ends of the rod at Brewster's angle.

Finally, we have taken into account the spectral absorption of the Nd:YAG rod. This absorption is assumed to be 0.4% cm\(^{-1}\) from 1.3 to 1.44\( \mu m \) and 0.22% cm\(^{-1}\) at 0.946 and 1.06\( \mu m \). The pumping of the Nd:YAG rod has been simulated by one or more flash lamps. To predict the amount of output laser energy that can be obtained at 1.44\( \mu m \) for a given electrical input energy, the performance specifications of commercially available flash lamps were used in selecting the values of the pumping parameters used in the model. We took into account prac-
tical considerations such as the flash lamp lifetime and pulse duration requirements in choosing the values of the pumping parameters.

For efficient Q-switched operation of the laser, a flash lamp that has a lifetime of $10^6$ pulses with a pulse duration as short as 50 µs is desirable. To meet these requirements, the maximum electrical energy that can be supplied to the lamp is approximately 13 J/cm. If we assume a typical standard Nd:YAG rod dimension of 0.6-cm diameter by 10 cm in length, the maximum electrical energy input into a linear flash lamp would be 133 J. We further assume that only 1% of the electrical input energy is converted into useful optical energy in pumping the Nd$^{3+}$ ions from level 1 into level 4. Moreover, it is specified that the flash lamp pump pulse has a temporal profile of the form,

$$P(t) = P_0 e^{-t/T_p}$$  \hspace{1cm} (5)$$

where $P_0$ is the peak pump value (J cm$^{-2}$ s$^{-1}$) and $T_p$ is the pump-pulse duration. Furthermore, we assume that the pump-pulse amplitude falls off to $1/10$ of the maximum amplitude at time $t = T_p$ and that all the electrical energy required is delivered within the pulse duration $T_p$; i.e.,

$$\int_0^{T_p} P_0 e^{-t/T_p} dt = \frac{E_I}{V}$$ \hspace{1cm} (6)$$

where $E_I$ is the energy delivered by the flash lamp and $V$ is the physical volume of the Nd:YAG rod. Note that the factor 5 in the exponential gives the correct “fall-off” of the pump amplitude to 0.1 of the maximum value at time $t = T_p$.

The switching function $Q(t)$ in equation [2] provides the model with the capability to simulate a Q-switched laser pulse. A Q-switched giant laser pulse with high peak power at 1.44 µm is desirable in some of the potential applications. The Q-switch is assumed to open completely within 100 ns. It is set to open at time $t = T_E$; that is, immediately after the required optical energy has been deposited into the laser medium.

Equations [1] and [2], which describe the lasing characteristics of the Nd:YAG laser, were solved numerically using standard numerical-integration techniques. A flash lamp input energy of 267 J has been used (two lamps) and pump-pulse durations of 50 µs and 100 µs were investigated. The laser output energy and peak power at 1.44 µm were computed as a function of the output mirror reflectivity. The laser energy was computed using,

$$E_I = \int_0^{\infty} I(t) e^{1.44} \frac{\hbar \nu_{1.44} V}{\tau_{1.44}} dt$$ \hspace{1cm} (7)$$

where $I(t) = I_{1.44} = \ln \left( \frac{\rho_{1.44}}{\rho_{1.44}} \right)$ is the cavity decay time, $\hbar \nu_{1.44}$ is the energy per photon at 1.44 µm and $V$ is the volume of the Nd:YAG rod. The peak output power is given by [5],

$$P_{\text{max}}(1.44 \mu m) = \frac{L_{\text{max}}(1.44 \mu m)}{\tau_{1.44}}$$ \hspace{1cm} (8)$$

Figure 6: Laser output energy as a function of mirror reflectivity

The computed results for the laser energy are shown in Figure 6 and the results for the peak power are shown in Figure 7. A maximum laser energy of 720 mJ and a maximum peak power of 26 MW are predicted by the simulations. It is also noticed that there exists an optimum value for the output mirror reflectivity that gives a maximum in both the output energy and the power. This will be discussed below.

It can be seen that the overall energy and peak power are smaller when the flash lamp duration is lengthened from 50 µs to 100 µs. This is because the excited populations in both levels 3 and 4 have more time to decay through spontaneous emission, resulting in a smaller inversion.

The simulations indicate that the amount of laser energy extracted is highly dependent on the mirror reflectivity. A low reflectivity implies a high cavity loss term in the laser photon-density rate equations. In this case the oscillation condition is only slightly above threshold and, therefore, only a small fraction of the inversion is converted into
laser output energy to the input electrical energy, is approximately 0.5%.

As can be seen from Figures 10 and 11 as the pump energy in-

Figure 7: Laser power as a function of mirror reflectivity

laser photons. As the mirror reflectivity is increased, the cavity loss is reduced and the oscillation condition inside the cavity becomes more favourable. Therefore, more of the inversion can be converted into laser photons. The optimum coupling for extracting the laser energy is determined by a balance between the laser photon density attained inside the cavity and the coupling of the output mirror.

The temporal profiles of the calculated laser pulses are shown in Figure 8. They are plotted from the time the Q-switch starts to open. The results indicate that under the proper conditions, oscillation at 1.44 \( \mu \text{m} \) is possible with laser energies in the hundred millijoule range and laser peak powers in the megawatt range. This operation can be achieved using standard commercially available laser technology.

4 EXPERIMENTAL RESULTS

4.1 Linear Configuration

It was found that controlling the reflectivity of the mirrors was adequate to suppress the strong transitions and allow the oscillation of the 1.44 \( \mu \text{m} \) transition. This was demonstrated by setting up the laser in a simple linear configuration as shown in Figure 9. The alignment of the mirrors was very critical and small misalignments would cause the laser to oscillate on the 1.06 \( \mu \text{m} \) transition.

Under the proper conditions, more than 1 J of energy was extracted at 1.44 \( \mu \text{m} \). The laser energy as a function of the input electrical energy for two different output coupler reflectivities (90% and 80%) is shown in Figures 10 and 11 respectively. Laser efficiency, the ratio of the

Figure 8: Computed temporal characteristics of the output laser pulse

Figure 9: Linear laser configuration
A series of oscilloscope traces of the results are shown in Figure 13. It can be seen that the 1.06 µm transition is just on the threshold of lasing at 80 J of input pump energy. As the pump energy is increased, the 1.06 µm signal increases. Thus, qualitatively, it is evident that the 1.06 µm transition is lasing at the expense of the 1.44 µm transition since the two transitions are competing for the same energy stored in the population inversion.

A quantitative measurement has also been carried out. This was done by measuring the energy at 1.44 µm passing through the 1.06 µm mirror and the 1.06 µm energy reflected from the mirror. The correlation between the two has been examined. Firstly, the total laser energy increases, there appears to be a saturation effect in the output laser energy at 1.44 µm. Further investigation has revealed that lasing of the 1.06 µm transition is partly responsible for the apparent saturation. It is observed that as the input energy is increased beyond 90 J, lasing at 1.06 µm begins to occur.

Note that in Figure 9, there is a 100% reflectance mirror at 1.06 µm in front of the energy detector. It serves as a blocking filter at 1.06 µm. Thus the energy detector registers essentially only the radiation at 1.44 µm. The lasing of the 1.06 µm transition was observed qualitatively be monitoring the temporal signals of the 1.06 µm and the 1.44 µm lines. The experimental arrangement is shown in Figure 12.
is measured as a function of the input pump energy. The results are shown in Figure 14. Note that there is a slight saturation in the laser output at higher values of the pump energy. The laser output energy at 1.44 \( \mu \text{m} \) is also shown in Figure 14 after having been corrected for the mirror transmission losses. It can be seen that at low input pump energies, the total laser output detected and the output at 1.44 \( \mu \text{m} \) are essentially the same (within 10 mJ). This indicates that there is virtually no energy output at 1.06 \( \mu \text{m} \). As the pump energy is increased a noticeable difference occurs between the two energies. The increase in the 1.44 \( \mu \text{m} \) output decreases as the competition from the transitions at 1.06 \( \mu \text{m} \) becomes stronger.

![Figure 14: Laser output energy (total and at 1.44 \( \mu \text{m} \)](image)

Measurements were also taken for the total laser energy (both 1.06 \( \mu \text{m} \) and 1.44 \( \mu \text{m} \)) as a function of the input electrical energy. The results of these measurements are shown in Figure 15. It can be seen that there is an initial linear increase in the output energy, but as the input energy is increased above 86 J there is an increase in the rate of output energy growth. The initial slope at lower pump energies is a result of energy at 1.44 \( \mu \text{m} \) only. At increased pumping energies, both the 1.44 \( \mu \text{m} \) and the 1.06 \( \mu \text{m} \) lines lase. This accounts for the change in the slope of the output curve.

### 4.2 Q-Switching Configuration

To obtain Q-switching of the laser pulse, a prism was inserted into the laser cavity to act as a polarizing element. Moreover, it also served to discriminate against the unwanted lasing transitions. A schematic diagram of this configuration is shown in Figure 16. The prism was cut at Brewster's angle with respect to the 1.44 \( \mu \text{m} \) beam propagation direction inside the laser cavity to minimize the reflection losses. A lithium niobate crystal was used as the Q-switching material. Since this material is very susceptible to optical damage, care was taken to restrict the energy density within the laser cavity.

Output couplers of three different reflectivities have been tested (\( R = 70\%, 75\% \) and 80\%). The output with the 70\% coupler was considerably less than that from the two others of higher reflectivity. This means that the intensity inside the laser cavity would be less prone to cause optical damage in the Q-switched mode. In particular, consideration must be given to the occurrence of "hot spots" in the laser beam that could cause damage in the lithium niobate material. It is obvious that even a lower reflectivity output coupler would be desirable;
however, a trade-off must be made between the laser efficiency and the optical damage considerations.

With the insertion of a prism into the laser cavity, the laser becomes tunable. The dispersion of the prism enables the laser to tune to various lasing transitions of the Nd:YAG by the rotation of the rear mirror of the cavity. Six different lasing transitions have been observed; they are tabulated in Table II.

It is interesting to note that the 1.444 μm transition lases as strongly as the one at 1.444 μm (in the non Q-switched mode). It is also to be noted that when the laser is tuned to the 1.44 μm transition, the 1.06 μm output reaches threshold when the input pump energy is about 100 J. This is not significantly different than in the linear case described above. It is not presently understood why the prism does not offer a better discrimination against the 1.06 μm radiation.

To obtain Q-switching of the laser, the lithium niobate crystal was inserted into the cavity and aligned along the direction of the 1.44 μm beam. With the proper alignment, the insertion loss was minimal. We noticed only about a 10-15 mJ reduction in the output energy with the crystal in place. A 4 kV voltage was applied to the Q-switch to achieve a 90° rotation of the polarization. The output pulses were obtained by momentarily turning off the 4 kV voltage with a krytron. When the Q-switch is aligned and the laser energy is maximized in the long-pulse mode, the Q-switched pulse energy is about 65-70% of that of the non Q-switched energy at all pump energies investigated. The pulse width of the output is relatively wide as can be seen in Figure 17. Q-switched laser energies around 100 mJ and pulse widths of 85 ns have been obtained with an input pump energy of 80 J. This corresponds to greater than 1 MW of peak power. We have operated the laser at repetition rates to 10 Hz at the 100 mJ output energy level with no noticeable degradation on the characteristics of the output Q-switched laser pulse. There is no doubt that higher Q-switched laser energies and shorter pulse durations can be obtained. Because of the concern of optical damage to the lithium niobate material, we did not operate the laser in the Q-switched mode with input pump energies greater than 80 J. Studies are now in progress to determine the optical damage threshold of the lithium niobate crystal at 1.444 μm.

5 CONCLUSION

It has been demonstrated that Q-switched and non Q-switched operation of an Nd:YAG laser is feasible at an output wavelength of 1.444 μm. The stimulated emission cross section at 1.44 μm is not unduly small and a relatively high laser energy can be extracted. The eyesafe nature of the 1.444 μm radiation offers many potential applications both in the military and in the civilian sectors; such applications include rangefinding, surveying, telecommunications, laser radar and medical applications. It could also be a potential source for locating faults in sections of optical fibres that are tens of kilometers in length.

It could also be used for Raman amplification in fibre waveguides employed in communication systems. There is also a potential application in interferometric fibre-optic gyroscopes where the shot noise limited random drift can be further reduced using a 1.444 μm source.

With the accelerating pace in the development of diode pumped Nd:YAG technology, the 1.444 μm source stands a good chance of being miniaturized. This would open up applications in space, such as a direct laser communication system, where eyesafety could be a major concern. The use of nonlinear frequency shifting techniques, such as

<table>
<thead>
<tr>
<th>λ(μ)</th>
<th>Relative Intensity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.06415</td>
<td>600</td>
</tr>
<tr>
<td>1.3187</td>
<td>150</td>
</tr>
<tr>
<td>1.3381</td>
<td>213</td>
</tr>
<tr>
<td>1.3572</td>
<td>374</td>
</tr>
<tr>
<td>1.4150</td>
<td>213</td>
</tr>
<tr>
<td>1.4444</td>
<td>325</td>
</tr>
</tbody>
</table>

Figure 17: Temporal Q-switched laser output
frequency mixing and stimulated Raman scattering, would allow the laser to be shifted to the 4 μm region where there is presently a shortage of laser sources operating in the 3 - 5 μm atmospheric window.
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Abstract

This paper reviews the spectral purity, frequency stability and long-term stabilization of CO₂ isotope lasers developed at MIT Lincoln Laboratory. Extremely high spectral purity, and short-term stability of less than $1.5 \times 10^{-13}$ have been achieved and will be discussed. A brief description on using CO₂ isotope lasers as secondary frequency standards and in optical radar is given. The design and output characteristics of a single frequency, TEM₀₀₀ mode, variable pulse width, hybrid TE CO₂ laser system is also described. The frequency chirp in the output has been measured and almost completely eliminated by means of a novel technique.

Introduction

This paper will be given in two parts. The first and major portion of the paper will review the spectral purity and frequency stability of a family of ultrastable CO₂ lasers that were developed and have been in use at MIT Lincoln Laboratory for well over 20 years by now. These lasers have an easily demountable and convertible modular design with cw output powers ranging between 1 and 50 watts.

The second part of the paper will describe the design and output characteristics of a single frequency, TEM₀₀₀ mode pulsed TE hybrid CO₂ laser system which does not have a gain-switched spike and whose output pulse-width is variable from about 5 to 70 μs with a peak power output of about 5KW.

First and foremost, however, I want to express my deepest gratitude for the collaboration and encouragement received from several colleagues and co-authors of mine in the MIT/Lincoln Laboratory community who are listed in alphabetical order in the acknowledgement. The results to be presented in this paper must be credited to a very large extent to the active participation of these colleagues.

*This work was sponsored by the Defense Advanced Research Projects Agency of the Department of Defense, the Department of Energy, the NASA Langley Research Center, and the Department of the Navy under contract F19628-85-C-0002.
**Spectral Purity and Short-Term Stability**

The theoretical linewidth of a laser above threshold was first derived by Schawlow and Townes\(^1\) as:

\[
\Delta f = \frac{\alpha \pi \hbar f_0}{P_0} \left( \frac{f_0}{Q_c} \right)^2
\]  

(1)

where \(\Delta f\) is the full width between half-power points of the laser output (FWHM) which should have a Lorentzian lineshape if limited by quantum phase noise; \(\alpha, \hbar, f_0, P_0,\) and \(Q_c\) denote the population inversion parameter, Planck's constant, the center frequency, power output and "cold" cavity \(Q\) of the laser, respectively.

In a well designed small CO\(_2\) laser the "cold" cavity \(Q\) is given by:

\[
Q_c = \frac{2\pi L f_0}{c T_r}
\]

(2)

where \(L, c, T_r\) denote the cavity length, velocity of light and mirror transmission, respectively (diffraction losses are usually negligible compared to output coupling loss). In a small CO\(_2\) laser with \(L = 50\) cm, \(T_r = 5\%\), \(Q_c\) is of the order of 10\(^7\); thus for a typical power output of 1 to 10 Watts (which is easily obtainable with a small TEM\(_{000}\) mode CO\(_2\) laser) the quantum phase noise limited linewidth is less than 10\(^{-6}\) Hz.

In actual practice, however, so-called "technical" noise sources dominate\(^2,3\) over the quantum phase noise limited Schawlow-Townes linewidth. Examples of technical noise sources are acoustic and structure-born vibrations, power supply ripple and noise, etc. These can cause frequency instabilities by perturbing the effective cavity resonance frequency via the sum of fractional changes in the refractive index \(n\) and the cavity length \(L\).

\[
\Delta f = f \left( \frac{\Delta n}{n} + \frac{\Delta L}{L} \right)
\]

(3)

As an example, a change of only 10\(^{-3}\) Angstrom, about 1/1000 of the hydrogen atomic diameter, in a 50cm long CO\(_2\) laser cavity will cause a frequency shift of approximately 6 Hz. A 6 Hz variation in the approximately 3 x 10\(^{13}\)Hz frequency of CO\(_2\) lasers corresponds to a fractional instability of 2 x 10\(^{-13}\). A frequency stability at least as good as 2 x 10\(^{-13}\) is implied in Fig. 1, which shows the real time power spectrum of the beat signal between two free running lasers, designed and built at MIT Lincoln Laboratory. The frequency scale in Fig. 1 is 500 Hz/cm, indicating that the optical frequencies of the two lasers producing the beat note were offset by less than 3 x 10\(^3\)Hz. The discrete modulation side-bands were primarily due to line frequency harmonics, fan noise and slow drift; however, each spectral line was generally within the 10 Hz resolution bandwidth of the spectrum analyzer. The measurement of the spectral width was limited to 10Hz resolution by the 0.1s observation time set by instrumentation and not by the laser stability itself.
Figure 2 shows another beat note of the same two lasers as in Figure 1 before, but with increased acoustical background noise coupling to the lasers. The increased level of the resulting spurious noise modulation sidebands is self-evident in Figure 2. The logarithmic display portion of Figure 2 also shows a gaussian line shape envelope with $\sigma = 209$Hz fitted to the beat note spectrum. Also note, that the levels of the spurious modulation spectral lines fall more than 35db below the carrier for frequencies more than about 1.2kHz removed from the beat frequency carrier.

The spectra shown in Figures 1 and 2 clearly imply that the masking effects of the spurious modulation sidebands can be overcome by frequency and/or phase locking two stable CO$_2$ lasers with feedback loop bandwidths of only a few kHz.

Figure 3 shows the real time power spectrum of the beat note of two ultrastable CO$_2$ lasers which were phase-locked with a fixed 10 MHz frequency offset between the two lasers and with the unity-gain bandwidth of the servoamplifier set to about 1.2kHz. Note, that in Figure 3 the horizontal scale is only $2 \times 10^{-2}$Hz/division and the vertical scale is logarithmic, with 12.5 db/division. Figure 3 implies that the FWHM spectral width of the beat note was only about $9 \times 10^{-6}$Hz. It took 26.67 minutes of measurement time to obtain just a single scan with the frequency resolution of Figure 3. Since tracking even by a very good servo system would still be limited by quantum phase noise, the narrow linewidth in Figure 3 is an indirect, but clear confirmation of the high spectral purity of CO$_2$ lasers, as was predicted by the Schawlow-Townes formula.

Laser stabilities are most conveniently measured by heterodyning two lasers, as shown in Figures 1, 2, and 3. However, the results are not altogether foolproof because the disturbances causing frequency jitter of the lasers may be at least partially correlated. In an optical radar one may compare the laser with its own output delayed by the round trip time to and from the target. Hence, effects due to disturbances with correlation times less than the round trip time of the transmitted signal will be included in the measured beat note spectrum.

Figure 4 shows a greatly simplified block diagram of a 10.6$\mu$m laser radar at the MIT Lincoln Laboratory Firepond Facility$^{4,5}$ in Westford, Massachusetts. In Figure 4 wavy and solid lines denote optical and electrical signal paths, respectively. The 0.5 meter local and the 1.5 meter power oscillators were designed and constructed at Lincoln Laboratory$^{2,6}$. The higher power oscillator was phase-locked to the local oscillator with a fixed 10MHz frequency offset between the two lasers.

The frequency stability of the CO$_2$ laser radar facility at Firepond was verified from observations on GEOS-III, a NASA geodetic satellite equipped with an IRTRAN II solid cube corner retro-reflector. Radar returns from GEOS-III have been used to determine the radial velocity of the satellite using Doppler measurements, and to set an upper bound to the laser oscillator instability$^7$. During these measurements the satellite range was 1063km, which corresponds to a round-trip signal travel time of 7.09 milliseconds (ms). During these measurements the constant frequency, amplified CO$_2$ laser output signal was chopped by means of a duplexer so that a 25% duty cycle pulse train consisting of 4ms duration pulses 16ms apart was transmitted to the orbiting satellite.
The spectra that result from a radio frequency (R.F.) test signal of 4 ms duration processed in the same manner as the optical radar data are shown in Figure 5. In Figure 5, the horizontal rows simulate logarithmic displays of the power spectra of a consecutive sequence of radar return signals; this type of display is the Doppler-time-intensity (DTI) plot in radar terminology. The \( \text{sinc}^2 \) function shape of the spectra due to the 4 ms pulse duration is quite evident. The average spectral width 10db below the peak is 383Hz, and the standard deviation of the spectral width is 5Hz.

Figure 6 shows the DTI plot of the actual CO\(_2\) radar signal return from GEOS-III at a 1063 km range. Notice the striking similarity to the simulated DTI plot in Figure 5, which was obtained from a high quality frequency synthesizer (that was also part of the radar receiver). A comparison of Figures 5 and 6 shows that the -10 db average spectral width of the radar return signal broadened from 383 to 399Hz and the standard deviation of this spectral width increased from 5 to 18.5Hz. These figures thus indicate that the short-term stability of the entire CO\(_2\) radar system, including round trip propagation effects caused by fluctuations in the atmosphere, was better than \( 1.5 \times 10^{-13} \) for the 7.09 ms roundtrip duration.

Figure 6 also shows that the standard deviation of pulse-to-pulse centroid jitter of the spectra was 117Hz during the test run. No effort was made to line-center stabilize either one of the lasers since the longterm stability of the free-running laser was more than adequate for typical optical radar applications.

**Laser Design**

Figure 7 illustrates the most basic CO\(_2\) laser structure developed at MIT Lincoln Laboratory more than twenty years ago. In order to achieve maximum open loop stability, a very rigid optical cavity design was chosen, which utilized stable materials. Four thermally, magnetically, and acoustically shielded low expansion superinvar rods define the mirror spacing of the optical cavity. The mirrors are internal to the vacuum envelope, and are rigidly attached to the composite granite and stainless steel mirror holders bolted to the four invar rods. In spite of the rigid structure, the laser design is entirely modular, and can be rapidly disassembled and reassembled; mirrors may be interchanged, and mirror holders can be replaced by piezoelectric and grating controlled tuners. It should be noted that the philosophy and many other aspects of the stable CO\(_2\) laser design may be easily traced back to the original He-Ne laser design of A. Javan.

Figure 8 shows a 1.5 m piezoelectrically tunable laser which is phase-locked with a 10 MHz frequency offset to a 0.5 m local oscillator reference in the coherent CO\(_2\) radar at the Firepond facility of Lincoln Laboratory.

Figure 9 illustrates a grating controlled, stable, TEM\(_{00q}\) mode laser. Many variants of these basic designs exist both at Lincoln Laboratory and elsewhere. This particular unit was built for high power applications, such as optical pumping and frequency shifting. The first order reflection of the grating was coupled through a partially reflecting output mirror. For heterodyne spectroscopy, zero-order output coupling is preferable. Some of the lasers also have short internal
absorption cells, which may be utilized either for frequency stabilization or for very stable high repetition rate passive Q-switching.

**Long-Term, Line-Center Stabilization of CO2 Lasers**

The width of the Doppler broadened gain profile of a CO\textsubscript{2} laser is about 53MHz. Thus the CO\textsubscript{2} lasers may operate anywhere up to at least tens of MHz away from the center frequency of the oscillating transition. In many applications it is therefore desirable to find a narrow reference line within the operating frequency range of the laser and lock to this reference. In 1970 we have demonstrated\textsuperscript{8,9} at MIT Lincoln Laboratory that, by using a small low pressure room temperature CO\textsubscript{2} reference stabilizing cell, the standing wave saturation effect in the CO\textsubscript{2} reference cell can be detected by observing the change in the intensity of the 4.3\mu m spontaneous fluorescence emission over the entire (001) - (000) transition band as the laser frequency is tuned across the Doppler profile of the corresponding 10\mu m absorption line. The change in the spontaneous fluorescence emanating from the entire band is due to the fact that radiation-induced change in the population of an individual rotational level is accompanied by a change in the populations of all rotational levels of the same vibrational state; this is caused by the coupling among the rotational levels, which tends to maintain a thermal population distribution. Figure 10 graphically illustrates\textsuperscript{11,12} the experimental arrangement in which low pressure, room temperature CO\textsubscript{2}, serving as the saturable absorber, is subjected to the standing wave laser field generated in a stabilizing cell placed either internal or external to the laser cavity, with the laser oscillating in any preselected (00\textsuperscript{9}1) regular or (01\textsuperscript{1}1) hot band transition. In the vicinity of the absorption line center a resonant change in the 4.3\mu m fluorescence signal appears which is analogous to a Lamb-dip.

Figure 11 shows the block-diagram of a two-channel heterodyne calibration system\textsuperscript{10,11,12} in which two low pressure, room temperature CO\textsubscript{2} gas cells external to the lasers were used to line-center stabilize two grating controlled stable lasers filled sequentially with 9 different CO\textsubscript{2} isotopic species.

Figure 12 illustrates the time domain frequency stability that has been routinely achieved with the two-channel heterodyne calibration system using the 4.3\mu m fluorescence stabilization technique.\textsuperscript{12} The open and filled circles represent two separate measurement sequences for the Allan Variance of the frequency stability.

\[
\sigma_y(\tau) = \frac{1}{2M} \sum_{j=1}^{M} (y_{j+1} - y_j)^2
\]

Each measurement consisted of M=50 consecutive samples for a sample time duration (observation time) of \(\tau\) seconds. Figure 15 shows that \(\sigma_y < 2 \times 10^{-12}\) has been achieved for \(\tau = 10\)s, which means that a frequency measurement precision of about 50Hz may be readily achieved within a few minutes.
The triangular symbols in Figure 12 represent the frequency stability of a Hewlett-Packard (HP) model 5061 cesium atomic frequency standard as specified in the 1987 HP catalogue. Clearly, the frequency stabilities of the CO₂ and the cesium stabilized systems shown in Figure 12 are about the same.

The upper bound short-term stabilities, as measured in the laboratory (see Fig. 1) and determined from CO₂ radar returns at the MIT Lincoln Laboratory Firepond facility (see Fig. 6) are also indicated by the two crossed circle symbols in the lower left corner of Figure 12. It is quite obvious that a least two to three orders of magnitude better short-term stabilities have been achieved in the CO₂ radar compared to Microwave Systems.

**CO₂ Isotope Lasers**

In CO₂ molecular lasers transitions occur between two vibrational states. Since each vibrational state has a whole set of rotational levels, a very large number of laser lines, each with a different frequency (wavelength) can be generated. Moreover, isotopic substitution of the oxygen and/or carbon atoms make 18 different isotopic combinations possible for the CO₂ molecule. Approximately 80 to 150 regular band lasing transitions may be generated for each of the CO₂ isotopic species. By using optical heterodyne techniques, the beat frequencies between laser transitions of individually line-center stabilized isotopic CO₂ laser pairs were accurately measured. As a result, the absolute frequencies, vacuum wavenumbers, band centers, and ro-vibrational constants for $^{12}\text{C}^{16}\text{O}_2$, $^{13}\text{C}^{16}\text{O}_2$, $^{13}\text{C}^{18}\text{O}_2$, $^{12}\text{C}^{18}\text{O}_2$, $^{12}\text{O}^{17}\text{O}_2$, $^{16}\text{O}^{12}\text{C}^{18}\text{O}$, $^{16}\text{O}^{13}\text{C}^{18}\text{O}$, $^{14}\text{C}^{16}\text{O}_2$, and $^{14}\text{C}^{18}\text{O}_2$, have been simultaneously calculated from well over 900 beat frequency measurements. The accuracies of these frequency determinations are, for the majority of the transitions, within about 5 kHz relative to the primary Cs frequency standard. Consequently, in the 8.9-12.3 μm wavelength region line-center stabilized CO₂ isotope lasers can be conveniently used as secondary frequency standards. One can also utilize difference frequencies and harmonics of CO₂ lasing transitions to synthesize precisely known reference lines well beyond the 8.9-12.3 μm range. Figure 13 graphically illustrates the frequency and wavelength domain of the nine CO₂ isotopic species which were measured to date. $^{14}\text{C}^{16}\text{O}_2$ extends the wavelength range to well beyond 12μm, while $^{12}\text{C}^{18}\text{O}_2$ transitions reach below 9μm.

In CO₂ radar applications the existence in the ambient atmosphere of approximately .03% (by volume) of the most abundant $^{12}\text{C}^{16}\text{O}_2$ isotope will cause severe absorption in long range narrow-band CO₂ radar. In wideband CO₂ radar the problem is made even worse because of frequency dispersion by the absorption line shape. The use of rare CO₂ isotopic species can virtually eliminate both problems. Both NASA and ESA (European Space Agency) are also planning on the use of $^{12}\text{C}^{18}\text{O}_2$ in wind velocity mapping CO₂ radars because of the higher backscatter at the shorter wavelengths where $^{12}\text{C}^{18}\text{O}_2$ lasers are more powerful compared to $^{12}\text{C}^{16}\text{O}_2$, in addition to having smaller absorption under normal atmospheric conditions.
Design and Output Characterization of a Pulsed CO\textsubscript{2} Hybrid TE Laser System

The CO\textsubscript{2} MOPA laser radar at the Firepond facility of MIT/Lincoln Laboratory has achieved unsurpassed spectral purity and short-term stability, as described before; however, it is a very large installation. There are many applications where a more compact system is needed and the utmost spectral purity is not really necessary, such as in pulsed radars for instance. This paper will next discuss a technique of obtaining a long-pulse, moderately high power laser transmitter with a potentially high temporal coherence. The principle of operation is based on the chirp cancelling capability of an acousto-optic modulator placed external to a TE hybrid laser oscillator.

The new CO\textsubscript{2} laser is basically a small MOPA system.\textsuperscript{15} It is capable of delivering smooth, TEM\textsubscript{40} mode pulses of variable widths from about 5\mu s to about 70\mu s duration. The available output energy is about 230mJ in a 35\mu s nearly flat-top pulse.

The optical layout of the system is shown schematically in Figure 14. The hybrid TE CO\textsubscript{2} laser consists of an intracavity cw discharge gain cell in series with a pulsed discharge low pressure gain cell. Beam forming optics are used to change the beam spot size to various diameters along the optical path, 3mm $1/e^2$ diameter at the A-O cells and to about 2 cm $1/e^2$ diameter at the pulsed laser amplifier. For heterodyne measurements, the beams are combined in front of a 10MHz bandwidth detector near the laser local oscillator. Figure 15 is a photograph of the optical layout showing various optical components just as they are positioned in Figure 14.

Figure 16 shows a close-up view of the hybrid TE CO\textsubscript{2} laser oscillator itself. The optical resonator and cw discharge tube structures are based on the stable cw laser design shown previously in Figures 7, 8 and 9. The pulsed gain cell within the stable laser cavity and the pulsed amplifier following the beam expander are variants of the dual LP-30 and LP-140 lasers respectively which are commercially available from Pulse Systems, Inc. in Los Alamos, N.M.

The main components of the CO\textsubscript{2} laser MOPA and chirp measurement system are shown in block diagram form in Figure 17. The low-pressure hybrid TE CO\textsubscript{2} laser produces a smooth single TEM\textsubscript{40} mode, 80mJ pulsed output with a pulse width of about 70\mu s (FWHM). The output beam temporal profile is shaped by passing the beam through two acousto-optic (A-O) cells operating in series in a frequency up-shift and down-shift mode. The pulse slicing is produced in the first A-O cell by applying a 35\mu s 40MHz 30W peak power RF pulse to the A-O cell about 17.5\mu s before the peak of the 70\mu s optical output pulse of the hybrid TE laser oscillator. The input to the RF amplifier driving the second A-O cell may be connected to either a 40MHz cw oscillator or to a HP8770A RF waveform generator. With the fixed frequency 40MHz input, the second A-O cell will simply shift the CO\textsubscript{2} laser output frequency back to the CO\textsubscript{2} line center and enable us to measure the laser frequency chirp generated during the pulsed excitation. This frequency chirp may be almost completely cancelled by applying an appropriate chirped RF waveform to the second A-O cell using the HP8770A waveform generator in the switch position as shown in the upper right hand corner of Figure 17. A low-pressure pulsed CO\textsubscript{2} laser amplifier, a modified version of the standard Model LP-140 made by Pulse Systems Inc., is used to amplify the pulse energy to about 0.25J. The system has operated at a pulse repetition frequency of 5Hz for millions of shots without any problem.
Figure 18 shows the superimposed pulse energy outputs of 50 consecutive laser pulses. The pulse energy repeatability is estimated to be about ±5%. Figure 19 shows the pulse output after the hybrid TE laser pulse is chopped by the first A-O cell and is amplified by the pulsed laser amplifier. The pulse is nearly rectangular in shape with very short rise and fall times, determined by the acoustic transit time in the A-O cell for the 3mm diameter optical beam. A more rectangular shape could be obtained by optimizing the pulse shape of the RF drive to the first A-O cell relative to the rectangular shape used for obtaining the pulse shape shown in Figure 19. By varying the pulse width of the 40MHz RF drive applied to the first A-O cell, the output laser pulse width can be varied easily from a few microseconds to about 70μs. This is very useful in some applications and is a unique feature of the present laser system.

The spatial profile of the optical beam at the laser amplifier output was recorded by a 32 x 32 pyroelectric detector array. The output beam profiles are shown in Figures 20 and 21 in isometric view and in a plane containing the optical axis of the Gaussian beam respectively; it can be seen that the beam profile is essentially Gaussian in shape. The small irregularities are caused by noise pickup and some minor beam distortion in going through the amplifier.

**Chirp Measurements**

The chirp in the output of the hybrid laser and the overall chirp in the output of the laser amplifier were measured by using a heterodyne method. The heterodyne measurement setup was previously shown schematically in the lower half of Figure 17. For the 10MHz HgCdTe photoconductive detector, about 3-4mW of LO power was used. The pulsed laser peak power was attenuated sufficiently using several plates of CaF2 until the beat frequency display on the oscilloscope appeared like a burst of a sinusoidal wave.

Figure 22 shows the beat frequency between the laser local oscillator (LO) and the pulsed laser as a function of time over a 35μs interval. The zero beat was adjusted to occur at the beginning of the pulse. The chirp shown in Figure 22 is an upchirp, approximately linear over the 35μs interval. The frequency deviation of the chirp is about 2MHz. The 35μs pulse width is a part of the FWHM 70μs laser pulse of the laser oscillator. We have also recorded the output of the pulsed laser alone without the beam slicer operating. Figure 23 is a scan of the chirp frequency vs. time for an unsliced pulse. The cw LO laser frequency was deliberately set far below the pulsed laser frequency so that there is no foldover of the beat frequency. Note that at the beginning of the pulse, there is a short downchirp. The chirp frequency first decreases and then reverses upward. It moves up exponentially at first and then becomes nearly linear out to more than 80μs, where it finally flattens out. The overall chirp range is about 4.5MHz. Qualitatively, this kind of chirp variation is typical of previous observations on TEA CO2 lasers.16 The chirp has been found to be caused by the combined effects of the laser induced medium perturbation or LIMP for short,16 and heating of the pulse-excited gas mixture.
Chirp Cancellation Scheme and Measurement Results

Intrapulse chirps such as those shown in Figures 22 and 23 are undesirable in many laser radar applications. A number of techniques have been utilized to design laser cavities with much lower energy per unit volume in order to minimize the effect of LIMP. Cavity cross sections have been enlarged by using an intracavity telescopic lens or a special Gaussian-profiled output coupler configuration. The use of active techniques for correcting or cancelling the chirp have also been suggested and attempted.

The chirp cancellation method described in this paper is based on the fact that an appropriate compensating chirp can be subtracted from the existing chirp in the laser beam by means of either an electro-optic or an acousto-optic cell placed into the beam path following the laser output. Maximum cancellation is achieved if the magnitude and phase are equal and opposite to those of the laser beam chirp, respectively. The chirp cancellation method can be understood by referring to the schematic diagram of Figure 17. A waveform generator is used, instead of the 40MHz fixed frequency cw oscillator, to produce a linear upchirp of 30μs duration with a frequency excursion from 39 to 41MHz. This waveform is applied to the input of a 25W RF amplifier which in turn drives the second A-O cell. The chirp in the laser output is measured by sending the heterodyne signal from the detector to the time and frequency analyzer which is capable of measuring the instantaneous frequency from dc to 500MHz. With just a cw RF input to the A-O cell, we obtained the chirp of the laser itself, shown by the upper trace (solid line) in Figure 24, which has a total frequency excursion of about 2.2MHz for the 30μs pulse duration (in this measurement, we only used the output of the hybrid TE laser, since we found that the low pressure laser power amplifier introduced only a very small chirp). By switching to the chirp correcting waveform shown by the dashed-line lower trace in Figure 24, we obtained the residual chirp shown in Figure 25 which has a frequency excursion of 320kHz, which corresponds to only about ±7% of the original chirp in the laser. We believe that this is the first time that this kind of chirp cancellation has been successfully demonstrated.

A similar type of chirp cancellation was first attempted with reasonable success by Willetts and Harris, who utilized an intracavity E-O modulator using peak dc voltages as high as 5 kV. The correction scheme described in this paper was performed with an A-O modulator that is external to the laser cavity; we believe that this kind of compensation may have a higher degree of thermal and mechanical stability. Furthermore, the pulse durations were much longer than those previously attempted and the use of acousto-optic devices require only low voltages for operation. In an acousto-optic modulator, the output beam direction changes as the input drive frequency is varied. However, the angular deviation turns out to be negligibly small for the present case (~ ±0.5 mrad).

Summary and Conclusions

A chirp cancellation scheme has been carried out using an acousto-optic modulator. Preliminary results demonstrated a chirp reduction of about 90%. Higher degree of cancellation would have been possible had we tailored the chirp of the correcting waveform somewhat closer to the chirp generated in the laser. We believe that this type of chirp cancellation could be further
improved by improving the laser design and through rapid sampling of and correcting for the residual laser chirp itself.

CO₂ lasers have demonstrated greater spectral purity and better short term stability than any other oscillator at any frequency. These results were confirmed by laboratory measurements and also deduced from analysis of CO₂ radar returns from orbiting satellites. A long-term stabilization technique, using low pressure room temperature CO₂ gas as a reference, was also developed so that long-term CO₂ laser stabilities at least comparable to commercial grade atomic clocks have been achieved. By using a line-center stabilized, two-channel CO₂ laser heterodyne system, the absolute frequencies of lasing transitions and the ro-vibrational constants of nine CO₂ isotopic species were determined to within about 5kHz relative to the primary cesium frequency standard. These results allow the CO₂ system to be used as a secondary frequency standard in the infrared spectrum. Furthermore, the results described in this paper were achieved with laser designs and components which were, for the most part, developed more than 20 years ago. Extensive experience gained by working with these lasers clearly indicates that at least one to two orders of magnitude improvements of both short-term and long-term stabilities should be readily achievable with improved designs.
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Fig. 1. Real time power spectrum of the beat signal between two free running CO$_2$ Lasers.

Fig. 2. A beat note similar to Figure 1, but measured under somewhat noisier environmental conditions.
Fig. 3. Spectral purity of beatnote between two phase-locked lasers.

Fig. 5. Doppler-Time-Intensity plot for a 4-ms duration R.F. Test Signal.

Fig. 6. Doppler-Time-Intensity plot for the GEOS-III return signal.

Fig. 4. Infrared radar system block diagram.
Fig. 7. Basic stable laser structure developed at MIT/Lincoln Laboratory.

Fig. 8. Offset-locked lasers in the coherent CO₂ radar at the Firepond Facility.

Fig. 9. Basic grating-controlled stable TEM₀₀₀ Mode CO₂ Laser.

Fig. 10. Graphic illustration of the saturation resonance observed in CO₂ fluorescence at 4.3μm. The figure shows an internal absorption cell within the laser cavity. External cells may also be used.

Fig. 11. Block diagram of the two-channel line-center stabilized CO₂ isotope calibration system.
**Fig. 12.** Time domain frequency stability of the two-channel heterodyne calibration system using the 4.3μm fluorescence stabilization technique.

**Fig. 13.** Frequency and wavelength domain of nine CO₂ isotopic species.

**Fig. 14.** Optical layout of CO₂ laser system.

**Fig. 15.** Photograph of optical layout.

**Fig. 16.** Photograph of hybrid CO₂ laser (isometric view).
PULSED CO₂ LASER, CHIRP CANCELLATION AND CHIRP MEASUREMENT

Fig. 17. Pulsed CO₂ laser, chirp cancellation and chirp measurement setup.

Fig. 18. Superimposed pulsed energy readouts of 50 consecutive laser pulses at output of hybrid TE laser.

Fig. 19. Temporal profile of laser pulse after amplification by pulsed laser amplifier.

Fig. 20. Isometric view of spatial profile of laser pulse at the output of the pulsed laser amplifier.

Fig. 21. One-dimensional beam profile obtained by a plane cut through the optical axis of the beam (solid curve); dotted curve is a fit using a Gaussian intensity distribution.
Fig. 22. Beat frequency chirp between a 35μs duration hybrid CO2 laser pulse and the cw local oscillator.

Fig. 23. Time variation of the beat frequency between the pulsed hybrid CO2 laser and the cw local oscillator, showing both down-chirp and up-chirp.

Fig. 24. Pulsed hybrid TE CO2 laser frequency chirp showing that the chirp is about 77kHz/μs.

Fig. 25. Residual chirp at A-O modulator output.
Excimer Lasers and LIDAR

Robert C. Sze
Los Alamos National Laboratory
M.S. E543, Group CLS-5
Los Alamos, New Mexico 87501

Abstract

Excimer lasers used in LIDAR applications have a number of benefits over lasers at other wavelengths. Among these is that the signal wavelengths can be in the solar blind region permitting comparable signal to noise ratios for both day and night time detection. We give a specific example for the most common use of an excimer laser in LIDAR, that of inducing fluorescence or Raman scattering in species of interest. We will then discuss some recent laser developments including multi-wavelength, long-pulse, and ultra short-pulse lasing, and show how they maybe used for atmospheric and hydrographic LIDAR applications.

Introduction

The availability of powerful ultraviolet sources using excimer lasers introduces unique possibilities for LIDAR because the photons are energetic enough to induce fluorescence or Raman scattering in nearly all materials and because these induced signals from materials of interest may lie deep enough in the ultraviolet to be in the solar blind region of the spectrum (230-300 nm). With the LIDAR return signal in the solar blind region we can do both day and night time detection with equivalent signal to noise ratios. Thus, it appears possible to use a single laser source to interrogate many different species. Such a system is, however, limited by the induced fluorescence and Raman scattering cross-sections which can be many orders of magnitude less than resonance scattering processes that require wavelength specific sources. Table 1 gives the cross-section ranges of a number of LIDAR processes. We see that laser induced fluorescence usually has fairly large cross-sections, but non-resonant Raman scattering is over seven orders of magnitude lower. These techniques, nonetheless, can compare favorably with resonance processes such as resonance-induced atomic fluorescence and differential absorption and scattering LIDAR techniques. This is because signal-to-noise ratios can be improved by frequency filtering for laser-induced fluorescence or Raman scattering return LIDAR signals whose wavelengths are far away from the laser wavelength but is not possible for resonance LIDAR processes whose wavelengths are at the same wavelength as the laser wavelength. The unwanted scattering noise at the laser wavelengths can be very large due to signals coming from elastic scattering of other atmospheric constituents (Mies and Rayleigh scattering).

In this presentation we will give an example of a LIDAR application using Raman backscattering. We will then present some recent laser developments at Los Alamos which may be helpful in certain atmospheric and hydrographic LIDAR applications.

Table 1. LIDAR techniques and their appropriate cross-sections \((\sigma_0/\lambda^2)\)

<table>
<thead>
<tr>
<th>Process</th>
<th>((\sigma_0/\lambda^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mie Scattering</td>
<td>(10^{-8}-10^{-9})</td>
</tr>
<tr>
<td>Atomic Fluorescence</td>
<td>(10^{-14}-10^{-15})</td>
</tr>
<tr>
<td>Differential Absorption and Scattering (DAS)</td>
<td>(10^{-18}-10^{-24})</td>
</tr>
<tr>
<td>Molecular Fluorescence</td>
<td>(10^{-20}-10^{-21})</td>
</tr>
<tr>
<td>Rayleigh Scattering</td>
<td>(10^{-25}-10^{-26})</td>
</tr>
<tr>
<td>Raman Scattering</td>
<td>(10^{-28}-10^{-30})</td>
</tr>
</tbody>
</table>
Example of Raman Scattering LIDAR

Due to the small cross-section for Raman Scattering, LIDAR using this technique is limited to the detection of molecular species of interest at a few parts per million. Thus, Raman scattering has limited utility in pollution monitoring when detectivity of parts per billion are required.

Evapotranspiration plays an important role in global climate change. We give an example here of the measurement of water vapor content over vegetation canopy to illustrate the technique involved. These data are presented here courtesy of Robert Karl at the Los Alamos National Laboratory. The details of this work are presented in Ref.[1]. A broad-band one joule per pulse KrF laser at 248 nm wavelength is used as the exciting source. The backscattered Raman signals from H$_2$O at 273 nm and N$_2$ at 263 nm are measured and the H$_2$O concentration is calculated according to the formula:

$$[H_2O]_R = [N_2]_R \times \frac{\sigma_{H_2O}/\sigma_{N_2}}{1} \times \frac{P(\lambda_{H_2O},R)}{P(\lambda_{N_2},R)} \times K$$

where $[N_2]_R$ = nitrogen number density for all R determined by a single measurement of atmospheric pressure and temperature assuming standard nitrogen atmospheric abundance, R = range along the laser, $\sigma$ = the Raman backscatter cross-sections, P(\lambda, R) = optical power received, $\lambda$ = Raman scattered wavelength with x = H$_2$O and N$_2$, and K = the product of telescope transmission, reflectance and detector sensitivity factors. The normalization with respect to nitrogen should be done whenever possible to eliminate corrections in signal fluctuations caused by laser power variations, atmospheric transmission changes as a function of range, and the change in telescope-to-laser-beam overlap along the sampled path length. In Fig. 1 water concentration is converted to a water mixing ratio (WMR) defined as the grams of water vapor in kilograms of air and plotted as a function of time and range down field over an area covered by cotton plants. These LIDAR data agree very well with data obtained from point source measurements at Bowen Ratio Energy Balance stations (BREB). Note that one can monitor the evapotranspiration over large areas. One can see that after twelve hours the water vapor over the cotton field has decreased to very low levels and the plants are becoming dangerously stressed due to lack of watering.

Two Wavelength Excimer Laser Operation

Recent work at Los Alamos dealing with two wavelength lasers serving as a seed input into the Aurora Fusion Laser system to generate broadband lasing at the target may find useful applications in LIDAR. Figure 2 shows laser output from the oscillator (a) and through an amplifier (b) and at ten times the signal scale (c) of (b) to show the beginning of contributions at line center from amplified spontaneous emission (ASE). The etalon has 90 % reflectivity mirrors with 203 cm$^{-1}$ separation. After one pass through an amplifier the energy level in the two lasing lines are at 55 mJ per pulse. This is at an energy level that should be useful for LIDAR. We believe with some care, such as proper beam expansion, a few hundred millijoules per pulse can be easily achieved in an amplifier that nominally delivers one joule per pulse as an oscillator.
Figure 2. Two frequency lasing with 90%R etalon in KrF at 248 nm (a) oscillator output, (b) through amplifier, and (c) amplifier signal magnified by factor of 10.

The ability to tune the two modes about line center is minimal because as soon as one mode sees a much higher gain it has a tendency to dominate. This effect is much more severe when the separation between the two lasing modes is small. Thus, in order to place one of the modes on an absorption feature for resonance fluorescence or differential absorption LIDAR it is best to tune by changing the etalon spacing. If the absorption should be near line center this two wavelength approach would not work. When the lasing wavelength separation is greater than 100 cm⁻¹, the two wavelengths are easily separated by a 1/2-meter spectrometer. A specific possibility of using this technique is the detection of [OH] radical using absorptions at the XeCl (308 nm region) or XeBr (282 nm region) excimer laser transitions. Of course, in the case of XeCl where the gain bandwidth is not completely homogeneously broadened, more than two lasing lines may appear and one must take proper precautions.

Compact long-pulse and ultra-short pulse excimer lasers.

Long-pulse excimer lasers can be useful when narrow-band lasers are required with very little laser superfluorescence background. The depth resolution is, of course, limited by the pulse length. A possible application is in atmospheric temperature measurements where one remotely sense the induced rotational Raman back-scattering lines from nitrogen. Compact lasers of this type are now available using the inductive stabilization technique and operating in the 100 mJ energy region for XeCl, KrF and XeF. Figure 3 gives the temporal pulse shape of such a device in XeCl and Fig. 4 is a laser burn spot on Krylox paper showing the lasing cross-section and lasing uniformity. Note that with the inductive stabilization technique any aspect ratio is possible. Fig. 4 gives a laser where the aspect ratio is approximately one to one.

There are many LIDAR applications where depth resolution is unimportant and long pulse lasers of any duration can be used. A particular example is in the hydrographic area where excimer lasers are used to identify the type and thickness of oil spills. The technique uses an excimer laser to excite fluorescence from the oil film. The fluorescence spectrum for many of the different fuels have different identifiable spectra peaking at different wavelengths. For some crude oil spills that have similar spectra the differences in their fluorescence lifetimes are measured in order to properly identify the species. The lifetimes range from 1 to 10 ns and are presently deconvoluted from the 15-20 ns exciting excimer laser pulse. At Los Alamos we have generated very short pulses through acousto-optic mode locking of a small long-pulse laser oscillator. The technique only adds a few centimeters to the oscillator cavity length and will greatly facilitate these lifetime measurements. The mode-locked pulse train is sent through a Pockels cell to select out one pulse which is subsequently sent through an amplifier (which nominally gives one joule per pulse as an oscillator). Figure 5 gives the mode-locked pulse train from the oscillator. The pulse becomes increasingly narrower as a function of the increasing number of round-trips in the cavity, and reaches a minimum some 40 ns into the long-pulsed discharge excitation as shown in Fig. 6. In work done by Shay, Sze and Maloney, one pulse is picked off and amplified. The picked-off pulse is shown in Fig. 7 and the total output pulse energy obtained as a function of the input pulse energy is shown in Fig. 8. We see that over 37 mJ/cm² is obtained after amplification of a 120 ps FWHM input pulse. The thickness of the oil film is calculated by comparing the water Raman signal with and without the oil film and by knowing the oil attenuation coefficient.
Thus, a long-pulse excimer laser system with the short-pulse generating scheme described above would be an ideal compact system to do all the measurements for this hydrographic application.
Discussion

We have tried to show in this discussion the wide applicability of excimer lasers to LIDAR and have presented certain specific new features of compact excimer laser systems that may be specially relevant to specific applications. As the problems of the environment become evermore important in the consciousness of the public at large, the remote sensing of the quality of our atmosphere and our waters, as well as the monitoring of important parameters which affect global climate change will become evermore needed. We believe excimer laser systems will have an important role to play in this effort.
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ALEXANDRITE LASER CHARACTERIZATION AND ENGINEERING EVALUATION
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Abstract
A recent development in solid state pulsed lasers is the alexandrite laser, built by the Allied Signal Corporation of Westlake Village, California. The laser uses a flashlamp pumped alexandrite crystal for the lasing medium and produces radiation between 0.750 and 0.760 micron wavelengths. The U.S. Army Missile Command (MICOM) recently acquired two of these lasers and conducted characterization and operational performance evaluations. Included in the characterization/evaluation are such parameters as output energy, efficiency, beam profile, temporal pulse shape, pulse width, divergence, linewidth, ASE/laser intensity ratios, and lasing wavelength and stability. Statistical methods were used as a basic analysis approach for some of the data. System performance and reliability were also observed. This paper presents the results of that evaluation.

Introduction
The Alexandrite laser is a flashlamp pumped, solid state laser which uses an alexandrite crystal rod as the lasing medium and produces energy at 750-760 nanometer (nominally) wavelength. This wavelength is just on the fringe of the visible spectrum extending into the near infrared. When viewed as a diffuse reflection the radiation appears as a deep red color. The Alexandrite material is chromium doped BeAl2O4 (Chrysoberyl) and is manufactured by the Allied/Signal Corporation of Westlake Village, California. The active lasing medium in the Alexandrite material is the Chromium Ion (Cr^{4+}).

The Alexandrite laser is a more recent development than other solid state lasers such as Ruby or Neodymium Yag and thus the open literature is much more limited. The U.S. Army Missile Command, Research, Development, and Engineering Center (RD&EC), Directed Energy Directorate (DED), recently acquired two repetitively pulsed Alexandrite lasers, both built by Allied/Signal, for use in in-house test activities. The two lasers are referred to as the Mallet and the Compact lasers. This paper describes the characterization and engineering evaluation of these two lasers. Included in the characterization/evaluation are such parameters as energy output, efficiency, beam profile, temporal pulse shape, pulse width, divergence, linewidth, ASE/laser intensity ratios, lasing wavelength and stability, and other observations made during the course of this effort.

Laser Description
The Mallet laser is a repetitively pulsed alexandrite device designed to operate in a long pulse mode with an approximately 80 microsecond (usec) pulse length (350 usec with additional capacitor bank) at different pulse repetition frequencies (PRF). Emitted energy levels per pulse were up to 6 Joules (350 usec) at 1 Hz and 1 Joule at 6 Hz. The laser also has an optional Q-switch capability.

The Mallet alexandrite rod is 0.7 cm x 10 cm. An aperture of approximately 0.65 cm included in the cavity serves as the limiting aperture. In some of these tests a beam expander/collimator was used to expand the laser aperture by a factor of approximately 12 to 1.

The resonator consists of two elliptically coupled flashlamps, the laser rod, a porro prism, a single axis corner cube, is used for ease of alignment and physical stability of the resonator. However, it introduces unusual mode patterns onto the beam. The near field is essentially top hat in a horizontal direction and has two modes in the vertical direction (Fig. 1b). The line of zero intensity that divides them corresponds to the vertex of the porro prism. This pattern can be explained by realizing that the resonator is optically equivalent to one consisting of two half cylindrical rods with an output coupler on each end, and correspondingly two output beams propagating in opposite directions (Fig. 1c). The porro prism folds the resonator back on itself and places the two beams adjacent and parallel to each other (Fig. 1d). They are, however, two separate and distinct beams and are not coherent with respect to each other. In the far field, the two beams overlap and give rise to an intensity profile which is Gaussian-like in form but several times wider than the diffraction-limited beam from an equivalent aperture.
The laser was operated with two different partial reflectors as the output coupler. The earlier testing utilized a 50% reflector which was later changed to an 80% reflector. The only data taken with the higher reflectance mirror were the spectral and efficiency determinations.

The natural birefringence of the alexandrite crystal forces a horizontal linear polarization state on the beam. The output window of the laser head is at Brewster's angle and thus introduces no losses.

The laser control contains a vertical light emitting diode (LED) display indicating output energy based on energy samples taken by a photodiode located near the laser exit aperture. The amount of emitted laser energy is controlled by varying the voltage to the flashlamps. The manufacturer states that in the long pulse configuration mode, operating at 1 Hz, an emitted energy of approximately 1 Joule corresponded to a 60 reading on the LED meter. This was the recommended operating configuration for extended runs.

The laser rod is heated to and maintained at approximately 78 degrees centigrade for optimum lasing efficiency. The flashlamp fluid cooling system is maintained at approximately 45 degrees centigrade.

The Compact laser has a flashlamp pumped alexandrite laser rod of virtually identical dimensions to the Mallet (0.635 cm x 10 cm). A maximum reflectance mirror, the rod, and the output coupler form the laser resonator. The flashlamp energy is coupled to the rod in a single ellipse reflector. The laser differs in that it has no liquid cooling of the flashlamps but rather is conductively cooled. The laser as originally delivered did not include an external (to the pump chamber) fan but was added shortly thereafter along with a change in the maximum reflector to a shorter radius of curvature. Additionally, there is no stabilization of the rod temperature as in the Mallet. It operates essentially as a single pulse device in the long pulse mode although it has some capacity for repetitive pulses. An 8x beam expander/collimator is installed on the laser.

These lasers were both acquired as broadband lasers under a set of specifications emphasizing energy output and beam quality.

**Experimental Details**

All energy output measurements were taken with a Scientech model 38-0101 volume absorbing disc calorimeter and a digital readout unit. The only exception being the rep rate measurements (1 Hz) taken with the Mallet laser. The time constant for the calorimeter was too long to allow measurements at this rep rate. These measurements were taken with a Laser Precision RjP-745 pyroelectric radiometer which was calibrated against the calorimeter.

Temporal pulse forms were taken with a Hamamatsu vacuum photodiode. The signal from the photodiode was fed to an oscilloscope or to a Tektronix 7912 programmable digitizer. The digitizer provides a video output which was recorded on a VCR and reduced post-test. Photographs presented in this paper were taken from the oscilloscope with a standard scope camera.

Intensity profiles for the Mallet were acquired through the use of a standard vidicon camera in conjunction with a Teledyne Brown Profilometer model VCP 1. The camera was used to observe the laser spot on a white target board and was stopped down so as to produce a good (unsaturated) signal. The video signal was then interfaced to the Profilometer which scans it in three dimensions and produces an X, Y, and Z output to an oscilloscope. Photographs were again taken with a scope camera.

The beam spatial fluence profile for the Compact laser was measured with a beam profiler developed by MICOM DED. The device consists of a 10 x 10 array of 1-inch square black anodized aluminum tiles with a small thermistor attached to the back of each. These independently detect energy by measuring temperature changes. Output from each tile in the array is multiplexed five times per second and recorded by a computer. The device provides 100 array data points of the beam fluence distribution for graphic display.

Linewidth measurements and ASE/Laser intensity ratios were taken using a Spex spectrometer and a Photo Multiplier Tube (PMT) or a Jarrel Ash spectrometer in conjunction with a Tracor Northern 1710 Optical Multichannel Analyzer (OMA) or some combination thereof. A split off portion of the beam was directed into the Jarrell Ash spectrometer and the OMA while the remainder entered the Spex and PMT. The laser and OMA were methodically scanned for intensity variations as a function of wavelength (PMT). This set-up became necessary because of the pulse-to-pulse variation in spectral content which could significantly effect the intensity readings. The wavelength and output energy dependence of the
Alexandrite medium on temperature is well documented. The rod temperature is dependent on the time between pulses (for a fixed flow rate) particularly in the conductively cooled Compact. Thus, it became critical to pulse the lasers when the rods were at the same temperature to improve success at determining an ASE/Laser intensity ratio. Under this criterion, the lasers were pulsed and data taken only after the rods had sufficient time to return to a stabilized temperature. This amounted to room temperature for the Compact laser and 78 degrees centigrade for the Mallet. The OMA was monitored to verify that lasing was indeed occurring at approximately the same wavelength before using the intensity data from the PMT. Linewidth could be taken directly from the OMA or determined from the intensity plots produced by the SPEX/PMT.

Test Results And Discussion

Output Energy

The results of the output energy for both lasers are presented in Table 1. The output energy for the Compact laser was measured in a smaller sample size. This was primarily due to the fact that by being conductively cooled, the laser was restricted in the number of continuous pulses that could be fired due to heat build-up in the pump chamber. The Compact data represents a combination of two runs of about 105 shots each at approximately 1/4 Hz with a cool down period between them. The Compact data was taken after the aforementioned fan and mirror modification.

Table 1. Output Energy Data

<table>
<thead>
<tr>
<th>Emitted Energy (J)</th>
<th>Mallet Long Pulse</th>
<th>Q Switch</th>
<th>Compact</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN</td>
<td>0.9096</td>
<td>0.4604</td>
<td>3.9070</td>
</tr>
<tr>
<td>MAX</td>
<td>1.0167</td>
<td>0.5045</td>
<td>4.2514</td>
</tr>
<tr>
<td>MIN</td>
<td>0.8266</td>
<td>0.4407</td>
<td>1.1793</td>
</tr>
<tr>
<td>STD</td>
<td>0.0015</td>
<td>0.0088</td>
<td>0.2956</td>
</tr>
<tr>
<td>COV</td>
<td>2.89%</td>
<td>1.90%</td>
<td>7.57%</td>
</tr>
<tr>
<td>#SHOTS</td>
<td>1001</td>
<td>1000</td>
<td>210</td>
</tr>
</tbody>
</table>

The Coefficient of Variance (COV) is determined by dividing the standard deviation by the mean and is presented as a percent. It is the percent of the first standard deviation of the mean value and allows a comparison of variance between different types of data or data where the mean values are different.

Figures 2a, 2b, and 2c represent the frequency distribution curves of this data for the Mallet long pulse and Q-switch and the Compact, respectively. The frequency distribution curves present essentially the same curve profile of data distribution around the respective mean for all three cases. These data indicate a consistent pulse-to-pulse emitted energy. This is evidenced by the low COV's of 1.9% for the Mallet Q-switch and 2.89% for the Mallet long pulse. The Compact data was a little more inconsistent with a COV of 7.57%. This is an expected result due to the temperature stabilization and rod cooling in the Mallet versus the conductive cooling of the Compact.

Temporal Data

The measured pulse width data, summarized in Table 2, indicates that the Mallet pulse is approximately 81 usec and 57 nsecs (FWHM) in the long pulse and Q-switch modes, respectively. Figures 3 and 4 present examples of the temporal pulse forms from which these pulse widths were determined.

Table 2. Mallet Pulse Width Summary

<table>
<thead>
<tr>
<th>Pulse Width</th>
<th>Long Pulse (usec)</th>
<th>Q-switch (nsec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVG</td>
<td>81</td>
<td>57</td>
</tr>
<tr>
<td>MAX</td>
<td>96</td>
<td>96</td>
</tr>
<tr>
<td>MIN</td>
<td>64</td>
<td>48</td>
</tr>
<tr>
<td>STD</td>
<td>5.897</td>
<td>3.163</td>
</tr>
<tr>
<td>COV</td>
<td>7.29%</td>
<td>5.94%</td>
</tr>
<tr>
<td>#SHOTS</td>
<td>297</td>
<td>301</td>
</tr>
</tbody>
</table>
The data for pulse width on the Compact laser was a much smaller sample than for the Mallet. The data averaged approximately 150 psec. Statistical parameters (other than the mean) were not employed because of the small sample size. Figure 5 shows an oscilloscope trace of a typical temporal pulse form for the Compact laser.

The temporal pulse forms for the Mallet were expanded to observe the individual spikes that make up the long pulse. The spikes ranged from 45 to 200 nsec in duration measured at the FWHM. The lower end of this range corresponds to measurements taken after the aforementioned output coupler modification and the higher end to those before. These were measured both with the normal cavity configuration and with a 1.5 mm diameter aperture placed between the rod and the output coupler. The effect of the aperture was to produce spike pulse forms that were more gaussian in nature by reducing the number of transverse modes. A typical spike is shown in Figure 6. Figure 7 shows a spike further expanded in the horizontal to reveal a condition of longitudinal multiple-moding. This varied from pulse to pulse with some single mode forms as well as some exhibiting three or more modes.

The effect of the aperture in the Mallet cavity on the temporal pulse is shown in Figures 8 and 9. Figure 8 shows a typical pulse with a 1.5 mm diameter aperture and Figure 9 without. The aperture allowed for only 2 to 3 spikes within the flashlamp pulse. A 10 shot average of output energy during this testing both with and without the aperture in place was 10 mJ and 1.2 J, respectively.

ASE/Laser Intensity Ratios

ASE/Laser intensity ratio results are summarized in Table 3.

Table 3. ASE/Laser Intensity Ratio Data

<table>
<thead>
<tr>
<th>Method/Configuration</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avg all data/Mallet w/o aperture</td>
<td>2.5 x 10^-4</td>
</tr>
<tr>
<td>Avg all data/Mallet w/aperture</td>
<td>1.4 x 10^-4</td>
</tr>
<tr>
<td>Select data/Mallet w/o aperture</td>
<td>3.7 x 10^-4</td>
</tr>
<tr>
<td>Select data/Mallet w/aperture</td>
<td>2.4 x 10^-5</td>
</tr>
<tr>
<td>Select data/Compact</td>
<td>1.6 x 10^-5</td>
</tr>
</tbody>
</table>

There are four different determinations of intensity ratio for the Mallet and one for the Compact. Each of these was taken from an intensity versus wavelength plot. Figure 10 is the intensity plot from which the smallest Mallet ratio was taken and Figure 11 represents the Compact data. The plots were made on both 5 cycle log and linear scales. The first two table entries were arrived at with the sole use of the Spex/PMT for the Mallet laser as indicated under "method" in the table. Acquisition of data for the first table entry involved large pulse-to-pulse variations in intensity at a given wavelength. A digital scope with averaging capability was used to average sixteen data points at each wavelength with the laser in a 1 Hz continuous run mode. The OMA was then employed to observe the spectral content on a pulse to pulse basis. It was found that the spectral content (the OMA trace) was varying in width, shape, and magnitude, from pulse to pulse in the 1 Hz continuous run mode. A 1.5 mm intercavity aperture was employed which produced a much more consistent spectral output. The improvement was theorized to be due to a decrease in the number of modes running and to a reduction in lasing medium over which a temperature gradient could develop. Mann and Weber did an indepth study of various factors affecting rod temperature gradient and its stabilization. They described some rather large gradients between rod center and surface (120 degrees centigrade) and spoke of how this gradient could be held constant if the surface heat transfer coefficient (SHTC) was adapted to the pumping power. It is possible that a mismatch of these parameters was present in the Mallet at the 1 Hz rep rate causing this spectral inconsistency. Intensity data was repeated with the aperture in place and the results shown as the second table entry. The third entry is a result of using both the OMA and the Spex/PMT as described earlier in the experimental details section of this paper to select for "typical" spectral data, i.e., an OMA trace centering on approximately the same wavelength and having the same general shape. It was found that by waiting for temperature stabilization between laser pulses, this "typical" data could be produced on a fairly consistent basis. Entry four of Table 3 involves the advantages of the aperture again in addition to the selection technique and by comparison yields the lowest ASE/Laser ratio for the Mallet. The final entry is for the Compact laser which was inherently more stable from a spectral standpoint. The only deterrent to determining the intensity ratio was the centerline wavelength variation as a function of rod temperature. Selection for typical data with the OMA was incorporated and lasing occurred dependably at the same centerline when the rod was allowed to
stabilize at room temperature between pulses. The time interval for "stabilization" of the rods was longer for the Compact because it is forced air cooled rather than fluid temperature stabilized as with the Mallet. The intensity ratios varied from $2.4 \times 10^{-5}$ to $3.7 \times 10^{-4}$ for the Mallet with the Compact yielding a slightly lower ratio ($1.6 \times 10^{-5}$) than the lowest Mallet ratio. These numbers are consistent with calculated estimates for these lasers.

Linewidth

Linewidth results are presented in Table 4. A linewidth was determined from each of the intensity plots (see examples in Figures 10 and 11) discussed above. Linewidth was also measured directly from the OMA and a comparison can be made from the table. An example of an OMA trace for the Compact laser is given in Figure 12.

Table 4. Linewidth Data (Angstroms)

<table>
<thead>
<tr>
<th>Laser/Configuration</th>
<th>Method</th>
<th>Intensity Plots</th>
<th>OMA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg All Data</td>
<td>Select Typical</td>
<td>Stabilized</td>
</tr>
<tr>
<td>Mallet w/aperture</td>
<td>32.5</td>
<td>21.5</td>
<td>27.6</td>
</tr>
<tr>
<td>Mallet w/o aperture</td>
<td>27.5</td>
<td>40.0</td>
<td>31.4</td>
</tr>
<tr>
<td>Compact</td>
<td>--</td>
<td>18.0</td>
<td>20.0</td>
</tr>
</tbody>
</table>

The numbers are comparable between the different methods and configurations but more confidence is placed in the OMA data because it is a much more direct method. Linewidth determinations from the intensity plots were more a check on the Spex/PMT data (for intensity ratio purposes) than for their own merit.

Spectral Observations

The Mallet produced a fairly consistent spectral distribution when the intercavity aperture was in place and/or the laser rod temperature was allowed to stabilize between pulses. Rep rate runs (1 Hz), particularly without the aperture, produced highly irregular and inconsistent spectral traces but did remain at about the same general wavelength. The Compact, however, while being much more consistent in the shape of the spectral trace and linewidth at 1 Hz, did have a centerline change proportional to the length of run time (number of pulses) as can be seen in Figure 13. This plot is for a 30 shot run which the manufacturer states in the operator's manual to create about a 25 degree centigrade rise in the pump chamber. The change in wavelength over this range is 6.8 nanometers. Guch and Jones\textsuperscript{3} described a change of 38 nanometers over a delta of 276 degrees centigrade with their laser. This slope is about half that of our finding with the Compact. Additionally, the linewidth remained fairly constant out to about pulse number 15 where a definite broadening began to take place as shown in Figure 14. It was desired to investigate this effect out to higher temperatures but the danger of overheating certain pump chamber components precluded further investigation. The Compact laser's centerline wavelength changes with rod temperature while the Mallet's fluid temperature control system maintains a more consistent rod temperature.

The alexandrite lasers are known to produce higher energies at higher temperatures and is the reason for rod heating in the Mallet to maintain a temperature of 78 degrees centigrade. Also, the absence of cooling other than forced air in the Compact allows an increase in rod heating and thus output energy as more pulses are put on it. This is exhibited in Figure 15 which shows the output energy as a function of the pulse number at approximately 1/4 Hz in two extended runs for the Compact. The output for these extended Compact runs peaked at about 80 pulses which should correspond to a stabilization of the rod temperature at an equilibrium between the conductive cooling capacity and the thermal input at the 1/4 Hz rep rate. Guch and Jones\textsuperscript{3} demonstrated an increase in output energy out to 225 degrees centigrade with controlled heating of the rod.

The tradeoff for more energy appears to be a deterioration of spectral quality. Some applications, however, might favor or be indifferent to a wavelength drift, broadband spectral character, and/or inconsistent spectral distributions.

Beam Divergence

Beam divergence for the Mallet was not determined in the laboratory but rather estimated by observing the beam spot size at 1200 meters under low scintillation-high visibility conditions and dividing the spot diameter by the range. This work was accomplished earlier.
by Barber et. al.\textsuperscript{5} in a set of propagation experiments performed at DED MICOM. The beam divergence for the Compact was determined by the United States Army Environmental Hygiene Agency at the MICOM test site. These data were taken in the single shot mode and the results are summarized in Table 5.

### Table 5. Divergence Data

<table>
<thead>
<tr>
<th>Laser</th>
<th>With Beam Expander</th>
<th>Base System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mallet</td>
<td>0.191 mrad</td>
<td>2.3 mrad</td>
</tr>
<tr>
<td>Compact</td>
<td>0.44 mrad</td>
<td>3.5 mrad</td>
</tr>
</tbody>
</table>

**Beam Spot Analysis**

Beam profiles for the Mallet were obtained as described in the experimental details section and are presented in Figures 16 and 17. They represent the Mallet profiles as viewed from the vertical and the horizontal for the long pulse and Q-switch modes, respectively. The profiles are basically Gaussian.

The Profilometer was not used with the Compact but rather the 10 x 10 array thermal beam profiler discussed in the experimental details section. The beam fluence contour plot shown in Figure 18 was taken with the array at 400 meters under low scintillation, high visibility conditions.\textsuperscript{5} The table insert gives the relative intensities for each tile. The near uniform energy distribution is apparent.

**Efficiency**

The efficiency for the two lasers was calculated as the average energy out of the laser per pulse divided by the total energy on the storage capacitors supplying the flashlamps. The calculated efficiencies were approximately 1.3% and 1.8% for the Mallet (long pulse) and Compact lasers, respectively.

**Reliability**

A word about observed reliability is included here although a formal reliability study was not performed. The number of shots on each laser could only be estimated as they were used in many different tests with no actual count made. The Mallet head was estimated to have been fired in excess of 50,000 shots and the Compact in excess of 20,000.

The Mallet had some power supply problems when first received and then again at the end of this testing. A short to the casing in the control electronics which destroyed several circuit boards also occurred early on. The only failure in the head was a breakdown of the reflective coating in the pump chamber housing which was primarily due to improper maintenance of the deionized coolant water.

The pump chamber reflective coating in the Compact laser was burned off over a period of time due to excessive heating. This occurred prior to installation of the fan and has not been a problem since. The only other failure was damage to the small lens in the beam expander which occurred on two occasions.

**Conclusions**

The results of our findings for the characterization of these two Alexandrite lasers are summarized in Table 6.
Table 6. Summary of the Mallet and Compact Characterization

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mallet Lone Pulse</th>
<th>Mallet Q-Switch</th>
<th>Compact</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output Energy (J)</td>
<td>0.91</td>
<td>0.46</td>
<td>3.91</td>
</tr>
<tr>
<td>Pulse Width</td>
<td>81 μsec</td>
<td>57 nsec</td>
<td>150 μsec</td>
</tr>
<tr>
<td>ASE/Laser Intensity Ratio</td>
<td>2.4 x 10^{-5}*</td>
<td>-----</td>
<td>1.6 x 10^{-5}</td>
</tr>
<tr>
<td>Linewidth from OMA (Å)</td>
<td>27.6 w/aperture</td>
<td>-----</td>
<td>20.0</td>
</tr>
<tr>
<td>Linewidth from OMA (w/o aperture)</td>
<td>31.4</td>
<td>-----</td>
<td>3.5</td>
</tr>
<tr>
<td>Divergence (mrad)</td>
<td>2.3</td>
<td>-----</td>
<td>1.8%</td>
</tr>
<tr>
<td>Efficiency</td>
<td>1.3%</td>
<td>-----</td>
<td>1.8%</td>
</tr>
</tbody>
</table>

*Represents lowest ratio for Mallet

In addition to these parameters spectral conclusions are in agreement with prior findings for Alexandrite lasers. The lasing wavelength is dependent on rod temperature and will change from pulse to pulse unless the temperature is stabilized as was seen with the Compact. The linewidth for the Compact laser was observed to broaden with increased temperature out to the recommended limits of operation. Inconsistencies in the Mallet were seen as far as linewidth and spectral content when operated at rep rate (1 Hz). This was probably related to variations in rod temperature gradient from pulse to pulse caused by a mismatch between the Surface Heat Transfer Coefficient and the pumping power as discussed earlier.

Energy output was also observed to increase with an increase in rod temperature and was more consistent from pulse to pulse in the temperature stabilized Mallet than in the conductively cooled Compact.
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RECENT DEVELOPMENTS IN Ti:SAPPHIRE FOR REMOTE SENSING APPLICATION

James C. Barnes
Senior Research Physicist
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Hampton, Virginia 23665-5225

Abstract

A historical overview of titanium-doped sapphire (Ti:Al₂O₃) material and of NASA lidar systems, leading to Ti:Al₂O₃ as a candidate lidar transmitter, is presented. Progress on the design and development of a Ti:Al₂O₃ laser for NASA lidar applications is reported. Also reported are advances by NASA and others demonstrating the versatility of the laser material for remote sensing applications.

Introduction

Ti:Al₂O₃ was first lased by Dr. Peter Moulton in 1982 at MIT Lincoln Laboratory.[1] Although it was a promising laser material, Dr. Moulton and others observed and measured anomalous absorption losses at laser wavelengths.[2,3] The losses limited the efficiency of the material and contributed to lowering the damage threshold. In 1985, NASA contracted Union Carbide Corporation for materials development in an attempt to reduce the absorption at the laser wavelengths. A total of four Ti:Al₂O₃ boules were grown with NASA Langley researchers performing spectroscopic and laser characterization of material from each boule before the growth of the next boule began. The initial boule was measured to have losses at 780 nm of 0.20 cm⁻¹ and the final boule, with refined growth and processing techniques employed, exhibited losses less than 0.02 cm⁻¹.[4] Commercial suppliers now consistently produce material with losses less than 0.01 cm⁻¹.[5]

NASA Langley’s interest in Ti:Al₂O₃ can be attributed to the advantages presented by its laser characteristics over other tunable materials such as alexandrite and dyes. The wide tuning range of Ti:Al₂O₃, from 660 nm to 1100 nm, coupled with nonlinear devices extending the range into the UV allows the laser to address many atmospheric molecular species including OH, O₃, NO₂, and SO₂ via lidar remote sensing. The high damage threshold, greater than 12 J per cm² when pumped with 15 ns pulses of reasonable beam quality 532 nm light, lends well to long duration space deployment of Ti:Al₂O₃. As does the fact that it can be pumped by all solid state, frequency-doubled Nd laser systems. In addition, the high efficiencies of the laser, at high output energies, make it a “good neighbor” on space platforms that support more than one experiment.

Langley began its’ lidar remote sensing in 1970 using a Ruby laser at 347 nm and 694 nm to measure aerosols and N₂ from a ground based system with a 48 inch telescope. In 1978, the first airborne missions were flown on an Electra aircraft. From that time to the present, the Electra has flown Ruby, YAG, YAG pumped dye, and alexandrite lasers to measure aerosols, water vapor, and ozone. The progeny of the Electra flights will be the LASE (Laser Atmospheric Sensing Experiment) mission scheduled to fly in 1990 aboard an ER-2 aircraft, capable of altitudes up to 60,000 feet. The LASE transmitters are a pair of alexandrite lasers tuned to 725 nm to perform differential absorption lidar (DIAL) measurements of H₂O on the initial flights, and tuned to 760 nm in later flights to address O₂ for temperature-pressure profile determination. The LASE instrument technology development will provide a precursor to NASA Langley’s first spaceborne lidar mission, LITE (Laser In-space Technology Experiment). Scheduled to fly as a shuttle payload in 1993, LITE will measure aerosol backscatter as a demonstration of laser capability for spaceborne lidar applications. The laser transmitter will be a high power Nd:YAG laser with 0.5 J in the fundamental, 0.5 J of the second, and 0.2 J of the third harmonic providing simultaneous probe wavelengths.[6,7] Beyond LASE and LITE, NASA has not approved any major laser remote sensing programs. Langley strongly feels that, given the development efforts required, Ti:Al₂O₃ is a natural for follow up programs to both LITE and LASE. To support this contention Langley has embarked upon an aggressive effort to develop and demonstrate the capabilities of Ti:Al₂O₃ as a transmitter for remote sensing applications.

NASA Ti:Al₂O₃ DIAL Transmitter

As one might expect, spaceborne laser transmitter requirements are more stringent than aircraft transmitter requirements. Langley has directed its’ efforts towards developing Ti:Al₂O₃ for spaceborne remote sensing applications, taking the position that converting a space system for aircraft applications would be more easily realized than the converse. NASA atmospheric scientist have provided the major laser requirements for making DIAL measurements of H₂O column content and profile, and O₂ for temperature-pressure determination, two enabling measurements for understanding the chemistry and dynamics of the atmosphere.[8] The transmitter must deliver at least one joule per pulse operating at a 10 Hz rep-rate. This insures that the return signal to the lidar telescope receiver is sufficient to perform viable data analysis with good resolution. The laser should be tunable to 725 nm and 940 nm to address H₂O in the lower and upper atmosphere respectively and should be tunable to
760 nm to address O₂. The laser linewidths are 1 pm for H₂O and 0.5 pm for O₂ with a spectral purity requirement of better than 99.9%. Reliability, defined as autonomous operation at linewidth and wavelength with energy degradations of no more than 25%, requires 10⁹ shots for shuttle missions and 10⁹ shots for polar platform deployments.

Figure 1 is a block diagram which illustrates NASA Langley's concept of an all-solid-state Ti:Al₂O₃ transmitter for spaceborne atmospheric sounding and altimetry. The transmitter selectively operates in one of two available modes: the backscatter mode for measuring aerosols or the DIAL mode for H₂O and O₂ measurements. The transmitter package incorporates diode array pumping of Nd systems. In the backscatter mode, two of the Nd:YAG lasers’ fundamental outputs serve to generate the second and third harmonics which are transmitted along with the residual fundamental to probe aerosols. In the DIAL mode, all of the Nd:YAG lasers are optimized for second harmonic energy which is used to pump the Ti:Al₂O₃ oscillators and amplifiers. Tuning and linewidth control of the Ti:Al₂O₃ transmitter are achieved in the Nd:YLF pumped master oscillator modules. The modules provide two beam-lines tuned onto a molecular absorption line and one beam-line just off of the absorption line. Timing controls and other electronics are not shown but are being addressed by Langley, as are the array pump and receiver technologies.

Figure 1 Block diagram illustrating NASA engineer’s concept of an all solid state transmitter for spaceborne lidar.

NASA and Contractor Efforts

NASA Langley has demonstrated the capability of Ti:Al₂O₃ lasers to meet many of the space transmitter requirements. Langley has demonstrated less than 1 pm linewidths with tunability from 700 to 960 nm. Injection locking of power oscillators have been demonstrated using narrow linewidth injection sources, including dye lasers, single diode lasers, Ti:Al₂O₃ lasers, and self-injection locked Q-switched Ti:Al₂O₃ lasers.[9,10,11] In addition, the spectral purity of a Ti:Al₂O₃ amplifier system was measured.[12] This experiment encompasses the achievements listed above and will be used to illustrate Langley's development efforts. Spectral purity requires that 99.9% of the total transmitter pulse energy reside within a spectral band less than or equal to 5 pm as viewed through a spectral window of 200 pm. The primary source for out of band energy is amplified spontaneous emission, ASE, which is a result of high-gain amplification of spontaneous emission internal to the laser medium. Because the gain of Ti:Al₂O₃ is between that of relatively low-gain alexandrite which displays essentially no ASE and high-gain dyes which exhibit unacceptable levels of ASE, there was concern as to which of these media Ti:Al₂O₃ would most closely resemble. The measurement of ASE generated by a Ti:Al₂O₃ amplifier system was performed using the narrowband absorption features of rubidium gas at 780 nm which is near the gain maximum of Ti:Al₂O₃. Figure 2 is a schematic representation of the experimental arrangement. The laser system consists of an oscillator, a regenerative amplifier, and a 49 mm long, BBAR coated Ti:Al₂O₃ amplifier. The oscillator is narrowed to the pm linewidth range and tuned by a system of etalons, filters, and prism which are described more completely in reference 12. The line-narrowed oscillator is used to injection-lock the regenerative amplifier which outputs serve as the extraction beam to the amplifier. The laser is tuned to an absorption line of the rubidium gas. Transmission of amplifier pulses through a Rb absorption cell are measured at various temperatures, thus allowing the measurement of the weak ASE in the vicinity of strong laser pulses. A model for the transmission of Rb as a function of temperature and as a function of wavelength was used to validate the ASE measurements, again a more complete description of the model can be found in reference 12. Figure 3 graphically illustrates the close agreement between model predictions and experimental measurement of transmission as a function of temperature for a given wavelength. The amplifier energy transversing the cell is collected by a calibrated lens and focused onto a large area silicon detector. For each set of data taken, the transmitted signal is first incident without insertion of a bandpass filter (full spectrum transmission) and then sequentially with 8.7 nm and 3.2 nm bandpass filters centered and calibrated at 780 nm inserted in front of the detector. The fraction of the amplifier pulse transmitted by the Rb cell, when zero transmission is predicted by the Rb absorption model, is the on-axis ASE. One of the several sets of measured transmission as a function of gain and pump energy.
at a temperature for which the model predicts zero transmission, is given in Table 1. These measurements indicate that the ASE generation property of Ti:Al₂O₃ more closely resembles that of alexandrite than dye. Further, when the on-axis ASE of less than $2 \times 10^{-4}$ measured in a 32 angstrom window is scaled to the specified 2 angstrom window, less than $10^{-5}$ ASE is expected for pump fluences up to 600 MW/cm² much less than the $10^{-3}$ ASE allowed.

Table 1. Measured transmission as a function of gain and pump energy

<table>
<thead>
<tr>
<th>PUMP ENERGY (mJ)</th>
<th>AMPLIFIER GAIN</th>
<th>FULL SPECTRUM TRANSMISSION AVERAGE</th>
<th>8.7 nm BANDPASS FILTER TRANSMISSION</th>
<th>3.2 nm BANDPASS FILTER TRANSMISSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>4.3</td>
<td>.0007</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>60</td>
<td>4.6</td>
<td>.0009</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>70</td>
<td>5.0</td>
<td>.0009</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>80</td>
<td>5.5</td>
<td>.0015</td>
<td>.00023</td>
<td>.00017</td>
</tr>
</tbody>
</table>

Rb Cell Temperature = 150°C
Laser Linewidth = 1 pm
Laser Wavelength = 0.7805972 microns
Max. Pump Density = 2 J/sq. cm

To address the one joule per pulse output energy requirement, Langley is working in conjunction with Schwartz Electro-Optics Research Division (SEORD) to demonstrate 1 J output at a 10 Hz pulse repetition rate. Using a graded reflectivity mirror (GRM) unstable resonator configuration, SEORD obtained in excess of 400 mJ of energy output at 10 Hz which is the highest energy output at 10 Hz reported to date.[13] The Nd:YLF pump laser used for this demonstration provided two 527 nm pump beam lines of up to 0.55 J each. Figure 4 is the energy input-output curve for the GRM resonator taken from reference 13. At a little more than 5 times threshold, the resonator is approaching the theoretical efficiency limit of ~50%. The complete Ti:Al₂O₃ laser system has been delivered to NASA Langley where efforts to achieve pm linewidth, Ti:Al₂O₃ laser outputs of one joule per pulse will be continued by Langley researchers with the consultation of SEORD.

Other Ti:Al₂O₃ Development Efforts

The highest Ti:Al₂O₃ energy output reported to date, 3 J per pulse at 2 Hz, was obtained from a flashlamp pumped laser using a fluorescent dye converter. An elliptical pump cavity with a 7.5 inches long, 8 mm diameter rod with matching short pulse flashlamp were used for this demonstration. A little less than 0.02 conversion efficiency was realized.[14] With the use of longer rods and flashlamps it is predicted that up to 4.5 J can be obtained from a single cavity with a factor of 2 improvement in efficiency. Using a similar cavity but with a shorter rod and different dye converter, output energy greater than 1.1 J was achieved at a 5 Hz rep-rate.[15] The conversion efficiency of this system was also slightly less than 0.02.

In a dye laser pumped Ti:Al₂O₃ demonstration researchers were able to achieve 2 J output for 10 J of microsecond pump pulses at low rep-rates. With 40 to 50 J per cm² pump density, there were no parasitic oscillations observed.[16] The same researchers
were able to double 1 mJ of single longitudinal mode, 911 nm Ti:Al₂O₃ to 455 nm with 0.30 efficiency using KD*P. Higher doubling efficiencies are expected with higher fundamental energies and use of frequency mixing techniques.[17]

Summary

The outlook for Ti:Al₂O₃ being used for remote sensing applications is excellent. Large diameter, long length, quality material can be readily obtained from commercial vendors. The material's damage threshold is more than sufficient to reliably produce the high energies required of lidar transmitters and the efficiency of the material lends well to high energy output. The material can be pumped by solid state and flashlamp based lasers including Nd, dyes, and gas, and can also be pumped directly in dye filled flashlamp cavities. This offers several scenarios for converting existing remote sensing systems to Ti:Al₂O₃ eg. NASA's LASE and LITE Systems. Energy output up to 3 J have been demonstrated at low repetition rates, a 1 J per pulse 10 Hz system is being developed by NASA and SEORD. Diode array pumped Nd technology is being addressed with the goal of a 1 J system expected to be realized by the end of 1990. NASA Langley Research Center has demonstrated many of the required laser characteristics for a spaceborne Ti:Al₂O₃ lidar transmitter and is actively pursuing a project using Ti:Al₂O₃ technology for DIAL applications.
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ASSESSMENT OF DYE LASER SOURCES FOR LIDAR APPLICATIONS
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Abstract

Pulsed narrow-linewidth dye lasers are characterized in terms of laser linewidth, wavelength stability, and amplified spontaneous emission. A literature survey of relevant dye laser configurations is given and several approaches to optimize performance are discussed.

Introduction

In this short and preliminary review, we examine some of the emission characteristics of pulsed dye lasers for applications to lidar. The parameters to be incorporated in the discussion include laser linewidth, wavelength stability, and amplified spontaneous emission (ASE). The assessment provided is focused on the value of these fundamental parameters and in approaches known to yield improvements in the value of these variables.

First, we note that a brief literature search indicates that the linewidth values of dye lasers utilized in lidar applications vary from a few GHz to a few hundred MHz. Secondly, reported wavelength stability figures vary from a few parts in 10^{-6} to a few parts in 10^{-7} (see Refs. 2 and 8). ASE levels tend to vary from 0.1% to 1% (see Refs. 3, 6 and 7). The literature on remote sensing applications of dye lasers to monitor industrial pollution is reviewed by Klick.

Recently, several authors have expressed concerns related to ASE levels in available narrow-linewidth dye lasers since even a 1% ASE content can introduce considerable uncertainty in lidar measurements. Other authors have commented in the difficulty encountered in maintaining appropriate low levels of ASE.

In this communication, we discuss the properties of existing narrow-linewidth pulsed dye lasers with an emphasis on emission linewidth characteristics and ASE figures. We also describe methods to reduce the ASE to very low levels.

First, we provide a brief description of an appropriate ASE measurement definition. A widely used figure is the ASE percentage defined as the total spectrally integrated broadband ASE energy over the energy contained in the laser narrow linewidth emission. A problem with this definition is that no information on the linewidth or brightness of the laser is provided. A definition that does provide information on these important parameters and that is easily applicable to spectrometric measurements of ASE is the spectral density approach described by Duarte.

In this definition we take the ratio of the ASE spectral density (\( \bar{P}_{\text{ASE}} \)) over the laser emission spectral density (\( \bar{P}_e \)).

\[
\left\{ \frac{\bar{P}_{\text{ASE}}}{\bar{P}_e} \right\} = \left( \frac{\Delta \lambda}{\lambda} \right)^{-1} \int_{\lambda}^{\lambda + \Delta \lambda} \frac{\lambda}{E(\lambda)} \, d\lambda
\]

for very small \( \Delta \lambda \) segments. In this definition \( \Delta \lambda \) is the full width of the broadband emission and \( \Delta \lambda \) is full-width dye laser linewidth. Measurement techniques are discussed in Refs. 12 and 14. It should be noted that for identical energy distribution functions the \( \left\{ \frac{\bar{P}_{\text{ASE}}}{\bar{P}_e} \right\} \) ratio reduces to a simple ratio of the maximum ASE intensity over maximum laser intensity (\( \text{ASE/} \lambda \)).

In Table I we list the emission characteristics of several dye laser systems with potential applicability to lidar measurements. Parameters considered are laser linewidth (\( \Delta \nu \)), wavelength stability (\( \Delta \lambda / \lambda \)), and (\( \text{ASE/} \lambda \)) ratio.

The laser reported by Bos was an oscillator amplifier system yielding 165 mJ per pulse at a 55% overall conversion efficiency. The efficiency of the telescopic oscillator was 6%.

The high pulse repetition frequency (prf) laser reported in Ref. 17 was a hybrid multiple-prism grazing-incidence (HMPGI) dye laser oscillator excited by a copper vapor laser (CVL) operating at a prf in excess of 10 kHz. The linewidth reported here was a long term value that integrated frequency jitter for more than two million laser pulses. The conversion efficiency of the HMPGI oscillator was in the 4-5% range. The use of an intracavity etalon in a multiple-prism Littrow (MPL) oscillator can yield linewidths as low as 60 MHz at a conversion efficiency of 5% for a prf of 6 kHz (see Ref. 16). Flamant et al. reported up to 0.3 J per pulse in a master-oscillator forced-oscillator configuration.

In the experiments reported by Duarte and Conrad the flashlamp-excited MPL and HMPGI oscillators yielded single- and double-longitudinal-mode oscillation at \( \Delta \nu < 375 \) MHz. The oscillators provided 5-10 mJ, and this energy was increased to 600 mJ in a master-oscillator forced-oscillator configuration. The ASE figure quoted here is an upper limit and the (\( \Delta \lambda / \lambda \)) value is a short term figure. The ASE level quoted in Table I corresponds to << 0.1% and was measured at the oscillator stage.


![Table I. Emission Characteristics of Narrow-Linewidth Dye Lasers](image)

<table>
<thead>
<tr>
<th>Excitation Source</th>
<th>Oscillator Configuration</th>
<th>$\Delta v$ (MHz)*</th>
<th>$(\delta\lambda/\lambda)$</th>
<th>$(I_{ASE}/I)$</th>
<th>Ref. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nd:YAG (2nd H)</td>
<td>Telescopic plus etalon</td>
<td>320</td>
<td>$&lt; 6 \times 10^{-7}$</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>CVL</td>
<td>MPL plus etalon</td>
<td>60</td>
<td>$2 \times 10^{-7}$</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>CVL</td>
<td>HMPGI</td>
<td>~ 400</td>
<td>$&lt; 7 \times 10^{-7}$</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Flashlamp</td>
<td>Multiple etalons</td>
<td>345</td>
<td>5 $\times 10^{-7}$</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>Flashlamp</td>
<td>MPL and HMPGI</td>
<td>$&lt; 375$</td>
<td>$\sim 10^{-6}$</td>
<td>19</td>
<td></td>
</tr>
</tbody>
</table>

* 1000 MHz = 0.033 cm$^{-1}$

At this stage a number of strategies to reduce ASE levels at the oscillator stage should be considered. First, all broadband parasitic reflections in the cavity should be eliminated. Thus, one should use dye cells of a trapezoidal or parallelogrammatic geometry. In the case of intracavity telescopes and multiple-prism beam expanders, antireflection coatings should be utilized. The efficient design of intracavity multiperiod beam expanders in orthogonal configurations is discussed by Duarte and Trubin. Transmission efficiency in nonorthogonal multiple-prism configurations is discussed by Duarte. Also, dye concentrations should be optimized for an optimum $(p_{ASE}/p_{T})$ ratio. Careful observation of the design constraints listed above have produced $(p_{ASE}/p_{T}) \sim 8 \times 10^{-8}$ for an excimer laser-pumped MPL oscillator yielding $\Delta v = 714$ MHz. The dye utilized was rhodamine 590 at $5 \times 10^{-4}$ M (see Ref. 14).

At the amplification stages one should also take advantage of the broadband, high divergence features of ASE. Thus, careful use of spatial and spectral filters can help considerably. Also, since most ASE in oscillators occurs prior to the narrow-linewidth emission, then the use of an appropriate delay in the excitation of the amplifier can contribute to minimize the overall ASE content. Reported delay factors vary from a few to $\sim 9$ ns.

At this stage it has been demonstrated that laser-excited narrow-linewidth dye lasers are capable of delivering single-longitudinal-mode oscillation, which is extremely stable. Also, the ASE levels observed in these oscillators, originally developed for laser isotope separation (LIS), are quite low and should easily meet the requirement for lidar. In the area of flashlamp-pumped narrow-linewidth dye laser oscillators, we have recently demonstrated single- and double-longitudinal-mode oscillation at beam divergences close to the diffraction limit. Also, the ASE levels have been found to be extremely favorable. One question that needs further investigation is the wavelength stability, which has only been measured in the short-term regime.

Given the complex nature of the flashlamp-pumped dye lasers involving flow, mechanical, and thermal variables, this may present some difficulties which may require active stabilization.

Finally, an issue relevant for field deployment is dye lifetime. In this area the development of new, more stable, and highly soluble dyes provides good reason for optimism. In addition, the use of effective carbon filter systems demonstrated by Everett and Zollars indicates that the issue of dye lifetime can be neutralized.

The author is grateful to Dr. W. B. Grant (NASA) for useful discussions.
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Abstract

In this paper we provide a theoretical evaluation of multiple-prism Littrow (MPL) and hybrid multiple-prism grazing-incidence (HMPGI) alexandrite oscillators. It is found that for long-pulse lasing (~400 ns at FWHM) this type of oscillator should easily provide single- and double-longitudinal-mode oscillation at energy levels approaching 10 mJ per pulse. A comparison with MPL and HMPGI narrow-linewidth flashlamp-pumped dye laser oscillators is also provided.

I. Introduction

In this communication, we report on recent developments in our program on tunable narrow-linewidth pulsed lasers. This program is an extension of earlier work on compact narrow-linewidth laser-pumped pulsed dye lasers and its main focus has been on long-cavity flashlamp-excited pulsed dye lasers. The dispersive approach to be discussed here has also been applied to gas lasers.

As result of this long-term study we have built and characterized a number of narrow-linewidth flashlamp-excited pulsed dye lasers. These oscillators have been demonstrated to yield efficient single- and double-longitudinal-mode (Δν ≤ 375 MHz) oscillation in a nearly diffraction limited beam and very low amplified spontaneous emission (ASE) levels (<10⁻⁷). Recent advances on new more soluble and more stable dyes in the blue-green spectral region provide further reason for optimism for enhancing the applicability of these lasers.

Our interest in narrow-linewidth alexandrite lasers originates in the apparent difficulty to obtain stable dye species in the near infrared. Hence this paper deals with a theoretical evaluation of multiple-prism Littrow (MPL) and hybrid multiple-prism grazing-incidence (HMPGI) oscillators utilizing an alexandrite crystal (Cr³⁺ doped BeAl₂O₄) as active medium. A comparison with known output characteristics of narrow-linewidth flashlamp-pumped dye laser oscillators is also provided. As discussed in previous publications, interest in multiple-prism grating arrangements originates in the inherent ease of tuning, relatively high efficiency, the absence of intracavity etalons, and the significant reduction in the intracavity energy flux incident on the grating.

II. Long-Pulse Alexandrite Laser Characteristics

In order to design the narrow-linewidth oscillator it is necessary to measure the basic emission characteristics of the alexandrite laser. The measurements considered here relate to the long-pulse mode since conditions for narrow-linewidth oscillation are more favorable in the long-pulse regime. The alexandrite crystal rod was 115 mm long with a 7 mm diameter. Utilizing a simple resonator with 55% output coupler provides ~750 mJ per pulse. The pulse energy output is reduced to ~20 mJ when an intracavity aperture with a ~1 mm diameter is employed. Under these conditions the laser provided a single-transverse- mode (TM₀₀) in a near-Gaussian pulse with 400 ns duration (FWHM).

III. Dispersive Resonators

In order to assess the likely narrow-linewidth characteristics of a dispersive alexandrite laser we assume a 1 mm diameter TM₀₀ intracavity beam. The resonators to be considered are those of a MPL and HMPGI configuration. The principal wavelength of design is 760 nm (see Ref. 10).

In addition to the 1 mm intracavity beam the total expansion needed is determined by a 150 mm wide 2400 lines/mm holographic grating utilized in its first order for Littrow operation. For operation in HMPGI configuration the grating is assumed to be given an incidence angle of ~85°.

Previous designs of multiple-prism expanders indicate that the most effective and efficient configuration involves about four stages of magnification. Following Duarte and we choose a (+, +, +, -) configuration for the MPL oscillator and a (+, +, -) configuration for the HMPGI oscillator. For optimized transmission characteristics the reader should also refer to Trebino. These prismatic expanders are designed to provide zero dispersion at 760 nm.

The dispersive characteristics and the design of the multiple-prism expander is accomplished using the dispersive equation given by

\[
\frac{d\phi_{z,t}}{d\lambda} = \left[ \prod_{j=1}^{r} k_{1,j} \prod_{j=1}^{r} k_{2,j} \right]^{-1} \sum_{m=1}^{r} (\pm 1) \frac{\tan\phi_{z,m}}{n_{m}} \frac{dn_{m}}{d\lambda} \left[ \prod_{j=1}^{m} k_{1,j} \prod_{j=1}^{m} k_{2,j} \right] + \sum_{m=1}^{r} (\pm 1) \frac{\tan\phi_{l,m}}{n_{m}} \frac{dn_{m}}{d\lambda} \left[ \prod_{j=1}^{r} k_{1,j} \prod_{j=1}^{r} k_{2,j} \right]^{-1}
\]
where the beam expansion factors are given by $k_{1,m} = (\cos \phi_{1,m}/\cos \phi_{1,m})$ and $k_{2,m} = (\cos \phi_{2,m}/\cos \phi_{2,m})$. Here $\phi_{1,m}$ is the angle of incidence at the $m$th prism and $\phi_{2,m}$ is the corresponding angle of emergence (see Ref. 11 for further details). The overall beam magnification factor for $r$ prisms is given by

$$M = \prod_{j=1}^{r} k_{1,j} \prod_{j=1}^{r} k_{2,j} \quad (2)$$

The double-pass prismatic dispersion is given by

$$\left( \frac{d\phi}{d\lambda} \right)_R = 2 \left[ \prod_{j=1}^{r} k_{1,j} \prod_{j=1}^{r} k_{2,j} \right] \left( \frac{d\phi_{2,r}}{d\lambda} \right)$$

and the overall return-pass cavity dispersion including the grating can be expressed as

$$\left( \frac{d\phi}{d\lambda} \right)_C = M \left( \frac{d\phi}{d\lambda} \right)_G \pm \left( \frac{d\phi}{d\lambda} \right)_R \quad (4)$$

At the central wavelength of design $\phi_{2,1} = \phi_{2,2} = \ldots = \phi_{2,m} = 0$ and $\psi_{2,1} = \psi_{2,2} = \ldots = \psi_{2,m} = 0$ so that $k_{2,1} = k_{2,2} = \ldots = k_{2,j} = 1$ and Eq. (1) reduces to

$$\frac{d\phi_{2,r}}{d\lambda} = \left[ \prod_{j=1}^{r} k_{1,j} \right] \sum_{m=1}^{m} \left[ \prod_{j=1}^{m} k_{1,j} \right] \tan \psi_{1,m} \frac{dn_m}{d\lambda} \quad (5)$$

The grating efficiency is either measured directly or is determined using the electromagnetic theory of gratings. Since the prisms provide strong anisotropy which yields polarized beams, we utilize the usual Fresnel equation to determine losses at the incidence surface at each prism. The reflection losses at the orthogonal exit surface are determined by the characteristics of the antireflection coatings (0.3% reflective). The cumulative single-pass reflection losses at the mth prism are determined using

$$L_m = L_{(m-1)} + \left( 1 - L_{(m-1)} \right) I_m \quad (6)$$

where $L_{(m-1)}$ provides the cumulative losses up to the previous prism and $I_m$ represents the individual losses at the mth prism.

For the MPL oscillator utilizing (+, +, +, -) configuration the additive stage is composed of three identical prisms (made of fused silica with the following incidence angles $\phi_{1,1} = \phi_{1,2} = \phi_{1,3} = 77.1395^\circ$ and $\psi_{1,1} = 42.1045^\circ$ (which is also the common apex angle). This provides $k_{1,1} = k_{1,2} = k_{1,3} = 3.3333$ for fused silica at 760 nm. For the fourth prism $\phi_{1,4} = 61.2996^\circ$ and $\psi_{1,4} = 37.1026^\circ$ so that $k_{1,4} = 1.6607$ and $M = 61.51$.

For the HMPGI oscillator employing a prismatic arrangement in the (+, +, -) configuration we have $\phi_{1,1} = \phi_{1,2} = 75.6048^\circ$ and $\psi_{1,1} = \psi_{1,2} = 41.7702^\circ$ thus providing $k_{1,1} = k_{1,2} = 3$. For $m = 3$ we have $\phi_{1,3} = 59.9936^\circ$ and $\psi_{1,3} = 36.5525^\circ$ so that $k_{1,3} = 1.6063$ and $M = 14.46$.

These expanders at $\lambda = 760$ nm provide zero dispersion, that is $(d\phi_{2,r}/d\lambda) = 0$, so that at this wavelength the spectral characteristics of the cavity are determined by the grating exclusively. For operation away from the design wavelength small beam deviations from prism to prism occur so that the incidence angle at the mth prism is modified by

$$\phi_{1,m} = \phi_{1,0} \pm \phi_{2,1,m} \quad (7)$$

where $\phi_{1,0}$ is the incidence angle at $(d\phi_{2,r}/d\lambda) = 0$ and $\phi_{2,1,m}$ is the deviation from orthogonality at the $(m-1)$th prism and the sign (+ or -) depends on the configuration employed. For oscillation away from the design wavelength $(d\phi_{2,r}/d\lambda) \neq 0$ and the prismatic expander now contributes to the overall dispersion of the cavity.

In the case that the last prism is configured in the additive mode then the whole arrangement is additive (that is, +, +, +, +) and the prismatic dispersion is now quite large. In Table I we list the calculated prismatic dispersions for the configurations of interest.

The return-pass grating dispersion is estimated to be $3.5989 \times 10^5$ m$^{-1}$ for the Litrow configuration at 760 nm and $7.9619 \times 10^3$ m$^{-1}$ for the near-grazing incidence geometry. Assuming a diffraction limited beam ($\Delta \theta = 0.48$ m rad, at 760 nm) the calculated dispersive linewidths are also given in Table I.

A further illustration that differentiates the additive from the compensating expanders can be given in terms of the angular deviation experienced a 740 nm. For instance $\phi_{2,4} = 0.000054^\circ$ for the (+, +, +, -) configuration while $\phi_{2,4} = 0.0344^\circ$ for the (+, +, +, +) configuration. Similar differences are evident for the three prism expander.

IV. Discussion

In this theoretical evaluation we have found that for MPL alexandrite oscillators the estimated double-pass dispersive linewidth is in the 686-804 MHz range. An important assumption in these calculations is that we would obtain a near-diffraction limited beam. Experience with flashlamp-pumped and laser-excited MPL and HMPGI dye laser oscillators leads us to be fairly confident about this assumption.

The estimated length of these resonators is about 30 cm, which yields a cavity mode spacing of about 499 MHz. Given the long-pulse characteristics of the alexandrite laser (400 ns at FWHM) it should be relatively easy to reach double- and single-longitudinal-mode lasing with the MPL oscillator, which provides better efficiencies than the HMPGI alternative. These emission characteristics should be possible at an energy output level of a few mJ per pulse.

At this stage it appears that narrow-linewidth MPL and HMPGI alexandrite oscillators should perform as well as equivalent dye laser oscillators in the visible. The question to be resolved now is related to the overall system attractiveness for operation both in the visible and in the near infrared.

In the visible we know that MPL and HMPGI flashlamp-pumped oscillators can provide efficient double and single-longitudinal-mode oscillation at $\Delta \nu \leq 375$ MHz in a near-diffraction-limited beam at very low ASE levels. We also know that a master-oscillator forced-oscillator configuration can provide high fidelity amplification. Ultimately, a system could be built to provide a few hundred Joules per
Table 1. Dispersive and Linewidth Characteristics of MPL and HMPGI Oscillators

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$\lambda$ (nm)</th>
<th>$-M$</th>
<th>$l(\partial \Phi/\partial \lambda)_R$ (m$^{-1}$)</th>
<th>$\Delta \nu$ (MHz)</th>
<th>T(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPL (+, +, +, -)</td>
<td>760</td>
<td>61.51</td>
<td>0.0000</td>
<td>697</td>
<td>53.34</td>
</tr>
<tr>
<td>(+, +, +, +)</td>
<td>760</td>
<td>61.51</td>
<td>5.6927 X 10$^6$</td>
<td>686</td>
<td></td>
</tr>
<tr>
<td>(+, +, +, -)</td>
<td>740</td>
<td>61.39</td>
<td>1.8026 X 10$^3$</td>
<td>804</td>
<td></td>
</tr>
<tr>
<td>(+, +, +, +)</td>
<td>740</td>
<td>61.39</td>
<td>5.6803 X 10$^6$</td>
<td>790</td>
<td></td>
</tr>
<tr>
<td>HMPGI (+, +, -)</td>
<td>760</td>
<td>14.46</td>
<td>0.0000</td>
<td>315</td>
<td>70.42</td>
</tr>
<tr>
<td>(+, +, +)</td>
<td>760</td>
<td>14.46</td>
<td>1.3114 X 10$^6$</td>
<td>314</td>
<td></td>
</tr>
<tr>
<td>(+, +, -)</td>
<td>740</td>
<td>14.45</td>
<td>5.3017 X 10$^2$</td>
<td>324</td>
<td></td>
</tr>
<tr>
<td>(+, +, +)</td>
<td>740</td>
<td>14.45</td>
<td>1.3113 X 10$^6$</td>
<td>323</td>
<td></td>
</tr>
</tbody>
</table>

pulse in the visible.\textsuperscript{17} Extension into the near infrared could be best provided using first-Stokes emission from H$_2$. Hanna et al.\textsuperscript{18} have demonstrated that this process can be quite efficient.

On the other hand there should be no problem in providing a few Joules of narrow-linewidth operation with a single stage of amplification with an alexandrite system. At present, operation of alexandrite lasers at a few hundred Joules per pulse remains to be demonstrated. Frequency up-conversion into the visible can be achieved utilizing Raman-shifting via anti-Stokes radiation.

A present, it appears that dye lasers provide a formidable alternative for the generation of narrow-linewidth tunable radiation in the visible. This is particularly true with the introduction of new long-lived dye molecules.\textsuperscript{9} Alexandrite lasers provide a very attractive alternative in the near infrared where dyes tend to suffer efficiency and lifetime limitations. Reaching the near infrared with visible dye lasers in conjunction with Raman conversion is perhaps a more attractive avenue but involves further complexity. A similar disadvantage is experienced in reaching the visible using Raman conversion of the alexandrite laser. Thus, at this stage we consider the alexandrite and the dye laser not as competitive systems but rather as complementary tools.

The authors acknowledge the cooperation and assistance of J. J. Ehrlich, W. D. Mullins, and J. K. Dempsey.


References

RECENT EXPERIMENTS WITH LASER RADAR *

Frederick K. Knight
Lincoln Laboratory
Massachusetts Institute of Technology
244 Wood St.
Lexington, MA 02173

Abstract

This paper introduces the field of laser radar, describes current capabilities of two laser radar systems, and describes two recent experiments using visible laser radar. While current laser radars provide range and velocity resolution comparable to microwave radar, the main advantages of laser radar are better resolution in angle and the promise of range and velocity resolution that exceeds that possible with microwave radar. However, all-weather operation remains an important advantage of microwave radar. The two laser radar systems are a transportable, scanning CO₂ system and a visible, diode-pumped, Nd:YAG system. The two recent experiments are reflective tomography and 3-D imaging using a single laser pulse.

1. Introduction

I will speak today about recent experiments with laser radar. This is not a review talk, but I will say some general things about the field of laser radar. I'll begin by introducing the field of laser radar, comparing it to microwave radar and dividing the field by wavelength: infrared and visible. I will briefly describe the current capabilities of laser radars and then discuss recent experiments with visible laser radars in detail. Finally, I'll make some concluding remarks.

Figure 1 compares the capabilities of long-range microwave and laser radars. The main differences are wavelength and power. First, the wavelength of an infrared or visible laser radar is a factor of $10^3$ to $10^5$ times shorter than that of microwave radars, theoretically yielding an increase in angular resolution by the same factors for a fixed aperture diameter. However, retaining the same aperture diameter is not generally achievable, so the increase in resolution may be $10^2$ to $10^3$, resulting in beam widths of 10 to 100 µrad for laser radar. The shorter wavelength also allows more rapid Doppler measurement, as described below. Second, laser radars are generally less powerful than microwave radars, and hence have shorter ranges. However, the smaller beamwidth does produce high target irradiance, so a weaker transmitter is more effective. In addition, the atmosphere absorbs 10 to 20 times more energy in the visible than at 10 GHz. In fact, weather is the most important factor. Rainfall increases the atmospheric loss for laser radars dramatically, and clouds, shall we say, compromise operation effectively. All-weather operation remains an important advantage of microwave radar. The main advantage of the laser radar is resolution in angle—the ability to resolve a target into cells—while extracting range and velocity information comparable to microwave radar.

Table 1 compares various resolution parameters: angle, range and velocity. Microwave radar cannot resolve most targets in angle. This limits the tangential velocity estimate as well. For laser radar, the combination of good range and angular resolution allows a good estimate of tangential velocity. Coupled with good Doppler resolution, the laser radar can obtain a good estimate of the state vector of the target. However, poor weather can ruin this good performance. Since range resolution is proportional to bandwidth and bandwidth is limited to be less than half the carrier frequency, the range resolution for laser radar can theoretically be very high. In practice, optical bandwidth is limited by receiver technology, but 12 GHz has been demonstrated. This and higher bandwidths cannot be achieved

*This work is sponsored by the Department of the Navy.
Figure 1: Laser radar provides finer angular resolution than microwave radar but will not penetrate clouds. Microwave radar has longer range.

Table 1: Resolution for two active measurement techniques, adapted from Bachman\textsuperscript{1}.

<table>
<thead>
<tr>
<th>Resolution Parameter</th>
<th>Position</th>
<th>Velocity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Angular</td>
<td>Range</td>
</tr>
<tr>
<td>Microwave Radar</td>
<td>Inadequate</td>
<td>Good</td>
</tr>
<tr>
<td>Laser Radar (Ladar)</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

with a microwave radar operating below K band (24 GHz). Ultimately, the range resolution of the laser radar could surpass the range resolution possible with a microwave radar. Since velocity resolution is inversely proportional to wavelength and measurement time, a laser radar can achieve a given Doppler resolution more rapidly than a microwave radar. Thus, changes in velocity can be detected more accurately using a laser radar. However, Doppler shifts for rapidly-moving targets can exceed detector bandwidths, so tracking of the center Doppler frequency is often implemented to reduce demands on the detector. Other topics of interest that may be of interest for various applications are:

- \textit{Acquisition of a target in range, angle, and velocity}—For example, the narrow FOV of a laser radar may require a wide-FOV acquisition sensor.
- \textit{Resistance to jamming}—If a sensor has intrinsically narrow beamwidth, it is less sensitive to jamming. The jammer must lie within the narrow FOV.
- \textit{Noise}—The limits of range and velocity resolution may be imposed by transmitter and receiver characteristics, especially if high power is necessary for long-range operation. Jon Grossman will discuss these issues in a talk to be given tomorrow morning in the laser radar session.
- \textit{Safety}—Precautions must be taken to prevent eye exposure, both in the infrared and in the visible.

Laser radar can be applied effectively where the short wavelength and a narrow beam width have an advantage. Specific applications include:\textsuperscript{2}:

- \textit{Tactical Imaging Systems}
- \textit{Missile Guidance}
- \textit{Aircraft Guidance}
- \textit{Sensors for Clear Air Turbulence and Severe Storms}
Figure 2: A comparison of open-literature journal articles published in two fields, laser radar and Lidar, that overlap slightly. For comparison, in 1988, there were 787 articles published in the field of robotics.

- Fire Control and Line-of-Sight Command Systems
- Satellite Tracking
- Strategic Defense Systems
- Remote Sensing of Atmospheric Constituents

Remote sensing of the atmosphere has been traditionally called LIDAR, for Light Detection And Ranging, originating from the use of Xenon flash lamps instead of lasers. The distinction between laser radar and LIDAR continues today.

Figure 2 looks at one measure of activity in the fields of laser radar and LIDAR: journal articles published versus time. Note that research in LIDAR produces more articles, and presumably more knowledge, and the advent of high-power laser sources has enabled more research to be conducted, indicated by the significant increase in the late 1970’s and 1980’s. By contrast, the number of open-literature publications in laser radar has showed little sustained growth with spurts possibly due to increases in government funding. Comparisons using the number of government reports or the number of patents issued versus year show the same trends. I want to make two points. First, researchers still separate the fields: only 5-15 articles per year are grouped in both categories. Second, for comparison, there were 787 journal articles on robotics in 1988, approximately eight times the number of LIDAR articles.

2. Current Laser Radar Capabilities

Now I’ll discuss two examples of current laser radars. The first is a multi-dimensional CO₂ laser radar developed by the Opto-Radar Group at Lincoln Laboratory. The second is a visible laser radar using a diode-pumped, frequency-doubled Nd:YAG laser developed by the Quantum Electronics Group at Lincoln Laboratory. I note also that other approaches to visible laser radar, namely heterodyne detection using Nd and dye lasers, are discussed in other papers on Laser Radar at this meeting.

2.1. Infrared: CO₂ Laser Radar

The CO₂ laser radar can operate in a number of modes: a continuous-wave, Doppler-intensity mode, a pulsed, range-intensity mode or a combination ("pulse-tone"). The radar is a scanning system with a continuous-wave power of 10W, output through a 13 cm aperture, which defines the 0.2 mrad instantaneous FOV. The scanned field measures 0.7° x 0.7° or 128 x 128 resolution elements. The radar’s frame rate is 1 Hz. Since the early 1980’s, the system has been housed indoors on a test-bed, as shown in the picture, in a truck, and in an airplane. Here I show three examples of the Doppler-intensity mode taken from the test-bed. These figures show how a CO₂ laser radar can be used to obtain simultaneous Doppler and intensity information with high angular resolution. A pulsed CO₂ laser radar can yield simultaneous range and intensity information. A frequency-modulated CO₂ laser radar can yield simultaneous range, Doppler, and intensity information.
Figure 3 shows a four-frame sequence of a car overtaking a bicyclist. Each frame is scanned in one second. The gray-scale encoding represents velocity relative to the radar. The Doppler resolution is $\approx 0.6$ mph, but the gray scale spans larger intervals. The cyclist's legs show up in different shades because their relative velocity differs by a few mph. The car is moving faster. Each gray level is modulated in intensity based on the strength of the signal in the corresponding angular pixel. As the cyclist approaches, there is a slight tilt due to the scanning rate, that is, the cyclist moves sufficiently far in angle during the frame that later scan lines show a shift in angular position.

Figure 4 shows a similar four-frame sequence of a car overtaking a truck. The gray-scale encoding is different but again represents velocity. Notice the front surfaces of the two right front tires of the truck are moving faster than the truck. The range to the vehicles is about 0.5 km. The imagery demonstrates operation in poor weather. Do you see why? The truck's windshield wiper is moving and shows up in two Doppler bins. Since the aspect angle is about $20^\circ$ away from head-on, the wiper's velocity has a component along the line-of-sight.

Figure 5 shows another object, this time at a range of 2 km. The blimp happened to be moving slightly toward the receiver, but its entire front surface fell into one Doppler bin. Hence, the gray-scale encoding shows variation in infrared reflectance over the surface. This is a composite of multiple angular fields-of-view.

2.2. Visible: Nd:YAG Laser Radar

The second example of a laser radar is a visible laser radar utilizing a Nd slab laser pumped by an array of diode lasers. A laser radar based on a solid state laser, like Nd:YAG, can be versatile because of the variety of operating modes and radar waveforms that can be used. The shorter the pulse length the better the range resolution; the higher the pulse repetition frequency the shorter the unambiguous range interval. For wide application, a laser radar should have a wide range of pulse lengths and prf's. A solid state oscillator can be operated from cw to pulsed with pulses as short as 10 ps. Pulse trains are also available inside a longer coherent envelope. In a master oscillator/amplifier configuration, input pulses can be temporally tailored for specific applications. The alternative to short pulses to obtain high range resolution is frequency modulation, either using an external modulator or an intracavity modulator to utilise the large gain bandwidth.
Because of a number of properties, the solid state laser of choice is a Nd laser with transition-metal dopants (e.g. YAG) suited for the particular application. These properties are:

- **high electrical efficiency**—Pumping with diode lasers, whose output wavelength is optimized for absorption by the solid state laser and whose optical output is coupled efficiently to the solid state laser, can produce efficiencies of 10-20%. This high efficiency of converting electrical energy into laser light is particularly helpful in spacecraft application: where decreased power and reduced thermal load are important.
- **solid state design**—In contrast to gas lasers, solid state lasers offer increased reliability, low-voltage drivers, and lower volume and weight.
- **operation in the visible and uv**—Using crystals that can be tuned to convert a large fraction of the lasing wavelength into visible or uv light, a system can attain high angular resolution with modest optics and utilize direct-detection receivers, which have high sensitivity (single-photon detection) and high temporal resolution (< 1 ns).

Figure 6 shows a transmitter utilizing diode pumping for high electrical efficiency and a slab laser for high power. AIGaAs diode arrays are fabricated to emit in the region of 800 nm. The light is concentrated to illuminate the Nd:xxx slab, which is operated in a Q-switched mode to obtain short pulses for good range resolution. The output can be doubled to 532 nm to allow direct detection. A 10-W version of this system utilizes a slab laser, which is pumped by five modules, each containing two 1-cm\(^2\) diode arrays.

3. Two Examples in Detail

I'll turn now to two examples discussed in detail. Both use a visible laser: a mode-locked, Nd:YAG laser doubled to 532 nm. The first is reflective tomography. The second is 3-D imaging using a single laser pulse.

3.1. Visible: Reflective Tomography

The well-defined techniques of transmission tomography can be applied to data obtained using a non-penetrating radiation. We call this reflective tomography. In transmission tomography, a penetrating radiation, like X-rays, γ-rays, or positrons, is used to resolve the interior mass of an object. In reflective tomography, a non-penetrating radiation, like microwaves, infrared light, or visible light, is used to resolve the surface features of an object, i.e., to describe its shape. As shown in Fig. 7, both types use a collection of 1-D projections, taken from different aspect
angles, and combine them to form a 2-D image or slice of the 3-D object.

Our experiments in reflective tomography have been conducted using an indoor range and meter-size targets, as shown in Fig. 8. The short-pulse laser illuminates the target, and the signal is received by a time-resolving detector. The pulse must be short enough to resolve the target into many range cells, and the receiver must be faster than the laser pulse width. The target is on a rotator, allowing data to be acquired at any aspect angle. Taking data at many aspect angles around 360° provides the data for tomography. The end result is a silhouette of the target in the plane of rotation. The target is positioned so that the plane of rotation cuts the target in an interesting way. In other words, the target is cooperative, and we know its placement and orientation, just as in transmission tomography.

The necessary feature of the laser radar is that it resolves the target in range, as shown schematically in Fig. 9. The range resolution must be smaller than the target depth, which means that the laser pulse must be short. A pulse of 250 ps duration yields range resolution of a 4 cm. The received signal is spread in time by the target and depends on the target area, orientation, and reflectance as a function of depth along the line-of-sight.

The signal will vary with the orientation of the target in a predictable way, as shown in Fig. 10. Here a diffuse cone is illuminated with the range-resolving laser radar from many aspect angles. The signals from three angles are
Figure 9: A range-resolving radar views an object whose depth is greater than the range resolution $\Delta R$. The receiver detects a continuous signal and produces a histogram with a cell size $\Delta R$.

Figure 10: Range tomography of a diffuse cone.

Graphed as intensity versus range. At 0° or head-on, the signal increases with depth along the cone axis. At 45° the signal is stronger over a shorter projected depth. At 90° the signal is intense for a short range because the pulse is incident nearly normal to the side of the cone. A convenient way to represent all the data taken over 360° is by gray-scale encoding the intensity into a display whose dimensions are range and angle. These data are the inputs to tomography. We use the standard method of filtered back projection to produce a 2-D projection image of the cone, shown at the lower right.

Figure 11 shows similar data for another target of interest. This shiny toy rabbit, loaned to us by a young scientist, was rotated in the plane of the viewgraph to produce that data in the center panel. From the display one
can follow discrete reflectors as their projected range varies sinusoidally with angle. The amplitude of the sine wave is the distance of the reflector from the center of rotation, while the phase represents its polar angle measured with respect to 0°. Notice that a discrete point reflects over a wide range of aspect angles and fades either because the reflected intensity decreases or because it is shadowed by another part of the object. The fact that light is reflected over a wide range of angles makes the tomographic technique produce a realistic image, as shown at the right. The 2-D image has high contrast.

Figure 12 shows 2-D images of three satellite models measured in the laboratory. Each image has high dynamic range because there are large, flat surfaces with bright specular reflections as well as many small, diffuse surfaces. The slide illustrates the use of simple data scaling to enhance portions of the wide dynamic range. The linear scale emphasizes the specular reflections off solar panels. The log scale enhances the diffuse components more than the linear scale did. The sum of linear and log combined with the use of thresholding produce the highest contrast.

In summary, reflective tomography using a range-resolving laser radar produces realistic images. Diffuse reflectance of most targets at visible wavelengths makes this possible. Although I have discussed only tomography using range-resolving laser radar, tomography using angle-angle and Doppler-resolving laser radars has been demonstrated.

3.2. Visible: 3-D Imaging

The final topic is 3-D imaging using the same pulsed, mode-locked Nd:YAG laser but a different receiver.

Figure 13 shows the concept. A short laser pulse illuminates a target, the red cone, and a 3-D detector records the signal. At the center we see the short light pulse passing the target. At the bottom we see the images formed in rapid succession by the detector. The two main attributes of the detector are the ability to image and to separate images in time, which corresponds to range.

Figure 14 shows what the detector must do and the important components. The image formed on a focal plane must be sampled, and the signal from each sample must be recorded rapidly. The logical candidate for sampling is fiber optics. The detector with the highest time resolution is a streak camera. The important concept is one of recording lots of information, namely the intensity on the focal plane, rapidly in parallel channels, and then holding it for readout and processing. Let's look at the streak camera first. A single input to the streak camera's photocathode produces an electron beam, which is accelerated and streaked to produce a column of output on a phosphor. The
intensity along the streak is proportional to the intensity in time at the input. Fortunately, streak cameras can record many signals simultaneously, so the input can be a line of inputs. The output is a 2-D array with one dimension time and the other, input position or fiber number.

The only problem is that we want to time-resolve the pixels on a focal plane, so we use a fiber optic image converter to map the square focal plane into a line of fibers, which forms the input to the streak camera. The array is $16 \times 16$, and, with the addition of some calibration fibers, the line array is 273 fibers long.

Figure 15 shows the 3-D receiver. A lens to control the field-of-view images the signal onto the fiber optic image converter. A relay lens images the line of fibers onto the streak camera photocathode. The streak camera provides the time resolution and holds the data long enough for a readout system to record the signals in digital form. Finally,
Figure 14: The 3-D imaging components showing the concept (top) and the details (bottom).

Figure 15: The 3-D imaging system.
Figure 16. 3-D image of a diffuse cone.

a computer converts the signal back into a 3-D image of the target.

Figure 16 shows the 3-D image of the diffuse cone used in the tomography experiment. The aspect angle is 0° or head-on. It is difficult to project the 3-D image, so the displays are 2-D cuts along three orthogonal axes: the range axis and two angular directions. The side and front views of the cone appear at the top and are overlayed with lines marking the positions of the images shown below. The slices in range are shown at half scale; the others at quarter scale. The target is mounted on a stand at the rear. Look at image 10; it shows the annular image of the surface of the cone sliced in range. Look at image s; it shows a parabola, the result of cutting the cone horizontally. Look at image f; it shows a parabola, the result of cutting the cone vertically, and also the target holder. These 2-D cuts indicate the 3-D nature of the data and show how realistic the data are. The finite resolution in angle limits the detail available from the images. However, the structure of the cone is apparent in the slices—indicating that this laser radar can characterize the shape and orientation of a simple target instantaneously in three dimensions. This laser radar could be used to characterize complex motions of a target by taking a series of 3-D images. It could provide a 3-D image for machine vision. It could remotely sense an object in a lethal environment or at long range.

4. Summary

Laser radars provide good resolution in angle, range, and velocity. Bad weather impairs their performance more than in the microwave case, so uses of laser radar exploit the increased angular resolution and higher bandwidths available at infrared and optical frequencies. Infrared and visible lasers, notably CO₂ and Nd:YAG lasers, are good
illuminators, offering varied capabilities. Current systems include tactical and strategic CO₂ systems and short-pulse Nd systems.
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Abstract

The real-time, quantitative measurement of specific chemical vapor concentrations in the atmosphere is an essential capability for any test and evaluation program designed to study and monitor the propagation and dispersion characteristics of environmentally safe simulants of toxic and potentially hazardous chemical vapor clouds. SRI International has designed and developed a multi-wavelength CO₂ direct-detection differential absorption lidar (DIAL) system capable of providing range-resolved vapor concentration contour plots of a 1000m² grid at 20-m spatial resolution in 10-s intervals. The self-contained, mobile system is modular in design and capable of detection, identification, quantification, and mapping of chemical vapor clouds having significant spectral structure in the 9- to 11-μm region.

The DIAL system will be able to collect and process data in both the column-content and range-resolved modes. The maximum effective range is 5km in the range-resolved mode and 20 km in the column-content mode. The system sensitivity to SF₆ at 1 km is 0.02mg/m³.

Background

Quantitative measurements of vapor and aerosol clouds in the atmosphere are essential in any test program that evaluates detection equipment. Current vapor-sampling systems employ several hundreds or thousands of sequentially aspirated bubblers for sample collection over a test grid. The bubbler system yields an integrated (averaged) vapor concentration value or dosage over the sampling interval, but does not permit real-time measurement. The bubbler vapor-sampling system, in addition, is labor-intensive; each bubbler must be (1) filled with a fluid capable of absorbing the vapors, (2) placed at the field sampling station, and (3) retrieved after the test. The contents of each returned sampler must then be analyzed in the chemical laboratory. This system permits neither rapid point coverage of expanding plumes nor immediate test results. Other problems with collected samples include sampling reliability (e.g., slip and desorption of collected material through or from the bubbler) and storage stability of the bubbler contents.

The objective of the differential-absorption lidar (DIAL) program is to develop and implement a real-time quantitative measurement system, using CO₂ laser lidar technology, for Dugway Proving Ground (DPG) field-test sites.¹ ² ³

Dial System Design

Design Goals

The design goals of the direct-detection DIAL system are:⁴

• Self-contained, mobile operation
• Column-content and range-resolved concentration measurement capability
• Detection of any chemical vapor having significant spectral structure in the 9- to 11-μm region
• 0.02 mg/m³ sensitivity to SF₆ at 1 km
• 360° scan capability
• Near-real-time concentration map of a 1 km x 1 km grid at 10-s intervals, with 20-m resolution.
System Specifications

A partial list of the DIAL transmitter and receiver specifications is given in Table 1.

Table 1
DIAL System Specifications

<table>
<thead>
<tr>
<th>Subsystem</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Laser Transmitter</strong></td>
<td></td>
</tr>
<tr>
<td>Lasers</td>
<td>Four tunable, pulsed, TEA CO\textsubscript{2} lasers (Questek Model 7240)</td>
</tr>
<tr>
<td>Pulsewidth</td>
<td>Clipped with plasma shutters 130 to 160 ns (full-width, half maximum)</td>
</tr>
<tr>
<td>Energy</td>
<td>1.2 J in gain-switched spike on 10P(20)</td>
</tr>
<tr>
<td>Repetition rate</td>
<td>20 Hz</td>
</tr>
<tr>
<td>Wavelength</td>
<td>76 lines in spectral region 9.2 to 10.8 \textmu m</td>
</tr>
<tr>
<td>Beam divergence</td>
<td>4 mrad</td>
</tr>
<tr>
<td>Tuning</td>
<td>Automatic tuning of one laser, manual tuning of three lasers</td>
</tr>
<tr>
<td><strong>Receiver</strong></td>
<td></td>
</tr>
<tr>
<td>Telescope</td>
<td>16-inch Dall-Kirkham, f2.5</td>
</tr>
<tr>
<td>Field of view</td>
<td>5 mrad</td>
</tr>
<tr>
<td>Detector</td>
<td>HgCdTe photovoltaic, liquid-nitrogen-cooled</td>
</tr>
</tbody>
</table>

Dial System Description

Vehicle and Associated Equipment

The DIAL system is housed in a 31-ft Front Runner van manufactured by Wolverine Western (Figures 1 and 2). A 30 kW Kohler generator mounted in the rear of the van provides electrical power for self-sufficient operation. Hydraulic jacks at each corner of the vehicle provide for leveling and stability. The vehicle includes a custom climate control system capable of temperature control to within 1°C. This dual-purpose system also supplies cooling water for the lidar package. Additional features include a built-in operator workstation and equipment racks, maintenance workspace, and storage. An electrical load center allows the operator to monitor electrical power and to switch easily from commercial to generator power.

Lidar Package

The lidar package includes:
- Four tunable 4-J, 20Hz, TEA CO\textsubscript{2} lasers with power supplies
- Plasma shutter pulse clippers to eliminate the nitrogen tail of the laser pulses and limit the pulse duration to 130 to 160 ns
- Transmitt and receive optics
  - 16-inch f2.5 receiver telescope
  - 2-mm, liquid-nitrogen-cooled, HgCdTe photovoltaic detector with an external lens system that results in an effective field of view (FOV) of approximately 5 mrad
- Built-in diagnostics
- Data-acquisition and data-processing subsystems.
A full-hemispherical scanner containing two 24-inch turning mirrors and a bore-sighted video camera are mounted directly to the lidar package. The only components not included as integral parts of the lidar package are the laser cooler, the operator terminal, the display monitors, and the tape drive.

Figure 3 shows the laser access end of the lidar package. All subsystem controls, status indicators, and the data subsystems are located for easy operation and access. The laser grating tuners are accessed through the laser access doors below. Each laser can be removed through these doors for maintenance. The laser electronic control systems are accessible through these doors without removing the lasers. Laser pulse shape, energy, and wavelength are displayed with digital readouts and a digital oscilloscope. The detector is readily accessible from the side of the lidar package.

Figure 4 shows the transmit and receive optics end of the lidar package. The output beams of the four lasers are directed through four plasma shutter pulse clippers and are combined by four beam-stacking mirrors. Most of the beam energy is directed upward to the scanner, but a small fraction is directed to the beam diagnostic and monitoring system. This consists of a spectrum analyzer for measuring the laser wavelength, an X-Y error monitor for monitoring beam pointing, and the transmit power monitor. The received backscatter signal is reflected from a large turning mirror into the telescope, which focuses it onto the liquid-nitrogen-cooled detector. The transmit and receive optics are protected by airtight enclosures, but are easily accessible for alignment and maintenance.

Data System

Except for the operator terminal, displays, and tape drive, the data-acquisition and data-processing subsystems are housed within the lidar package. The data-acquisition subsystem receives and records DIAL data during each scan. At the end of each scan, it sends the data to the data-processing subsystem for processing and display. The two subsystems work in parallel for the greatest data throughput. While the data-processing subsystem is processing data from one scan and producing an output plot, the data-acquisition subsystem is recording data from the next scan.

The data-acquisition subsystem consists of:

- Computer-automated measurement and control (CAMAC) crate controller
- 40-MHz coherent clock
- Two-channel programmable gain amplifier
- Three 40-MHz, eight-bit digitizers.

One digitizer records the output energy and the waveform of the laser pulse for use in diagnostics and concentration-estimation algorithms. The other two digitizers record the lidar returns from the high-gain and low-gain channels of the programmable amplifier. Using the two eight-bit digitizers with different gains achieves an effective digitization capability of greater than 8 bits of 40 MHz. The digitizers have the capacity to store all the data from one complete scan of the test grid (125 lines of sight with a range of 1,920 m).

The heart of the data-processing subsystem is a Digital Equipment Corporation (DEC) MicroVAX-3200 computer. The DEC MicroVAX computer used for data processing also controls the operation of the entire DIAL system. Near-real-time data are displayed on a 15-inch color graphics monitor and a graphics printer. All data are written to a tape drive for posttest analysis and long-term storage. Detailed posttest analysis can also be performed by the MicroVAX computer.

The DIAL system is able to collect and process data in both the column-content and range-resolved modes. The maximum effective range (5 km is the range-resolved mode and 20 km in the column-content mode for SF6) depends on the absorbivity of the simulant and atmospheric conditions. System sensitivity to SF6 at 1 km is 0.02 mg/m³.

Pulse Clipper Development

The pulse clippers are used to eliminate the nitrogen tail of the CO2 laser pulse to (1) produce pulse durations of 130 to 160 ns, and (2) yield range resolution of 20 m. Figure 5a shows a typical TEA CO2 laser output pulse. Approximately 30% of the energy is contained in the gain-switched spike; the remaining 70% is in the nitrogen tail. The presence of the nitrogen tail degrades the range resolution of the DIAL system to a minimum range-cell size of approximately 100 m. Range resolution can be improved to a range cell size of 20 m by clipping the pulse at the end of the gain-switched spike and thus eliminating the nitrogen tail. A clipped pulse with the required duration of 130 ns is shown in Figure 5b.

Several kinds of pulse clippers were proposed, including saturable absorbers, electro-optical devices, acousto-optical devices, high-speed rotating mirrors inside the laser cavity, and plasma shutters. Each technique was evaluated for use in the DIAL system. All have been used to control the pulse duration of low-energy CO2 lasers, but only the plasma shutter offers reliable and economic application for the higher-energy laser used in the DIAL system.
The final design of the pulse clippers (Figure 6) incorporates flowing gas, water cooling, adjustable triggering, and a lens adjustment to maintain low-beam divergence when the laser wavelength is changed.

Summary

An infrared differential-absorption lidar (DIAL) system has been developed for use on the Dugway Proving Ground test grids and is currently undergoing final tests and evaluation. The multiwavelength CO₂ direct-detection DIAL system produces range-resolved vapor concentration contour plots of a 1 km x 1 km grid at 20-m spatial resolution in 10-s intervals. The DIAL system can detect, identify, quantify, and map chemical vapor clouds having significant spectral structure in the 9- to 11-μm region.
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Figure 1  DIAL SYSTEM VEHICLE

Figure 2  FLOOR PLAN OF DIAL SYSTEM VEHICLE
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Figure 5  TYPICAL LASER PULSES BEFORE AND AFTER CLIPPING

Figure 6  PULSE CLIPPER FUNCTION
ATMOSPHERIC WATER VAPOUR MEASUREMENTS FROM THE ENEA GROUND BASED CO\textsubscript{2} LIDAR STATION

R.Barbini, F.Colao, A.Palucci


ABSTRACT

Ground based differential absorption measurements of water vapour concentration were obtained with our CO\textsubscript{2} Lidar DIAL apparatus. We describe our initial field measurements as well as examples of range resolved profiles.

INTRODUCTION

Since fall 1988 the first Italian CO\textsubscript{2} Lidar facility has been installed at the ENEA Centre in Frascati, for studies upon the atmospheric dynamics (wind, temperature, pressure) as well as for remote sounding the concentration of atmospheric minor components (ozone, water vapour) or gaseous pollutants. The preliminary activity of the station has been mainly devoted to system alignment and calibration, and for this purpose DIAL measurements have been performed using atmospheric water vapour as a diffusive target gas.

THE CO\textsubscript{2} LIDAR STATION

The station is based upon a large container and a dome covered tower, supporting the send-receive telescope.\textsuperscript{1} The site has been chosen so as to have a view over the southeastern metropolitan area of Rome.

The LIDAR/DIAL apparatus (Fig. 1) has been installed inside the container and its characteristics are summarized in Table I. The two TEA CO\textsubscript{2} laser transmitters have been

![Diagram of the experimental apparatus]

Fig. 1 - Layout of the experimental apparatus
Table I - The LIDAR/DIAL apparatus

<table>
<thead>
<tr>
<th>TRANSMITTER TWO TEA CO₂ LASER</th>
<th>RECEIVER TELESCOPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emission λ = 9-12 µm</td>
<td>Type</td>
</tr>
<tr>
<td>Pulse energy E = 1-4 J TEM₀₀</td>
<td>Mirror diameter D = 38 cm</td>
</tr>
<tr>
<td>Pulse length t = 80 ns</td>
<td>F-number F ≠ 3</td>
</tr>
<tr>
<td>Beam divergence θ = 1 mrad (f.a.)</td>
<td>Field of view FOV = 1 mrad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DETECTOR HgCdTe @ 77 K</th>
<th>TRANSIENT DIGITIZER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type SBRC/PC DSP Transiac Mod 2012</td>
<td></td>
</tr>
<tr>
<td>Area A = 1x1 mm²</td>
<td>Sampling 10 Msamples/s</td>
</tr>
<tr>
<td>Detectivity D* = 2x10¹⁰ cm √Hz/W</td>
<td></td>
</tr>
<tr>
<td>NEP (video) NEP = 1x10⁻⁸ W</td>
<td></td>
</tr>
</tbody>
</table>

designed and assembled in our laboratory using a SFUR (Self Filtering Unstable Resonator) cavity, a configuration which allows for high energy extraction and line by line wavelength selection over a broadband infrared region.² System controls and instrument settings are done by a dedicated personal computer, through the general purpose CAMAC interface link. The acquired atmospheric backscattering data are transmitted via modem to a PDP 11/24 micro-computer together with ancillary environmental data for a more detailed analysis.

SIGNAL ANALYSIS AND WATER VAPOUR PROFILES

As a necessary backup to field measurements, absorption coefficients of various pollutant and minor atmospheric gaseous components are being measured in the lab with our lasers, as sketched in Table II.³ The actual field activity has been started by first testing the apparatus subassemblies and by collecting then atmospheric echoes with direct

Table II - ABSORPTION MEASUREMENTS (atm cm)-¹[300K]

<table>
<thead>
<tr>
<th>CO₂ laser 001-020 band</th>
<th>CO₂ laser 001-100 band</th>
</tr>
</thead>
<tbody>
<tr>
<td>line NH₃ C₂H₄ O₃ line NH₃ C₂H₄</td>
<td>line NH₃ C₂H₄</td>
</tr>
<tr>
<td>P36 0.55 8.3 R06 0.17</td>
<td>P36 8.98 R06 19.41 2.45</td>
</tr>
<tr>
<td>P34 4.60 5.6 R08 1.58 0.32</td>
<td>P34 11.36 1.58 R08 13.35 1.09</td>
</tr>
<tr>
<td>P32 0.32 0.63 6.8 R10 0.25 0.67</td>
<td>P32 10.05 1.13 R10 0.61 1.55</td>
</tr>
<tr>
<td>P30 0.12 0.98 7.4 R12 0.42 0.10</td>
<td>P30 1.27 1.54 R12 0.32 1.74</td>
</tr>
<tr>
<td>P28 0.10 0.21 9.3 R14 0.73 0.33</td>
<td>P28 0.50 1.39 R14 4.46 1.47</td>
</tr>
<tr>
<td>P26 0.16 0.24 7.0 R16 8.55 0.31</td>
<td>P26 0.53 1.93 R16 0.17 1.09</td>
</tr>
<tr>
<td>P24 0.32 0.34 3.9 R18 0.20 0.46</td>
<td>P24 0.24 2.82 R18 0.08 0.72</td>
</tr>
<tr>
<td>P22 0.37 0.74 4.5 R20 0.13 0.15</td>
<td>P22 0.16 1.60 R20 0.12 1.20</td>
</tr>
<tr>
<td>P20 2.72 0.44 6.4 R22 0.18 0.22</td>
<td>P20 0.22 2.08 R22 0.06 2.53</td>
</tr>
<tr>
<td>P18 0.40 0.09 11.9 R28 0.49 0.13</td>
<td>P18 0.31 3.17 R24 0.02 3.78</td>
</tr>
<tr>
<td>P16 0.25 0.21 9.3 R26 0.24 0.20</td>
<td>P16 0.64 4.44 R26 0.09 1.99</td>
</tr>
<tr>
<td>P14 0.40 0.09 11.9 R28 0.49 0.13</td>
<td>P14 0.93</td>
</tr>
<tr>
<td>P12 1.04 0.14 11.4 R30 81.00 0.12</td>
<td>P12 0.77 4.50 R30 0.13 0.67</td>
</tr>
<tr>
<td>P10 0.50 0.40 7.3 R32 0.86 0.08</td>
<td>P10 0.30 3.24 R32 0.14 1.23</td>
</tr>
<tr>
<td>P08 0.11 0.72 11.2 R34 0.32</td>
<td>P08 0.41 1.84 R34 0.25</td>
</tr>
<tr>
<td>P06</td>
<td>2.49</td>
</tr>
</tbody>
</table>
detection (video). Examples of signals received (actual and range normalized) are displayed in Fig. 2.

An initial analysis shows that data are strongly affected by alignment procedures (superposition of the two laser beams and their overlap with the telescope field of view), as well as by the detector fine positioning in the telescope focal plane. Saturated signals have been collected at transmitted energies in excess of 2 J, showing the need of increasing the available dynamic range of the detector electronic, by compressing signals with logarithmic amplifiers, as shown in Fig. 3.

First field sounding were concerning water vapour whose absolute range resolved concentration has been obtained by the DIAL technique. The laser transmitters have been tuned at the 10R20 (aon=8.8x10⁻⁴ cm⁻¹ atm⁻¹) and 10R18 (aoff=1.1x10⁻⁴ cm⁻¹ atm⁻¹) lines, respectively. At the end of each sounding cycle, the signals are energy normalized and averaged. Typical resulting waveforms are shown in Fig. 4. The range resolved concentration is extracted by ratioing the Mie backscattered on and off laser returns according to the well known formula:

\[ N(R) = \frac{1}{28R\alpha} \frac{P_{off}(R)P_{on}(R+\delta R)}{P_{on}(R)P_{off}(R+\delta R)} \]

Fig. 2 - Typical LIDAR echo: a) backscattered signal; b) range normalized signal

Fig. 3 - LIDAR signal compression obtained with a logarithmic amplifier
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where $\Delta a = a_{on} - a_{off}$ is the differential absorption coefficient ($\Delta a = 7.7 \times 10^{-4}$ cm$^{-1}$ atm$^{-1}$), $SR$ is the path length cell and $P(R)$ is the power collected by the detector from a range $R$.

Horizontal water vapour profiles have been obtained under different meteorological conditions (Figs. 5,6). DIAL results are consistent with values measured with a hygrothermograph placed near to the lidar station.
CONCLUSIONS

Preliminary atmospheric echoes have been collected with direct detection (video) at the ENEA ground based station. Atmospheric humidity profiles within a useful range of up to 2 Km have been obtained.

Further improvements in operation and measurements are expected when a VAX main-frame computer will be added, with a graphic station. Thereafter, a systematic measurements campaign on atmospheric constituents, comprising tropospheric ozone profiles will be started.
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Fig. 6 - Averaged water vapour concentration (atm). Time 11:00 am. Oct.24, 1989, 0 deg elevation, T= 24 °C; RH= 52%
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Abstract

Data based on laboratory measurements, theoretical analysis and experimental field results from laser remote sensing using the lidar technique are used to infer a relationship between the optical properties and particle size of clouds. Ice particles are distinguished from water droplets and solid aerosols using lidar depolarization signatures. Each category is identified with a modal diameter representing the suspended particle size distribution. The extinction coefficients ($\sigma$) are plotted against the backscatter coefficients ($\beta$) for the different types of clouds studied, i.e., composed of ice particles, water droplets and stratospheric aerosols. Linear relationships were found for $\sigma$ vs $\beta$ and the ratio $[\beta/\sigma]$ or $k^*$ (i.e., $k^* = \beta/\sigma$ corrected for $4\pi sr$) are used to correlate particle size from the results based on theoretical and laboratory studies. This technique is examined for its usefulness in estimating relative modal diameters of cloud particle size distributions for the purpose of monitoring cloud evolution, classifying clouds and to obtain additional information from simple elastic backscattering measurements.

Introduction

Remote sensing of atmospheric properties using lidar techniques such as elastic (Mie) backscattering and DIAL (differential absorption) are now well established and reliable\textsuperscript{4,5}. The lidar monitoring of fogs, aerosols, industrial plumes and clouds in the troposphere and stratosphere is becoming routine. Macro-physical properties such as cloud base, height, width, thickness and velocity can be easily and accurately monitored whereas lidar monitoring of microphysical properties including cloud liquid water content, particle size and composition represents a greater challenge. An increase in applications and interest is expected with the introduction of compact and relatively inexpensive lidar designs. Most of these studies generate large data bases and a definite need exists for a means of categorizing the cloud data according to a common parameter such as particle size. There is extensive theoretical information available concerning the optical scattering properties of particulates\textsuperscript{6-8}. An important requirement is to simplify the interpretation of light scattering from aerosol particles to obtain an estimate of their size.

The objective of this presentation is to examine the relationship of aerosol particle size and laser scattering at the visible wavelengths near 0.5 $\mu$m (micrometers) using laboratory and lidar measurements. Relatively few studies have been done in obtaining microphysical properties such as particle size from Mie lidar field measurements of clouds. Theoretical analysis and experimental results have shown that linear and relatively simple relationships exist between laser scattering measurements and microphysical parameters\textsuperscript{9-11}.

In this study samples of cloud data obtained from consistent lidar operating conditions were categorized according to cloud height and depolarization characteristics to differentiate between ice and water particles. The data base for this study consisted of continuous lidar cloud measurements made during the third Italian Antarctic expedition by the IROE/CNR (Istituto di Ricerca sulle Onde Elettromagnetiche / Consiglio Nazionale della Ricerca) Lidar group as part of PNRA (Italian National Program for Antarctic Research).

Direct measurements from laboratory data and inversion techniques from the lidar field data were used to obtain cloud optical parameters including extinction coefficients ($\sigma$); the backscatter coefficient ($\beta$) was calculated in terms of the lidar equation. The extinction coefficients were plotted against backscatter for a range of cloud types and an estimation of modal particle size was done by comparison with previous laboratory data for water droplet fogs\textsuperscript{1}. In the laboratory studies the laser wavelength of 514 nm is assumed to have approximately similar scattering properties as the IROE/CNR lidar wavelength of 532 nm. The laboratory studies\textsuperscript{1} indicated linear relationships between $\sigma$ and $\beta$ which can be represented by an effective radius, $r_e$. Comparison with the field measurements indicated the usefulness of this technique for classifying clouds and monitoring cloud evolution.
Theory

The basis for the lidar elastic backscatter analysis is the lidar equation which applies to a monostatic single wavelength pulsed lidar used in these experiments: i.e.

$$P(R) = P_0 (ct/2) K (A/R) \beta \exp \left( -2\sigma (R') dR' \right)$$  (1)

where $P(R)$ is the backscattered intensity received at the detector, $P_0$ is the intensity of the laser pulse, of duration $t$, $c$ is the speed of light, $K$ is a constant, $A$ is the receiver area, $R$ is the range, $\beta$ is the backscatter coefficient and $\sigma$ is the extinction coefficient. In actuality, the signal received at the detector, usually a photomultiplier, is the principal source of information. There exists a number of variations for equation (1) which may be derived from first principles.

The inversion technique used in the lidar analysis to obtain the extinction coefficients consisted of an iterative approach developed by the IROE lidar group whereas in the laboratory experiments, the $\alpha$ and $\beta$ were directly evaluated. For a single particle the $\sigma/\beta$ ratio is dependent on the particle size. However, for a wide size distribution of particles the variations tend to be averaged out and the distribution can be approximated by a simple relationship between $\sigma$ and $\beta$. For the case of non-absorbing clouds, the relationship can be used to obtain an estimate of the size distribution in terms of a modal particle diameter.

The laboratory studies have shown that the relationships between $\sigma$ and $C$, the water droplet concentration, are linear and related to the modal or “effective” radius, $R_\text{e}$, representing the droplet size distribution; i.e. $\sigma = 3C/2\pi$. The range of fog size distributions studied in the laboratory indicated a systematic trend where the backscatter to extinction ratio was found to be linear and proportional to the size distribution.

Experimental

Laboratory Measurements

The laboratory measurements were designed to simulate the lidar configuration with simultaneous measurement of extinction and backscattering using well characterized clouds. The experimental design is shown in Figure 1. The arrangement permits numerous concurrent investigations into the optical and microphysical properties of the generated clouds. The laser source was a chopped cw Argon ion laser (514 nm) and photo detectors were located in both the forward and backward directions measuring the scattering intensity. Stable and reproducible clouds covering a range of concentrations and particle sizes were generated. Three different size distributions were generated and characterized by their modal diameters, $d_m$, representing a wide size range of interest found in atmospheric situations. The three distributions are referred to as S, M and L, related to small, medium and large droplets, respectively. Figure 2 shows the M size distribution generated using an ultrasonic nebulizer ($d_m = 5 \mu m$), as an example. The L size distribution was generated using liquid shear techniques creating droplet diameters from 1 to 50 $\mu m$ ($d_m = 12 \mu m$) and the small size distribution was generated using a thermal condensation technique of a water-ethane diol solution ($d_m = 0.02 \mu m$). Particle sizing was done manually.

Lidar Field Measurements

An extensive series of cloud field measurement data collected using the IROE/CNR Mie scattering lidar located in the Italian base at Terra Nova Bay in Antarctica at (74° 41' 42" S) latitude and (164° 07' 23" E) longitude was made available for this study. The lidar installation is part of the Italian National Program for Antarctic Research (PNRA). The lidar operated daily from December 30, 1987 to February 10, 1988. Measurements consisted of cloud base and cloud height, cloud velocity, video imaging and depolarization.

The lidar system incorporated a NdYAG laser transmitter operating at 532 nm, having an output energy of 350 mJ at a repetition rate of 4 Hz. The laser beam divergence of 0.25 mrd was monitored by a 14 inch Newtonian telescope with a 0.3 mrd field of view. The detector system consisted of two photomultipliers and a CAMAC data acquisition system. The lidar system maintained its alignment throughout the entire mission and all parameters were unaltered during cloud monitoring experiments. Parallel and cross polarization backscatter return signals were separated with a polarizing cube into two channels. Multiple scattering was considered unimportant and single scattering approximation was assumed due to the use of a very narrow (0.3 mrd) field of view. Continuous measurement sequences were displayed as averages over one minute intervals. Additional details concerning the IROE/CNR lidar system and data acquisition procedures are described elsewhere.

Results and Discussion

The purpose of this study is to observe trends for the variations of cloud particle sizes from lidar measurements and to establish a straightforward method to monitor changes in cloud particle sizes in order to classify different cloud types for categorization and simplification of large data bases.

Examples of stable homogeneous cloud types for this investigation were obtained from the IROE/CNR...
Antarctic lidar data base. The following categories of stable cloud types were examined: a high level ice cloud (cirrus), a low level water droplet cloud (stratus) and stratospheric aerosol. The cirrus ice crystal and stratus type clouds were identified from relative depolarization, D, measurements. The relative depolarization is defined as \( D = S_r/S_p \) where \( S_r \) is the cross (perpendicular) component of the return signal and \( S_p \) is the parallel component. Clouds having a high depolarization \( D > 0.1 \) were considered to be composed of ice crystals having relatively large diameters. Low depolarization values \( D < 0.1 \) indicate the presence of water droplets. The particle size distributions of the water droplet clouds generally have modal diameters of approximately 10 microns. The final category is background stratospheric aerosol where scattering occurs from aerosols and condensation nuclei having sub-micron modal diameters.

Since a wide size distribution has the tendency to average out the scattering properties of single particles, the distribution can be represented by a modal particle diameter \( d_m \). The correlation between the three different water droplet size distributions with \( d_a \) and \( d_b \) from laboratory studies\(^8\) is shown in Figures 3a, b, c. These results were used in the present study as an approximation for estimating the particle size and correlating this to the trends observed.

In the Antarctic lidar experiments, linear relationships were observed for plots of extinction coefficient vs backscatter coefficient for the stable clouds studied. The slopes of the plots will be indicative of differing scattering efficiencies of the particles if all lidar parameters are held constant. Figures 4 and 5 are a comparison between two sets of lidar data observed during the Antarctic mission. Figure 4 corresponds to a low level water droplet cloud (stratus) at a height of approximately 1 km on January 13, 1988 observed for one hour from 11:56 local time and averaged over one minute intervals. Figure 5 represents a high ice crystal cloud (cirrus) at approximately 7 km recorded on January 8, 1988 from 9:40 to 10:40 local time and averaged over 1 minute intervals similar to Figure 4. Parts (a), (b), and (c) of Figures 4 and 5 respectively represent the, (a) range corrected signal vs height vs time, (b) the depolarization with time and (c) the extinction vs backscatter coefficients.

Part (a) of Figures 4 and 5 show three dimensional representations of the range corrected signal vs height (Range) in kilometers for a period of one hour. The range corrected signals in the two figures are on different scales as indicated on the z-axis. Figure 4 represents a dense cloud characteristic of stratus whereas Figure 5 corresponds to a more tenuous cloud at about 7 km, indicative of cirrus. The stratus and cirrus nature of these two clouds is further supported in Figure 4(b) and 5(b) which shows the depolarization observed. Figure 4(b) indicates very low depolarization (less than 4%) indicating that this cloud is composed of mainly water droplets typical of stratus. Figure 5(b) shows much larger depolarization values ranging from approximately 5% to 50% indicating the presence of ice crystals typically found in cirrus clouds.

The extinction to backscatter ratio is plotted in Figure 4(c) and 5(c). Both of these cases exhibit a linear behavior extending from low to high relative cloud densities. In Figure 4(c) a straight line with a slope \( \sigma/B = 23 \) demonstrates a consistent relationship between extinction and backscatter representing a stable size distribution of particulates. Comparing the slope with the results of reference 8, a modal droplet diameter of approximately 5 microns can be inferred. Figure 5(c) shows a greater scatter observed in the \( \sigma/B \) vs \( B \) plot with a smaller value for the slope \( (\sigma/B = 18) \) in agreement with the trend observed in Ref. 8, i.e. larger particles show a diminished scattering efficiency and a reduced slope. For the case of Figure 5(c) the modal diameter of the scattering ice particles can approximately be estimated to be larger than 12 microns. Additional experimental data, particularly using ice crystals, would be helpful in obtaining a better estimate of the modal diameter for the cirrus type cloud. Actual insitu samples from the clouds would also be useful in this respect.

The main point of this comparison is to indicate that an estimate of the modal particle size can be obtained from the lidar measurements. The same trend is observed in the lidar data as in the laboratory experiments where smaller particles showed higher \( \sigma/B \) ratios than the larger particles. For this case, the high cloud in Figure 5, composed of ice crystals is expected to have a larger modal diameter than the lower water droplet cloud shown in Figure 4; this was the case observed. With additional experimentation and cloud sampling for the determination for the precise relationship between modal particle size and of extinction to backscatter ratio, this technique could be used on a routine basis.

For the case of stratospheric aerosol measurements, the signal levels were very low and convergence of the inversion iteration was not attained. Subsequent correspondence with the IROE group indicated a \( \sigma/B \) ratio of approximately 38 to 45 which supports the trends observed. An improvement in the correlation was definitely observed with increasing \( \sigma/B \) ratios indicating increased scattering efficiency resulting from the presence of very small (sub-micron) particles.

It would be valuable to obtain data from laboratory experimental conditions using different known size distributions at the usual lidar wavelengths for the confirmation of theoretical calculations and for comparison to field lidar data.
Conclusion

This paper demonstrates a straightforward technique using lidar data to estimate the relative particle size distribution in clouds by the examination of the corresponding extinction (\(\sigma\)) and backscatter (\(\beta\)) coefficient values for different cloud types. A summary of the results is shown in Table 1.

<table>
<thead>
<tr>
<th>(\sigma/\beta) (sr)</th>
<th>(\beta/\sigma) (sr(^{-1}))</th>
<th>(k^*)</th>
<th>Relative Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>((\beta/\sigma) corrected for 4(\pi) sr) (microns)</td>
</tr>
<tr>
<td>50</td>
<td>.020</td>
<td>.25</td>
<td>.02 Small drops</td>
</tr>
<tr>
<td>38 - 45</td>
<td>.026 - .022</td>
<td>.327 - .276</td>
<td>10 Stratospheric Aerosol</td>
</tr>
<tr>
<td>23.3</td>
<td>.043</td>
<td>.54</td>
<td>5 Medium IROE Stratus @ 1km</td>
</tr>
<tr>
<td>20</td>
<td>.050</td>
<td>.63</td>
<td>12 Large drops</td>
</tr>
<tr>
<td>17.8</td>
<td>.056</td>
<td>.70</td>
<td>&gt; 12 IROE Cirrus at 7 km.</td>
</tr>
</tbody>
</table>

For cases where insitu cloud particle size measurements are made or additional laboratory results are available, this technique can be used to establish a calibration for cloud particle size with respect to the lidar signals observed when all lidar parameters are held constant. As seen from these results a linear relationship exists between \(\sigma\) and \(\beta\) for the atmospheric clouds observed. Comparison of these results with actual insitu cloud particle measurements will provide information about cloud dynamics and evolution. This technique does not take into consideration, multi modal size distributions, very dense clouds or variable conditions. The single scatter approximation is assumed since beam replenishment from multiple scattering in laboratory studies did not occur even at high densities of up to 3 gm/m\(^3\). The effects of ice crystals were not studied in the laboratory.

Since the slope is related to particle size, additional information can be easily obtained for cloud growth and evolution by observing the change in \(\sigma/\beta\) with time. Further work with insitu measurements is required to establish this procedure for the characterization of cloud types. The relationship between \(\sigma\) and \(\beta\) can be used for very large data bases to help in the organization and characterization of aerosols. Once this technique is established, a specific lidar system can be used to obtain additional and more precise information for the remotely sensed cloud.
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Figure 1. Schematic diagram of the experimental system: C, laser beam chopper; F, mixing fans; H, humidity sensor; I, cascade impactor; M, mass sampling system; L, large particle generator; N, ultrasonic nebulizer; R, flow regulator; S, submicron particle generator.

Figure 2. M size distribution. ($d_m = 5 \, \mu m$)
Figure 3. Relationship between the extinction and backscatter coefficient showing a linear fit to the data.

(a) for M size distribution
(b) for S size distribution and
(c) for L size distribution
Figure 4(a) Three dimensional representation of lidar return signals for a low (approximately 1 km.) water droplet (stratus type) cloud on January 13, 1989 from 11:56 to 12:55 local time, averaged at one minute intervals along the y axis. The height of the range corrected return signal (peaks) correspond to the scale on the z axis indicating a maximum value of 160. The lidar signal is shown from 0.2 to 4.2 km as the x axis.

Figure 4(b) Depolarization return signals (0.005 - 0.04) for low stratus type cloud shown in Figure 4(a).

Figure 4(c). Plot of \( \sigma \) and \( \beta \) values for low stratus type cloud shown in Figure 4(a) indicating a modal diameter of approximately 5 microns when compared to results from Reference 8.
Figure 5(a) Three dimensional representation of lidar return signal for a high (approx. 7 km) ice particle (cirrus type) cloud on January 8, 1988 from 09:40 to 10:10 local time averaged at one minute intervals shown on the y axis. The height of the range corrected signal (peaks) correspond to the scale on the z-axis having a maximum value of 55. The lidar signal is shown from 0.6 to 9.6 km as the x-axis.

Figure 5(b) Depolarization return signals (.05 - .46) for high ice particle cirrus type cloud shown in Figure 5(a).

Figure 5(c) Plot of a vs. B values for cirrus type cloud shown in Figure 5(a). The a/B slope of 18 indicates larger particle sizes (d > 15 microns) than that shown in Figure 4(c) when compared with laboratory data using water droplets.
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Abstract

In this paper, we extend techniques of convex set reconstruction from support line measurements and apply these to laser radar data. Specifically, the techniques are applied to both range-resolved and Doppler-resolved data, which provide one and two support line measurements respectively. The resulting reconstructions provide size and shape estimates of the targets under observation. While such information can be obtained by other means (e.g. from reconstructed images using tomography), the present methods yield this information more directly. Furthermore, estimates obtained using these methods are more robust to noisy and/or sparse measurement data or data suffering from registration errors. Finally, the present methods are used to improve tomographic images in the presence of registration errors.

1. Introduction

In this paper we present algorithms that provide direct size and shape estimates of targets from laser radar data. Resolved laser radar measurements of a target provide information as to the extent of the target in space. For example, a range-resolved measurement indicates where the target begins in range along the radar line of sight. If a line is drawn at this range perpendicular to the line of sight, the target lies completely to one side of this line and in fact is just grazed by this line. A line that grazes the target in this manner is referred to as a support line, and range-resolved measurements from a number of aspects all lying in a plane yield a set of support lines. Furthermore, Doppler-resolved measurements of a spinning target contain support line information. Given the support lines of a target at all aspects in a plane, the convex hull of the projection of the target onto this plane may be determined by intersecting halfplanes corresponding to the support lines.

In practice, however, the support line measurements are noisy, due to errors in determining the nonzero extent of a resolved measurement suffering from, say, speckle effects, as well as in incorrectly registering the support lines taken at a set of aspects to a common point. In this case, the measured support lines may be inconsistent with one another, so that taken together there is no target having all of the measured lines as support lines. Our objective is to estimate the target which gave rise to the measured laser radar data in some optimal fashion.

*This research was conducted at M.I.T. Lincoln Laboratory, sponsored by the Department of the Navy, and at M.I.T. under U.S. Army Research Office contract DAAL03-86-K-0171 and National Science Foundation contract ECS-8700903.
The basic estimation procedure presented in this paper may be decomposed in the manner indicated by Figure 1. Given laser radar data at a number of aspects in a plane, we first extract support line information using an estimation procedure known as knot location. We then produce an optimal estimate of the target that gave rise to the laser radar data given the support line measurements, consistency constraints on the support lines, and any prior knowledge as to target shape. In terms of algorithm development, the focus of the present work is on the second module. In particular, we introduce three algorithms that utilize varying degrees of prior information. We use an algorithm developed by others\textsuperscript{12, 13} for the first module.

The estimation procedure of Figure 1 (for each of the three algorithms of the second module) is applied to range-resolved measurements and Doppler-resolved measurements obtained through a simulation model and through field measurements. Furthermore, we compare the reconstructions obtained by using the present methods with the reconstructed images produced by standard tomographic methods. On inducing registration errors, we find that the present methods are far more robust, due to the fact that they are based on consistency constraints that tend to reduce such errors. Finally, we introduce and demonstrate a method by which the tomographic reconstructions from unregistered data may be greatly improved using our estimation procedure as a preprocessor of the data.

2. Laser Radar Data and Support Line Measurements

In this section, we describe the laser radar data to be used as input to the reconstruction algorithms (namely, range-resolved and Doppler-resolved data). We then discuss the notion of a support line measurement, and show that the laser radar data contain support line information. We conclude the section by describing a technique to extract support line information from the laser radar data.

2.1. Laser radar data and problem scenario

By illuminating a target and receiving the reflected signal, laser radars provide information about the surface characteristics of the target. Laser radars can be designed to resolve the return from the target with respect to various quantities. In this paper, we restrict attention to range-resolved and Doppler-resolved laser radar data. Furthermore, we consider only the case of a monostatic radar, in which the transmitter and receiver are at the same location.

A range-resolved measurement (also called a range spectrum) is one in which the return is distributed in range along the line of sight (LOS) of the laser radar. That is, only those parts of the target that are a distance $r_0$ away from the laser radar (with distance measured along the LOS) may contribute to the value of the range spectrum at range $r_0$. Although a range-resolved measurement is ideally a continuous function of range, in practice it takes the form of a histogram with bins of finite range extent, where each bin is referred to as a range bin.

Alternatively, for a target undergoing motion, different parts of the target may have different components of velocity along the LOS. A Doppler-resolved measurement (also called a Doppler spectrum) is one in which the return is distributed with respect to these variations in velocity. As with a range spectrum, the Doppler spectrum takes the form of a histogram. The value associated with a particular Doppler bin arises from the return of all illuminated parts of the target with the corresponding component of velocity along the LOS.

The received intensity from a surface illuminated by a laser radar is dependent on the geometry and reflectance properties of the surface. The reflectance properties are usually characterized by a function known as the bidirectional reflectance distribution function (BRDF)\textsuperscript{14}. For the case of a monostatic radar and a surface with isotropic reflectance properties, the BRDF is given by $\rho(\psi)$ where $\psi$ is the angle between the LOS and the local surface normal. In the case where the wavelength of the illumination is large compared to surface aberrations of the target, the received intensity is proportional to

$$\sigma = 2\pi \int \int_S \rho(\psi) \cos^2 \psi \, dA,$$

where the integration is performed over the visible (illuminated) part of the surface, denoted by $S$. The quantity $\sigma$ is referred to as the laser radar cross section (LRCS) of the target. Hence, for resolved data, the intensity value associated with a particular bin is proportional to the LRCS arising from those portions of the target that contribute to that bin.

In this paper, we investigate some methods to reconstruct a target from a series of range-resolved or Doppler-resolved measurements. Throughout, we consider only the case in which the data is taken at aspects around a
great circle, so that the lines of sight all lie in a plane. With this restriction, the entire scenario is reduced to a two-dimensional problem in the plane containing the lines of sight. For range-resolved measurements, we can consider the data as being obtained either with a single sensor revolving around a stationary target, or with the sensor fixed and the target rotating, with known rotation rate, about an axis perpendicular to the plane in which the measurements are taken. For Doppler-resolved measurements, target motion is required to resolve the target, and so in this case we assume that the target is rotating as above with a fixed sensor.

Alternatively, we may think of the data as being obtained simultaneously by a number of sensors distributed about the target. As we shall see, the relative positions of the sensors are needed to reconstruct targets from both range-resolved and Doppler-resolved measurements. In addition, for Doppler-resolved measurements, we assume that the target is rotating about an axis perpendicular to the plane of aspects, with known rotation rate. Moreover, if the target is translating, the Doppler velocity of the target's center of gravity relative to each sensor must be known. Since each sensor is presumably tracking the target, we assume knowledge of the necessary quantities. In what follows, we view the problem from this multi-sensor perspective.

2.2. Support line measurements from laser radar data

Given a range-resolved measurement, the minimum range \( r_{\text{min}} \) with nonzero return intensity indicates that the distance from the sensor to any part of the target is at least \( r_{\text{min}} \). Under far-field assumptions, the above indicates that the target lies completely on one side of the line perpendicular to the LOS at range \( r_{\text{min}} \). Moreover, since some part of the target is at range \( r_{\text{min}} \), this line actually grazes the target.*

A Doppler-resolved measurement contains similar information. For a target undergoing simple rotation with known rate \( \omega \), the Doppler frequency due to a point on the target is proportional to the distance from the point to the rotation axis in a direction perpendicular to the LOS (also called the cross-range distance of the point). The minimum and maximum Doppler frequencies, \( D_{\text{min}} \) and \( D_{\text{max}} \), with nonzero return intensity correspond to the minimum and maximum cross-range of any part of the target. Thus, from a Doppler-resolved measurement we can extract two lines parallel to the LOS that graze the target which lies between them.

In the mathematical literature, lines that just graze a two-dimensional object, or set, are referred to as support lines. Specifically, using a coordinate frame fixed with respect to a set \( S \), the support line of \( S \) at angle \( \theta_0 \) (denoted by \( L_S(\theta_0) \)) is defined to be the line orthogonal to the unit vector \( \omega(\theta_0) = [\cos \theta_0 \sin \theta_0]^T \) that just grazes the set (see Figure 2). The support value \( h_S(\theta_0) \) is defined as the maximum projection onto \( \omega(\theta_0) \) of all points in \( S \):

\[
h_S(\theta_0) = \sup_{s \in S} s^T \omega(\theta_0).
\]  (2)

The magnitude of \( h_S(\theta_0) \) is the minimum distance from \( L_S(\theta_0) \) to the origin. From all of this, it follows that the set \( S \) lies in a particular one of the two halfplanes defined by \( L_S(\theta_0) \).

As \( \theta_0 \) varies from 0 to \( 2\pi \), the support function \( h_S(\theta) \) of the set \( S \) is defined. This function is continuous and periodic with period \( 2\pi \). We will also refer to the set of values of \( h_S(\theta) \) sampled at a finite number of angles \( \theta_1, \theta_2, \ldots, \theta_M \) as a support vector \( h_S = [h_S(\theta_1) \ h_S(\theta_2) \ \cdots \ h_S(\theta_M)]^T \).

The algorithms of Section 3 provide polygonal estimates of the convex hull of the target's projection in the plane of the aspect angles, given noisy support value measurements. The convex hull of a set \( S \), denoted by \( \text{conv}(S) \), is defined to be the smallest set satisfying \( S \subseteq \text{conv}(S) \) and \( \forall x, y \in \text{conv}(S), x + y \in \text{conv}(S) \). Since the convex hull of a set and its support function satisfy a one-to-one relationship (i.e., one uniquely determines the other), and since the support function of a polygon \( h_P(\theta) \) is completely determined by the support vector \( h_P \) having support values at the polygonal face angles, estimating \( h_P \) is equivalent to estimating a convex polygon \( P \), i.e., one for which \( P = \text{conv}(P) \).

To identify the support value(s) associated with the support line(s) provided by a range or Doppler spectrum, a coordinate frame such as that in Figure 2 is needed. This frame must serve as a common reference for all of the aspects, so that the sets of data may be spatially aligned, or registered.

*Note that the maximum range \( r_{\text{max}} \) with nonzero return intensity does not necessarily provide another grazing line. This is because parts of the target at ranges greater than \( r_{\text{max}} \) may be blocked by parts of the target at lower range. Consequently, they will not be visible to the radar and will not contribute to the target's range spectrum.
For range-resolved measurements, the assumption that the positions of the laser radars are known relative to one another allows us to establish such a frame, say, with origin at the average of the laser radar position coordinates and \( \theta^0 \) aspect defined by the LOS of the first laser radar. The resulting position and orientation of this coordinate frame is, of course, arbitrary; an alternate choice of frame would yield support values of a shifted and/or rotated target. Given such a coordinate frame, the support value corresponding to the \( i^{th} \) laser radar's range spectrum is equal to the minimum nonzero range \( r_{min} \) subtracted from the distance from the laser radar to the origin along the \( i^{th} \) LOS. The set of support values obtained in this manner for the set of laser radars forms a support vector \( y \).

A coordinate frame for Doppler-resolved measurements is established in the same way as for range-resolved measurements. From above, the \( i^{th} \) sensor (at aspect \( \theta_i \)) gives rise to support values at \( \theta_i \pm 90^\circ \). Since target cross-range is proportional to Doppler frequency after shifting the Doppler spectrum by the Doppler frequency shift \( D_i \) produced by the target's translational velocity relative to the sensor, the support values are given by \( \frac{\lambda}{2\pi} |D_{min} - D_i| \) and \( \frac{\lambda}{2\pi} |D_{max} - D_i| \), where \( \lambda \) is the wavelength of the laser illumination. Hence, the support values arising from the Doppler spectra of the set of laser radars form a support vector \( y \).

Since a Doppler spectrum at aspect \( \theta_i \) provides two support values, at \( \theta_i \pm 90^\circ \), the aspects \( \theta_i \) and \( \theta_i + 180^\circ \) yield duplicate support values, if the support values are free of noise. For noisy data (discussed below), the duplicate values may be averaged, thereby reducing the noise in the support measurements.

In general, this support vector \( y \) arising from range or Doppler data is noisy and may be invalid, due to two types of measurement errors. One type of error arises in incorrectly estimating the values of \( r_{min} \) or \( D_{min} \) and \( D_{max} \) amid noise in the range or Doppler spectra. Secondly, incorrect knowledge of the relative laser radar positions (and for Doppler data, incorrect knowledge of the Doppler velocity of the target's center of gravity relative to each sensor) leads to registration errors. The reconstruction algorithms in Section 3 produce shape estimates of targets given support vectors having these measurement errors.

### 2.3. Knot location

Although determining \( r_{min} \) or \( D_{min} \) and \( D_{max} \) is simple if the data is noise-free, doing so for noisy data is a quite difficult problem in general. The most obvious method—thresholding the data—suffers greatly from its nonrobustness to noise 'spikes' in the data. As a result, we turn to a method based on a technique developed by Willsky and Jones \(^{13}\) for detecting abrupt changes in dynamic systems, and later applied by Mier-Muth and Willsky \(^{13}\) to spline estimation. To cast our problem in the framework of \(^{13}\), we model the range or Doppler spectrum as a linear spline, or piecewise linear function. The points of discontinuity in derivative are referred to as knots. Our goal is to determine the first knot in a range spectrum and the first and last knots in a Doppler spectrum.

The basic approach consists of using a Kalman filter based on a linear ramp model for the range or Doppler spectrum. Initializing the filter with zero slope, we run the filter along the spectrum. At each bin, we use the innovations sequence to determine a set of maximum-likelihood (ML) estimates of the slope of the ramp at the current bin assuming that a knot was located at each of the previous bins in some finite window. Using the ML estimates for each bin in the window, we perform a generalized likelihood ratio (GLR) test for the two hypotheses 'knot present' and 'knot absent' in order to determine whether a knot actually exists at the locations of any of the ML estimates. The first bin for which the GLR exceeds a prespecified threshold corresponds to the first knot in the spectrum. For a Doppler spectrum, to locate the last knot, we repeat the above process running the Kalman filter backwards along the spectrum. Details concerning the performance of this algorithm may be found in \(^{24,13}\), and \(^{12}\).

In concluding this section, we note that it is in general more difficult to locate knots in a Doppler spectrum than in a range spectrum. This difference is due to the properties of typical target materials combined with the viewing geometries associated with the two data types \(^{5}\). In particular, the values of the laser radar return at ranges just higher than \( r_{min} \) are determined by parts of the target whose surface normals roughly coincide with the LOS. As a result, \( \psi \approx 0^\circ \), maximizing \( \cos \psi \) in Equation 1. Furthermore, since materials typically give high intensity return at near-normal incidence and low intensity return at near-grazing incidence, the BRDF \( \rho(\psi) \) is near maximum. Hence, range spectra generally exhibit an abrupt increase in intensity at the knot having range \( r_{min} \).

In contrast, the values of the laser radar return at Doppler velocities just greater than \( D_{min} \) and just less than \( D_{max} \) are determined by parts of the target having surface normals that are nearly perpendicular to the LOS. Consequently, \( \psi \approx 90^\circ \) giving rise to values of \( \cos \psi \) and \( \rho(\psi) \) that are nearly zero. Hence Doppler spectra generally

---

1Errors in knowing the laser radar positions may also cause angular errors (i.e., errors in knowing the aspects). However, in this paper we ignore angular errors and assume throughout that the aspects of the measurements are known perfectly.
vary slowly in intensity near the two knots.

3. Reconstruction from Support Line Measurements

In the previous section, we saw that range-resolved or Doppler-resolved measurements of a target give rise to support measurements. We also noted that exact support values at all angles characterize the convex hull of the target. However, in general only a finite number of noisy measurements are available. In this section, we discuss some algorithms for estimating the target from such measurements. It appears that the problem of shape estimation from noisy support line measurements was first studied by Prince \cite{16,17,18}. (Greschak \cite{3}, Stark and Peng \cite{2}, and others have done related work.) The algorithms below represent various extensions of Prince’s work \cite{16}.

3.1. Formulation

We model our support value measurements \( y_1, y_2, \ldots, y_M \) as consisting of the true support values of the target \( h_i = h(\theta_i) \) corrupted by noise. That is, \( y_i = h_i + n_i \) for \( i = 1, 2, \ldots, M \) where the \( \{n_i\} \) are i.i.d. samples from a Gaussian distribution. As previously mentioned, we emphasize that by noisy measurements we mean uncertainty in the support values and not in the measurement angles.

The noisy measurements \( \{y_i\} \) may not correspond to the set which gave rise to them and, in fact, may not correspond to any set. For example, there is no object having \( y = [1 2 1 2 1 2 \ 1 2] \text{T} \) as its support vector at uniformly spaced angles. In such a case, the support values are said to be inconsistent (or, equivalently, the support vector is said to be invalid). Our objective is to estimate the valid support vector \( \hat{h} \) that is closest to \( y \) in Euclidean distance. The target shape estimate consists of the polygon bounded by the support lines corresponding to \( \hat{h} \).

We choose to minimize Euclidean distance in support vector space despite the fact that we are more directly interested in minimizing some measure of distance in object space; computational considerations motivate this choice. However, we do evaluate the quality of our reconstructions in object space, by using a quantitative measure of the error between the true object \( S \) and its reconstruction \( \hat{S} \). This measure of error is the area of their symmetric difference \( S \Delta \hat{S} = (S \cup \hat{S}) \setminus (S \cap \hat{S}) \), and is chosen for its geometric appeal.

The estimation algorithms that we present in the following three sections arise from increasingly general formulations of the problem of obtaining polygonal shape estimates from noisy support measurements. The most specific case was considered by Prince, in which a polygon with faces at a fixed number of uniformly-spaced measurement angles is estimated. A generalization of this algorithm results in relaxing the assumption of uniform spacing. A third formulation consists of estimating a polygon with faces at a set of prespecified reconstruction angles that are independent of the measurement angles. Both sets of angles are nonuniformly-spaced, in general. Fourth, we might allow rotations of the prespecified constellation of reconstruction angles in order to obtain joint orientation and shape estimates of objects. The fifth level of generality results in specifying only the number but not the values of the reconstruction angles. The most general formulation is one in which neither the number nor the values of the reconstruction angles is specified. Such an estimator would be essentially the same as the one just discussed, with the exception that larger numbers of reconstruction angles would be penalized. In what follows, we consider the second, third, and fourth formulations.

3.2. Reconstruction with sides at the measurement angles

In this problem, we have a finite set of noisy support measurements \( \{y_1, y_2, \ldots, y_M\} \) at angles \( \theta_1 < \theta_2 < \cdots < \theta_M \). We seek the following solution:

\[
\hat{h} = \arg \min_{h \text{ valid}} \sum_{i=1}^{M} (y_i - h_i)^2. \tag{3}
\]

The only problem in solving Equation 3 lies in deriving a necessary and sufficient consistency condition on \( \hat{h} \) for angles that are in general nonuniformly-spaced. Geometrically, we see in Figure 3 that given support lines \( L_{i-1} \) and \( L_{i+1} \) at \( \theta_{i-1} \) and \( \theta_{i+1} \), a third support line at \( \theta_i \) is consistent only if it lies to the left of the intersection point of \( L_{i-1} \) and \( L_{i+1} \).
and \( L_{i+1} \). Together with sufficiency as shown in \(^{16}\), this leads to the consistency condition for a triplet of support values adjacent and in general nonuniformly-spaced in angle, given by \(^{10}\).

\[
\begin{align*}
\text{hi-1} \sin(\theta_{i+1} - \theta_{i}) - h_{i} \sin(\theta_{i+1} - \theta_{i-1}) + h_{i+1} \sin(\theta_{i} - \theta_{i-1}) & \geq 0.
\end{align*}
\]  

(4)

Enforcing this condition for all adjacent triplets yields a necessary and sufficient condition for a vector to be a valid support vector. With such a consistency condition, we can formulate the estimation algorithm which we refer to as \( \text{NUA} \):

\[
\hat{h} = \arg \min_{Ch \geq 0} \sum_{i=1}^{M} (y_{i} - h_{i})^{2}
\]  

(5)

where

\[
C = \begin{pmatrix}
-\sin(\theta_{2} - \theta_{M}) & \sin(\theta_{1} - \theta_{M}) & 0 & 0 & \sin(\theta_{2} - \theta_{1}) \\
\sin(\theta_{2} - \theta_{3}) & -\sin(\theta_{2} - \theta_{3}) & \sin(\theta_{2} - \theta_{1}) & 0 & 0 \\
0 & \sin(\theta_{2} - \theta_{3}) & -\sin(\theta_{2} - \theta_{3}) & \sin(\theta_{2} - \theta_{3}) & 0 \\
0 & 0 & \ldots & \ldots & \ldots \\
\sin(\theta_{M} - \theta_{M-1}) & 0 & 0 & \sin(\theta_{M} - \theta_{M}) & -\sin(\theta_{M} - \theta_{M-1})
\end{pmatrix}
\]  

(6)

The matrix condition \( Ch \geq 0 \) enforces the consistency condition for all adjacent triplets of support values, so that the estimated support vector \( \hat{h} \) is valid. Since the cost function is quadratic and the constraints are linear, the solution to this problem can be obtained using standard quadratic programming techniques \(^{7,11}\). Incidentally, the space of valid support vectors forms a cone in \( \mathbb{R}^{M} \). Following \(^{16}\), we refer to this cone as the support cone \( C \). We may then offer the following geometrical interpretation of Equation 5: if \( y \in C \), then \( \hat{h} = y \), and if \( y \not\in C \), then \( \hat{h} \) is obtained by projecting \( y \) onto \( C \) (see Figure 3).

To illustrate the behavior of \( \text{NUA} \), we consider the following example. The (two-dimensional) target used in this example is an isosceles triangle with vertices at \((2, 0), (-0.25, 0), \) and \((0.25, 0)\). The data consist of \( M = 24 \) uniformly-spaced noisy measurements \((\sigma = 0.25)\). Figures 4a, b depict the results in both object space and support function space using the estimator \( \text{NUA} \). Figure 4a shows the bold outline of the true object (the standard triangle), the noisy support lines, and the shaded polygonal reconstruction produced by \( \text{NUA} \). Correspondingly, Figure 4b shows the support function \( \hat{h}(\theta) \) of the true object, the noisy support values \( \{y_{i}\} \), and the support function \( \hat{h}(\theta) \) of the estimated object. The display conventions in Figure 4b are also used throughout the paper. The quantitative measure of reconstruction error that we use throughout the paper consists of the area of the symmetric difference between the reconstructed object and the true object, normalized by the area of the true object. This error is denoted by \( E \), and for the present example has the value \( E = 1.56 \).

3.3. Best \( N \)-gon fitting \( M \) measurements with fixed reconstruction angles

Prior information as to target shape is often available in the analysis of laser radar data. In this section, we exploit prior information as to the angles of the target's sides, in order to obtain reconstructions of higher quality than those we expect to obtain using \( \text{NUA} \), which utilizes no prior information. Specifically, we consider the problem of determining the best \( N \)-sided polygon with prespecified face angles that fits a set of noisy support values at \( M \) measurement angles. For example, one might wish to reconstruct the best equilateral triangle given a set of, say, twenty noisy measurements of an object known \( \text{a priori} \) to be triangular.

In formulating this problem, we let \( \{\theta_{1}, \theta_{2}, \ldots, \theta_{M}\} \), \( \{y_{1}, y_{2}, \ldots, y_{M}\} \), and \( \{\phi_{1}, \phi_{2}, \ldots, \phi_{N}\} \) denote the \( M \) measurement angles, the measured support values at these angles, and the \( N \) reconstruction angles, respectively. Given these

\(^{1}\text{NUA is an acronym for } \text{N} \text{onUniform Angles. The present algorithm is referred to as } \text{NUA} \text{ because it is an extension of one developed by Prince for uniformly-spaced angles.} \)
quantities, we wish to estimate an $N$-gon specified by the consistent set of support values \{$h_\phi(\phi_1), h_\phi(\phi_2), \ldots, h_\phi(\phi_N)$\} which minimizes

\[
J(h_\phi(\phi_1), h_\phi(\phi_2), \ldots, h_\phi(\phi_N)) = \sum_{i=1}^{M} (h_\phi(\theta_i) - y_i)^2,
\]

where $h_\phi(\theta_i)$ denotes the value at $\theta_i$ of the support function $h_\phi(\cdot)$ of our estimated $N$-gon. Equation 7 corresponds to finding a set of support values at the reconstruction angles that minimizes the sum of the squared deviations between the measured support values and the piecewise sinusoidal support function of the reconstructed polygon (where this support function has the value $h_\phi(\phi_i)$ at $\phi_i$).

Letting $\phi_L$ and $\phi_R$ denote the reconstruction angles immediately to the left and right of the $i$th measurement angle $\theta_i$, and letting $h_L$ and $h_R$ denote the corresponding reconstructed support values, we have that the support function of the reconstructed object evaluated at $\theta_i$ is given by

\[
h_\phi(\theta_i) = \frac{\sin(\phi_R - \theta_i)}{\sin(\phi_R - \phi_L)} h_L + \frac{\sin(\theta_i - \phi_L)}{\sin(\phi_R - \phi_L)} h_R.
\]

From Equations 7 and 8, our problem is formulated as

\[
\hat{h}_\phi = \left[ \begin{array}{c} \hat{h}_\phi(\phi_1) \\ \hat{h}_\phi(\phi_2) \\ \vdots \\ \hat{h}_\phi(\phi_N) \end{array} \right] = \text{arg min}_{h_\phi} (Ah_\phi - y)^T A h_\phi,
\]

where $y = [y_1, y_2, \ldots, y_M]^T$ is the measurement vector, $C$ is the consistency matrix used in NUA, and $A$ is an $M \times N$ matrix mapping the $M$ support values at the $\{\theta_i\}$ to induced support values at the $\{\phi_i\}$. The $i$th row of the matrix $A$, corresponding to the $i$th measurement, has two adjacent (modulo $N$) non-zero entries, $\frac{\sin(\theta_i - \phi_L)}{\sin(\phi_R - \phi_L)}$ and $\frac{\sin(\theta_i - \phi_R)}{\sin(\theta_i - \phi_L)}$, corresponding to the reconstruction angles $\phi_L$ and $\phi_R$ on either side of $\theta_i$.

We refer to the estimator of Equation 9 as BNGON. Since the cost function in Equation 9 is quadratic in the reconstructed support values and the consistency constraint is linear, the problem can be solved by QP techniques. Incidentally, under certain conditions there may be nonunique solutions\(^{\text{10}}\). However, this is not the generic case, and we will not concern ourselves with this here.

An example of BNGON, similar to that discussed in Section 3.2, is shown in Figure 4c,d. The example consists of reconstructing the best triangle with reconstruction angles at $7.125^\circ$, $82.875^\circ$, and $270^\circ$ equal to those of the standard triangle, given $M = 24$ uniformly-spaced noisy ($\sigma = 0.25$) support measurements. The pictures in both object space and support function space are shown, with the reconstructed object incurring an error $E = 0.17$ with respect to the true object.

The BNGON reconstruction in the figure originates from the same set of measurements as the NUA reconstruction in the same figure (i.e., the same noise realization was used), allowing us to compare the two. From a visual comparison, it is clear that the prior information that the true object is a triangle with known face angles allows BNGON to outperform NUA. This is also seen quantitatively by noting that $E_{\text{BNGON}} = 0.17$ while $E_{\text{NUA}} = 1.56$.

3.4. Best $N$-gon with fixed relative spacing of reconstruction angles

Although prior knowledge of the angles of the target's sides clearly improves reconstruction quality, the availability of such knowledge cannot be expected in general. Here, we assume somewhat less prior information by formulating a problem in which the relative (rather than the absolute) angles of the target's sides are known. Hence, the resulting problem is just as before with the exception that here the orientation of the target is not known.
Let \( \{ \theta_1, \theta_2, \ldots, \theta_M \} \) and \( \{ y(\theta_1), y(\theta_2), \ldots, y(\theta_M) \} \) denote the \( M \) measurement angles and the measured support values at these angles, as before. However, unlike before, the reconstruction angles are given by \( \{ \phi_1 + \alpha, \phi_2 + \alpha, \ldots, \phi_N + \alpha \} \), where \( \{ \phi_1, \phi_2, \ldots, \phi_N \} \) are known and \( \alpha \in [0, 2\pi) \) serves as an unknown offset parameter fixing the absolute locations of the reconstruction angles. Essentially, we wish to minimize the cost function in Equation 9, with the exception that the estimator here is free to rotate the constellation of reconstruction angles in order to achieve minimum cost in the estimate. That is, we wish to jointly estimate values of \( \alpha \) and \( \{ h_\phi(\phi_1 + \alpha), h_\phi(\phi_2 + \alpha), \ldots, h_\phi(\phi_N + \alpha) \} \) that minimize

\[
J(\alpha, h_\phi(\phi_1 + \alpha), h_\phi(\phi_2 + \alpha), \ldots, h_\phi(\phi_N + \alpha)) = \sum_{i=1}^{M} (h_\phi(\theta_i) - y(\theta_i))^2
\]  

(10)

where \( h_\phi(\theta_i) \) is given by Equation 9 and is repeated here for convenience:

\[
h_\phi(\theta_i) = \frac{\sin(\phi_R + \alpha - \theta_i)}{\sin(\phi_R - \phi_L - \alpha)} \sin(\theta_i - \phi_L - \alpha) + \frac{\sin(\phi_R - \phi_L)}{\sin(\phi_R - \phi_L)} h_R.
\]

and the \( \{ h_\phi(\phi_i + \alpha) \} \) are constrained to be a set of consistent support values. Unfortunately, the cost in Equation 10 is nonlinear in \( \alpha \) and QP techniques cannot directly be used.

A 'brute-force' approach to minimize \( J \) is the following. We simply choose many values of \( \alpha \), solve the QP problem of Equation 9 for each, and then choose that value of \( \alpha \) which yields minimum cost. The major drawback of this approach is a desired-accuracy versus computational-requirement tradeoff. Since \( J \) is sampled at finitely many values of \( \alpha \) (say \( p \) values), our estimate \( \hat{\alpha} \) will be somewhat inaccurate, being on average \((360/(4p))\) away from the true minimum \( \alpha_{\text{true}} \). So to achieve a reasonably accurate estimate, a prohibitively large number of QP problems would have to be solved. For these reasons, we consider a different algorithm.

First, we define the cost function \( J_{h_\phi}(\alpha) \) by

\[
J_{h_\phi}(\alpha) = \min_{\{ h_\phi(\phi_i + \alpha) \}} J(\alpha, h_\phi(\phi_1 + \alpha), h_\phi(\phi_2 + \alpha), \ldots, h_\phi(\phi_N + \alpha))
\]

(12)

so that the solution to Equation 10 is given by \( \min_{\alpha} J_{h_\phi}(\alpha) \). Our algorithm, to be referred to as BNGONROT, essentially consists of performing interleaved gradient ascent/descent steps and QP steps on \( J_{h_\phi}(\alpha) \) from \( \alpha = 0^\circ \) to \( \alpha = 360^\circ \) to locate all local extrema. The solution is obtained by choosing that local minimum that yields minimum cost. Standard gradient ascent/descent requires knowledge of the gradient \( \frac{\partial J_{h_\phi}(\alpha)}{\partial \alpha} \). Since we do not have access to this quantity, we use \( \frac{\partial J_{h_\phi}(\alpha)}{\partial \alpha} \) as an approximation.

Specifically, we begin at \( \alpha = 0^\circ \) and solve the QP problem of Equation 9. Using the estimated support values, we compute \( \frac{\partial J_{h_\phi}(\alpha)}{\partial \alpha} \) and perform a gradient ascent or descent step depending on whether its sign is positive or negative, to obtain a new value of \( \alpha \). We are then committed to performing gradient ascent until we reach the first maximum or gradient descent until we reach the first minimum. We then perform the following steps repeatedly: (1) solve Equation 9, (2) compute the gradient, and (3) perform a gradient step. Once an appropriate convergence criterion has been met (as discussed below), indicating that a local minimum or maximum has been found, we store this value of \( \alpha \). We then advance by some small amount in \( \alpha \), and by solving Equation 9 and computing the the gradient, determine whether our next series of interleaved steps will consist of gradient ascent or descent steps. Performing steps (1)–(3) repeatedly, we reach our next maximum or minimum. We continue this traversal of the interval \([0^\circ, 360^\circ)\) until we have located all maxima and minima, and then choose the global minimum \( \hat{\alpha} \). Solving Equation 9 with \( \alpha = \hat{\alpha} \) yields the solution to our problem.

The criterion for convergence is met when either of two conditions is satisfied. The first condition is the usual termination rule for standard gradient ascent/descent. The need for a second convergence condition is due to the inability of standard gradient ascent/descent algorithms (and their convergence criteria) to deal with cusps (discontinuities in slope) that can occur in the cost function \( J_{h_\phi}(\alpha) \). To deal with this, we halve the step size \( \lambda \) of the gradient ascent/descent every time the sign of the derivative changes (indicating that a maximum or minimum
has been crossed) provided that the magnitude of the derivative is sufficiently large (assuring that we are near a discontinuity in slope rather than a smooth maximum or minimum). The second convergence condition is met when λ falls below some specified value.

Because the algorithm is based on standard gradient ascent/descent methods, modified to obtain precise solutions near cusps, we expect that its limitations are similar to those associated with the standard methods. Most important is the tradeoff of speed versus accuracy as determined primarily by the choice of λ and the convergence criterion. For a given desired accuracy this algorithm is generally much more efficient than the 'brute-force' approach of solving a QP problem at each of many independently chosen values of λ and choosing that value having lowest cost.

An example of a reconstruction produced by BNGONROT is shown in Figure 4e,f. The true object and measurements are the same as before. The reconstruction forms an angle of α = 86.58° with the positive x-axis. The error E equals 0.42. Not surprisingly, the reconstruction is qualitatively and quantitatively far better than that corresponding to NUA (see Figure 4a,b). Moreover, it is not much worse than the BNGON reconstruction (see Figure 4c,d), indicating that not much is sacrificed in settling for a weaker prior, i.e., knowing relative rather than absolute reconstruction angles.

4. Target Reconstructions from Simulated and Field Laser Radar Data

In this section, we apply the target reconstruction algorithms described in the previous section to laser radar measurements of several targets, in order to obtain shape estimates of the targets. The examples presented are those of reconstructions from sets of range and Doppler spectra obtained either through a simulation computer program or laboratory or field measurements.

The data for the first two examples are simulated range-resolved and Doppler-resolved measurements of a cone of height 200 cm and radius 25 cm with Lambertian reflectance characteristics. The cone is positioned with the center of its base at the origin of a coordinate frame and oriented with its axis of symmetry lying in the xz-plane. In order to be resolved in Doppler, the cone rotates in the xz-plane about the z-axis at one revolution per second, in a manner resembling end-over-end tumble. Measurements are taken at an instant in time when the cone’s axis is aligned with the frame’s z-axis, at 72 aspects uniformly-spaced around the great circle of radius 10,000 m in the xz-plane, and with a resolution of 2 cm for the range data and a resolution of 3.750 KHz for the Doppler data.

To reconstruct the targets, we first locate the knots by the Kalman filtering technique described in Section 2.3 and convert them to support values. Modelling knot location errors and registration errors for each aspect by statistically-independent samples from Gaussian distributions with variances and effective measurement error is Gaussian, with variance $\sigma_{\text{eff}}^2 = \sigma_{k}^2 + \sigma_{\text{reg}}^2$ for range-resolved data. However, for Doppler-resolved data at an even number of uniformly-spaced aspects, (1) registration errors for aspects 180° apart are negatives of each other, and (2) the duplicate support value measurements provided by aspects 180° apart are averaged together. As a result, the knot location error may be modelled by drawing samples from a Gaussian distribution with variance $\sigma_{k}^2/2$ for each aspect. The registration error may be obtained by drawing samples from a Gaussian distribution with variance $\sigma_{\text{reg}}^2/2$ for aspects $\theta_1, \theta_2, \ldots, \theta_{M/2}$, and using the negatives of these samples for the aspects $\theta_{M/2+1}, \theta_{M/2+2}, \ldots, \theta_{M}$. The effective measurement error is given by the sum of these two errors, for each aspect.

The support lines resulting from locating knots and corrupting the support values by measurement noise are shown in Figure 5a for range-resolved data, with noise level $\sigma_{\text{eff}} = 0.50$. The reconstructions produced by NUA, BNGON, and BNGONROT from this set of noisy support line measurements are shown in Figures 5b-d. The display conventions of this figure will be used throughout this section. The reconstructions exhibit behavior similar to that seen for the standard triangle reconstructions of Sections 3.2-3.4. In particular, the prior knowledge of relative reconstruction angles allows BNGONROT to dramatically outperform NUA, but does not cause it to significantly underperform BNGON, which uses absolute angle information. Also, the quality of the reconstructions is rather impressive in light of the fact that the noise level is so high, having a standard deviation equal to the full width of the target. The corresponding results for the Doppler-resolved measurements arising from knot location error ($\sigma_{k} = 0.25$) and registration error ($\sigma_{\text{reg}} = 0.25$) are shown in Figure 6.

The third example is one of reconstructing a triconic target of height 203 cm and base radius 39.5 cm (shown outlined in Figure 7a) given laboratory range-resolved measurements. The laboratory measurements were taken on a ten-meter indoor range at 72 uniformly-spaced aspects in the horizontal plane containing the target's axis.
of symmetry, with a range resolution of 1 cm. See \(^4\) for details of the experimental set-up. Support lines and reconstructions using the three algorithms are shown in Figure 7 for the uncorrupted laboratory data and in Figure 8 for the laboratory data corrupted with measurement noise (\(\sigma_{\text{eff}} = 0.25\)).

Finally, we present reconstructions from Doppler-resolved field measurements. The target, a scaled aluminum model of the Thor-Delta rocket body (shown outlined in Figure 9a), was rotated at approximately 1 rpm about an axis normal to its axis of symmetry. The measurements, taken at 72 aspects in a plane normal to the rotation axis, were made using a 10.6 \(\mu\)m CO\(_2\) narrowband laser radar on a 5.4 km ground range, and had a Doppler resolution of approximately 200 Hz. Details of the experiment may be found in \(^4\). Support lines and reconstructions produced by the three algorithms are shown in Figure 9 for the uncorrupted field data and in Figure 10 for the field data corrupted with measurement noise (\(\sigma_{\text{eff}} = 0.10\) and \(\sigma_{\text{reg}} = 0.10\)).

5. Comparisons With and Improvements to Tomographic Imaging Methods

In previous work, standard methods of tomographic image reconstruction \(^2\) were applied to range-resolved and Doppler-resolved laser radar data \(^{4,15}\). In this section, we compare the convex set reconstructions of the previous section with reconstructions produced using the tomographic methods. We then examine the effect of registration errors on both methods. As we shall see, the present algorithms are quite robust to registration errors, in contrast to tomographic reconstructions, which are rather sensitive to these errors. Finally, we show that the robustness of the present algorithms can be used to dramatically improve tomographic reconstructions from data with registration errors.

All of the tomographic reconstructions in this section were obtained using the standard method of filtered backprojection. (See \(^4\) for methods of transmission tomography, and \(^4,15\) and references contained therein for the application of these methods to laser radar reflective data.) Parts (a) of Figures 6-14 show filtered backprojection reconstructions of the four data sets (free of registration errors) used in Section 4. It should be noted that the Doppler data sets were thresholded prior to being backprojected in order to improve the tomographic reconstructions. This is necessary since the high intensities that are typically near the center of a Doppler spectrum tend to give rise to a dominant high intensity region in the center of the reconstruction. Incidentally, we threshold the data sets prior to backprojecting rather than thresholding the reconstructed images themselves, since the former approach appears to yield better results.

Unlike the convex set reconstructions (shown in parts (b)–(d) of Figures 5–10), the tomographic reconstructions contain intensity information within the outline of the target. However, exactly what information the intensity values convey about the target’s surface is not well understood. Furthermore, the tomographic images differ from their convex set counterparts in that they do not provide direct size or shape estimates of the target. While in principle techniques to extract edge and shape information could be used, the usual difficulties associated with image processing would be faced. This is especially true of reconstructions arising from Doppler data, where for reasons suggested in Section 2.3 and described and demonstrated in \(^5\), reconstructed edges are not highlighted but are instead overwhelmed by the high intensities that are reconstructed in the interior of the target.

Like the convex set algorithms, tomographic techniques require knowledge of a common reference point, without which registration errors occur. The introduction of registration errors in the data has disastrous effects on the tomographic reconstructions that result. Parts (b) of Figures 6-14 show the tomographic reconstructions resulting from shifting the data in each spectrum by an amount given by a zero-mean Gaussian random variable with standard deviation \(\sigma_{\text{reg}} = 0.50, 0.25, 0.25, \) and 0.10 (with the shifts for the spectra being independent of one another, except for the Doppler data sets, where shifts for aspects \(180^\circ\) apart are negatives), and then using filtered backprojection. Clearly, one cannot expect any image processing algorithm to successfully extract shape information from the tomographic images in these figures.

In contrast, the convex set algorithms are rather robust to registration errors. This is seen by the reconstructions shown in parts (b)–(d) of Figures 5, 6, 8, and 10, obtained from data suffering from the identical registration errors as those used for the tomographic reconstructions (i.e., the same noise realizations were used), as well as knot location errors with the same standard deviations as above.

The difference in the robustness of tomographic and convex set methods to registration errors is due to the fact that the convex set algorithms attempt to register the data in the reconstruction process using implicit information as to the consistency of the measurements. That is, in adjusting the support values to achieve consistency, the algorithms are essentially shifting each range or Doppler spectrum such that the sum of the squares of the shifts is
minimal and such that the set of shifted laser radar data is registered data for some target.

In fact, we may exploit this registering property of the convex set algorithms as an aid to tomography, for data sets with registration errors. Specifically, we start with a possibly inconsistent set of measured support values \( \{y_i\} \), which are estimated from the laser radar data by knot location. If we have no prior information as to the target’s shape, we use NUA to obtain a consistent set of support values \( \{h_i\} \). If we have prior shape information, we use BNGON or BNGONROT to estimate a consistent set of support values at the reconstruction angles, and then sample the (piecewise-sinusoidal support function of the reconstructed polygon at the measurement angles to yield a consistent set of support values \( \{h_i\} \). Then, given the \( \{h_i\} \) and \( \{y_i\} \), we shift the \( i^{th} \) range or Doppler spectrum by an amount \( h_i - y_i \), for all values of \( i \). The resulting registered data set is then processed tomographically by filtered backprojection.

Parts (c) and (d) of Figures 6 and 12, parts (c)-(e) of Figure 13, and part (c) of Figure 14 show the tomographic reconstructions that result using this process. Quite clearly, the improvement in the tomographic images is dramatic. The tomographic reconstructions resulting from preprocessing by each of the three convex set algorithms are not included in some of the figures. In the cases that the reconstruction corresponding to BNGON was omitted, it could not be distinguished from that corresponding to BNGONROT. In the last figure where reconstructions for both BNGON and BNGONROT were omitted, they were indistinguishable from that corresponding to NUA.

6. Summary and Suggestions for Further Work

In this paper, we have introduced a method by which target shape estimates may be directly obtained from resolved laser radar data. The reconstruction process consists of first extracting what are known as support line measurements from the data, and then producing a shape estimate using the support line measurements, employing a consistency condition on the set of these measurements, and prior information, if available. We have presented three algorithms utilizing varying degrees of prior information, that serve as the second stage in the reconstruction process just outlined. Their application to laser radar data obtained through simulation and through field measurements has been demonstrated.

The reconstructions obtained through use of the present algorithms were compared to those produced by tomographic imaging methods. First, shape estimates are explicitly provided by our algorithms, as opposed to tomographic images, which can provide target shape information only after image processing techniques have been used. Second, we investigated the effects of registration error on both methods and found that the tomographic methods experience substantial degradation, unlike the present methods which are rather robust. These observations motivated us to exploit the tendency of our algorithms to correct unregistered data, in an effort to improve the quality of tomographic images.

Our work may be extended in a number of ways. Upon relaxing the restriction that aspects lie in a plane and allowing general aspects in three dimensions, shape estimates of a target (rather than those of its projection onto a plane) would be obtained. In addition, the application of our methods to two-dimensional laser radar data resolved in both range and Doppler may provide three-dimensional target shape estimates. Extending the viewing geometry to allow bistatic observations would prove useful as well. Finally, Prince obtained improved tomographic images by utilizing convex set reconstructions as prior information available to the tomographic algorithms. By coupling the data registration technique of the previous section with Prince’s methods, we could expect further improvements to the tomographic images.

A variety of extensions to our reconstruction algorithms might be made. One such extension may consist of developing more general formulations of the best \( N \)-gon algorithm as discussed in Section 3.1, so that the use of less stringent prior shape information could be made. Another example might be the development of algorithms that provide smooth shape estimates of targets, as opposed to the polygonal estimates that are provided at present. Perhaps an estimation procedure using a polynomial or a bandlimited Fourier series representation of the support function could be used for this purpose.
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Figure 1: Block diagram of reconstruction procedure.

Figure 2: Support line of a set.

Figure 3: (a) Support line consistency is achieved only if \( L_i \) does not lie in the invalid region, shown hatched and to the right of the dashed line at angle \( \theta_i \). (b) Geometry illustrating the projection of the invalid support vector \( y \) onto the support cone \( C \).
Figure 4: Examples of (a,b) WUA, (c,d) BNGON, and (e,f) BNGONROT for the standard triangle in object space and support function space, for \( M = 24 \) uniformly-spaced noisy \( (\sigma = 0.25) \) measurements. In (b,d, and f), the support function of the standard triangle is plotted with a thick curve, the noisy support values \( \{y_i\} \) are marked by \( \times \)'s, and the support function \( h(\theta) \) of the estimated object is plotted with a thin curve.
Figure 5: Support lines and convex set reconstructions for simulated range-resolved measurements of a cone. $\sigma_{\text{eff}} = 0.50$. 
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Figure 6: Support lines and convex set reconstructions for simulated Doppler-resolved measurements of a cone. \( \sigma_{\text{tr}} = \sigma_{\text{reg}} = 0.25 \).
Figure 7: Support lines and convex set reconstructions for laboratory range-resolved measurements of the triconic. $\sigma_{\text{eff}} = 0$. 
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Figure 8: Support lines and convex set reconstructions for laboratory range-resolved measurements of the triconic. $\sigma_{\text{eff}} = 0.25$. 
Figure 9: Support lines and convex set reconstructions for field Doppler-resolved measurements of the Thor Delta rocket body. $\sigma_{k1} = \sigma_{reg} = 0$. 
Figure 10: Support lines and convex set reconstructions for field Doppler-resolved measurements of the Thor Delta rocket body. $\sigma_k = \sigma_{\text{reg}} = 0.10$. 
Figure 11: Tomographic reconstructions from simulated range-resolved measurements of a cone. $\sigma_{\text{eff}} = 0.5$. 
Figure 12: Tomographic reconstructions from simulated Doppler-resolved measurements of a cone. $\sigma_{kl} = \sigma_{reg} = 0.25$. 
Figure 13: Tomographic reconstructions from laboratory range-resolved measurements of the triconic. $\sigma_{\text{eff}} = 0.25$. 
Figure 14: Tomographic reconstructions from field Doppler-resolved measurements of the Thor Delta rocket body. $\sigma_{\text{sl}} = \sigma_{\text{reg}} = 0.10$. 
SCALAR REFLECTANCE
Richard Anderson
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Abstract
This paper indicates that the reflectance of a non-ideal statistical target is a (4x4) Mueller matrix. The usual reflectance measured is the bidirectional or biconical reflectance and is a function of the incident and the emergent angles (θ₁, θ₂; θ₁, θ₂) and the polarization of the incident light beam and the state of polarization passed by the analyzer placed before the detector. In most scattering experiments the reflectance is treated as a scalar number and this paper will attempt to relate this scalar number to a certain combination of reflectance matrix components depending upon the polarization states of the polarizer and analyzer. In many backscatter experiments the reflectance and BRDF are measured, but it could also include the measurement of the atmospheric aerosol volume backscatter coefficient.

Introduction

The classical definition of the reflectance is the ratio of the reflected to the incident flux and is a scalar quantity. This definition is incorrect for unpolarized light reflected from a surface becomes partially polarized. Polarized, coherent laser source are used in most experiments and the incident light is represented by a definite (4x1) Stokes vector. This light is scattered by the target and the light intensity and polarization are changed, so the emergent flux is represented by a new Stokes vector. The interaction with the statistical surface is represented by an average interaction (4x4) Mueller matrix. Depending upon the experiment being performed this definition can define a definite type of reflectance, BRDF, or aerosol backscatter coefficient. When coherent sources are used the emergent signal contains two polarized components, the incoherent signal scattered from each independent surface scatterer and a polarized interference term which is given rise to the speckle pattern observed at the detector plane. In order to reduce this speckle component the target is transversely translated, rotated, or tilted in a continuous manner to decorrelate the phase and reduce the speckle.

Light scattered from the diffuse statistical target may exhibit diffuse, retroreflected, off-specular, and specular reflected light. Retroreflected and specular reflected light show strong polarization correlation with the polarized incident source and the off-specular light exhibits a weaker correlation. As a result, when polarized light is scattered from a diffuse statistical surface or is transmitted through a statistical phase screen, a vector-matrix theory must be used to analyze the data and the classical scalar theory is inappropriate.

Vector-matrix Theory

The scalar theory of radiometry was described by Nicodemus, et al. for nine different irradiation geometries. This theory will be extended to the vector-matrix form. In radiometry the bidirectional reflectance and BRDF matrices are of most interest. The emergent polarized flux and the incident flux on the target can be equivalently described in terms of the reflectance and the BRDF matrices. Only the bidirectional and biconical irradiation geometries are considered.

Figure 1 shows the irradiation geometry used to measure the bidirectional and BRDF matrices. The target is assumed to be translated, rotated, or tilted to decorrelate speckle. An incident polarized flux represented by the Stokes vector \( d\hat{s}(\theta_1, \phi_1) \) is incident within a solid angle \( d\omega_1 \) at angles \( (\theta_1, \phi_1) \) upon an area \( dA_1 \) of the target. The emergent flux Stokes vector \( d\hat{s}_r(\theta_2, \phi_2) \) is measured within a solid angle \( d\omega_r \) at angles \( (\theta_2, \phi_2) \). The vector-matrix equation for the polarized emergent flux is

\[
d\hat{s}_r(\theta_2, \phi_2) = \rho(\theta_1, \phi_1; \theta_2, \phi_2) d\hat{s}(\theta_1, \phi_1)
\]

(1)

where \( \rho(\theta_1, \phi_1; \theta_2, \phi_2) \) is the bidirectional reflectance matrix which changes the magnitude and polarization of the emergent flux. In Nicodemus' theory \( \rho \) is a doubly differential quantity and is designated \( d\rho \), but this is a clumsy form in the vector-matrix theory. Equivalently the emergent flux is expressed in terms of the incident radiance as
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\[
d\omega_r(\theta_r, \phi_r) = \hat{\rho}(\theta_1, \phi_1; \theta_r, \phi_r) L_1(\theta_1, \phi_1) \cos(\theta_1, \phi_1) d\omega_1 dA_1
\]  

(2)

where \( L_1 \) is the incident radiance and \( d\omega_1 = \cos(\theta_1) d\phi_1 \) is the projected solid angle. The emergent polarized flux can be equivalently be expressed in terms of the BRDF matrix and the vector-matrix equation is

\[
d\omega_r(\theta_r, \phi_r) = \hat{\rho}(\theta_1, \phi_1; \theta_r, \phi_r) L_1(\theta_1, \phi_1) \cos(\theta_1, \phi_1) d\omega_1 d\omega_r dA_r
\]  

(3)

In backscatter \( \theta_r = \theta_1 - \pi \) and \( \phi_r = \phi_1 \) and the corresponding emergent backscatter flux expressed in terms of the bidirectional reflectance and the BRDF matrices and the incident polarized flux is

\[
d\omega_r(\theta_1 - \pi, \phi_1) = \hat{\rho}(\theta_1, \phi_1; \theta_1 - \pi, \phi_1) L_1(\theta_1, \phi_1) \cos(\theta_1, \phi_1) d\omega_1 dA_1
\]  

(4)

or

\[
d\omega_r(\theta_1 - \pi, \phi_1) = (\hat{\epsilon}(\theta_1, \phi_1; \theta_1 - \pi, \phi_1) L_1(\theta_1, \phi_1) \cos(\theta_1, \phi_1) d\omega_1) \cos(\theta_1, \phi_1) d\omega_r dA_r
\]  

(5)

In most experiments finite irradiation and observation solid angles are used because of the source and detector size so the biconical reflectance is measured. In this case an incident polarized flux \( \hat{\rho}_1(\omega_1) \) is incident within a solid angle \( \omega_1 \) about angles \( (\theta_1, \phi_1) \) on an area \( A_1 \) of the target. The emergent polarized flux \( \hat{\sigma}_r(\omega_r) \) is emitted within a solid angle \( \omega_r \) about angles \( (\theta_r, \phi_r) \) on an area \( A_r \). Then

\[
\hat{\sigma}_r(\omega_r) = \hat{\rho}(\omega_1; \omega_r) \hat{\sigma}_1(\omega_1)
\]  

(6)

and in terms of the bidirecional reflectance matrix the last equation is

\[
\hat{\sigma}_r(\omega_r) = \int_{\omega_r} \int_{\omega_1} \hat{\rho}(\theta_1, \phi_1; \theta_r, \phi_r) L_1(\theta_1, \phi_1) \cos(\theta_1, \phi_1) d\omega_1 d\omega_r dA_1
\]  

(7)

and in terms of the BRDF matrix it is

Figure 1. Irradiation Geometry.
In the backscatter case these equations become

\[
\begin{align*}
\tilde{\sigma}_r(\omega_r) &= \int_{\omega_r} \int_{\omega_1} \tilde{I}(\theta_1, \phi_1; \theta_r, \phi_r) \tilde{I}_r(\theta_1, \phi_1) \cos \theta_1 \cos \theta_r \cos \phi_1 \cos \phi_r d\omega_1 d\omega_r A_r \\
\end{align*}
\]

(8)

where the solid angle is \(d\omega_r \neq d\omega_1\) because of difference in detection geometry.

Reflectance Backscatter Measurements

Most investigators desire only a number for the bidirectional reflectance or BRDF to completely characterize the target. In reality the number is a (4x4) matrix which depends upon the polarization of the incident light and the polarization state of the analyzer placed before the detector and upon the angles of irradiation \((\theta_1, \phi_1)\) and the angles of observation \((\theta_r, \phi_r)\). The relative bidirectional reflectance matrix components can be measured by a variety of techniques\(^{3-10}\) involving a polarizer, analyzer, and two or more modulated compensators (Pockel cell, photoelastic modulator, or rotating compensator). These modulation techniques allow the first component of the Stokes vector to be determined and by Fourier analysis the relative matrix components are evaluated. The technique of Thompson, et al.\(^{11}\) is shown in figure 2(a). The target is transversely translated, rotated, or tilted to decorrelate speckle. In order to obtain the matrix components of the target transmission and reverse transversal reflection matrix components of the beamsplitter must be determined and the experimental arrangements shown in figures 2(b) and 2(c). The vector-matrix equation for the systems shown in figure 2 is

\[
\begin{align*}
\tilde{\sigma}_r(\theta_r, \phi_r) &= \tilde{\sigma}_A \tilde{M}_4 \tilde{M}_3 \tilde{M}_2 \tilde{M}_1 \tilde{M}_p \tilde{\sigma}_1(\theta_1, \phi_1) \\
\end{align*}
\]

(11)

where \(\tilde{M}_1, \tilde{M}_2, \tilde{M}_3, \tilde{M}_4\) are the modulator matrices, \(\omega_1, \omega_2, \omega_3, \omega_4\) are the modulation frequencies, \(l\) is the angle the transmission and fast axis makes with the horizontal, and \(\tilde{M}_X\) is either the beamsplitter transmission matrix \(M_T\), the beamsplitter reflection matrix \(M_R\), or the total target matrix \(M_S\). \(M_S\) is

\[
\tilde{M}_S = \tilde{M}_R \tilde{\sigma}_1(\theta_1, \phi_1; \theta_r, \phi_r) \tilde{M}_T \\
\]

(12)

so

\[
\tilde{\sigma}_r(\theta_1, \phi_1; \theta_r, \phi_r) = \tilde{M}_R^{-1} \tilde{M}_S \tilde{M}_T^{-1} \\
\]

(13)

This last equation indicates the necessity of measuring the beamsplitter matrices \(M_T\) and \(M_R\). The Fourier frequencies and the various matrix components measured at these frequencies are given in table 1.

Reflectance As A Scalar Number

In this section it will be shown that the polarization of the incident light and the detected light determine the value of the detected Stokes vector's first component. In this discussion the beamsplitter on transmission and reverse reflection will only attenuate the beam and can be represented by the matrices \(M_T = k_M I\) and \(M_R = k_R I\). The detector will be assumed polarization insensitive. The detected backscatter flux is

\[
\begin{align*}
\tilde{d}_r(\theta_1, \phi_1; \theta_r, \phi_r) &= \tilde{d}_T \tilde{M}_4 \tilde{M}_3 \tilde{M}_2 \tilde{M}_1 \tilde{M}_p \tilde{d}_1(\theta_1, \phi_1) \\
\end{align*}
\]

(14)
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where $M_A$ is the Mueller matrix of the analyzer and $d\vec{I}(\theta_1,\phi_1)$ is the incident polarized flux on the target. Only some of the possible incident and emergent states of

\[ \begin{align*}
\text{Detector} & \\
\gamma_6 &= 90^\circ \\
\gamma_4 &= 45^\circ \\
\gamma_3 &= 0^\circ \\
\end{align*} \]

Figure 2. (a) Apparatus to measure scattering matrix $\hat{M}_S$ by Thompson et al.\textsuperscript{10} (b) Arrangement of components to measure $M_T$. (c) Arrangement of components to measure $M_R$.
Table 1. Typical Fourier Frequencies and the Corresponding Amplitudes from the Signal Ratio \(4d\dot{\phi}_1/d\dot{\phi}_1\)

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Amplitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>d.c.</td>
<td>(M_{X11})</td>
</tr>
<tr>
<td>(2\omega_1)</td>
<td>(2M_{X12}J_2(\delta_0))</td>
</tr>
<tr>
<td>(\omega_1+\omega_2)</td>
<td>(2M_{X13}J_1(\delta_0)^2)</td>
</tr>
<tr>
<td>(\omega_1+2\omega_2)</td>
<td>(2M_{X14}J_1(\delta_0)J_2(\delta_0))</td>
</tr>
<tr>
<td>(2\omega_4)</td>
<td>(2M_{X21}J_2(\delta_0))</td>
</tr>
<tr>
<td>(2(\omega_1+\omega_2))</td>
<td>(2M_{X22}J_2(\delta_0)^2)</td>
</tr>
<tr>
<td>(\omega_1+\omega_2+2\omega_4)</td>
<td>(2M_{X23}J_1(\delta_0)^2J_2(\delta_0))</td>
</tr>
<tr>
<td>(\omega_1+2\omega_2+2\omega_4)</td>
<td>(2M_{X24}J_1(\delta_0)J_2(\delta_0)^2)</td>
</tr>
<tr>
<td>(2\omega_3+\omega_4)</td>
<td>(2M_{X31}J_1(\delta_0)^2)</td>
</tr>
<tr>
<td>(2\omega_1+w_3+\omega_4)</td>
<td>(2M_{X32}J_1(\delta_0)^2J_2(\delta_0))</td>
</tr>
<tr>
<td>(\omega_1+w_2+w_3+\omega_4)</td>
<td>(2M_{X33}J_1(\delta_0)^4)</td>
</tr>
<tr>
<td>(\omega_1+2\omega_2+w_3+\omega_4)</td>
<td>(2M_{X34}J_1(\delta_0)^3J_2(\delta_0))</td>
</tr>
<tr>
<td>(2\omega_3+\omega_4)</td>
<td>(2M_{X41}J_1(\delta_0)J_2(\delta_0))</td>
</tr>
<tr>
<td>(2\omega_2+2\omega_3+\omega_4)</td>
<td>(2M_{X42}J_1(\delta_0)J_2(\delta_0)^2)</td>
</tr>
<tr>
<td>(\omega_1+2\omega_2+2\omega_3+\omega_4)</td>
<td>(2M_{X43}J_1(\delta_0)^3J_2(\delta_0))</td>
</tr>
<tr>
<td>(\omega_1+2\omega_2+2\omega_3+\omega_4)</td>
<td>(2M_{X44}J_1(\delta_0)^2J_2(\delta_0)^2)</td>
</tr>
</tbody>
</table>

where \(\dot{M}_X\) is \(\dot{M}_T\), \(\dot{M}_R\), or \(\dot{M}_S\) and

\[\dot{M}_S=\dot{N}_R\phi(\theta_1,\phi_1;\theta_1,\phi_1)\dot{M}_T\]

Also

\[\delta_0=2.404\text{ so } J_0(\delta_0)=0\]
Table 2. The Emergent Flux and the Matrix Components of the Reflectance Involved in the Classical Scalar Reflectance, Classical Reflectance Defined as
\[ \rho = \frac{d\Phi_r}{\kappa_1 \kappa_2 \Phi_i} \]

<table>
<thead>
<tr>
<th>Horizontal-Horizontal</th>
<th>-45°--45°</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \rho_{11} + \rho_{12} + \rho_{21} + \rho_{22} )</td>
<td>( \rho = \rho_{11} - \rho_{13} - \rho_{31} + \rho_{33} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Horizontal-Vertical</th>
</tr>
</thead>
<tbody>
<tr>
<td>-45°</td>
</tr>
<tr>
<td>( \rho = \rho_{11} + \rho_{12} - \rho_{21} - \rho_{22} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vertical-Vertical</th>
</tr>
</thead>
<tbody>
<tr>
<td>+45°</td>
</tr>
<tr>
<td>( \rho = \rho_{11} - \rho_{12} + \rho_{21} + \rho_{22} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vertical-Horizontal</th>
</tr>
</thead>
<tbody>
<tr>
<td>-45°</td>
</tr>
<tr>
<td>( \rho = \rho_{11} + \rho_{12} - \rho_{21} - \rho_{22} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Horizontal-Aperture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Hand-Right Hand</td>
</tr>
<tr>
<td>( \rho = \rho_{11} + \rho_{12} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Vertical-Aperture</th>
</tr>
</thead>
<tbody>
<tr>
<td>Right Hand-Left Hand</td>
</tr>
<tr>
<td>( \rho = \rho_{11} - \rho_{12} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>+45°-45°</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \rho_{11} + \rho_{13} + \rho_{31} + \rho_{33} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Left Hand-Left Hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \rho_{11} + \rho_{13} + \rho_{31} + \rho_{33} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Left Hand-Right Hand</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \rho_{11} + \rho_{13} - \rho_{31} - \rho_{33} )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Right Hand-Aperture</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho = \rho_{11} + \rho_{14} )</td>
</tr>
</tbody>
</table>

Each \( \rho \) is a function of the input and emergent angles or solid angles depending upon whether the bidirectional or biconical reflectance is measured.

Polarization are considered and the states are horizontal, vertical, +45° to the horizontal, -45° to the horizontal, right hand circular, and left hand circular polarized light and the simple aperture of the detector. In the table the first term in the title corresponds to the polarization of the incident light and the second to the state of polarization of the analyzer before the detector. The aperture corresponds to the unit matrix.

Depending upon the exact nature of the experiment it must be remembered that the matrix to be determined may be the reflectance, BRDF, or in an atmospheric backscatter experiments the volume backscatter coefficient of the aerosol.
**Summary**

A vector-matrix theory has been presented and should be used in scattering experiments to determine the reflectance, BRDF, etc. matrices. One experimental technique is reviewed which could be used to determine the matrix components. It is shown that the scalar reflectance measured by many investigators depends on the polarization of the incident light and the state of polarization of the detected light and it is a different linear combination of the matrix components depending upon the polarization states of the incident and detected beams. Also the reflectance, BRDF, etc. are functions of the angles of incidence and the angles of observation.
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Abstract

The helicopter-boarded original pulsed laser-spectrometer with automatic PC-monitoring has been used for a fluorescence remote sensing of the open soils and of the natural as well as agricultural vegetation in the conditions of a mountain country. The specific spectra of fluorescence from different objects have been obtained and identified.

The fluorescence remote sensing of the vegetation and soils is very informative method for a study both of the physiological processes in the plants on the cell level and of the organic mineralogical composition of the soils [1]. In contrast with measurements of the reflecting parameters of the natural objects when the geometric factors play a significant role, this technique has a direct connection with internal physical processes being studied in the objects, in particular with the mechanism of the light-induced excitation of the organic mineral substances in the molecules. The measurement parameters for the fluorescence technique are the spectra of photoluminescence as well as the characteristic decay times of the excitation of the molecules. These two independent parameters which can be measured simultaneously, allow to carry out the detailed analysis (including the quantitative measurements) of the different types of the vegetation and soils for their classification and identification.

In the presented paper we perform the first aspect only of this study, i.e. the photoluminescence (fluorescence) spectra of the vegetation and soils of the mountain ecological systems by a laser lidar technique.

The helicopter-boarded original laser-spectrometer with automatic PC-monitoring [2] has been used for a fluorescence remote sensing both of the open soils (nearby the lake Sevan) and of the soils under natural as well as agricultural vegetation in the conditions of such mountain country as Armenia. The optical scheme of the system consists of the irradiating (laser) and detecting (telescope and polychromator) parts being disposed along the same axis (collinear scheme of excitation and detection). The linear aperture of the telescope was 260 mm (spot size of the sensing beam). The wavelengths of the pump intensity were the second, third and fourth harmonics of the pulsed YAG: Nd laser (the wavelength $\lambda = 1.06$ nm), namely 532, 355, and 266 nm with pulse energy 26, 6, and 1 mJ, accordingly. The pulse duration was ~15 nsec; the repetition frequency was up to 25 Hz. The spectral range of the sensing determined by the polychromator, is composed of the bandwidth 350 - 800 nm with 12.5 nm resolution. Any 22 discrete portion (with the same bandwidth 12.5 nm) of the whole spectrum have been brought out on photomultipliers by fiber branches. Thus, we had a multichannel detection system of optical spectrum with 22 channels. The signals from the photomultipliers were transformed by the analog-code transformer and inserted in the memory of the PC computer. Thus, the spectra of back-scattering radiation excited by a single laser pulse could be written in our case. The possibility of summation of the fluorescence spectra from the different laser pulses over the fixed program was used (important for the homogeneous irradiated surfaces).

The special standard light source of nanosecond pulses placed before the entrance of the telescope and representing a model source like the back-emitted radiation was used as a calibrator; by the variation of the amplification coefficients for each opto-electronic channel, the correspondence of the spectrum on the exit of the system to the real known spectrum of calibrator has been obtained. Both fluorescence intensity spectra from the studied objects and the spectra of natural reflected noise are detected simultaneously during the measurements.

* Division of Laser Technique, Yerevan State University.
The study of temporal characteristics (the decay times of fluorescence over the depth) demands the detection of the pulse shape during the radiation. The special electronic system has been used for that and the spatial resolution of 1 m was obtained [2].

The average altitude of the helicopter flight was 70 - 200 m over the surface; the velocity was about 30 m/sec. Apart from the fact that the maximal intensity fluorescence corresponds to the flights at early morning [1], we have realized the flights at the hours of the day because of the technical reasons. The measurements have been carried out in October 1988.

A preliminary express visual analysis of obtained spectra reduce to the following*. Four characterisitic cases are verified: (1) the open [ploughed up or not] soils; (2) the soils being under natural (dry or juicy) vegetation; (3) the soils with the continuous layer of the cultural (or natural) plants, and finally, (4) the forest areas.

The specificities of fluorescence spectra for these cases are determined, on the one hand, by the fact that for the open soils with small quantity of the organic substances the mineral compositions play a principal role. But even for this case the existence of organic materials in the soil, e.g., of the humus in dark-brown or in black earth, is manifested exactly in obtained spectra. On the other hand, for soils with vegetation the spectrum parameters are determined by the total quantity of the green biomass, biochemical and physiological compositions and processes in the plants, quantity of water etc., but also by the layer soil surface. So, the detailed interpretation of the fluorescence spectra is a very complicated problem and we can speak about the specific tendencies and general behavior only. Typical series of obtained fluorescent spectra for mentioned above cases are shown in Figure 1 - 4.

The series in Figure 1 correspond to open soils, 1a is the brown semi-desert earth; 1b is the same but for ploughed up soil; 1c is also ploughed up soil but dark-brown (black) meadow earth.

The series in Figure 2 correspond to the soil with natural vegetation: 2a is the mountain subalpine soils under the faded vegetation; 2b is the green juicy plants (meadow-marchy vegetation).

The series in Figure 4 correspond to the forest area; 4a is the green leafy woods (100%); 4b is the same but when the area was irradiated by a pump of second harmonic \( \lambda = 532 \text{ nm} \) of the fundamental laser radiation.

All the spectra types exhibit fluorescent emission in the blue range around the wavelength 450 nm. This characteristic band (440 - 480 nm) of fluorescence has been observed in many earlier studies (see e.g. [1]). The identity of the pigments responsible for the fluorescent maximum at 450 nm remains to be definitely established [1]. The fundamental substances being responsible for fluorescence in that range are probably the reduced piridinnucleotides and oxidated flavor proteins. These substances are in all cells of the plants and determine energetic processes in the cell.

Another characteristic band of them is a green range at 525 nm (510 - 540 nm) but our measurements do not show exactly such line on the spectra. The small local maximum in this range is manifested in Figure 3a (and maybe in Figures 2a and 2b) only.

This fact probably supports the proposition existing in literature that the maximum at 525 nm can be connected with vegetation of wood and faded vegetation [3]. The definite role have to belong to mineral substances of the soil. In fact, the measurements on the isolated plants in laboratory conditions do not manifest this band of fluorescence [4]. On the other hand, the existence of mineral (and other) additions can result in absorption of fluorescence radiation.

The universal meaning for obtained spectra has a maximum in yellow range at 552 nm (especially this line is allotted in Figures 1a, 3b, and cd). Analysis shows that the maximum concerns just the properties of the soil and characterizes the mineral substances in it. In fact, Figures 1a, 3b, 3c and 3d describe the open soils in the significant parts with a small magnitude of concentration of organic materials. In contrast, the soils with great ratio of the organic substances (see e.g. Figure 1c) or with a continuous layer of vegetation (figure 2b and 4a) have no such peaks in fluorescence.

*We discuss here the results when we used as a pump the third harmonic \( \lambda = 355 \text{ nm} \) only of the fundamental laser radiation.
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The maxima in red range of spectrum around the lines 691 and 717 nm are easily identified practically in all spectra (the best case is in Figure 3b). This result is very well known and shows the fluorescence of chlorophyll in the plant cells (both for open vegetation and for organic materials in the soil). The observable fluorescence in this range is a universal evidence of the vegetative biomass because the chlorophyll is a fundamental pigment of photosynthesis [5]. The variation of the fluorescence intensity in this range is effective method of controlling the different mechanisms of the light energy migration in pigment systems and gives a good technique for study of them [6, 7]. E.g., the visible suppression of this spectrum in Figure 3a can be explained by high effective migration of the light energy over the chains of photosynthetic apparatus in winter-wheat.* (so, the energy dissipation in the form of fluorescence is small enough for this case)[3]. In contrast, the want of the water decreases the efficiency of photosynthesis and so, the fluorescence of chlorophyll is increased sharply (cf. Figure 2b) [8].

We can declare that our results show a specific difference between two lines at 691 and 717 nm. In fact, a simultaneous arising of these two peaks are more characteristic for open green vegetation (see Figures 2b, 3a, 3b, 3c, and 3d); as to open soils (visible green vegetation-less earth) the second peak (at 717 nm) only is manifested (Figures 1a, 1c, and 2a). Note, that the scattering of the data and deviation of characteristic lines of the spectra could be due to the type variety of the plants for each group [1](see e.g. Figures 2b, 3c, 3e). As to a local maximum at 541 nm (see Figures 1b, 1c; 3c, 4b) it can be introduced as corresponding to integral fluorescence from both organic and mineral parts of the vegetativeless soils and to more fine reasons [4,9,10]**.

It is interesting to compare two fluorescence spectra from different pump radiations (355nm - Figure 4a, 532nm - Figure 4b) for the forest area. Because of the energy conservation law the range of fluorescence meets a dramatic change: it shifts to the side of high magnitude of the wavelength***. The Specific chlorophyll lines are manifested very well in Figure 4b. The range about 650 nm can be also explained by the Raman scattering intensity in water [2] (cf. Figures 2b and 4b).

The analysis of obtained data has been carried out at the qualitative level and allowed us to identify the states both of soils and types of vegetation. This is a general but initial step of study of these problems and we discussed the preliminary results only. But even the problem of early prognosis of the stress states of the plants as well as of the detection of biomass and the plants phase development demands more detailed and consequential (with continuous variation of the investigated sign) measurements****. Such complete study is not developed yet[1]. Universal method of identification of the vegetation types by the laser fluorescence remote sensing technique does not even exist for the present time.

The identification of vegetation is based on the large enough and fundamental classes of the objects, i.e., vegetation of grass (monocots and dicots), of wood (leafy and pine), of water [3]. Out data concern '1 general to the former class only and the specification of the different structures in frame of this class has been done. We showed that the approach useful for preliminary usual classification.

The next step is to find the quantitative parameters of this classification by means of mathematical data processing. Good results could be obtained by the correlation technique and by the image decoding (c.f. [11, 12]).

The relatively brief and simple analysis for identification of objects can be done using the mutual correlative (linear) coefficient $K$ which shows the degree of the coupling of two stochastic values [12]. The decoding of the measured spectra is produced by a comparison of them with standard known (or initial) spectra (over discrete couple points of two spectra in the same range) being in the memory of the PC and composing the alphabet of the distinguished classes. If $|K|=1$ the stochastic values are completely correlated, if $K=0$ they are not.

---

*That also can lead to the shift of the fluorescence maximum (e.g., in Figure 3a the line at 666 nm arises instead at 691 nm).
**The line 641 nm is manifested for open soils; the existence of vegetation on soil suppresses this peak.
***The following condition $\lambda_{fluorescence} > \lambda_{pump}$ should be satisfied.
****For the soils the investigations are practically absent.
Here, we cite one example of the analysis made by us for demonstration only (cf. [2].
Our measurements of the spectra of two forests lead to the magnitude of \( K_t^1 \). As to
comparison of the spectra of the forest and e.g., seaweed of Sevan lake (cf. Figures 4a
and 2b) we obtained \( K = 0.39 - 0.61 \). So, in fact, this approach is informative enough
and can be used for numerical identification. The most interesting application of it is
to study the variations of the objects in dynamics, e.g., over the different seasons or
due to ecological pollutions.

In conclusion, the helicopter-boarded original laser-spectrometer with automatic
PC-monitoring has been used for a fluorescence remote sensing both of the open soils
and soils with vegetation (natural, agricultural and forest). The classification of the
types of vegetation soils may be done by this technique including the quantitative
parameters.
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*The comparison has been done over the 12 couple points in the range of fluorescence
580 - 720 nm.*
Figure 1. Fluorescence intensity spectra $S(\lambda)$ for open soils:

a) Brown semi-desert earth  
b) The same as "a" but for ploughed up soil  
c) Dark-brown (black), meadow ploughed up soils

Figure 2. $S(\lambda)$ for the soil with natural vegetation:

a) Mountain subalpine soil under faded vegetation  
b) Green juicy plants (meadow-march vegetation)
Figure 5. $S(\lambda)$ for the cultural plants:

a) Green field of winter-wheat risings (60-70%) on the black earth
b) Cabbage-garden (80%) (30%) on the black earth
c) Meadow (light green) field (30%) on the brown soil
d) Vineyard
e) Feeding vegetables

Figure 6. $S(\lambda)$ for the forest area:

a) Green-leaved woods (100%)
b) The same as "a" but for the pump wavelength $\lambda = 0.2$ um
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DEVELOPMENT OF A LOW-COST DIFFERENTIAL-ABSORPTION REMOTE SENSOR FOR HYDROCARBONS
Jan E. van der Laan, Clinton B. Carlisle, and Joseph Leonelli
SRI International
333 Ravenswood Avenue, Menlo Park, California 94025

Abstract
A remote sensor system for hydrocarbon detection applications has been developed by SRI International. The HeNe laser based system operates at 2.39 and 3.39 \( \mu \)m wavelengths. The 3.39 \( \mu \)m wavelength is highly absorbed by hydrocarbons (such as methane, propane, butane, and ether) while the 2.39 \( \mu \)m wavelength is nonabsorbed. The 1 \( \mu \)m spacing between laser lines, a rather large separation for differential measurements, is not a significant problem, since natural atmospheric constituents effect both wavelengths nearly equally. Systematic and minor atmospheric anomalies are cancelled out prior to operation by a simple balance adjustment.

Evaluations are being conducted over a 300 m test range at SRI, and longer-range tests are planned. The system uses retroreflectors placed at the far end of the test range and interrogates the path between the system and target. A sample chamber with quartz windows is placed in the laser beam anywhere along the path for calibration of sensitivity. Free releases of gas are also used for demonstration purposes. The system has a scanning mount and can be programmed to scan between a number of targets to provide area coverage. It is envisioned, because of the low cost per system, to use several units in a tomography configuration to provide grid area coverage.

Background
Since the early 1970s, SRI International has pioneered the development of ultraviolet (UV) and infrared (IR) differential absorption light detection and ranging (DIAL) remote sensing systems (Ref. 1 through 7). For the most part, the systems developed are range-resolved DIAL systems, which provide plots of concentration versus range. These systems employ relatively high-energy lasers and sophisticated data-acquisition systems that require highly trained personnel to operate them. SRI has developed a remote sensor system that is relatively simple to operate and is low cost when compared with alternate approaches to achieving the same area coverage. The hydrocarbon sensor system can be used to measure changes in the ambient levels of hydrocarbons (such as natural gas, methane, propane, butane, and ether) out to ranges of 1 km. The system operates in the column content mode and requires a retroreflector target at the far end of the path of interest. Plume location and direction information can be obtained for a tomographic grid area through measurements along multiple paths by two or more sensor units. The system provides real time information and a data storage capability for evaluation and documentation.

System Description
The Hydrocarbon Sensor System (Figure 1) consists of three units:

- Sensor Subsystem
- Scanner Platform and Interface Unit
- Control-Processing and Monitor Subsystem unit

A photograph of the system is shown in Figure 2.

Sensor Subsystem
A functional description of the sensor subsystem is shown in Figure 3. The two Continuous Wave (CW) IR HeNe laser outputs (2.39 and 3.39 \( \mu \)m) are alternately transmitted by a chopper that operates at 200 Hz. The two beams are directed parallel to each other through an AR-coated germanium (Ge) beamsplitter to the center of the output transmit mirror. Parallel beams are used rather than coaligned beams so that the maximum power can be transmitted. The transmit mirror directs the beams through the atmosphere to a retroreflector target that has been prealigned with the receiver telescope and detector. To aid in aligning the IR HeNe lasers with the retroreflector, a visible HeNe laser is used. The visible HeNe laser is combined with the two IR laser beams on the Ge beamsplitter output surface, which is aligned to reflect the HeNe beam along the IR HeNe lasers transmit axis. The Ge beamsplitter will transmit 90% of the IR-HeNe laser power and reflect about 10% to the power monitor detector. A quartz lens is used to focus the laser beams with the thermoelectrically (TE) cooled, 3 mm diameter lead sulfide (PbS) power monitor detector. The detected power monitor signals are amplified and sent to an FET switch circuit (located in the interface unit) that separates the two wavelengths into two independent signals. The IR laser signals reflected by the retroreflector are collected by the 8 inch f/10 telescope, which focuses the signals on to a TE-cooled quadrant PbS detector. A quadrant detector is used to generate error signals for the automatic positioning system. The outputs from each quadrant are amplified and sent to the FET switch circuits that separate the two wavelengths.

The sensor subsystem is mounted on a scanner platform that is controlled by the control-processing and monitor subsystem from a remote location. As configured, the operations can be located up to 100 ft from the sensor. Scanner operation is automatic in the normal operational mode or by joystick control when setting up operations. When multiple lines-of-sight (LOS) are being used, the operator will point the sensor at each retroreflector target and program its location into the scan routine software for use during automatic operation. The operator is aided in this operation by a video camera that is coaligned with the sensor receiver. When the
sensor is properly aligned on a retroreflector, the sensor's visible HeNe laser will be reflected back to the receiver and should be clearly visible on the video monitor screen. Although this initial alignment is sufficient to position the sensor to the desired LOS, it is not always accurate enough for repetitive scan operations. This is because the laser beams are not spatially uniform in intensity, and they grossly overfill the small retroreflectors used. Because it would be cost-prohibitive to use a positioning system with precision enough pointing accuracy for this type of operation, our scan routine uses a closed-loop positioning circuit that is activated after the preprogrammed scan position is reached and prior to collecting data. This closed-loop circuit uses the receiver quadrant detector signals on the reference line (2.39 μm) to generate position-correcting control signals for the scanner.

**Sensor Platform and Interface Unit**

Figure 4 shows the components housed in the sensor platform and interface unit. The chopper control unit (top right) provides the drive signal for the chopper used to alternately transmit the two IR laser signals. This unit also provides the synchronization signal that controls the FET switch that separates the two wavelengths contained in the power monitor and received signals. This same synchronization signal is used as the lock-in reference signal for phase sensitive amplifiers used to reject noise and provide dc levels proportional to the signal intensities. The chopper synchronization signal is also used in the processor to identify wavelength. The FET switch circuits are located in the interface unit rather than in the sensor subsystem to minimize the number of signal leads coupling the two units. The power monitor and received quadrant signals (five signals) at the input to the FET switches exit the switches as ten independent signals (Figure 4). The two signals out of each FET switch are 180° out of phase, with one phase representing Laser 1 and the other Laser 2. For each signal output, one-half of the cycle will be at zero or ground potential and the other half cycle at some positive potential representative of the signal intensity detected. The two power monitor signals representing the reference 2.39 μm laser (1) and 3.39 μm laser (2) outputs are directed to two lock-ins that have a bandpass of a few Hz centered on the reference frequency (ie. 200Hz). These power monitor signals are sent to the processor unit for digital conversion and processing. The lock-in outputs are also used in the normalization process of analog data. The output of the FET switches that are associated with the quadrant signals are sent to two summing amplifiers before they are sent to their respective lock-in circuits. The two lock-in outputs representing the received intensities at the reference and sample wavelengths are sent to the processor and analog processing circuits as discussed above for the power monitor signals. The analog data output signal is a positive dc signal proportional to the concentration length product (CL) along the LOS path to the retroreflector. This analog data signal is used for real time system performance evaluations and does not involve computer processing. The outputs from the FET switch associated with the reference signal quadrant returns (1) are also sent directly to four lock-in circuits to derive dc signals for each quadrant. These signals are used in the error detection circuit to control pointing error for the automatic positioning, closed-loop software. The reference sum signal is also used in the error detection circuit for normalization.

**Control-Processing and Display Subsystem**

The control/processing and display subsystem (Figure 5) is a PC/AI-based processing system that uses one or more data acquisition cards to convert the sensor analog signals to digital format for processing. The number of acquisition cards required depends on the number of sensors used. In addition to the acquisition card, a scan control card is required and some type of graphics display card that can drive a video monitor (RS170 & RGB). We are currently using video processor cards for this purpose. A video recorder is used to store the data displayed on the video monitor, and a floppy disc is used to record the raw digitized data for postevaluation. The data-acquisition and processing software is basically the same for all data collected, regardless of the number of LOSs to be interrogated. For each data sample, the power monitor and receiver data are processed to provide the CL for that LOS and time. The number of data samples collected for each LOS depends on the application and type of display option selected. For example, if a single LOS is to be monitored, the stripchart/LOS display option may be used (Figure 5). In this case, data samples are collected continuously and may be displayed as individual samples or as averaged samples. If multiple LOSs are to be observed, then the scan/bar graph option may be selected. In this example, the bar graph represents the average CL over the period of time the sensor samples each LOS. The last display option shown represents a grid area coverage which is similar to the multiple LOS processing; that is, each LOS data is averaged over a sample time interval. However, to provide the grid display, more than one sensor must be used in a tomography mode (Figure 6). The data from Unit 1 represents horizontal line data (X) and the data from Unit 2 represents the vertical line data (Y) in a two-dimensional array. A grey-scale intensity or multiple-color display is used to depict changes in concentration and only at 5 mm across the each line. To improve the grid resolution, more LOSs are required which means more retroreflectors and/or more sensors. Careful evaluations of the resolution requirements for this type of application are necessary when considering an area coverage system.

Only two operator controls need to be set once normal operation begins:

- The offset adjustment which is used to balance out any systematic errors and to compensate for ambient levels of hydrocarbons.
- The threshold level that sets the alarm threshold to the desired sensitivity. When the threshold is exceeded, an audio alarm is sounded to alert the operator. These adjustments can also be set from a terminal, if used. The other operator controls are for the video camera and the scanner joystick operations are utilized in setting up system operations.
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Figure 1 HYDROCARBON SENSOR SYSTEM ELEMENTS

Figure 2 HYDROCARBON SENSOR SYSTEM
Figure 3 SENSOR SUBSYSTEM

Figure 4 SENSOR PLATFORM AND ELECTRONIC INTERFACE
Figure 5  CONTROL / PROCESSING AND MONITOR SUBSYSTEM

Figure 6  GRID AREA COVERAGE EXAMPLE (2 SENSORS, 6 x 2 LOS)
HETERODYNE DOPPLER VELOCIMETRY MEASUREMENTS AT 353 nm
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Abstract

Heterodyne detection of light scattered from diffuse targets has been used to measure translational and rotational target velocities. Coherent ultraviolet light was derived from frequency-doubled dye lasers and detection was accomplished with a photomultiplier.

Summary

Target velocity measurements have been made with coherent ultraviolet light at 353 nm using a photomultiplier detector in a heterodyne configuration. The target illumination beam was produced by a frequency-doubled dye laser system in the form of 1 µs pulses at a pulse repetition rate of 2 Hz, although all measurements were made on a single shot basis. The local oscillator signal was produced by Bragg cell shifting of a portion of the main beam by 13 MHz, a convenient intermediate frequency (IF) for heterodyne detection.

Targets were fabricated from a diffuse white ceramic and had a characteristic dimension of 1 mm. The targets were mounted on a mechanical turntable which was designed to produce both translational and rotational velocities relative to the detector, distant 6 m from the target.

Local oscillator and signal fields were mixed on the face of a 1 mm diameter quartz fiber which coupled the resultant modulation to a photomultiplier. Measurements were made at received energy levels of approximately 10^{-14} J.

Data were collected and analyzed for targets at a variety of translational and rotational velocities. The Doppler shift away from 13 MHz and line broadening were used to calculate the target translational and rotational velocities, respectively.

Introduction

Maxwell Laboratories, Inc. has been working on coherent ultraviolet laser radar for several years. Previous publications have dealt with the use of excimer lasers for image range and Doppler measurements,(1) Doppler velocimetry using coherent mode-locked pulse trains(2) and coherent sub-aperture ultraviolet imagery.(3) As titled, this paper discusses heterodyne Doppler velocimetry measurements at 353 nm, a wavelength suitable for amplification in e-beam pumped XeF lasers.

Experiment

The overall scheme for the heterodyne velocity measurements is shown in Figure 1. A pair of beams at 353 nm are generated with a difference frequency of 13 MHz; one serves as local oscillator, the other to illuminate targets. Scattered light from the target is beat against the local oscillator field at the heterodyne detector whose output is digitized and stored for processing at a later time.

![Figure 1 Overall Scheme for Heterodyne Velocity Measurements](image-url)
The details of the coherent ultraviolet pulse generator can be seen in Figure 2. Since there are no convenient sources emitting directly at 353 nm, the waveform is generated and amplified in the visible and then frequency doubled in a non-linear optical crystal. In this scheme an acousto-optically mode-locked krypton-ion laser emitting at 647 nm is used to synchronously pump a mode-locked CW dye laser which produces light at 706 nm. The output consists of a CW string of mode-locked pulses of nominal nanosecond duration at a rate of 82 MHz. This output is then pulse pre-amplified in a dye cell driven by a flashlamp pumped dye laser with about 2 μs pulse length. Overall gain in the preamplifier is about 300, single pass.

In order to reach wavelength conversion efficiencies of about 30% it is necessary to further amplify the pulse in a flashlamp pumped dye laser to an energy level of 10 mJ. For the experiments reported in this paper this was done with a double pass through the power-amplifier, with no optical isolation. Net gain in the power amplifier was about 100, yielding a typical energy of 10 mJ contained in some eighty mode-locked pulses spanning a total pulse envelope of 1 μs.

The 10 mJ pulse at 706 μm was then frequency doubled to produce 3 mJ at 353 nm, using beta-barium borate cut for phase matching at small angles of incidence at these wavelengths. Spatial filtering was accomplished using a sapphire watch jewel bearing with a 100 μm diameter through-hole. This material withstood the peak power density of \(-10^9\) w/cm² impinging upon it with no resulting damage. This \(10^9\) w/cm² figure refers to the individual mode-locked spikes contained in the 1 μs string comprising the full macro-pulse. No previous material tried for spatial filtering at this 353 nm wavelength survived without vaporizing.

Following spatial filtering and recollimation, the ultraviolet beam was passed through a pair of Bragg cells (shown as a single unit in the figure for simplicity) to generate a second beam with a frequency offset of 13 MHz. In fact, one Bragg cell was used to upshift by 73 MHz and a second, in series, to downshift by 60 MHz. This arrangement was necessary due to the physical difficulty in constructing an efficient 13 MHz Bragg cell. The piezo electric transducers used do not operate well below a few tens of megahertz.

The final output of the coherent ultraviolet pulse generator (CUPG) consists of two beams differing in absolute frequency by 13 MHz, a convenient intermediate frequency (IF) for our heterodyne measurements. The two beams were then propagated to a separate laboratory for the velocimetry measurements.

Beams arriving from the CUPG are directed onto the receiver table which is shown in Figure 3. The local oscillator beam, labeled LO, was spatially filtered and conveyed via mirrors and a beamsplitter to the receiver. The main beam, labeled MO, was used alternately to illuminate a target and to back-light a beacon pinhole to aid in proper alignment for efficient heterodyne. The target was placed with its center at the previous beacon pinhole position during measurements, following proper spatial overlap of the local oscillator and received signals.

Fig. 2 Coherent Ultraviolet Pulse Generator
The target was mounted on the shaft of a small motor for spin and the small motor in turn mounted on a relatively large diameter turntable for translational motion, as shown in Figure 4. An optical slot switch on the turntable was used to fire the laser when the target center was precisely placed at the previous location of the beacon pinhole. In this arrangement it was possible to record data from stationary, spinning, or translating targets, or from targets with combined spin and translation.

The receiver, shown in Figure 5, consisted of a Hamamatsu #R647-01 photomultiplier with a 1 mm circular aperture and a 353 nm bandpass filter. Inserted between the PM tube and the output connectors from the receiver housing was a solid state buffer amplifier (Comlinear #C1C401). The purpose of this amplifier was to convert the high current gain inherent in photomultipliers to the high voltage signals typically required by digitizers. The receiver was housed in an EMI shielded case to eliminate noise originating from the pulsed laser system.
Fig. 5 Single Channel Detector Photomultiplier

As a check on the calculated heterodyne signal levels to be expected a white diffuse ceramic target was set up and illuminated with 3 µl pulses from the CUPG, as in Figure 6. An oscilloscope recorded the signals from the diffusely scattering target, which were typically 700 mV into 50 Ω. Since this was within 20% of the expected value we proceeded to align the system for heterodyne detection.

Fig. 6 Signal Level Check

Figure 7 displays a typical heterodyne signal, at 13 MHz, when the beacon pinhole is used to align the mirrors and beamsplitter which convey light to the receiver. The pinholes for both the LO and beacon were 50 µm diameter and the receiver was at a range of 6 m. The total number of collected photons from the beacon pinhole used to generate the signal was about 20,000, corresponding to a received energy of 10-14 J.
Data were acquired and analyzed by the system diagramed in Figure 8; consisting of a LeCroy #2262 digitizer and WYSE PC/AT 386 Computer. Incoming signals were sampled and digitized at an 80 Ms/s rate, more than sufficient for the 13 MHz IF frequency used in heterodyne detection. Processing consisted of removal of the laser pulse-shape carrier from the raw heterodyne data, followed by a Fourier transform into the frequency domain, as seen in Figure 9.

Fig. 7 Photomultiplier Single Channel Heterodyne Data

Fig. 8 Data Acquisition System Hardware Architecture
In order to extract information about the frequency spread due to target spin-motion it was necessary to perform deconvolution of the experimental data with respect to the beacon signal in which no motion was present. This was most easily done by fitting a Lorentzian curve to the data in each case and then performing a relatively simple mathematical algorithm to deconvolute the target data. Figure 10 shows the Lorentzian fit and Figure 11 the results for targets spinning at 33.76 and 85 RPS.

Fig. 9 Processing of Heterodyne Signals

Fig. 10 Lorentzian Fit to Experimental Data
The simple approximation used to calculate the expected spin broadening from conical targets at known rotation rates is illustrated in Figure 12. This model takes account of the dropping projected area in each velocity bin as the edge of the cone is approached and the Lambertian scatter roll-off in one plane. As such, the model slightly overestimates the observed spin broadening. A comparison of the calculated and observed Doppler spreads is presented in Table 1.

Fig. 12 Approximate Calculation of Expected Spin-Broadening

Table 1. Experimental Results

<table>
<thead>
<tr>
<th>Velocity of Surface at Radial Position (cm/s)</th>
<th>Spin Rate (RPS)</th>
<th>Calculated Doppler Spread (FWHM)</th>
<th>Observed Doppler Spread</th>
</tr>
</thead>
<tbody>
<tr>
<td>19.5</td>
<td>85</td>
<td>2.22 MHz</td>
<td>2.0</td>
</tr>
<tr>
<td>17.5</td>
<td>76</td>
<td>1.98 MHz</td>
<td>1.6</td>
</tr>
<tr>
<td>7.6</td>
<td>33</td>
<td>0.86 MHz</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Velocity Resolution ~5 cm/s
The spin rates were measured directly from the shaft encoder on the motor. Observed Doppler spreads at the various spin rates spanned an amount corresponding to an absolute velocity resolution of 5 cm/s. The highest velocity at the edge of a 1 mm radius cone spinning about its axis of symmetry at 85 RPS is 53.4 cm/s.

Finally, an experiment was performed in which the conical target was both spinning and translating with respect to the receiver. The direct Doppler shift of -5 MHz indicated that the target was receding at a velocity of 88 cm/s and the frequency spread about the shifted peak indicated a spin rate of 82 RPS. This is shown in Figure 13. It was not possible to use the shaft encoder to measure the actual spin rate because the main turn table was rotating in this experiment. However, the motor which was spinning the target had previously been shown to turn at a steady rate within about 2% for extended periods of time. Absolute translational velocity resolution for our receiver was about 2 cm/s and rotational velocity measurement at a given point on target about 5 cm/s.

![Graph](image)

**Fig. 13 Data from Target with Simultaneous Spin and Translation**
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Abstract

A novel ladar deployment scheme is described which makes feasible a near-term laser radar for long-range defense, remote sensing, and other long-range applications. The concept uses a ground-based laser transmitter linked to an orbital constellation of surveillance platforms by means of a rocket probe-borne relay mirror; other possible derivative forms of the concept are implied. Some of the required critical technologies and performances, which make such a system feasible in the near term, are identified. Atmospheric turbulence compensation is emphasized, and an innovative approach to ease the solution, called an "isoplanatic probe", is introduced. The measurement advantages of heterodyne detection receivers, currently being researched, are mentioned.

1. Introduction

This ladar deployment concept utilizes a powerful ground-based transmitter to project a beam to an orbital platform, called a "mission system", by way of a rocket-borne relay mirror, as shown in Figure 1. The orbital platform receives the beam with a large collecting mirror, and refocuses it through a separate aperture, as if the transmitter was on-board the platform, to whatever targets would be desired. Tracking, discrimination, designation, and many other measurement functions are possible. Targets could include those as diverse as missiles and their payloads or other military weapons being launched against the United States or other country, or regions of the atmosphere or "near space" for which remote sensing data are desired.

The use of a ground based transmitter in this way, obviates the need for a transmitter on board each of the space platforms. This is desirable because of the large weight required for a transmitter of sufficient capability. The additional optics required on the space platform, weigh far less than a space-based transmitter with sufficient capability, largely because the ladar operates at short wavelengths, e.g. in the visible or UV portion of the electromagnetic spectrum. In addition, the orbital platforms are relatively few in number, e.g. less than 20, making the ranges to possible targets up to 5000 km. An equation bounding the average target range, \( r \), may be derived by assuming the constellation of orbital platforms lie in a spherical shell at altitude, \( H \). Averaging-out the "phase noise" resulting from arbitrary engagement start times and constellation initial state yields

\[
 r = 2A \sqrt{\frac{1}{N} + \frac{H^2}{4(R_e + H)^2}} (R_e + H)
\]

where \( R_e \) is the radius of a spherical earth, e.g. 6378 km.

Equation (1) is plotted in Figure 2 for two (2) constellation altitudes, 1500 and 2000 km.

![Figure 1. The Ground-Based Ladar/Relay Concept.](image)

![Figure 2. Target Range Bound as a Function of Constellation Site](image)
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Such target ranges stress the capabilities of ladars because of the diffraction spread which dilutes the power density of the beam; this generates the requirement for short wavelengths. However, the choice of short wavelengths makes the light optics possible, yielding the interesting weight trade and feasibility of using a ground based transmitter.

However, the choice of shortwave, ground-based ladars complicates the transmission link to the mission system through the relay. The turbulence of the atmosphere must be compensated for in order to maximize the beam quality and preserve the measurement capability. In addition, additional power must be available in the transmitter to overcome large scattering/attenuation losses from the atmosphere. In non-wartime, remote sensing and other applications would have to consider the safety implications of the power and short wavelength of the beam, if it is to be used in this capacity.

This concept is made feasible by the progress made in at least three critical technology areas: 1) powerful short wavelength transmitters, 2) atmospheric compensation, and 3) pointing stabilization.

2. The Ground-Based Transmitter

Powerful short wavelength transmitters capable of operating as ladars are being pursued by several organizations. Many of these have in common the general configuration of a precision waveform generator driving or operating as a master oscillator, which in turn drives a power amplifier in a master oscillator/power amplifier (MOPA) configuration, like the one shown schematically in Figure 3. One desirable option being sought by several developers, is a heterodyne capability achieved by mixing the return signal with an offset reference oscillator. There are many measurement advantages to this form of detection, and many transmitters of interest have demonstrated sufficient stability to make this possible; however, it is not a hard and fast requirement.

Ladar transmitter candidates and examples of interested developers include: near UV and lower visible excimers being developed by Maxwell Laboratories and Avco-Everett/Textron, visible and UV derivatives of solid state lasers being developed by MIT/Lincoln Labs and Hughes Aircraft Corp., and Free Electron Lasers (FELs), suitable for ladar applications, being pursued by Rocketdyne and Spectra Technologies, Inc.

3. Representative Atmospheric Effects and Compensation

One of the prices paid for selecting short wavelength ladars is in the propagation performance, which generally degrades as the wavelength falls through the visible into the UV. Although actual transmission is highly structured, the example in Figure 4 shows the behavior of the envelopes for different components of the attenuation as a function of wavelength. Not counting turbulence effects, the gain from diffraction improvement overcomes propagation losses until the strong ozone absorption sets in at about 0.32 μm. However, turbulence effects must be counted, which is why turbulence compensation is necessary.

Strehl Ratio Improvements Using Adaptive Optics

The progress in adaptive optics has made useful ground-based ladar performance possible, even at visible wavelengths. This capability is being extended to shorter wavelengths, but with some difficulty. Predictions of strehl ratios after correction are not being met in practice, indicating at least a minor failing of our complete understanding of the wavefront compensation process. The example in Figure 5 shows two curves of "residual" strehl ratios, S, that is strehl after correction, as a function of the actuator density, p. These have been generated using the exponential fit.
where $\alpha$ is a fitting parameter from modulation transfer function (MTF) analysis. The exponential modulation transfer function coefficient for this fit was expected to be 1.0 or less; instead, in some cases, it is larger than 1.0. The cases shown are for the value of 1.0. It is hoped that this problem will be properly understood in less than a year. The parameter, $r_0$, is the coherence diameter, given as a function of wavelength, $\lambda$, by

$$r_0 = 0.185 \left( \frac{\lambda^2}{2} \right)^{3/5} \int_0^L C_n^2(z) dL$$

In this equation, the integral is a path integral over line-of-sight, $L$, where the function $C_n^2$ is the square of the refractive index structure function. Representative variations of this function over time and altitude, $z$, are shown in Figure 6. For this computation, the median value of the $C_n^2$ envelope shown in Figure 7 was used. This envelope was generated by averaging the models and measurement data appearing in Figure 8.

Figure 5. Strehl Improvements by Adaptive Optics

Figure 6. Typical Time and Altitude Dependence of the Refractive Index Structure Constant, $C_n^2$
Easing the Compensation Problem: The "Isoplanatic" Probe

A further complication in the atmospheric turbulence compensation problem, is the need for the anticipated turbulent atmosphere to be sampled to obtain correction data. Because the propagation medium may change during the time of the beam propagation—because of the platform motion, some means of sampling the "future" transmission path must be devised. For relay concepts, this is normally done by extending a beacon, or a corner reflector (which will become a beacon when illuminated from the ground), ahead of the relay motion, either on a long boom, or on a fly-along platform. This becomes even more complicated when the relay is a rocket-borne probe, rather than an orbital platform with a stable orbit.

To solve this problem, we take advantage of our ability to control the rocket trajectory, so that the relay is always within the "isoplanatic patch". This is the region around the line-of-sight (LOS) to the moving object, for which the medium is stable within the beam transit time. As indicated in Figure 9, the rocket trajectory is arranged to remain inside this "isoplanatic patch" during the measurement time. The angular size of the patch, \( \Delta \theta \), can be estimated by the equation\(^5\)

\[
\Delta \theta = \left( \frac{0.058 \lambda^2}{\int \! C_n^2(z) z^{5/3} \, dz} \right)^{3/5}
\]

Thus, by using a carefully planned trajectory, the compensation problem is greatly simplified.
4. The Heterodyne Detection Receiver Option

The utilization of stabilized, short wavelength lasers yields some interesting possibilities\(^6\) for measurement systems. The short wavelength makes feasible an optical receiver array, like the one illustrated schematically in Figure 10. This array could be of relatively small size, because of the wavelength-sensitive diffraction effects on the speckle pattern. A segmented array has certain weight advantages, and some imaging schemes are being explored in which segment phasing is done electronically rather than mechanically. Angle-Angle and Range-Doppler imaging, in various combinations, are possible, and the doppler shifts due to the short wavelength are large, yielding extraordinary measurement precisions. Laboratory experiments have yielded many interesting confirmations of the potential and near-term nature of these technologies.

5. Conclusion

A relatively near-term ladar concept has been defined which has the potential of yielding a remarkable measurement capability for defense and other applications. Demonstrated progress in three critical technologies make the concept truly feasible in the near term. However, there are some potential trouble spots, mostly in the atmospheric compensation area; they are expected to be resolved soon. A key area requiring continued attention is the rapidly developing isolation/stabilization technology--truly the key technology to the relay concept. The combination of short wavelength and stabilized performance, yields not only a remarkable measurement capability, but a robust growth path for future systems.
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ACCELERATION AND DEFORMATION MEASUREMENTS USING COHERENT LASER RADAR

M. G. Roe, A. L. Huston, and B. L. Justus
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Abstract

A solid state coherent laser radar system was employed to measure accelerations and/or deformations of metal foils. The foils were ablatively accelerated by a short laser pulse to velocities of approximately 1 km/s. Velocity profiles were determined by digitizing the chirped waveform produced by the target as its velocity changes. This waveform was analyzed to determine the Doppler shift as a function of time. Measured velocity profiles were found to be in good agreement with a simple model of ablative acceleration. Vibrations of the target foils due to the accelerating pulse were also observed.

Introduction

The measurement of the velocity profiles of rapidly accelerating objects has traditionally been performed using velocity interferometers. Experimental techniques, such as ORVIS and VISAR, compare the frequency of light scattered by a moving object at different times through use of a fixed time delay. Both of these techniques require complicated data interpretation and neither can monitor an object moving at constant velocity unless the complete velocity history of the object is known.

Coherent laser radar can directly monitor the velocity of an object as a function of time. Acceleration of the target leads to a chirped waveform that can be easily analyzed to obtain the velocity profile. The use of an offset local oscillator allows the object to be monitored even when it is not moving and also extends the bandwidth of the system since Doppler shifts can be measured both above and below the local oscillator frequency.

Laser Radar Apparatus

A diagram of the equipment comprising the coherent laser radar system is shown in Fig. 1. The local and master oscillators are single mode, diode-pumped, cw Nd:YAG ring lasers operating at 1064 nm. These lasers have narrow linewidths and can be tuned in frequency over 15 GHz without mode hops. This permits the offsetting of large Doppler shifts.

The master oscillator is amplified by a flashlamp-pumped rod amplifier operating at 10 Hz and having a gain of 1000 when double passed. Return light from the target is separated using a combination of a thin film polarizer and a quarter wave plate. The return signal and the local oscillator are both coupled into single mode, polarization-preserving fibers and combined in a variable-ratio fiber mixer. The heterodyne signal is detected with a 1 GHz bandwidth silicon avalanche photodiode, and the output of the photodiode is digitized using a fast oscilloscope in conjunction with a CCD camera.

Laser Ablative Acceleration

Rapidly accelerating targets were produced using laser ablation of thin metal foils. Foils were attached to the inside of a window on a vacuum chamber. The output of a 2 J Q-switched ruby laser was focussed to a 1.5 mm diameter spot on the foils resulting in peak power densities of up to 7 GW/cm². Between 10 and 15% of the drive pulse energy is converted into the kinetic energy of a foil flyer by the ablation process. Terminal velocities in excess of 2 km/s have previously been obtained using 1.5 mm diameter by 12 micron thick aluminum flyers. The acceleration produced by laser ablation has been modeled by treating the plasma that is formed as an ideal gas that is trapped between an immovable wall and the flyer that is to be accelerated. As the gas expands, its thermal energy is converted to the kinetic energy of the flyer. In the simplest model, the gas can be constrained to expand only in the di-
FIG. 1. Diagram of the coherent laser radar apparatus. Return light from the target and local oscillator are coupled into single mode polarization-preserving fibers and mixed. FC: Fiber Coupler. TFP: Thin Film Polarizer.

The velocity profile derived from the waveform of Fig. 2 is shown in Fig. 3. After 50 ns, the flyer is moving at 800 m/s and is clearly still accelerating. Based on the drive energy used, the terminal velocity should be about 1500 m/s. The smooth line in Fig. 3, is a fit obtained from equation (1). The agreement with the data is quite good for such a simple model. Note, however, that there is an oscillation of the velocity on top of the overall shape.

The velocity profile can be integrated to determine the distance profile and differentiated to determine the acceleration profile. Fig. 4 shows the distance profile derived from the data of Fig. 3. The smooth line is again obtained from equation (1). The flyer moves only about 22 microns during the 50 ns measurement period. Thus, the assumption that the plasma only expands in the direction of motion is still valid, and the agreement with the prediction of the
FIG. 2. Frequency-chirped waveform resulting from Doppler measurement of the acceleration of a 25 micron thick aluminum flyer. The local oscillator was offset by 810 MHz.

FIG. 3. Velocity profile obtained from the waveform of Fig. 2. Smooth line is a fit to a model of ablative acceleration.
simple model discussed earlier is not surprising.

The acceleration profile derived from the data of Fig. 3 is shown in Fig. 5. The data shows a large spread, and actually indicates negative accelerations at some times. The smooth line is derived from equation (1) and fits the general trend of the data points. The data show fairly regular oscillations with a period of about 8 ns. This is due to the fact that what is actually being measured is the velocity of the front surface of the flyer. The initial impact of the laser drive pulse generates a shock wave that reverberates within the flyer. The speed of sound in aluminum is 6420 m/s, indicating that the round trip travel time for a 25 micron thick flyer is 7.8 ns. This agrees well with the observed oscillation period.

The waveform produced by the acceleration of a 50 micron thick aluminum flyer is shown in Fig. 6. The drive energy was 1.23 J and the local oscillator offset was 750 MHz. The frequency crossover occurs at about 30 ns. The velocity profile obtained from this waveform is shown in Fig. 7. This data also shows oscillations, but with a period of about 16 ns and with smaller amplitude, which is what would be expected for a flyer that is 50 microns thick.

As a further experiment, a large 25 micron thick aluminum foil was glued onto the launch window in an effort to enhance the vibrations in the foil. The measured velocity profile is shown in Fig. 8. The foil only attains a velocity of about 100 m/s after 100 ns. Oscillations of the velocity are now clearly visible and negative velocities are even observed.

Conclusions

Coherent laser radar provides an alternative to traditional methods of measuring velocity profiles of rapidly accelerating objects. Because heterodyne detection is employed, local oscillator power can compensate for targets that have poor reflectivities, allowing a wider variety of targets to be measured. The use of a tunable local oscillator effectively doubles the bandwidth of the detection electronics and also permits the measurement of zero velocities. Data analysis is also much more straightforward than with other techniques.

Measurements of the velocity profiles of metal foils launched by laser ablation were found to be in good agreement with a simple model of ablative acceleration. Vibrations of the accelerated foils were observed, consistent with shock wave reverberations through the foils, indicating that the technique is quite sensitive.
FIG. 5. Acceleration profile obtained by differentiating the data of Fig. 3. Smooth line is a fit to a model of ablative acceleration. Large oscillations are due to a shock wave reverberating in the foil flyer.

FIG. 6. Frequency-chirped waveform showing the acceleration of a 50 micron thick aluminum flyer. Local oscillator was offset by 750 MHz.
FIG. 7. Velocity profile obtained from the waveform of Fig. 6. Smooth line is a fit to an ablative acceleration model.

FIG. 8. Velocity profile of a large 25 micron thick foil that was glued to the launch window. Note large oscillations due to shock wave reverberation.
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PROPAGATION OF INTENSE LASER RADIATION IN AEROSOL

O. A. Volkovitsky
Institute of Experimental Meteorology
249020 Obninsk, USSR

Theoretical and experimental studies on interaction of intense laser beams and aerosol are reviewed. Considered are physical effects arising from radiation interaction with solid and liquid particles (particle evaporation and destruction, overcondensation, optical breakdown and others) which result in spatial-temporal change of optical properties of the medium. The role of these effects in propagation of continuous and pulsed laser radiation in the atmosphere is discussed.

1. Introduction.

The research on spatial-temporal changes of optical cross-section of atmospheric components under radiation and their effect on radiation propagation has recently developed into a special area of atmospheric optics - non-linear atmospheric optics. This presentation seeks to cover only part of the phenomena arising from interaction of intense laser radiation with atmospheric aerosol particles and to show their role in propagation of laser radiation. Focus will be placed on particular problems of non-linear optics of aerosol. Hundreds of studies on the subject have been done since the late 1960's and therefore it seems unrealizable to give a comprehensive review within one communication. The task of reviewing is, to a certain extent, made easier by the fact that the books (51,61,62) have recently been published. These books address various aspects of interaction between intense laser radiation and cloud drops, crystals and atmospheric aerosol. The effects to be discussed in the paper and corresponding changes in optical properties of the medium are given in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Effects</th>
<th>Radiation intensity $W \ cm^{-2}$</th>
<th>Type of particle</th>
<th>Variation of optical cross-section aerosol droplet crystal</th>
<th>Accompanying effects change induced permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diffusive evaporation</td>
<td>$&lt;10^3$</td>
<td>+</td>
<td>+</td>
<td>+ small</td>
</tr>
<tr>
<td>Convection evaporation</td>
<td>$10^3 &lt; J &lt; 10^4$</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Overcondensation</td>
<td>$J &gt; 5 \times 10^3$</td>
<td>-</td>
<td>+</td>
<td>- +</td>
</tr>
<tr>
<td>Explosion</td>
<td>$J &gt; 5 \times 10^4$</td>
<td>-</td>
<td>+</td>
<td>$\lambda = 10.6 \mu m$ +</td>
</tr>
<tr>
<td>Breakdown</td>
<td>$J &gt; 10^5 - 10^6$</td>
<td>+</td>
<td>+</td>
<td>$\lambda = 0.63 \mu m$ -</td>
</tr>
</tbody>
</table>
In order that the problems of propagation of intense laser radiation in a droplet and a crystal cloud medium be solved with allowance made for medium motion, losses of radiation energy for medium heating and droplet scattering, as well as induced beam divergence and induced turbulence, equations were formulated for the electromagnetic field in aerosol. I shall not dwell on the mathematical side of the problem but let me point out that when the propagation of a laser beam in a cloud was evaluated, given fairly complete problem statement, it took several hours to solve the system of equations with computers. Today the time of computation has been sharply reduced, nevertheless the rate of computation is still much less that the velocity of the transparency front in a cloud, to say nothing of light velocity. Let us briefly overview the research efforts of those years. The studies [22, 39, 54, 60] contained diagrams for vaporization and explosion of cloud elements under radiation as a function of particle size, radiation intensity and medium temperature. The plots were constructed on the basis of theoretical considerations and experimental results for radiation interaction with cloud particles.

With a number of simplifying assumptions, Glickler S.L. (1971) obtained formulas for the intensity field in the zone of radiation interaction with cloud. The problem was solved for a stationary cloud without regard to radiation losses in the so-called “water content” approximation. The authors of [44] proposed the solution of an analogous problem for a moving cloud in the so-called fine droplet approximation \( R < 3 \text{ mm} \). The analysis of more exact numerical solutions and experimental results has allowed the extension of the above analytical solutions to propagation in a cloud of diverging beams, consideration for energy losses and writing formulas for optical thickness at the visible wavelength. The results of continuous radiation research in Institute of Experimental Meteorology in the 1970's are summarized in the book [51] mentioned above.

The formula for calculating spatial-temporal variations of \( \text{CO}_2 \) laser thermal effect function field in a homogeneous moving cloud under diffusion-convection regime of evaporation for droplets with \( R < 10 \text{ \mu m} \) has eventually taken the simple form

\[
q(x, y, z, t) = \ln \left[ 1 + \left( \exp(q) - 1 \right) \exp(-r) \right],
\]

where

\[
q(x, y, z, t) = \frac{3AB_\rho B_\xi}{4\rho H} I_0(y, z - \xi, t) d\xi.
\]

\[ \beta_\xi \text{ and } \beta_\rho \text{ are the coefficients accounting for energy losses for medium heating and energy scattered by droplets, } \rho \text{ and } H \text{ are the water density and the evaporation heat, } A \text{ is the constant, } v \text{-wind velocity.} \]

The velocity of clearing wave propagation in cloud (the velocity of a clearing front) can be calculated with the formula

\[
u(x, y, z) = \frac{C I_0(y, z) - \beta_\xi I_\phi(y, z)}{W_0\rho},
\]

where \( I_\phi \) and \( W_0 \) are coefficients of extinction and cloud water content. This formula has been validated in experiments (Fig. 2).

The transparency of steady-state clearing zone of a moving cloud at \( t > d/v \) is determined by the relation

\[ \Pi(x, y, z) = I(x, y, z) / I_0(y, z) = \left[ 1 + Q(x, y, z) \right]^{-1}, \]

where

\[ Q(x, y, z) = \left( \exp(r) - 1 \right) \exp(-q_\phi(y, z)). \]
Numerous experiments have confirmed the validity of this formula (Fig. 3).

Thus it may be asserted that for assessment of cloud clearing ("hole-boring") under diffusion-convection regimes of cloud element evaporation a robust theory has been developed and validated.

3. The effect of overcondensation on radiation propagation in cloud (the turbidification effect).

When droplets are evaporated in the laser radiation field, under certain conditions substantial supersaturation may occur which is able of promoting the formation of secondary droplets. The possibility of supersaturation occurrence was first noted by Sutton G.W. [45]. The works [20, 27] included theoretical assessment of the supersaturation effect on restructuring of droplet spectrum. Since the latter authors did not consider a possibility of emergence of new droplets, the conclusion was made that increase of optical cross-section in the supersaturation field was ruled out.

The experiments conducted by the author and his colleagues [23, 50] have shown that under certain conditions the supersaturation which occurs in the laser radiation field in the vicinity of evaporating droplets gives rise to the formation of a host of small droplets; this is the turbidification effect. Theoretical estimation we did in 1976 [51] have indicated that in the radiation field in the vicinity of droplets, supersaturation may occur sufficient for homogeneous vapor condensation.

The analysis of abundant experimental evidence of the turbidification effect occurring under radiation exposure of droplets and crystals with widely changing medium temperature has allowed the determination of a homogeneous condensation boundary. The results are shown in Fig. 1.

It is of interest to note that while the discovery of the clearing effect has led to an increased optimism as to generation of clearing zones in clouds, the discovery of the turbidification effect has given rise to a lot of scepticism coming from the view that the problem is unsolvable. And I believe, it is dedication of researchers which is to counterbalance the emotions on both sides.

4. Propagation in cloud of radiation pulses. The role of explosive droplet destruction.

Increase in the velocity of clearing wave propagation in cloud is associated with increase in radiation intensity. An appreciable increase in radiation intensity is obtained in pulsed lasers. The feature of interaction between a series of radiation pulses and a moving cloud medium is that clearing during the pulse $t_m$ alternates with the blurring of the cleared zone by wind in between pulses $t_m$ and the mode of explosive droplet destruction is realized at radiation intensities $I > I_k$.

Propagation of pulsed radiation in clouds is the subject of research in [21, 36, 46, 55] where analytical and numerical methods are used to solve the problem of collimated radiation interaction with cloud medium under diffusive-convective mode of droplet destruction.

The works [53, 6] focus on peculiarities of propagation in cloud of pulsed diverging radiation at $I < I_k$ and collimated pulsed radiation at $I > I_k$. For a diverging beam, the problem was approximately solved in [53] and in the simplest case with $q_{j+1} > 1$. For $\pi_0 = 0.5$ the formula for $q_{j+1} -$ thermal effect function of $j$-th pulse can be written as

$$q_{j+1} = q_j + \frac{1}{3} \left( \sqrt{1 + 3q_j} - 1 \right),$$

where $q_j$ is the thermal effect function at the beginning of the path ($q_0 = C_l t_0$), $t_0 = \theta / q_0$.

As has been pointed out, at $I > I_k$ explosive droplet destruction occurs and a jumpwise
change in optical properties of the clearing zone can be expected. Under certain conditions
the formation of a host of fragments may give rise to considerable increase in the optical
cross-section of a clearing zone, especially at the visible wavelength (Fig. 4) (5). The
turbidification of a cloud medium can also be brought about by phenomena of other nature
than the overcondensation considered above.

5. Thermal distortion of laser beams in aerosols.
The character of propagation of intense laser beam in aerosols is affected not only by
non-linear aerosol extinction, but also by non-linear refraction, whose effect is
particularly pronounced on long paths. The physical cause of non-linear thermal refraction
in aerosols, and in gases too, lies in spatial-temporal change of permittivity of the
medium due to local temperature change. Local temperature changes under propagation of
intense laser radiation in aerosol are far in excess of those in gas, and consequently,
beam distortions in aerosol will be more conspicuous.
The authors of (34, 51) solved theoretically the problem of laser beam deflection in a
moving cloud due to formation of asymmetric profile of dielectric constant under diffusion-
convection conditions of droplet evaporation. The studies (4, 46) have shown that under
certain conditions (cold fogs), self-focusing of the near-axis part of the Gaussian beam
may occur. Calculations of laser beam thermal distortions in droplet aerosol were made in
(56) with the use of numerical solution of parabolic equation and in (17) with the use a
geometric approach.
Thermal distortions of laser beams in aerosol were investigated in great detail in
(13, 14, 24) which contain experimental evidence on deflection of probing radiation in a
cloud medium under wind for a wide range of temperature and other parameters and on beam
blooming in a stationary cloud medium. Thermal distortions of a laser beam when it
propagates in a solid aerosol was investigated in [3]. Theoretical research and experiments
have exposed the following principal features of thermal distortions of laser beams:
- as the temperature of a cloud medium falls, with all other things being equal, beam
deflection upwind becomes greater due to the increased thermal losses (smaller values
of \( T \)) (Fig. 5);
- the dependence of beam deflection on wind velocity is of nonmonotonic character which
is due to nonmonotonic dependence of permittivity asymmetry on wind velocity (Fig. 6);
- as particle size of solid aerosol grows, thermal blooming of the beam enlarges which is
due to greater overheating of the medium (Fig. 7).
Wind deflections of beams in aerosol on long paths are not expected to be appreciable,
whereas symmetric blooming of unimodal beams and distortions of multimodal beams may be
significant.

6. The role of induced turbulence in laser beam distortions.
Two sides can be indicated in the problem of non-linear radiation propagation with
pulsating parameters in a turbulent aerodisperse medium:
- interaction between radiation with predetermined parameters and turbulent medium;
- interaction between radiation with fluctuating parameters and the medium with
predetermined characteristics.
We now briefly consider the results of research related to the first problem. The
principal mechanism giving rise to induced radiation fluctuations in this case is "mixing"
of spatially inhomogeneous field of complex permittivity \( \epsilon (T, W) \) by the turbulent
wind field. The variances \( \sigma^2_T \) and \( \sigma^2_W \) of temperature and liquid water content fluctuations
in the cleared cloud medium were theoretically investigated in (1, 2) and relations for
\( \sigma^2_T \), \( \sigma^2_W \) and related fluctuations of \( \epsilon \) were obtained.
Using the fields c(T,W) obtained, one can calculate fluctuations of the intensity level for perturbing (σ^2_x) and probing (σ^2_o) beams in the approximation of the smooth perturbation method. The agreement between experimental and theoretical dependencies of σ^2_x and σ^2_o on r_o is illustrated in Fig. 8. The second problem associated with the mechanism of perturbing additional fluctuations due to transformation in pulsations of initial amplitude-phase distribution of radiation field in a cloud medium was tackled in [1]. Typical curves showing the development of random inhomogeneities of liquid water content and aerosol temperature induced by fluctuating beam are given in Fig. 9 [7].


The breakdown which occurs under propagation of high intensity laser radiation (I_{th} > 10^{10} - 10^{14} W·cm^{-2}) for λ = 10.6 - 0.5 μm gives rise to formation of plasma and appreciable radiation extinction. Given liquid and solid aerosol particles in gases, the threshold of breakdown is significantly reduced (at λ = 10.6 μm I_{th} < 10^8 W·cm^{-2}). This may result in considerable deterioration of propagation conditions of intense laser radiation in the atmosphere at intensities of I > I_{th}.

Experimental investigations of optical breakdown in aerosols are extensively reported in literature [8,9,10,29,30,31,36,37,43,56]. The theory of laser radiation propagation in aerosols above the breakdown plasma formation has not been developed to the extent to which was the theory of intense radiation propagation in droplet aerosol at I < I_{th}.

Let us briefly consider the major results of investigating optical breakdown in aerosols.
The threshold of optical breakdown is little dependent on the composition of aerosol particles and strongly dependent on radiation wavelength and pulse duration. Fig. 10 summarizes the results obtained by different researchers for a breakdown threshold \( I_{th} \) in the wavelength range \( \lambda = 0.35 - 10.6 \, \mu m \). In the wavelength range under consideration the dependence \( I_{th}(\lambda) \) is satisfactorily approximated by the relationship \( I_{th} \sim \lambda^{-2} \) which is experimentally supported in [15,29]. One can identify several types of optical breakdown on individual aerosol particles (solid and liquid) and on ensembles of them. Several types of optical breakdown at the wavelength \( \lambda = 1.06 \, \mu m \) are illustrated by the Table 2.

<table>
<thead>
<tr>
<th>Effect</th>
<th>I, W.cm(^{-2})</th>
<th>Type of particles</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local optical discharge</td>
<td>( 4 \times 10^9 - 2 \times 10^{14} )</td>
<td>Solid particles ( d = 0.2 - 40 , \mu m )</td>
<td>Lencioni D.C. (1974)</td>
</tr>
<tr>
<td>Local optical discharge</td>
<td>( 10^9 - 10^{10} )</td>
<td>Water droplets ( d = 30 - 100 , \mu m )</td>
<td>Mamonov V.K. (1978)</td>
</tr>
<tr>
<td>Extended optical discharge</td>
<td>( 10^8 - 10^{10} )</td>
<td>Solid particles ( d = 2 - 16 , \mu m )</td>
<td>Basov N. et al. (1978)</td>
</tr>
<tr>
<td>(LLS)</td>
<td></td>
<td></td>
<td>Parfenov V. et al. (1976)</td>
</tr>
<tr>
<td>Low-threshold collective optical discharge (LCOD)</td>
<td>( 2 \times 10^6 - 2 \times 10^7 )</td>
<td>Ensemble of solid particles ( N &gt; 10^3 , cm^{-3} )</td>
<td>Zakharchenko S. et al. (1989)</td>
</tr>
</tbody>
</table>

The first studies on air breakdown on water droplets were carried out in [36,37] with the use of ruby laser. It was established in [30] where the interaction of Nd\(^{3+}\) : YAG laser radiation \( (I_0 = 10^9 - 10^{10} \, W.cm^{-2}) \) with water droplets of 10 - 70 \, \mu m diameter was investigated that air breakdown was initiated only when primary sites of breakdown emerged in droplets. Two modes in evolving breakdown sites with spherically symmetric and asymmetric shock waves were identified. The studies [30,31,36,37] have shown that the reduction of air breakdown threshold which is observed in the presence of droplets is caused by the emergence of optical breakdown sites in them. These sites may be initiated by interaction of radiation with droplet microimpurities and the existense of diffraction maxima of intensity.

On extended atmospheric paths, optical breakdown is realized in the form of a long laser spark (LLS) which was observed on 2 - 60 m paths in [9,11,35,56 and others]. Different hypotheses were put forward as to the mechanism of LLS formation. The aerosol nature of LLS at \( \lambda = 1.06 \, \mu m \) was substantiated in [59]. When LLS is formed the breakdown threshold falls as compared to breakdown threshold in the focal space of the beam.

In the dust-laden air \( (0.1 - 10 \, g.m^{-3}) \) the conditions emerge under which the threshold of optical breakdown is reduced to \( 10^6 - 10^7 \, W.cm^{-2} \) [57]. What we observe is the so-called low-threshold collective optical discharge (LCOD) under which breakdown sites near individual aerosol particles influence each other and develop collectively.

Physical understanding of spatial-temporal variations in optical cross-section of breakdown plasma and experimentally obtained dependencies of breakdown threshold on particle size as well as other findings allowed a member of authors to propose semi-empirical models which make it possible to assess aerosol transparency \( T_A = E/E_0 \) under laser radiation pulse propagation [15,59 and others]. The examples of calculating the dependencies of \( T_{1.06} \) and \( T_{10.6} \) on energy density of laser radiation \( E \) are given in Fig. 11 [15].

![Fig.11. 1.06 μm (a) and 10.6 μm (b) radiation transmission as function of average energy density [15].](image)
These models qualitatively describe dependencies of $T_A$ on $E_o$ which were obtained in experiments.

An interesting feature of aerosol transparency variations under the effect of coupled CO$_2$ laser pulses was noted by Autric M. et al. [10]. It has been found that as the first pulse passes, a sort of cleaning of radiation propagation zone occurs due to evaporation of particles and their removal. Thus the zone becomes more "transparent" for passing the next pulse. The effect is the strongest and transparency may increase threefold when the time interval between pulses is about 100 μsec.

6. Potential applications of effects of interaction between intense laser radiation and aerosol.

The potentialities in using some effects of interaction of intense laser radiation with liquid and solid aerosol particles were discussed in literature in the context of handling the following practical tasks:
- fog clearing over airport runways [33, 51];
- hole-boring in fogs and clouds [21];
- improvement of viewing range of laser beacon in fog [51, 52];
- remote identification of chemical composition of air pollutants with the use of LLS [12, 19].

Improvement of visibility range of laser beacons in fog seems a more realistic task. As was found in [51] the increase of several fold in detection range for visible laser light scattered in a clearing zone of 10 cm diameter (from 300 m to 1.5 km) will take CO$_2$ laser power less than $10^5$ W. The efficacy of the method is reduced with a diverging CO$_2$ laser beam and improved with a converging one [52].

In conclusion let me apologize to those colleagues whose works were not mentioned in my review. I want to thank most warmly Dr. M. Autric, Dr. Sh. M. Chitanvis and Dr. G. W. Sutton that they have found it possible to send me the results of their recent studies. I also appreciate the assistance I have received in preparing the review from my colleagues Drs R. Almaev, E. Ivanov, V. Mamonov, L. Semenov, A. Skripkin, A. Slesarev and S. Zaharchenko.
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CLOUD HOLE BORING WITH INFRARED LASERS-THEORY AND EXPERIMENT

E. J. Caramana, R. L. Morse, G. P. Quigley
J. R. Stephens, R. B. Webster, G. W. York

MS E531 Los Alamos National Laboratory
Los Alamos, NM 87545

Results of experimental attempts to produce an optically clear channel in a water cloud by evaporating the cloud droplets with a CO₂ laser are presented. Using scattered light it is possible to visualize the clear channel produced. Measurements of the fraction of power transmitted through the channel at visible wavelengths give insight into the clearing mechanisms. The present data suggest that the water droplets explode in the process of clearing. A theoretical explanation of why this should occur is presented and predictions of the onset of droplet explosions are made.

Introduction

The ability to clear an optical channel in a cloud has applications ranging from defense to ground based meteorological observation. The interior of many natural clouds cannot be probed by conventional optical means due to the large optical depths often encountered. By evaporating the liquid water in a cloud, it is possible to temporarily create an optically clear channel. This paper presents results of laboratory experiments performed with the objectives of determining the conditions under which a high power pulsed CO₂ laser can be used to evaporate water droplets in clouds. The present data are intended to form clouds without fluid turbulence in the cloud chamber. The clearing laser beam cuts across the cloud transverse to the direction of flow. Flow speed can be varied from 5 cm/sec to over 100 cm/sec. Throughout this range the flow is turbulent. Measurements of the background cloud temperature, droplet size distribution and liquid water content are made to characterize the clouds with which the laser interacts. Typically these clouds have liquid water contents of 0.6%/gm/cm³. The liquid water content is measured with a probe manufactured by Gerber Scientific. Liquid water contents range from 0.6 gm/cm³ to 2.4 gm/cm³. For the data presented in this paper the liquid water content is about 0.8 gm/cm³. The droplet distribution is measured using the Forward Scattering Spectrometer Probe manufactured by Particle Measuring Systems Inc.. The droplet size distribution is shown in Fig. 2. This distribution is insensitive to liquid water content and flow speed over the aforementioned ranges.

Experiment

The experiment consists of boring a hole in a cloud while monitoring the scattering and transmission of visible probe beams that are propagated through the hole. A schematic of the experimental arrangement is shown in Fig. 1. The cloud is produced in a recirculating wind tunnel built by Boeing Aerospace Corporation. Droplets are formed by high pressure impaction in the fog chamber and then carried by the flowing air into the cloud chamber. The cloud chamber is a tube 80 cm in diameter and 5 m long. The clearing laser beam cuts across the cloud transverse to the direction of flow. Flow speed can be varied from 5 cm/sec to over 100 cm/sec. Throughout this range the flow is turbulent. Measurements of the background cloud temperature, droplet size distribution and liquid water content are made to characterize the clouds with which the laser interacts. Typically these clouds have liquid water contents of 0.6%/gm/cm³. The liquid water content is measured with a probe manufactured by Gerber Scientific. Liquid water contents range from 0.6 gm/cm³ to 2.4 gm/cm³. For the data presented in this paper the liquid water content is about 0.8 gm/cm³. The droplet distribution is measured using the Forward Scattering Spectrometer Probe manufactured by Particle Measuring Systems Inc.. The droplet size distribution is shown in Fig. 2. This distribution is insensitive to liquid water content and flow speed over the aforementioned ranges.

The hole is bored by illuminating the cloud of water droplets with the radiation from a CO₂ laser at 10.6μm. This wavelength is an efficient choice for cloud clearing because it is strongly absorbed by liquid water and weakly absorbed by water vapor; thus, most of the laser energy is used to evaporate water instead of heating the air. The laser used is the Meteor II laser at Los Alamos National Laboratory, which is an e-beam initiated DF+CO₂ chemical laser. This laser produces pulsed outputs of up to 360 Joules with typical pulse lengths of 25 μsec. The laser output is a circular beam, 10cm in diameter with a nearly uniform flux distribution. The output beam is focussed to a 5cm diameter spot in the center of the cloud chamber. This yields fluences of up to 12 J/cm² at the focus, with 10 percent variations across the chamber. Plots of laser power as a function of time are shown by the solid curves in Fig. 3 (The scale for these curves is to the left of the plot). The gain switched spike at early times contains a few percent of the total energy of the pulse.

The simpler of the diagnostics used is the “sheet of light” in which a video camera records the slow time dependence of the forward scattering of a plane of 0.633μm light. The light sheet is produced by spreading the beam from a HeNe laser with a cylindrical lens just before the beam passes through the sapphire beam stop (see Fig. 1). The video camera is located on the other side of the cloud chamber several degrees off the axis of the clearing beam. In the schematic, the light sheet would be perpendicular to the page. Three photographs obtained with this method are shown in Fig. 4. The channel appears distorted by foreshortening due to the small angle and close proximity from which it is observed. In reality the sides of the channel are nearly parallel. By examining these photos, one sees that immediately following the clearing beam an optically clear channel, characterized by low scattering of visible light, has been produced. At later times (≥3.5 sec) the edges of this channel are beginning to break up due to fluid motion present in the cloud. It is not presently possible to form clouds without fluid turbulence in the cloud chamber. While the hole is being bored, and for 2 msec afterwards, the fraction of power transmitted through the hole at 0.488μm is monitored. Fig. 3 presents data obtained when varying the clearing beam flux. The flux was varied by placing various plastic attenuator sheets in the beam path. The initial increase in turbidity (decrease in transmission) is characteristic of all of the data taken in which a rapid change in transmission is observed. It is clear from curve a) that this increase in turbidity does not preclude the possibility of clearing a channel. Although not apparent from the graphs, the final transmission levels were maintained for at least a 2 msec at which time the sampling of the signals was stopped. A possible explanation for the increase in turbidity is presented in the next section.

Theory

Because of the long duration of the increase in turbidity evident in Fig. 3 c), d) and e), it is unlikely that this increase is due to scattering caused by acoustic waves or vapor halos surrounding the evaporating droplets. Instead, it appears likely that the droplets are exploding, forming a new distribution of smaller droplets. When sufficient energy is present in the portion of the clearing pulse that comes after the explosions, as in Fig. 3a, the smaller droplets are evaporated and a clear channel is produced. If the remaining energy is insufficient to evaporate the small droplets, a partially cleared channel is produced (Fig. 3b) and in some cases the channel actually becomes more turbid as a result of the laser interaction (Fig. 3c-e).
The reason for this explosion is that heat deposited near the center of a droplet cannot diffuse to the droplet surface on the time-scale of the present laser-cloud interactions. Thus, the temperature at the center of the droplet can reach very high levels. The droplet explodes when the central temperature reaches the temperature of the spinodal curve for water at atmospheric pressure (approximately 305°C) [3]. Above the spinodal temperature, water is thermodynamically unstable to a continuous phase transformation. For temperatures near but below the spinodal temperature, the water is in a metastable state and can undergo a phase transition only by nucleation of a vapor bubble. In either event, pressures near 200atm are expected near the center of the droplet when the phase change occurs. These pressures will then rapidly disassemble the droplet. The details of disassembly are not discussed in this paper, rather a prediction is made of when such disassembly is to be expected.

We now develop a simple model for predicting the onset of droplet explosions. A similar model has been developed previously to explain the observation of explosions in single droplet experiments [4]. That model was necessarily more complicated because the droplets considered were large compared to the wavelength of radiation. Thus, focusing and attenuation of the radiation caused nonuniform heating. Because the droplets in the present experiment are small compared to the 10.6μm wavelength of the clearing beam, it is possible to assume that the rate of heating is uniform throughout. This reduces the problem to that of one-dimensional energy conservation in the radial direction. The relevant equations are conservation of energy at the surface,

\[ L \frac{dM}{dt} = \frac{4\pi \rho R (T_s - T_a)}{3} = \frac{4\pi \rho R^2 T}{\kappa_w} \frac{\partial T}{\partial r} |_{r = R} \]

and the heat conduction equation,

\[ \rho C_v \frac{\partial T}{\partial t} = Q + \rho \omega \left( \frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial T}{\partial r} \right) |_{r = R} \]

Here, \( R \) is the radius of the droplet, \( \rho \) is the density of liquid water and \( L \) is the latent heat of vaporization of water. \( M \equiv \frac{4\pi \rho R^3}{3} \) is the mass of the droplet. \( C_v \) is the specific heat for liquid water and \( \kappa_w \) and \( \kappa_a \) are the thermal conductivities of air and water. \( T \) is the droplet temperature with \( T_s \equiv T(R) \). \( T_a \) is the ambient air temperature. \( Q \) is the volumetric heating rate. We take \( Q = \frac{10^3}{\tau_D} \), where \( I \) is the incident laser flux and \( \tau_D \) is the absorption cross-section determined from Mie theory. For 10.6μm light interacting with water droplets less than about 5μm in radius, \( Q \lesssim 10^3 \text{cm}^{-1} \). These equations, together with an equation specifying \( T \), have been solved computationally for a variety of methods of determining \( T \), ranging from simply taking \( T_1 = 100^\circ C \) to determining \( T \) from detailed particle balance with water vapor diffusing away from the droplet surface.

For the pulsed experiments considered here, the conditions under which a droplet will explode are not very sensitive to the method of specifying the surface temperature. The reason for this can be understood by comparing the time-scale for thermal diffusion in the droplet with the time needed to heat a droplet to 305°C. The time-scale for thermal diffusion is \( \tau_D \approx \frac{\rho C_v R^2}{\kappa_w} \) and for the 2.5μm droplets typical of the present experiments this is about \( 25 \mu s \). For the 200kW and greater fluxes typical in the present experiments the time to reach 305°C is about \( 5 \mu s \). Thus information regarding the boundary does not have time to diffuse in to the center of the droplet. Examination of Eq. 2 shows that if thermal diffusion is unimportant, the difference between the final central temperature \( T_f \) and the initial temperature \( T_i \) is related to the flux \( F \) measured in \( J/cm^2 \) by:

\[ T_f - T_i = \frac{10^3}{\rho C_v} \int I dt = 240 F. \]

If the threshold for droplet explosion is taken to be when the droplet’s central temperature reaches 305°C having started at 27°C this implies a threshold flux of \( 1.2 J/cm^2 \).

The above situation, in which diffusion can be neglected, constitutes one of two limits that can be easily analyzed. In the other limit, one can determine the incident laser flux \( I \), that would lead to a steady-state central temperature of 305°C. It turns out that such a steady-state does not exist because the droplet is continually shrinking due to evaporation. Thus, estimating the threshold flux in this way leads to a lower bound. This estimate is close to the estimate provided by more detailed calculations because the droplet radius is changing slowly. The steady-state difference between the central temperature \( T_e \) and the edge temperature \( T_i \) in a volumetrically heated droplet is,

\[ T_e - T_i = \frac{10^3}{6\kappa_w} IR^2, \]

where the approximate formula for \( Q \) has been used. For even modest \( I \) the edge of the droplet quickly reaches boiling, thus \( T_e = 100^\circ C \). This implies a threshold flux of

\[ I = 7.2 \times 10^4 R^2. \]

For 2.5μm droplets this gives a flux of \( 115 \text{kW/cm}^2 \).

Fig. 5 presents the results of more detailed computations of the explosion threshold for a 2.5μm droplet irradiated with a constant flux source, together with the experimental threshold values deduced from the data shown in Fig. 3. The solid curve is the theoretical threshold curve. The dashed curve is the simple power threshold estimate given by Eq. 5. The data points correspond to the values of fluence and average flux at a point in time denoted by the squares in figures 3a-f. Note that shattering was not observed in 3f, and for that case the average power was used for plotting. The error bars are an estimate of the error in the fluence based on an uncertainty of one time sample in the digitization of the power.

Conclusions

The good agreement between our simple model of droplet explosion thresholds and the experimental data make it likely that the droplets are exploding under the conditions of our experiments. As can be seen from photographs and transmission data, this does not preclude the possibility of producing an optically clear channel in a cloud. In fact such channels can be produced. Continuing effort is needed to determine the optical quality of such channels (phase distortion) and this work is presently underway at Los Alamos.
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Fig. 1 Schematic Diagram of the Cloud Clearing Experiment

Fig. 2 Droplet Distribution
Fig. 3 Visible probe transmission fraction and laser power
Fig. 4 Sheet of light visualization of optical channel

Fig. 5 Comparison of theoretical estimate of droplet explosion conditions with experimental deductions
INTERACTIONS OF HIGH-IRRADIANCE $\text{CO}_2$ LASER BEAMS WITH INDIVIDUAL MICRON-SIZED WATER DROPLETS

R. L. Armstrong
(Physics Department, New Mexico State University, Las Cruces, NM 88003)

Abstract

Irradiation of absorbing aerosols with intense laser beams initiates many strong interactions, including droplet superheating and plasma formation. In this talk, we summarize recent experiments on the dynamics of laser beam single aerosol droplet interactions.

Introduction

The interaction of a high-irradiance laser beam with an absorbing, micron-sized liquid droplet has been the subject of numerous recent investigations. Mie scattering theory predicts the existence of high-intensity regions (hot spots) within the droplet that depend on droplet radius and complex refractive index. Inhomogeneous evolution of heat distribution in the droplet may result in the temperature within a hot spot reaching the superheat limit. At this temperature, spontaneous homogeneous nucleation of vapor occurs, followed by explosion of the droplet. At still higher irradiance, the plasma breakdown threshold is reached and the primary cause of droplet destruction is the generation of an intense plasma near the irradiated droplet. In this paper, we review recent experimental work on the destruction of water droplets by intense laser beams.

Superheating and Plasma Thresholds

The role of superheating in droplet destruction has been recognized by several workers. Prishivalko and his colleagues developed an approximate model of conductive heat transport in order to estimate droplet superheating behavior. Pendleton neglected thermal conductive and transport processes to obtain estimates of superheated regions within irradiated water droplets, and suggested that the observed droplet explosion patterns could be explained by prediction of what portion of the droplet reached superheat temperature during the CO$_2$ laser pulse. The previously cited work of Park and Armstrong developed an improved thermal conductive heat and mass transport numerical algorithm to investigate droplet superheating. Two temporal regimes were delineated: a "fast-heating" regime, where superheat temperatures are reached within a thermal conductive time and a "slow-heating" regime, where longer times are required in order to reach superheat temperature. In the fast-heating regime of interest in this talk, thermal conduction and mass transport play a minor role in droplet superheating dynamics.

The experimental arrangement is shown in Fig. 1. We used a droplet generator in our experiments capable of producing a stream of nearly uniform droplets of definite size. Measurements could be made. To get sufficient laser fluence required for our experiment we operated the laser in a multine mode (but with more than 90% energy output at the 10.591\mu m wavelength) and focused the beam to an approximate 325\mu m by 220\mu m spot. A stream of droplets was then directed through the focal volume where disintegration of droplets, and at higher fluence levels, droplet-induced laser breakdown, occurred.

Time-resolved photographs of disintegrating droplets were made through a microscope by back-illuminating the droplets with an air-plasma generated by a pulsed Nd:YAG laser synchronized with both the generator and the CO$_2$ laser. Thus the Nd:YAG-produced plasma served as a fast (~100ns duration) strobe light allowing "snapshots" of exploding droplets to be taken with a conventional 35 mm camera as a function of laser fluence levels. High-speed video camera permitted measurement of pulse energy; uniform plastic sheets provided for attenuation of laser energy.

As the CO$_2$ laser fluence incident on a droplet is increased, there exists a definite threshold above which explosion or disintegration occurs; below this threshold no observable change in the drop takes place. A representative time-resolved photograph of a disintegrating water droplet at fluence level near threshold is shown in Fig. 2. Water droplets with a radius somewhat larger than the wavelength explode on the illuminated side. The reason is that the high absorption of water causes the peak heating to be on that side. Also shown, for comparison, in Fig. 2 is a photograph of an exploding ethanol droplet which has less absorption and explodes on the shadow side. Water droplets have an extremely well-defined threshold for disintegration. In fact, the laser fluence levels slightly above threshold water droplets catastrophically explode. Disintegration threshold fluences range from about 2 to 5 J cm$^{-2}$ and reveal negligible size dependence over the range of droplet sizes measured (radii ranging from ~10 - 50 \mu m).

The measurements are compared to predictions of the superheat fluence, the fluence required to heat any portion of the irradiated droplet to superheat temperature, which for water is approximately 305\degree C. In the fast-heating regime, the super-heat...
fluence given by
\[ F = \frac{\omega c \Delta T \lambda}{3 \pi n K S_{\text{max}}} \]  

where \( \omega \) and \( c_p \) are water density and specific heat at constant pressure, \( \Delta T \) is the temperature difference between superheat and ambient temperatures, \( n \) and \( K \) are the real and imaginary parts of the complex refractive index of water at the wavelength \( \lambda \), and \( S_{\text{max}} \) is the maximum value of the normalized source function within the water droplet.\(^6\)

The theoretically predicted fluence values are shown in Fig. 3 together with experimental thresholds; curve (a) denotes the fluence prediction taking into account the temperature dependence of material properties, and curve (b) the prediction neglecting temperature dependence. It is noteworthy that the former is in better agreement with our measurements of explosion thresholds. Considering that our absolute uncertainty in measurement of explosion thresholds is \( \pm 2.5 \), we suggest that agreement between our measured thresholds and superheat fluence predictions is good. We conclude that for highly absorbing water droplets heated by submicrosecond pulsed infrared lasers, the criterion for laser-induced explosion of droplets is that of superheat fluence.

Thresholds for droplet-induced breakdown were measured by increasing the laser energy (and fluence) until a visible spark was observed on about 50% of the laser shots. At threshold these sparks are much larger than those for similar measurements at visible and ultraviolet wavelengths. One candidate explanation for this finding is the presence of laser supported detonation waves\(^8\) which have more time to expand during the \(-200\) ns \( \text{CO}_2 \) laser pulse than during the much shorter, \( 10\) ns Nd:YAG pulse in the cited experiment.\(^7\) Breakdown threshold values for submicrosecond laser pulses decrease with wavelength: a factor of 4 below the clean-air breakdown threshold, but a factor of 50 above drop explosion thresholds. A trend of slightly higher thresholds for smaller droplets is evident.

### Delays in Superheat Explosions

Homogeneous nucleation of vapor in superheating is a statistical process described by a nucleation rate which is a nonlinear function of temperature and the thermophysical properties of the liquid-vapor systems.\(^10\) Near the superheat thresholds, at a small micro-volume of the droplet within the hot spot reaches the superheat limit temperature. For a finite nucleation rate, a time delay is anticipated between the deposition of heat by the laser pulse and the generation of a sufficient number of nucleated vapor bubbles to cause destruction of the droplet. This delay may, in principle, extend to times where thermal conduction cause a reduction in the hot spot temperature.

Using the experimental arrangement of Fig. 1, the earliest time for visual disruption of the droplet at each energy was recorded while varying the \( \text{CO}_2 \) laser energy. A minimum laser energy value is reached below which no droplet disruption occurs; this defines the threshold fluence \( F_{\text{th}} \). Figure 4 shows \( \tau \) versus \( R \) for several materials where \( \tau \) is the delay in initiation of explosion and \( R \) is defined as \( (F - F_{\text{th}})F_{\text{th}} \), \( F \) being the measured fluence. It is noteworthy that explosion of water droplets initiates long after passage of the \( \text{CO}_2 \) laser pulse, but within the thermal relaxation time for water assuming reasonable values for the hot spot dimensions. The data suggest that \( \log \tau \) is linearly proportional to \( R \). Using homogeneous nucleation theory, near the explosive threshold only a small volume, \( V_h \), of the order of the hot spot region, will be heated to a temperature equal to or exceeding the superheat limit, \( T_{\text{sh}} \). With a finite nucleation rate \( J \), a number \( N = JV_h \) nucleated bubbles of critical size will form in a finite time \( \tau \). We assume the droplet will explode when a critical number \( N_c \) of such bubbles is formed. The expected delay in this case is

\[ \tau = \frac{N_c}{JV_h} \]  

For a temperature \( T > T_{\text{sh}} \), the nucleation rate is given by\(^10\)

\[ J = J_0 \exp(-W/kT) \]  

where \( k \) is Boltzmann's constant and \( W \) is the work required to nucleate a bubble of critical size. Equation 2 may be approximately written in the form

\[ \log \tau = a + bR \]  

where \( a \) and \( b \) are functions of the thermophysical constants.\(^10\) Using published values of these constants, we estimate \( b = -1.04 \) which is in fortuitously good agreement with the experimental value, \(-1.02 \) (see Fig. 4). Two facts should be emphasized in qualifying this agreement; firstly high temperature thermophysical properties used in estimating \( b \) were determined by extrapolation of low temperature data and secondly the experimental errors do not permit a precise determination of slope. Hydrodynamic effects have justifiably been neglected in our model. The acoustic transit time for a 30\( \mu \)m droplet is about 20\( \mu \)sec and no distortion has been observed at this time scale. We do not attempt theoretical estimate of the intercept \( a \), since it requires knowledge of the critical number \( N_c \), as well as the volume of the heated region \( V_h \). However the results do suggest that the dynamics of droplet heating
near the explosive vaporization threshold is adequately explained by classical nucleation theory and that thermal transport processes and the effect of bubble growth can be neglected.

In conclusion, we have shown that observed delays in laser induced explosion of water droplets is explained by homogeneous nucleation of vapor caused by superheating and that energy and mass transport processes may be neglected.
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Figure Captions

Fig. 1. Experimental arrangement for measurement of laser fluence required for droplet explosion and breakdown. Infrared radiation from a pulsed CO$_2$ laser is focused by a 38 mm focal length germanium lens onto single droplets emanating from a vibrating orifice generator (generator not shown). Explosion of the droplets is viewed or photographed through the microscope by using back illumination from an air-plasma generated by a pulsed Nd:YAG laser operating synchronously with the CO$_2$ laser and droplet generator. This synchronization allows time-resolved photographs of exploding droplets made at selectable times after initiation of the CO$_2$ laser pulse.

Fig. 2. Photographs of 35 µm radius water and ethanol droplets showing the criterion used to define initiation of droplet disruption. Note that water explosion initiates on the illuminated side whereas ethanol explosion initiates on the shadow side.

Fig. 3. Measures of CO$_2$ laser fluence required to explode water droplets compared to predictions of superheat fluence. Superheat fluence predictions (from Ref. 6) that account for temperature dependence of specific heat, density, and refractive index (curve a) are in better agreement with measurement than the prediction that neglects temperature dependence of material properties (curve b).

Fig. 4. Time delay for initiation of explosion, $\tau$ versus $R = (F - F_{th})/F_{th}$ for several liquid droplets. The least square fit lines for water and ethanol droplets are shown.
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EXPERIMENTAL STUDY OF THE OPTICAL PROPERTIES
OF SHEAR LAYERS

Larry Chew* and Walter Christiansen**
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University of Washington
Seattle, Washington

1. Introduction

Recent applications of high powered lasers and imaging systems have renewed interest in the study of laser propagation through turbulent mediums.1 If these turbulent mediums consist of fluids with different refractive indexes, then random phase errors in the beam can be produced. Phase errors will cause substantial reduction in beam intensity and therefore loss in beam power transfer through the turbulent medium.2 Gradients in refractive indexes are typically caused by temperature or density differences. Interaction between laser beam and turbulent flows are common occurrences in many engineering applications and two examples are the aeroscience windows and ground based laser systems.3

One of the most common turbulent flow is the shear layer. It forms when two streams of fluid with different velocities meet to share a common interface. The shear stresses resulting from the different velocities initiate an instability called the Kelvin-Helmholtz instability to grow causing the flow to become turbulent.4 The two streams may have different densities and refractive indexes.

Until recently, fluctuation in refractive index due to shear layer turbulence had been assumed to be homogeneous and isotropic. Using this assumption, Vu and Sutton modeled the optical performance of a homogeneous shear layer in terms of the Strehl ratio (defined as the ratio of the peak intensity of a beam with phase aberrations to the peak intensity of an ideal diffraction-limited beam).5 For lack of a better model, this work was accepted by many researchers as a means of predicting the Strehl ratio, although the model has not been adequately tested experimentally to date. In addition, the assumptions on which this model was based has restricted its application to limited situations (for example, the assumption that shear layer turbulence is strictly homogeneous).

In 1971 however, Brown and Roshko observed large scale coherent structures during experimental flow visualization of a shear layer.6 These large structures are vortices (also called eddies) which spin around and cause mass and momentum transfer across the shear layer. The spinning structures are convected downstream at the mean freestream velocity of the shear layer. The existence of coherent structures negates the assumption that shear layer are homogeneous and raises the question as to how coherent structures affect beam propagation characteristics. In addition, Oster and Wygnanski in 1982 showed that external perturbations affect the growth rate of these coherent structures.7 If indeed coherent structures influences beam propagation and these structures can be controlled by external perturbation then that leads to an interesting possibility of controlling beam propagation through shear layers by using external perturbations.

Abstract

This research investigated the effects of coherent structures and external perturbation on the optical quality of a laser beam propagating transversely through a shear layer. A low speed shear layer was generated using two parallel streams of gases (air and helium/argon mixture). A 6.5 cm diameter beam was passed through the shear layer and the far-field intensity profile was obtained to calculate its Strehl ratio. High speed intensity profiles showing multiple peaks instead of a singular Gaussian-like peak suggest that coherent structures influence the shape of far-field intensity profiles. Time averaged pictures showed that external harmonic perturbation of a shear layer can improve its Strehl ratio. In addition, fluid mechanical phenomena such as transition may decrease the Strehl ratio. These results demonstrate that the optical properties of shear layers may be controlled via fluid mechanical means.

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>Experimental constant</td>
</tr>
<tr>
<td>β</td>
<td>Gladstone-Dale constant</td>
</tr>
<tr>
<td>δ</td>
<td>Shear layer thickness</td>
</tr>
<tr>
<td>φ</td>
<td>Phase of wave</td>
</tr>
<tr>
<td>σ²</td>
<td>Mean square of phase deformation</td>
</tr>
<tr>
<td>&lt;(Δ n)²&gt;</td>
<td>Mean square average of index difference</td>
</tr>
<tr>
<td>&lt; &gt;</td>
<td>Spatial average</td>
</tr>
<tr>
<td>⟨⟩</td>
<td>Time average</td>
</tr>
<tr>
<td>ρ₁</td>
<td>Fluid density of upper stream</td>
</tr>
<tr>
<td>ρ₂</td>
<td>Fluid density of lower stream</td>
</tr>
<tr>
<td>i</td>
<td>Integral length scale</td>
</tr>
<tr>
<td>n₁</td>
<td>Refractive index of upper stream</td>
</tr>
<tr>
<td>n₂</td>
<td>Refractive index of lower stream</td>
</tr>
<tr>
<td>SR</td>
<td>Strehl ratio</td>
</tr>
<tr>
<td>U₁</td>
<td>Fluid velocity of upper stream</td>
</tr>
<tr>
<td>U₂</td>
<td>Fluid velocity of lower stream</td>
</tr>
</tbody>
</table>
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The mean square phase aberration was modeled by Sutton as:  

\[ \sigma^2 = 2k^2 < (\Delta n)^2 > \lambda \delta \]

where \( k \) is the wave number, \( \Delta n \) is the index fluctuation, \( \lambda \) is the integral length scale and \( \delta \) is the shear layer thickness.\(^5\) In 1980, Vu, et al., using volume fraction arguments suggested that the index fluctuation may be written as \( \sigma^2 (n_1 - n_2)^2 \).\(^5\) Experimental results by Batt provided the values of alpha of 0.15 and \( \lambda^2 / 8 \) based on heat diffusion measurements.\(^10\)

The final form of the Strehl ratio for a low speed homogeneous shear layer between two optically dissimilar gases was shown by Sutton to be

\[ SR = \exp \left\{ -2 k^2 (n_1 - n_2)^2 \delta^2 / 4 \right\} \]

However, the Strehl ratio of a laser beam passing through a shear layer has not been well predicted using this equation, primarily because of the weakness in the assumptions used.

2.1 Fluid Mechanics Background

It was originally thought that a shear layer was homogeneously turbulent. However, in 1971 Brown and Roshko saw large coherent structures during their flow visualization of a shear layer. In 1973 Rebollo measured growth rate of the layer thickness, \( \delta \), defined as the vertical distance between positions in the flow where velocities have dropped to 99% of their respective freestream speeds.\(^11\) He found that thickness, \( \delta \), grew linearly with downstream distance as long as there was no pressure gradient in the flow. Based on work done at the California Institute of Technology, Dimotakis modeled growth rate and showed that it was a function of velocity ratio and a weak function of density ratio.\(^4\)

Winant and Brown showed that freestream fluid was entrained by these large vortices as they were convected downstream causing a growth in size.\(^12\) In addition, the spinning vortices were seen to pair or amalgamate and therefore enhance the growth process. While studying chemical reaction and turbulent mixing in a shear layer, Breidenthal (1981) saw a region of marked increase in molecular scale mixing.\(^13\) This transition region was characterized by a sudden increase in the number of three-dimensional vortices responsible for increased mixing. The pre-transition region was two-dimensional while the flow in the post-transition region was fully developed and self-similar.\(^13\)

In 1982 Oster and Wygnaski perturbed a shear layer and observed a region of no growth.\(^7\) At the resonant frequency, large vortices appeared axially aligned with uniform spacing. Each vortex cancelled the induced effects of the next, resulting in no net force and therefore constant layer thickness. These changes in shear layer fluid mechanics due to external perturbation suggested that the optical propagation characteristics of the shear layer may be controlled.

3. Experimental Apparatus and Experimental Procedures

The experimental apparatus consisted of the following:

1) Wind tunnel
2) Forcing mechanism
3) Optical set up
4) Data acquisition system
3.1 Wind Tunnel

The wind tunnel as shown in figure 2 consisted of two tunnels, one on top of the other, discharging two separate, optically dissimilar fluid streams into a common test section. Variable speed fans on the lower tunnel enabled the air velocity to be controlled. The upper chamber was separately fed with various gases from pressured bottles. The above configuration enabled the velocity ratio and density ratio of the shear layer to be independently varied. Honeycomb in both tunnels was used to straighten the flow, while the turbulence level was reduced by three screens. Hot wire measurements in the test section revealed a turbulence intensity of less than 0.5% at a mean velocity of 2.4 m/s. A 4-to-1 contraction ratio of the exit nozzles also helped to reduce the turbulence due to the favorable pressure gradient. The splitter plate extended throughout the entire length of the wind tunnel ending just at the exit of the nozzles. The test section measured twelve inches by four inches by two inches and was constructed out of plexiglass. The section contained four optical windows to allow passage of the laser beam. The top and bottom walls were mounted on steel plates enabling adjustment of their position so as to remove the streamwise pressure gradient in the flow. The two free streams, with velocities $U_1$, $U_2$ and densities $\rho_1$, $\rho_2$, initially mixed on contact in the test section to form the shear layer. Finally, the entire wind tunnel was positioned on a cart enabling the test section to be translated in the streamwise direction with respect to the optical system.

3.2 Forcing Mechanism

The source of external perturbation to the shear layer was a 10 mm wide, thin oscillating plate attached to the trailing edge of the splitter plate. The flap was connected by tensioned piano wires to two acoustic speakers which were driven at frequencies ranging from 0 to 350 Hz. In these experiments, the forcing frequency was 280 Hz and the flap peak to peak amplitude was 0.7 mm.

3.3 Optical Setup

The optical apparatus, shown in figure 3, consisted of a spatial filter, collimating lens and receiving telescope mounted on an optical rail. The collimated, filtered beam was directed through a variable aperture which enabled the diameter of the beam to be adjusted between 0.5 cm to 6.5 cm. Two beam paths were formed by a beam splitter; the first beam was directed through the shear layer via three-axis mirrors and then intercepted by the receiving telescope. The far-field intensity pattern was focused onto the image plane through the receiving telescope. The second beam was passed, at right angles to the first beam, through the layer onto a photographic plate to obtain side view pictures of the shear layer at the same instant as the plan view intensity profile.

![Fig. 2: Schematic Diagram of the Wind Tunnel](image1)

![Fig. 3: Optical Setup](image2)

![Fig. 4: Imaging and Processing](image3)
4. Experimental Procedures

In this investigation, the top and bottom streams of the shear layer consisted of a helium/argon mixture (1.8 m/sec) and air (3.0 m/sec). The velocity ratio of the streams was therefore 0.6. Helium (30.6%) and argon (60.9%) were mixed to provide a density ratio of 1.0 with respect to air and also to provide a refractive index difference ($\Delta n = 6.4 \times 10^{-5}$) between the two streams. At such low speeds, density fluctuations were negligible. The growth rate ($d\delta/dx$) was 0.1, which agrees with that obtained by Brown and Roshko. Spectral analysis of hot wire measurements established that the natural or resonant frequency of the flow for the above parameters was 280 Hz.

The experiment consisted of two parts: the first was to obtain instantaneous intensity profiles of a laser beam passing through different parts of a vortex within a shear layer to show the effect of coherent structures on laser beam quality. The second part of the experiment was to obtain time-averaged Strehl ratios of a laser beam first passing through an unperturbed shear layer and then through a shear layer perturbed at 280 Hz.

5. Results

The experimental results are presented in two parts: the first are short duration (100 microsecond exposures) images of a laser beam propagating through a shear layer, and the second are time averaged images (2 second exposures) of the same laser beam.

5.1 Short Exposure Result

Figure 6 shows the effect of coherent structures on a 6.5 cm diameter laser beam centered 5.0 cm downstream from the splitter plate. The upper picture is a 100 microsecond exposure side view shadowgraph of a mixing layer with visual growth rate ($d\delta/dx$) of 0.1, showing the vortices that affect the laser beam. The lower picture is an intensity profile revealing a main peak with smaller satellite peaks on both sides, indicating the effects of coherent structures on beam propagation. The shape differs from that expected for a homogeneous shear layer which has a wide spectrum of turbulent sizes. The far field intensity profile for a homogeneous layer would normally be a single, bell-shape peak with small amplitude fluctuations in the profile. Although not confirmed at this point, appearance of multiple peaks in the intensity profile might be due to the differences in optical pathlength across a shear layer. For example, a ray of light passing through a vortex would experience a very different optical path than a ray passing through a braid, the region between two vortices. These differences cause phase aberrations to the beam wavefront resulting in a complicated far field diffraction pattern.

3.4 Data Acquisition System

An EG&G Reticon camera with 128 x 128 pixel array was used to integrate the image at the camera image plane over a period of either 2 seconds or 100 microseconds. The intensity image was digitized by a Microtex imaging computer system with 12 bit resolution and the image stored on a computer (see figure 4). The Strehl ratio of two digitized pictures was calculated by dividing the peak pixel amplitude of the distorted beam by that of the reference beam. Figure 5 is an example of the pictures obtained by the Microtex imaging system. The x and y coordinate of the figure correspond to the spatial coordinate of the image plane while the z axis indicates the digitized intensity. The picture shown in figure 5 is a pseudo 3-D intensity profile of an Airy pattern (the far field diffraction pattern of a circular, uniform phase laser beam). The central peak is the 3-D image of the Airy disk. The first ring of the Airy pattern can barely be seen in figure 5 because its peak intensity is about 1% of the central peak intensity.

To further test the observation that coherent structures affect beam intensity profiles, a 6.5 cm diameter beam was passed through a series of pairing vortices caused by perturbing the flow at 140 Hz. Figure 7 was taken at 100 microsecond exposure and the beam centered 5 cm downstream from the splitter plate. The initial vortices amalgamated to form even larger vortices whose optical effects on the laser beam were apparent in the intensity profile shown in the figure. Phase distortion of the laser beam by these large vortices along with complicated far-field diffraction resulted in multiple peak intensity profiles. A sequence of pictures also revealed that as these large vortices convected downstream, their corresponding intensity peaks also translated in the camera image - both temporally and spatially. This observation further demonstrated that it was the large vortices which caused multiple peaks to form in the intensity profiles. From these last two figures, there seems little doubt that coherent structures affect shear layer optical propagation characteristics.
images were obtained. A 6.5 cm diameter laser beam was centered 8.5 cm from the splitter plate. The size of the beam and the position of the beam are marked on figure 8 to show the position of the beam relative to the shear layer. A second time averaged picture of the ideal diffraction limited beam is shown in figure 9a. The beam is now Gaussian in shape (because of the time averaging) agreeing well with statistical bell-shaped distributions. The smaller peak on the left front corner is a reference peak used to normalize the peak intensity to remove the effects of laser power fluctuation. When the beam was passed through the linearly growing, unperturbed shear layer, the intensity profile in figure 9b flattened and the peak intensity dropped. The time averaged Strehl ratio was measured at 0.66. This loss of intensity was caused by phase distortions produced by the turbulent shear layer. However, when the same flow was perturbed at the natural or resonant frequency of 280 Hz, the intensity profile narrowed and the Strehl ratio increased to 0.91 (see figure 9c). In fifty sequential trials, the Strehl ratio improvement averaged 38% with a mean value of 0.90 ± 0.07. This remarkable result demonstrated that the optical propagation characteristics of a shear layer may be controlled by controlling its fluid mechanics; this opens new and interesting avenues of research for controlling optical behavior of shear flows.

5.2 Long Exposure Results

Time averaged pictures (2 second exposures) integrated the optical effects of approximately 80-200 vortices passing through the beam. The time averaged Strehl ratio measured the quality of the beam after it passed through the vortex structures in the shear layer.

Shadowgraphs of an unperturbed and perturbed shear layer are given in figure 8 which demonstrates the effects of perturbation on shear layer growth. The natural shear layer grew linearly at a growth rate of 0.1. For this shear layer, the natural Kelvin-Helmholtz frequency (most amplified frequency according to linear instability analysis) was determined to be 280 Hz using a hot wire anemometer and spectrum analyzer. When the flap was oscillated at 280 Hz, the layer stopped growing as shown in the figure 8b. The resulting vortices were constantly spaced and marched downstream uniformly. About 11.5 cm from the splitter plate, the original growth rate was resumed.

To show the effects of perturbing a shear layer on the optical quality of the laser beam, a series of long exposures
(a) Unperturbed shear layer showing a linear growth rate: $\delta/x = 0.1$

(b) Shear layer perturbed at its fundamental frequency (280 Hz) showing no growth from the splitter plate to $X = 11.5$ cm

Fig. 8: Example Shadowgraphs of Unperturbed and Perturbed Shear Layers
(Note: The arrow represents the location of a 6.5 cm diameter beam used to obtain figure 6.)

Finally, figure 10 shows Strehl ratio plotted versus downstream distance from the splitter plate for an unperturbed and perturbed shear layer. The beam was passed through the shear layer starting at 4 cm from the splitter in increments of 1 cm. The Strehl ratio for the unperturbed shear layer clearly shows fluid mechanical influences on optics. The Strehl ratio is first constant at 0.9 from $X = 4$ cm to 8 cm. The SR then decreases rapidly and asymptotes to a value of about 0.35 at $X = 18$ cm. Notice that the region of rapid decrease corresponds well to the region of transition in the shear layer. The transition region is where there is a sudden and definite increase in molecular scale mixing. It is also the region where there is a sudden increase in three dimensional structures. This suggests that smaller scale three dimensional turbulence causes larger phase distortion to a beam than the larger scale two-dimensional vortices. The second line in the graph shows the Strehl ratio at different downstream locations for a perturbed shear layer. The noticeable difference here is that when a shear layer is forced it stops growing for a certain spatial distance (from $X = 8$ cm to 10 cm) and during this time the Strehl ratio remains at a high value of 0.9. This suggests that no growth in shear layer thickness allows for better beam propagation. When the flow begins to grow linearly again the Strehl ratio decreases.

The most obvious difference between an unperturbed and perturbed shear layer is in growth rate. Whether the improvement in Strehl ratio is due wholly or in part, to the halt in layer growth is still not clear at this moment. Further experiments are needed to fully understand the fluid mechanical affects on beam quality. These results promise innovative methods of controlling the optical propagation characteristics of turbulent media, and perhaps methods of improving the transmission of lasers and the reception quality of imaging systems.

6. Summary

A wind tunnel was used to generate a low speed shear layer between two optically dissimilar gases. A 6.5 cm diameter laser beam was passed through the shear layer and the Strehl ratio was measured. Multiple peaks in the instantaneous intensity profile, instead of the usual singular Gaussian-like peak, clearly showed that coherent structures in shear layers affect beam propagation. Externally perturbing the shear layer altered its growth rate, indicating the possibility of controlling the optical propagation characteristics via changes in fluid mechanics of the flow. In particular, perturbing the shear layer at its resonant frequency altered the fluid mechanics of the flow in a manner which improved the Strehl ratio. This research showed that laser transmission through turbulent media may be improved via external control of shear layer fluid mechanics.
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Fig. 9: Effects of Shear Layer Perturbation on Strehl Ratio
(The 6.5 cm diameter laser beam is centered at 8 cm from the splitter plate.
The exposure time is 2 seconds.)
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ABSTRACT

Small-scale thermal blooming is investigated with a linear theory, a fully non-linear
wave optics propagation code, and a laboratory experiment. The linear theory and the
wave optics code show excellent agreement. The laboratory experiment shows excellent
agreement with the modelling for the high spatial frequency modes.

STATEMENT OF THE PROBLEM

- Recently, attention has been directed to the effects of small-scale structure growth due to
thermal blooming, which appears to limit laser propagation through the atmosphere for
short wavelength, large diameter systems.

- Growth of small scale disturbances due to fixed irradiance fluctuations contains most of
the essential physics of small scale thermal blooming.

- Considerable modelling with wave optics propagation codes and analysis has occurred.

- NERA has achieved agreement of codes and analysis for the initial value problem with a
turbulence seed (Hatfield, Myers).

- This effort is our first attempt at anchoring the codes and analysis with experiment.
METHODS OF INVESTIGATION

- CODE
  - PHOTON, wave optics propagation code
  - turbulence, thermal blooming, NLO (Raman)
  - four dimensional: (x, y), z, t

- ANALYSIS
  - Neumann expansion of the linearized blooming equations for infinite beams
  (developed by Hatfield)
  - extension to finite beams

- LAB EXPERIMENT
  - seeded-growth in a liquid blooming cell

GOALS OF EXPERIMENT ANALYSIS

- Provide traceability from analytic theory of thermal blooming to laboratory data
  - Obtain agreement between analytic theory and PHOTON simulations
  - Obtain agreement between PHOTON simulations and laboratory data
  (Phase aberrations are present in laboratory experiment that are currently not
  accounted for in analytic theory.)

- Use time evolution of farfield spot of laser as a diagnostic for small scale thermal
  blooming
  - Growth of high frequency components corresponds to growth of small scale
  thermal blooming

- Finite beam effects must be included
  - Gaussian laser profile ⇒ non-uniform intensity
  - 1/e² beam diameter ~15 times scintillation scale ⇒ whole beam effects on scales
  not too far removed from scintillation scale.

APPROACH FOR MODELLING LAB EXPERIMENT

- Treat laser intensity after intensity screen as input condition
  - Assume independent of time

- Assume blooming cell is a slab absorber ⇒ diffraction negligible in cell

- Propagation of beam to farfield can be performed using Fourier transform
LINEAR THEORY

- Complex amplitude of electric field can be written in terms of intensity and phase
  \[ u = \sqrt{I} e^{i\phi} \]
- Contributions to complex amplitude from unperturbed laser and intensity screen
  - Screen treated as a perturbation to obtain a linear theory
    \[ I = I_0 (1 + I_1) \]
    \[ S = S_0 + S_1 \]
- Whole beam parameters must be retained
- For modelling lab experiment
  - \( I_0 \) - Gaussian intensity profile
  - \( S_0 = 0 \) (uniform phase)
  - \( I_1 \) - Gaussian random variable
  - \( S_1 = 0 \)
  - Assume all input parameters are independent of time
- Predict growth of phase aberrations without further assumptions.

ANALYTIC THEORY: FARFIELD CALCULATION

- Farfield intensity:
  \[ \langle u(\kappa, t) u^*(\kappa, t) \rangle = \frac{1}{(2\pi)^2} \int dr \int dr' e^{-i\kappa \cdot (r-r')} \langle u(r,t)u^*(r',t) \rangle \]
  where
  \( \langle \cdot \rangle \) denotes an ensemble average
  \[ \langle u(r,t) u^*(r',t) \rangle = \langle I_0(r) I_0(r') \rangle \ e^{i/2[S_0(r)-S_0(r')] + 1/2[I_1(r)+I_1(r')+i S_1(r)-i S_1(r')]} \]
- This quantity is the mutual coherence function, which allows one to predict the Strehl.
- Use properties of Gaussian random variables to evaluate ensemble average
- Perform angular integration of \( \langle u(\kappa, t) u^*(\kappa, t) \rangle \) to produce farfield spectrum

COMPARISON OF ANALYTIC THEORY CODE SIMULATION

- Performed PHOTON run using following conditions:
  - Truncated Gaussian laser profile : \( 1/e^2 \) diameter = 2.0 cm
  - Heating rate 32.7 radians/sec
  - Pulse length 0.02 sec
- Intensity screen
  - Generated using Gaussian random variable
  - Variance = 0.068
  - "Scintillation" scale ~ 0.15 cm
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**Evolution of Farfield Intensity**

(Cont'd)

- Amount of energy scattered into large angles higher than computer simulation predicted.
- Assume additional wide angle scattering due to phase aberrations in the system (non-uniform laser phase, optics aberrations, thermal fluctuations in cell).
- Use lab data to determine point spread function due to phase aberrations in blooming all.
- Assume point spread function invariant over time of thermal blooming run (\( \leq 1 \) sec) and convolve with code output at times greater than zero to predict time evolution of laboratory farfield spectrum.
Uncompensated growth is diagnosed via the time evolution of the far-field intensity pattern.

A realistic, multi-mode seed is employed, not a single sinusoidal mode. This allows one, in principle, to calculate and measure the reduction of the Strehl, not simply the growth of a single mode.

The seed is a pseudo-random, fixed intensity screen.

Current Optical Layout

Hardware Specifications

- 2w (514nm) Argon-ion laser
- 25cm long, 6cm diameter I2:CCl4 blooming cell manufactured by Adaptive Optics Associates.
- Cooled CCD with 12 bit readout
- Optics all λ/20 or λ/10; far field lens is a plano-convex, 2m f.l. lens.
- Cell was temperature regulated, −0.01°C/hr, to stabilize behavior but liquid still adds significant phase.
HARDWARE SPECIFICATIONS (cont'd)

- Intensity screen
  - 256x256 Gaussian white noise, Gaussian correlation function.
  - 2048x2048 binary pattern (opaque/clear) with each 8x8 region having average transmittance of a 256x256 pixel
  - contact printed in chromium onto λ/20 optical flat

"NEAR FIELD" INTENSITY THROUGH SCREEN

A THERMAL BLOOMING RUN

- Optics and filters are positioned, aligned, laser on.

EXPOSURES
- Oper shutter 1 to bloom the cell
- Expose and read out the far-field CCD 17 times:
  - open shutter #2 for 5ms
  - shift and read out a 32 pixel wide strip
- Close shutter 1

BACKGROUND MEASUREMENT
- Open shutter 1
- Read out the far-field CCD 17 times
  - shift and read out a 32 pixel wide strip with shutter #2 closed
- Close shutter 1

EXPERIMENT PARAMETERS

- 1.5 w through beam expander
- 33% average screen transmittance
- 33% absorption in cell
- 1s run time, 17 frames
- 5ms exposures, spaced ~ 60ms apart
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EXPERIMENT WITH AND WITHOUT INTENSITY SCREEN

WITH SCREEN

NO SCREEN

- High frequencies show relative growth with the intensity screen seed. With no screen, the high-frequency tail does not change shape - it just moves out.

UNBLOOMED LIQUID ADDS PHASE

- The t=0 spectra are quite different when the cell is empty or filled with CCl₄.
- These data, normalized for constant total power, show that the thermally stabilized liquid adds significant phase to the beam.
QUANTITATIVE AGREEMENT

1 = 0, 0.5, 1s

- The high frequency growth is quantitatively the same for the lab experiment and the model corrected for the initial conditions and using the measured "near field".
- The high frequency growth agrees over the region of adequate SNR (down to <1 A/D unit measured intensity).
- The low frequencies disagree and the data also show bumps which are presumably non-stationary diffraction rings.

CONVOLVING PHOTON OUTPUT

- Phase aberrations in system significantly alter farfield intensity

CONCLUSIONS

- Linear theory and code simulation show excellent agreement.
- The experimental results verify the modelling predictions for the growth of the seeded, high frequency modes when the model is corrected for non-ideal initial conditions.
- Low-frequency/whole beam behavior currently disagrees. Possible explanations include details of the experiment protocol and are currently under examination.
- We have a triad of tools – linear theory, code simulation, and laboratory experiment – which agree on the effects of small-scale structure growth due to thermal blooming.
NATURAL AMELIORATION OF BEAM QUALITY DEGRADATIONS CAUSED BY ATMOSPHERIC PROPAGATION OF HIGH ENERGY LASER RADIATION
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ABSTRACT

Non-linear interactions of a high energy laser beam with the atmosphere lead to severe wavefront distortions and reduced performance of ground-based laser systems. We discuss the role of natural atmospheric dynamics in ameliorating these wavefront degradations and in improving system performance. Atmospheric wind fluctuations, both vector wind gradients and random variations, play a role in reducing the effects of thermal blooming. Computer simulations are used to calculate system performance in the presence of idealized linear wind shear and random mini-shear. Substantial seasonal performance improvement can be realized when natural ameliorating atmospheric effects are present. We also find that significant amounts of high energy laser power can be transmitted from a ground-based laser site in the southwestern United States.

INTRODUCTION

When a high energy laser (HEL) beam propagates through the atmosphere, it suffers wavefront degradations due to its interactions with the atmosphere. Two of the major physical effects responsible for these wavefront distortions are optical turbulence, thermal blooming and their mutual non-linear interactions. These HEL-atmosphere interactions lead to reduced energy deposition on a distant target. In order to improve the far-field performance of a ground-based-laser (GBL) system, one must find ways to ameliorate the wavefront distortions caused by HEL-atmosphere interactions.

One way of compensating the atmospheric effects on the HEL wavefront is to pre-distort the outgoing HEL beam with an adaptive optics (AO) system so that one can obtain an undistorted wavefront upon propagation through the atmosphere. But, if a phase-only AO system is used to correct the outgoing HEL wavefront, small scale structure on the HEL beam can grow unstable, leading to a catastrophic breakup of the HEL beam. This positive feedback mechanism between a phase-only AO system and the HEL beam has been named the phase compensation instability (PCI) [1]. PCI is characterized by an exponential growth in time of small-scale filamentary structure on the HEL beam as laser pulses propagate through the bloomed atmosphere.

It has recently been recognized that there exist natural processes in the atmosphere which also ameliorate the wavefront distortions caused by turbulence-blooming interactions, resulting in improved GBL system performance. In this paper, we investigate the role of such natural atmospheric effects in providing amelioration of HEL distortions and the ability to transmit HEL power through the atmosphere from a GBL site.

Significant progress has been made over the past few years in understanding the basic turbulence-blooming interactions which cause wavefront aberrations of an HEL beam propagating through the atmosphere. Analytical models and sophisticated computer simulation codes have been
developed to study the complex HEL-atmosphere interactions and have led to predictions of the performance of candidate GBL systems. Simple analytical models with uniform atmosphere have been developed to look at the role of wind fluctuations in damping PCI growth [2]; but, in this report, we present the results of a qualitative analysis using computer simulations. We have used a 4-D propagation code, GRAND, developed at the Lockheed Palo Alto Research Laboratory, which performs detailed wave optics calculations of the effects of turbulence and thermal blooming on an HEL wavefront, and includes models of a phase-only AO system and of time-dependent atmospheric kinematics.

After a brief description of amelioration provided by natural atmospheric processes, we discuss the role of idealized linear wind shear and of random wind fluctuations in ameliorating wavefront degradations and in improving GBL system performance. We then utilize atmospheric characterization from a GBL site, at the White Sands Missile Range (WSMR), New Mexico, to study the effects of real atmospheric dynamics on HEL propagation and the transmission of HEL power as a function of season. We conclude with a few cautionary remarks about predicting performance of larger GBL systems based on results discussed here.

AMELIORATION BY ATMOSPHERIC DYNAMICS

When an HEL beam propagates through the neutral atmosphere, some of its energy is absorbed to heat the atmospheric constituents. Although the temperature rise is minute compared to the ambient temperature, the resulting refractive index variations are large at optical wavelengths and can severely distort the propagating HEL beam. This non-linear process is called thermal blooming. Interactions of atmospheric turbulence and thermal blooming can lead to an enhancement of small scale structure on the HEL beam, resulting in a beam breakup and reduced far-field performance.

Any process which reduces the effects of thermal blooming on HEL wavefront helps in improving system performance. When there is no wind component transverse to the HEL beam path, heat accumulates in a column of air defined by the propagating beam and results in beam distortions due to severe thermal blooming. A uniform, unidirectional wind can transport some of the heat out of the beam path between HEL pulses, but cannot prevent the growth of PCI from small-scale structure on the wavefront. For damping PCI growth, one must somehow realign or scramble the 3-D filamentary structure on the HEL wavefront and prevent it from being reinforced. A non-uniform atmospheric wind profile will cause such realignment or scrambling of PCI structure to improve the overall system performance.

Although there is only one fundamental mechanism for suppressing PCI growth, we differentiate between the amelioration provided by a linear wind shear and by random wind fluctuations for the purposes of this paper. If there exists a change in wind speed with altitude, it realigns the PCI modes along the downwind direction to stem their growth. In the case of a wind spiral, where the wind direction changes in height, a similar realignment process is applicable, perhaps less efficiently. We call the amelioration by linear wind shear the linear realignment. The second kind of wind amelioration is due to mini-shear where there are random fluctuations of transverse wind components with altitude. In this case, PCI modes are prevented from being reinforced by random fluctuations of vector wind as the HEL propagates through the atmosphere. We term the amelioration by random wind fluctuations the mini-shear scrambling. We will discuss the comparative roles of both linear realignment and mini-shear scrambling in improving the performance of GBL systems.

The other major physical process which under certain circumstances can provide the required amelioration is turbulent mixing. Turbulent mixing is characterized by a time-dependent velocity field at a given height which induces local mixing of deposited heat; in comparison, mini-shear assumes uniform wind velocity at a given altitude. The physical processes of turbulent mixing relevant to HEL propagation are not yet fully understood and are an active area of investigation. Some researchers [3] in the propagation community have suggested that wind mini-shear will provide larger amelioration of HEL wavefront degradations than turbulent mixing in all relevant GBL scenarios, but the agreement is far from unanimous [4]. The relative importance of turbulent mixing vis-a-vis mini-shear in HEL amelioration remains unclear at this time. For these reasons, the ameliorating role of turbulent mixing will not be further pursued here.
To assess the role of natural amelioration on HEL wavefront degradations, we must define a reference (baseline) GBL scenario, against which the effects of atmospheric dynamics can be judged. Table 1 lists a set of HEL, AO and atmospheric parameters that characterize the baseline GBL scenario. We have chosen the propagation medium to be a 5 km high uniform atmosphere. Optical turbulence is characterized by a 11.7 cm Fried $r_0$ value. The total heating in the atmosphere is represented by an integrated absorption of 0.75%. We have assumed a unidirectional constant wind of 3 m/s. There is no beam slewing in the baseline scenario.

**TABLE 1**

**GBL BASELINE SCENARIO**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform 5 km atmosphere</td>
<td></td>
</tr>
<tr>
<td>Turbulence $r_0$</td>
<td>11.7 cm</td>
</tr>
<tr>
<td>Integrated absorption</td>
<td>0.75%</td>
</tr>
<tr>
<td>Distortion number, $N_D$</td>
<td>125</td>
</tr>
<tr>
<td>Unidirectional wind</td>
<td>3 m/s</td>
</tr>
<tr>
<td>No beam slew</td>
<td></td>
</tr>
<tr>
<td>HEL wavelength</td>
<td>1.06 $\mu$m</td>
</tr>
<tr>
<td>HEL rep. rate</td>
<td>100 Hz</td>
</tr>
<tr>
<td>AO actuator spacing</td>
<td>8 cm</td>
</tr>
</tbody>
</table>

We assume the HEL wavelength to be 1.06 $\mu$m and the HEL pulse repetition rate to be 100 Hz. The level of thermal blooming can be specified by the Bradley-Hermann distortion number $N_D$ which is proportional to the HEL intensity (power/aperture) and the effective integrated heating (integrated absorption/wind speed) and is given by $N_D = C (P/D) \int (\alpha/v) \, dz$, where $P$ and $D$ are the HEL transmitted power and aperture, $\alpha$ and $v$ are height-dependent absorption and wind speed, and $C$ is a constant.

The power and aperture (diameter) of the GBL system were chosen to give an $N_D$ of 125. This is a fairly stressing GBL scenario. It should be noted that the value of $N_D$ decreases as wind speed $v$ increases, but that a wind spiral alone does not change $N_D$. In cases where wind speed increases with altitude, as discussed in the next section, the value of cumulative $N_D$ will be lower than the baseline value of 125. Since we are interested in the performance of a given GBL system, we do not change system parameters such as HEL power and aperture, and atmospheric parameters such as absorption profile to adjust the value of $N_D$ in the parametric studies.

A simple low-pass filter model is used for the AO system in the GRAND simulations reported here, although a detailed AO model with multiple adaptive mirrors, wavefront sensors and wavefront reconstructor is available. The effects of such a low-pass filter correction on GBL system performance (including the effects of PCI onset and growth) can be represented by the effective actuator spacing on the deformable mirror (DM) in the AO system. We have used an 8 cm effective actuator spacing (projected on the primary mirror) for the current simulations.

The GBL system performance is customarily represented by a Strehl ratio, defined as the ratio of peak intensity in the far-field normalized by that for the diffraction-limited case. One can use other figures of merit such as encircled energy to measure system performance. The baseline GBL system performance is shown in Figure 1 as a plot of Strehl ratio vs. time. Time is shown in terms of number of cycles or number of HEL pulses transmitted at the repetition rate of 100 Hz. We can see that the Strehl ratio degrades very quickly from an initial turbulence-limited value of about 0.87 to less than 0.1 in less than 10 cycles (0.1 sec). In the remainder of this paper, we discuss ways to improve the GBL system performance shown in Figure 1.
ROLE OF LINEAR WIND SHEAR

In the atmosphere, wind velocity changes (either in speed or direction or both) as a function of altitude above ground. In this section, we are more interested in systematic changes in wind velocity with height (linear shear) rather than random wind fluctuations that are characteristic of mini-shear. We discuss two types of linear wind shear: change in wind speed (speed shear) and in wind direction (direction shear).

The effect of linear wind speed shear on GBL system performance is shown in Figure 2a. The background wind profile is constant (3 m/s) and unidirectional, same as the wind profile used in the baseline scenario. We define a wind speed shear with \( v(h) = v_0 + \alpha h \), where \( \alpha \) is given in m/s/km and \( 0 < h < 5 \) km. Strehl ratio vs. time curves for three values of \( \alpha \) are shown in Figure 2a (GRAND runs were continued up to 25 cycles or 0.25 sec). Note that the distortion number \( N_D \) varies with the magnitude of speed shear and reduces from 125 for \( \alpha = 0 \) to about 76 for \( \alpha = 4 \) m/s/km.

![Figure 2a: System performance with wind speed shear.](image)

**Figure 2a.** System performance with (a) wind speed shear and (b) wind direction shear.

It can be easily seen that substantial performance improvement can occur in the presence of linear wind speed shear. In the absence of speed shear (\( \alpha = 0 \)), the Strehl ratio drops below 0.1 in less than 0.1 sec, whereas for \( \alpha = 4 \) m/s/km, which corresponds to wind speed increasing from 3 m/s at ground to 23 m/s at 5 km, the GBL performance achieves a quasi-steady state around a Strehl ratio of about 0.6. This is an example of amelioration by the linear dealignment process, where a strong transverse wind gradient can prevent the growth of PCI structure and improve the overall system performance. Note that a slewing beam following a moving target can also provide the large wind speed shear, even in the absence of ambient speed shear, and thus improve system performance.

Figures 2b demonstrates the effects of wind direction shear or wind spiral. As before, we have a background constant wind speed of 3 m/s (\( N_D = 125 \)), but the wind direction changes with height and is given by \( \theta(h) = \beta h \), where \( \beta \) is given in degrees/km and \( 0 < h < 5 \) km. Three GRAND runs with \( \beta = 0 \), 20 and 40 degrees/km are shown in Figure 2b. Note that the case with \( \beta = 40 \) degrees/km corresponds to a total wind spiral of 200 degrees in an altitude of 5 km. A wind spiral also provides the linear dealignment of the small-scale filamentary structure on the HEL wavefront, but perhaps less efficiently; this leads to a weaker system performance improvement.

The combined effects of wind speed and direction shears, representative of the atmosphere, are shown in Figure 3. We have chosen a wind spiral of 100 degrees (\( \beta = 40 \) degrees/km) and a set of \( \alpha \) values of 0, 1, 2 and 4 m/s/km. Here, both wind speed shear and wind spiral lead to a stronger dealignment of PCI modes and thus to a better system performance. We can expect a somewhat better performance enhancement for a 200 degree wind spiral.
One concludes that in the presence of a moderate wind spiral, large wind speed shear provides strong amelioration of HEL wavefront degradations; a stronger spiral would provide further amelioration. Are these strong wind speed and direction shears realistic? As will be discussed in a later section, wind measurements at WSMR indicate that during some months of the year, wind profiles at WSMR do indeed include such large gradients in vector wind. Thus the performance improvement due to linear wind shear seen in GRAND simulations using ideal wind profiles could be reasonably expected at WSMR.

**EFFECT OF RANDOM WIND FLUCTUATIONS**

It is well established that the changes in vector wind with altitude do not occur monotonically or smoothly, but there is a significant random component in the overall wind profile. Unfortunately, the characteristics of these random variations are not well-known, at least at the spatial and temporal resolutions relevant to HEL propagation. The relevant vertical resolution is on the order of a few meters or less and the appropriate time scale is on the order of a fraction of a second.

In the absence of detailed knowledge of small-scale wind fluctuations, HEL propagation modelers use a model for the process of mini-shear. A mini-shear model included in the GRAND propagation code has been described by Herman and Westerman [5]. This model allows the correlation length to be height-dependent, although we assumed the correlation length to be constant in GRAND simulations used in this paper, primarily for computational economy. We now discuss the impact of random wind variations on HEL propagation.

The mini-shear model is characterized by a constant correlation length of 100 m throughout the atmosphere. To obtain adequate correlation between neighboring heights and to limit the computational load in GRAND runs, a constant layer separation of 50 m was selected through a 2 km atmosphere. The strength (range) of wind fluctuations was specified by the rms (σ) values between 0 and 1 m/s. Note that since the cumulative contribution of mini-shear (random wind fluctuations) to the background heating is negligible, the Nd for each run in this section depends only on the background profile.

Figure 4a shows GRAND performance predictions in the presence of three levels of mini-shear when the background wind profile was constant and unidirectional (no linear shear).
Both levels of mini-shear provide some improvement in system performance over the case with no mini-shear, but the improvement is smaller than that with wind speed shear. The impact of mini-shear in the presence of linear wind shear is shown in Figure 4b. There is no significant additional amelioration due to mini-shear when there is a strong wind speed shear (4 m/s/km) and moderate wind spiral (100 degrees).

As discussed earlier, wind variations provide two mechanisms for ameliorating HEL wavefront degradations: linear dealignment by a large transverse wind gradient and scrambling of PCI growth by random wind fluctuations (mini-shear). From Figure 4a, we observe that in the absence of linear dealignment, mini-shear does provide moderate level of amelioration and improve system performance in PCI-dominated scenarios under consideration here. However, when a strong transverse wind component is present (Figure 4b), additional amelioration due to PCI scrambling by mini-shear seems insignificant.

GBL SEASONAL PERFORMANCE AT WSMR

Site Characterization

We have seen the potential impact of atmospheric wind variations, both linear shear and mini-shear, on the performance of GBL system performance. Are these variations present in the wind environment at WSMR? Unfortunately, this question cannot be answered accurately or confidently. The reason for this is the paucity of high-resolution measurements of wind, and other atmospheric parameters, at WSMR. The problem of atmospheric characterization has been looked at in some detail recently [6, 7]. It suffices to say here that appropriate wind measurements at WSMR are simply not available to adequately address the question of amelioration by wind fluctuations.

The only atmospheric measurements easily available from WSMR are so-called 1988 monthly mean profiles [8]. For each month of 1988, a selected set of atmospheric parameters are listed with altitude with a vertical resolution of about 1 km; only the turbulence ($C_n^2$) profile has higher resolution near ground and is also separated for day and night. These monthly mean profiles are obtained by combining all measurements in a given month regardless of atmospheric conditions during individual measurement campaigns. In spite of their shortcomings, we have used these 1988 monthly mean profiles to obtain a preliminary estimate of the seasonal effects on HEL propagation.

Figures 5a and 5b show two examples of seasonal winds at WSMR. There is a large wind speed shear (about 4 m/s/km) in March, but that in August is much smaller. Conversely, there is much larger effective wind spiral in August than in March. Here, as a first approximation, we define an effective wind spiral as the sum of magnitudes of direction change between adjacent heights from ground to a certain height (5 km), rather than calculating the difference in wind directions at ground and 5 km. The rationale for doing this is that PCI smearing is provided whether wind changes direction clockwise or counterclockwise and that this smearing effect is cumulative.

Figure 5. Seasonal wind speed and direction at WSMR for (a) March and (b) August.
GBL System Performance

The performance for a given GBL system at WSMR for the months of March and August is shown in Figure 6. Random wind fluctuations (mini-shear) have not been added to background wind in these calculations. The results demonstrate that the month of March provides the "best" conditions for power transmission at WSMR, where the Strehl ratio stays above 0.75 throughout a wind clearing time because of the strong wind speed shear. On the other hand, GBL system performance in the August WSMR environment drops below 0.3 at one wind clearing time. In August, a lack of wind speed shear, even in the presence of a strong wind spiral, leads to a degraded system performance. The GBL system performance in all other months is bounded by these two extrema.

Table 2 summarizes the seasonal performance of a GBL system at WSMR. For all twelve months, we have listed nighttime optical turbulence ($r_0$), total heating (integrated $\alpha$), ground wind speed, cumulative wind speed shear ($\Delta v$) and effective wind spiral. The cumulative distortion number, $N_D$, for a particular GBL system and its performance (Strehl ratio, SR) at the end of one wind clearing time are also tabulated. One can see that the nighttime turbulence during summer is weaker (larger $r_0$) than that in winter, while

<table>
<thead>
<tr>
<th>Month</th>
<th>$r_0$ (cm)</th>
<th>$\alpha$ (%)</th>
<th>$v_0$ (m/s)</th>
<th>$\Delta v$ (m/s)</th>
<th>Spiral (deg)</th>
<th>$N_D$</th>
<th>SR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.2</td>
<td>0.54</td>
<td>2.83</td>
<td>17.9</td>
<td>97</td>
<td>49</td>
<td>0.57</td>
</tr>
<tr>
<td>2</td>
<td>11.5</td>
<td>0.60</td>
<td>2.86</td>
<td>18</td>
<td>17</td>
<td>54</td>
<td>0.53</td>
</tr>
<tr>
<td>3</td>
<td>11.6</td>
<td>0.57</td>
<td>3.42</td>
<td>19.6</td>
<td>80</td>
<td>41</td>
<td>0.69</td>
</tr>
<tr>
<td>4</td>
<td>12.2</td>
<td>0.63</td>
<td>3.4</td>
<td>17.3</td>
<td>46</td>
<td>45</td>
<td>0.68</td>
</tr>
<tr>
<td>5</td>
<td>12.6</td>
<td>0.64</td>
<td>3.49</td>
<td>11</td>
<td>59</td>
<td>53</td>
<td>0.51</td>
</tr>
<tr>
<td>6</td>
<td>14.2</td>
<td>0.65</td>
<td>3.47</td>
<td>7.9</td>
<td>69</td>
<td>58</td>
<td>0.47</td>
</tr>
<tr>
<td>7</td>
<td>14.1</td>
<td>0.59</td>
<td>3.05</td>
<td>3.8</td>
<td>151</td>
<td>71</td>
<td>0.33</td>
</tr>
<tr>
<td>8</td>
<td>13.5</td>
<td>0.59</td>
<td>2.74</td>
<td>3.6</td>
<td>172</td>
<td>75</td>
<td>0.28</td>
</tr>
<tr>
<td>9</td>
<td>13</td>
<td>0.74</td>
<td>2.76</td>
<td>7</td>
<td>85</td>
<td>83</td>
<td>0.37</td>
</tr>
<tr>
<td>10</td>
<td>12.4</td>
<td>0.63</td>
<td>3.07</td>
<td>13.4</td>
<td>73</td>
<td>58</td>
<td>0.65</td>
</tr>
<tr>
<td>11</td>
<td>11.9</td>
<td>0.58</td>
<td>2.84</td>
<td>17.1</td>
<td>188</td>
<td>55</td>
<td>0.55</td>
</tr>
<tr>
<td>12</td>
<td>11.1</td>
<td>0.52</td>
<td>2.57</td>
<td>19.7</td>
<td>166</td>
<td>49</td>
<td>0.68</td>
</tr>
</tbody>
</table>

Nighttime turbulence profiles
$
\Delta v = \text{cumulative wind speed shear between ground and 5 km}$
Spiral = cumulative effective direction shear to 5 km
SR = Strehl ratio as a performance indicator
the integrated absorption is a little stronger. The ground-level wind speed is fairly uniform throughout the year. There is a wide variation in vector wind gradient during the year. The wind speed shear between ground and 5 km is much larger in winter and spring (about 17-20 m/s) than in summer and fall (3-13 m/s). The wind spiral behaves somewhat differently, with relatively smaller values during winter and spring compared to other times of the year.

The seasonal trend in the Strehl ratio, given in the last column in Table 2, reflect the wind environment at WSMR. The best Strehl ratio of 0.69 in March is mainly due to the strong wind speed shear which reduces the cumulative distortion number (to 41) giving improved performance. The worst performance (Strehl ratio of 0.28) is seen in August, again primarily due to a weak speed shear. Strong wind spirals during late summer and fall do not help system performance if there is no speed shear.

Effect of Mini-Shear

What role can mini-shear play in improving the seasonal performance of a GBL system? We added the random correlated wind fluctuations to the background wind profiles for the months of March and August. The mini-shear parameters, as before, were constant 100 m correlation length, 50 m layer separation in a 2 km atmosphere and rms values of 0, 0.5 and 1 m/s. Figures 7a and 7b show GRAND predictions of system performance for the months of March and August. There is no noticeable improvement in system performance by adding mini-shear to the background wind profile in March, whereas there is substantial performance improvement for the month of August. When there is strong amelioration due to linear wind shear, particularly speed shear (e.g. in March), mini-shear provides little additional amelioration. On the other hand, when amelioration due to linear wind shear is weak (as in August), mini-shear can provide significant additional amelioration for improved performance. Note that the August GBL system performance with mini-shear almost approaches that in March. It is reasonable that stronger mini-shear (larger σ) should give better performance improvement.

Performance of Larger GBL System

We have seen that a GBL system characterized by an Nd of 125 can successfully transmit HEL power through the WSMR atmosphere in the month of March with the Strehl ratio staying above 0.75 at one wind cleaning time. How would a bigger GBL system perform under the same atmospheric conditions? Figure 8 presents the system performance of a GBL system at WSMR with Nd of 250 in comparison with a smaller system. The
performance of the larger GBL system degrades to a Strehl ratio of about 0.5, compared to 0.77 for the smaller system. If we add a mini-shear of 1 m/s to the larger system, the system improves somewhat, giving a Strehl ratio of 0.6 at one wind clearing time; stronger mini-shear would lead to better performance improvement. With a larger system (stronger thermal blooming), the PCI growth rates tend to be bigger leading to a worse performance, even in the presence of strong linear wind shear as we have in March. Additional amelioration is provided by the mini-shear scrambling. Note that the performance of a fairly large system (ND of 250) stays above 0.5 in one wind clearing time even without the benefit of random wind fluctuations and almost approaches that of a smaller system with fairly strong mini-shear.

CONCLUDING REMARKS

We have investigated the role of natural atmospheric dynamics in ameliorating HEL wavefront degradations induced by turbulence-thermal blooming interactions. Computer simulations were performed with Lockheed 4-D wave optics propagation code, GRAND, using both ideal atmospheric conditions and using representative atmospheric conditions at WSMR. A secondary goal of this work was to demonstrate the power transmission capability from a GBL site in WSMR as a function of season.

A fairly stressing GBL scenario (ND of 125), which led to poor system performance without wind fluctuations, was selected to illustrate the beneficial effects of atmospheric kinematics; the performance (Strehl ratio) of the baseline system fell below 0.1 in less than 0.1 second. A wind speed shear (defined as an increase in wind speed with height) provides substantial performance improvement by preventing the reinforcement of small-scale filamentary structure on the propagating HEL wavefront by a linear dealignment process. A wind spiral (change in wind direction with altitude) leads to a smaller performance improvement due to a less efficient linear dealignment.

Random wind fluctuations in height can provide system performance improvement by smearing or scrambling PCI growth which can otherwise lead to a catastrophic breakup of the HEL beam. The precise role of mini-shear in ameliorating HEL wavefront degradations depends on a particular GBL scenario. In the presence of a strong linear wind shear (speed shear or spiral or both), the additional amelioration provided by mini-shear can be small. The mini-shear amelioration can be substantial if there is no linear wind shear. Also, mini-shear can lead to Strehl ratio improvement for larger GBL systems where linear shear alone cannot provide adequate amelioration.

We also looked at the ability to transmit HEL power at WSMR during different times of the year. Large wind speed shear in March leads to a strong ameliorating effect and excellent system performance. The GBL performance in August is poor due to small speed shear, despite a strong spiral in the lower atmosphere. Mini-shear provides the additional amelioration to make system performance in August almost as good as that in March. One can conclude from these trends that the "best" GBL system performance occurs in winter and spring. Based on these limited computer simulations with GRAND propagation code, it seems significant amounts of HEL power can be transmitted through the atmosphere at WSMR. Finally, a few words of caution are in order.

There are two major handicaps of the results and conclusions presented here. The first pertains to the limited atmospheric characterization at WSMR. The atmospheric characterization used in GRAND simulations were monthly mean atmospheric profiles, where measurements from different atmospheric conditions were combined. Furthermore, even "individual" measurements involve poor vertical resolution (1 km) and up to 30 minutes of temporal averaging. High-resolution wind measurements are not available at all to characterize mini-shear. Some features of the wind profiles, such as large wind speed shear in winter and spring, are present in some "individual" WSMR wind profiles we examined. It is not known at present how representative this WSMR atmospheric characterization is if one were to obtain a consistent set of all atmospheric parameters at high spatial and temporal resolutions.

The second difficulty is with the scaling laws for HEL propagation. Due to computational complexity of GRAND code, the simulations were performed with small-aperture GBL systems. There is some
disagreement within the propagation community as to how these predictions can be scaled to apply to larger GBL systems under different operational scenarios. Till a robust scaling strategy can be developed, one must be careful in scaling performance predictions for small-aperture systems to operational GBL systems.
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ABSTRACT

We report the first clear experimental demonstration of large amplification of small-scale spatial perturbations by stimulated thermal Rayleigh scattering (STRS) of a CW laser beam propagating through an absorbing medium in a context normally associated with thermal blooming. A single-mode argon-ion laser beam with \( \lambda = 488 \) nm was propagated vertically downward through a 1.2 m cell filled with CCl\(_4\) that was doped with an absorber to have optical depths in the range 0.5-2.3. A shear-plate interferometer near the cell input generated the perturbation. Fringe growth was rapid and visually obvious, as was competing growth from dust specks, etc. The measured growth rate is in good agreement with the asymptotic rate from analytic STRS theory.

1. INTRODUCTION

At transverse spatial scales that are much smaller than the beam diameter uncompensated thermal blooming of a collimated high-power laser beam is more aptly described as stimulated thermal Rayleigh scattering (STRS) than as thermal blooming. While both descriptions are physically correct when properly employed, the STRS description focuses attention on the growth of small-scale irregularities while the thermal blooming description tends to ignore them. Whole-beam blooming studies prior to 1986 and scaling laws developed from them lead one to believe that irregularities erase themselves because for the beam as a whole the thermal lens written into the propagation medium defocuses the beam where it is brightest. When the intuition based on such results is tested using three-space-dimension plus time wave-optics thermal blooming codes with initial conditions that include small-scale phase or intensity perturbations or include realistic refractive index turbulence, it is found to be incorrect if the thermal blooming optical path change is large and accumulates at a rapid rate. Rather than erasing themselves, the small-scale irregularities grow rapidly by a successive overshoot process. The process is often called the open-loop (uncompensated) thermal-blooming instability, but is physically identical to STRS in the near-forward direction.

Using an STRS description of uncompensated small-scale thermal blooming is a major advance. It allows separation of the small-scale behavior from the very different whole-beam behavior. It also leads to a linear set of differential equations and to analytic solutions in simple, but interesting, cases.

STRS was actively studied\(^{1-16}\) between 1968 and 1975, and a number of review and tutorial articles are available\(^{10,12,15,17,18}\). Most of the experiments of the 1968-75 period used Q-switched ruby laser pulses of about 20 ns duration and a 180° back-scatter geometry. However, the experiments of Rother, et al.\(^{8}\) examined forward scattering at angles down to 7°. Mack\(^{6}\) and Scarlet\(^{11}\) studied scattering at angles down to 5 mrad with mode-locked ruby\(^{6}\) or Nd-glass lasers.\(^{11}\) Scarlet used about a 30 pulse train of 5-8 ps pulses spaced about 4 ns apart and superimposed two equal intensity beams with a 5 mrad angle between them in a liquid sample cell. However, none of these experiments clearly demonstrated large amplification of a weak probe beam in a context normally associated with isobaric thermal blooming, i.e., at near-forward propagation angles small enough that the pump and probe beams physically remain superimposed over the entire propagation path and on time scales much longer than the sound transit time across the interference fringe period. Furthermore, large amplification is counter-intuitive for anyone familiar with the self-defocusing associated with whole-beam thermal blooming. The experiments we present\(^{26}\) directly observe large amplification of fringe contrast under isobaric thermal blooming conditions.

Although the STRS research of 1967-75 emphasized 180° back-scattering of 20 ns pulses, for the Rayleigh component the scattering mechanism is the same for quasi-CW beams at the 1 mrad (or less) near-forward scattering angles of our laboratory experiment as long as the fringe spacing of the interference between the scattered and high-power beams remains small compared to the high-power beam diameter. In both cases the interference pattern creates an isobaric density inhomogeneity via absorption followed by thermal expansion, and the high-power beam scatters off the refractive index inhomogeneity associated with the density. In both cases transient STRS was observed since the diffusion time for back scattering in CC\(_4\) is 18 ns and for our near-forward scattering experiments it was 40-500 ms. One significant difference between our experiment and the near-forward STRS experiments of
Rother, et al.⁸ is that in addition to amplification of the injected perturbation our experiment generated and amplified the mirror-image order (with respect to the high-power beam) with equal efficiency by direct scattering of the high-power beam. The reason is the difference in the phase-mismatch in the two experiments; in ours it is \( \phi'(1 \text{ m}^{-1}) \) while in Rother's it is \( \phi'(10^4 \text{ m}^{-1}) \) at \( 7^\circ \). In the linearized blooming theory¹⁹-²² the small phase-mismatch is neglected and the two mirror image orders are combined into independent intensity and phase perturbation variables.

2. LINEARIZED THEORY WITH DIFFUSION

In the open-loop case linearized thermal-blooming instability theory closely parallels STRS theory as given in Rother⁹ or Batra, Enns, and Pohl,¹⁰ as it must since the physical scattering process is the same. However, there are some differences in notation and in the approximations employed. The earlier STRS studies retain the Brillouin scattering line throughout most of their analyses and identify the Rayleigh and Brillouin scattering as separate terms in the final result; the recent linearized thermal-blooming instability theory studies¹⁹-²² neglect the Brillouin scattering from the beginning by using isobaric hydrodynamics. Because he is interested in substantial off-axis scattering angles, Rother⁹ retains the exact spatial orientation of interference fringes between the pump and scattered waves; linearized thermal-blooming instability theory is only concerned with near-forward scattering angles of a few mrad or less so it treats the fringes as planes parallel to the propagation direction and uses two dimensional hydrodynamics with the propagation direction coordinate \( (z) \) as a parameter. Finally, because of the very small scattering angles, for each wavevector linearized thermal-blooming instability theory treats two mirror-image scattering directions on either side of the pump beam propagation direction simultaneously as tightly coupled waves, whereas Rother for the most \( p_0 = \pm 1 \) treats only a single scattered wave and only briefly discusses the other scattered waves using an uncoupled wave treatment.

The simultaneous treatment of two mirror-image diffraction orders is hidden in Karr’s notation in his paper on the closed-loop instability. To explicitly identify the two orders and their relation to Karr’s notation, we start with the Fresnel wave equations for the scattered waves neglecting pump depletion:

\[
-2ik\frac{\partial E_m}{\partial z} - \kappa^2 E_m + \frac{\partial^2 E_m}{\partial z^2} \rho_m = 0, \quad (m = \pm 1),
\]

where \( E_m, m = \pm 1 \), are the ratios of the slowly varying envelopes of the two scattered waves to that of the pump wave, \( E_0 \), and \( k = n00 / c \) for index of refraction \( n \). (For simplicity we have neglected transmission losses.) The plane wave fields corresponding to the envelopes in Eq. (1) have associated carrier waves of the form \( \exp[i(\omega t - \kappa z - m\kappa x)] \), \( m = 0, \pm 1 \). The remaining equation is the standard isobaric hydrodynamics equation augmented by a diffusion term:

\[
\frac{\partial}{\partial t} \left( -i\kappa \cdot \nu + 2 \kappa^2 \right) \rho_m = \frac{2n \Gamma}{\partial E_m} \left( E_m + E_m^* \right)
\]

(Note that \( \rho_1 = \rho^* \) because \( \rho \) is real, so only the \( m = 1 \) case of Eq. (2) is retained). Karr’s Eq. (10a) is Eq. (2) with the following variable changes:

\[
\mu = \frac{1}{2n} \frac{\partial E}{\partial \nu} \rho_1, \quad (3a)
\]

\[
F_\kappa = (E_1 + E_1^*), \quad (3b)
\]

and the variable which Karr eliminates to obtain his Eq. (10b) is

\[
\Phi_\kappa = \frac{1}{2i} (E_1 - E_1^*). \quad (3c)
\]

Karr’s formalism replaces the two complex fields of the scattered plane waves with a net intensity perturbation, \( F_\kappa \), and a net phase perturbation, \( \Phi_\kappa \), on the high-power field, \( E_0 \), and solves for a single transverse Fourier component of these fields instead of the coupled pair, \( \kappa \) and \( -\kappa \), required in the complex-field STRS formalism.
Karr\textsuperscript{20} gives the Green's function solution of the STRS equations as a function of $z$, the propagation distance, and $v$, the Laplace transform of the time variable $t$, for the case of a uniform medium with negligible extinction of the unperturbed beam. Karr also gives an explicit series expansion in $z$ and $t$ of the propagation kernel for blooming of frozen-flow turbulence for the extreme transient case where thermal diffusion damping can be neglected; this kernel is the time integral of the Green's function, again without diffusion. By using these facts and Karr's prescription for incorporating thermal diffusion, we derive an explicit series solution for STRS in a uniform medium with thermal diffusion.

From Karr's Eqs. (19) and (24) we obtain the following expression for the evolution of the irradiance part of the scattered field due to an impulse perturbation $[\delta(t)]$ for which $F(0)$ is the intensity impulse and $\Phi(0)$ is the phase impulse:

$$F_g(z,t) = \exp(-z^2\kappa^2)(\delta(t) + \frac{\partial}{\partial t}) \xi_k(z,t)$$

(4a)

with

$$\xi_k(z,t) = \left[ F(0) \frac{\partial}{\partial z} + 2a\kappa\Phi(0) \right] K_v(z,t)$$

(4b)

and

$$K_v(z,t) = \sum_{n=0}^{\infty} \frac{(-ik\kappa t)^n}{n!} z_j(n,\frac{\partial}{\partial z}) j_n(a\kappa z).$$

(4c)

Eq. (4c) is Karr's Eq. (24), $a\kappa = \kappa^2/2k$, $\kappa = 2\pi/A$ for perturbation period $A$, and $k\Gamma z$ is the rate of change of the optical path length due to thermal blooming or the blooming rate in radians/sec. For a heavyside (step) function perturbation switched on at $t=0$ the irradiance at $(z, t)$ is:

$$F_{\Phi}(z,t) = \int_0^t dt' F_g(z,t') = \exp(-z^2\kappa^2)(\delta(t) + \frac{\partial}{\partial t}) \int_0^t dt' \exp\left(-z^2\kappa^2 t'\right) \xi_k(z,t')$$

(5)

The first term on the right-hand side of Eq. (5) is a purely transient term, the second yields the steady-state result as $t \to \infty$. Term-by-term integration in time in Eq. (5) and explicit evaluation of the $z$-derivative in Eq. (4b) using the recursion relations for the spherical Bessel functions of the first kind,\textsuperscript{23} $j_n(u)$, gives:

$$F_{\Phi}(z,t) = \sum_{n=0}^{\infty} \frac{(-ik\kappa t)^n}{n!} \gamma \left( n, \frac{\partial}{\partial z} \right) a\kappa z [F(0)j_{n-1}(a\kappa z) + 2\Phi(0)j_n(a\kappa z)]$$

(6)

where

$$\gamma(a,u) = \frac{u^a}{\Gamma(a)} \Gamma(a),$$

and $\gamma(a,u) = \int_0^u dv v^{a-1} \exp(-v)$ is the normalized incomplete Gamma function.\textsuperscript{24}

A shear-plate interferometer generates a perturbation by a double reflection, one off each of its nearly parallel plates. For a plane-wave unperturbed beam the perturbation is also a plane wave propagating at a small angle, $\kappa/k$, to the unperturbed beam. Being a plane wave, the perturbation has real and imaginary parts with equal amplitude and $90^\circ$ out of phase. The mathematical embodiment of this is

$$\Phi(0) = i F(0)/2,$$

(7)

so for a sheared-beam perturbation the irradiance fringe amplitude is

$$F_\Phi(z,t) = F(0) \sum_{n=0}^{\infty} \frac{(-ik\kappa t)^n}{n!} \gamma \left( n, \frac{\partial}{\partial z} \right) a\kappa z [i_j_{n-1}(a\kappa z) + j_j(a\kappa z)]$$

(8)
The shear-plate interferometer generates a field perturbation that is accurately sinusoidal, a distinct advantage for comparison with the theory embodied in Eq. (8). In addition, when $\mathcal{D} \kappa^2 t << 1$, where the $\mathcal{D} = 0$ result accurately approximates Eq. (8), the reader can verify from Eqs. (4b), (5) and (7) that

$$F_z(z, t) = \frac{\partial K_x}{\partial z}(z, t) + i K_x(z, t)$$

Thus, the square of the modulus of the irradiance, $|F_z(z, t)|^2$, is directly proportional to the same combination of Green's functions as is the electric field spectrum at wavevector $\kappa$ due to turbulence concentrated near the beginning of the propagation path, $z = 0$. (see Chambers, et al.19) This combination of Green's functions, so important for the prediction of high-power propagation through atmospheric turbulence, is directly measured by the amplification of shear-plate fringes in a nonturbulent blooming cell.

For the case $kFzt << 32(a_kz)^2/\pi^3$ with $kFzt > 2\pi$, Chambers, et al.,19 have given an asymptotic formula for $K_x(z, t)$ from which we obtain the following asymptotic formula for $\xi_k(z, t)$ in the sheared-beam perturbation case:

$$\xi_k(z, t) - F(0) \frac{1}{2\sqrt{\pi}} \frac{1}{\sqrt{kFzt}} \exp\left(1 + i\sqrt{2kFzt} + i(a_kz - \pi/8)\right)$$

Substituting Eq. (10) in Eq. (5) gives an approximate time dependence. When several waves of thermal blooming optical path change accumulate in a diffusion time ($kFzt >> 2\pi \mathcal{D} \kappa^2$) the integrand on the right-hand side of Eq. (5) oscillates rapidly and this term can be neglected for a few diffusion times to obtain an approximate functional form for fringe growth

$$|F_z(z, t) - F(0)| \frac{1}{2\sqrt{\pi}} \frac{1}{\sqrt{kFzt}} \exp\left(\sqrt{2kFzt} - \mathcal{D} \kappa^2 t\right)$$

In the appropriate limit Eq. (8) agrees with Rother's results. From Eq. (7) and the relationship

$$\Phi_k = \frac{1}{2a_k} \frac{\partial F_k}{\partial z}$$

we can derive an equation from $E_1(z, t)$ for a sheared beam perturbation. Rother's Eq. (41) is obtained as the $a_kz \rightarrow \infty$ limit (appropriate for the scattering angles Rother is considering) of the resulting expression by replacing all the spherical Bessel functions with their asymptotic form for large arguments.

3. EXPERIMENTAL LAYOUT

The experimental layout is shown in Fig. 1. An argon ion laser was spatially filtered and expanded to make a near-Gaussian collimated beam of the desired size. A shear-plate interferometer, similar to that used by Bliss, et al.,25 in their small-scale self-focusing experiment, generated a weak reflected beam that served as the perturbation source. The angle between the transmitted and reflected beam determines the interference fringe spacing, which was varied from run to run. The reflectivity determines the perturbation amplitude which was typically a few percent. The combined beams were propagated down through a 1.2 m vertical thermal blooming cell filled with CCl₄ doped with an absorbing contaminant. The shear-plate interferometer was as close as possible (a few cm) to the input window of the cell, and the beam was propagated from the top to the bottom of the cell to keep the liquid stable against thermal buoyancy. The total extinction of the cell was 50-90% and was monitored daily by drawing a small sample of of CCl₄ from the cell and measuring its absorption with a calorimeter. The output window of the cell was imaged onto a CCD camera. The camera recorded the intensity time-averaged over 33 ms, the television frame scan time; it had an interlaced scan, and the even and odd lines were alternately transferred to a digital frame buffer every 16.7 ms.
A He-Ne diagnostic laser propagated back through the cell and was observed by an interferometer. This provided continuous monitoring of the optical quality of the CCl₄ column. An experiment run began when the He-Ne fringes indicated the cell was free of optical distortion due to turbulence or residual heat from an earlier run. (Typically it took 2-5 min for the distortion caused by a previous run to become undetectable.) Then the shutter was opened, and the argon-ion beam propagated through the blooming cell for about half a second. During this time rapid, visually-obvious perturbation growth on a background of somewhat slower whole beam thermal blooming was observed. Growth from dust specks, Fresnel rings from edge clipping, etc. was also obvious. Such competing uncontrolled perturbations had to be carefully minimized to obtain quantitative results from these experiments.

### 4. RESULTS AND COMPARISON WITH THEORY

Table 1 describes the experimental conditions for two runs. Due to the high thermal blooming rate, rapid amplification of the perturbation fringes was predicted and observed. Very rapid thermal blooming rates were used so that several waves of thermal blooming optical path difference would accumulate in a diffusion time, as would be the case for a high-power laser beam in the atmosphere. The whole-beam Fresnel number was large enough that in the absence of thermal blooming the laser beam would remain collimated throughout the blooming cell. About 90% of the light was absorbed in the perturbation Fresnel number $N_p = 0.45$ case, 60% in the $N_p = 1$ case.

As part of our comparison with theory we simulated these experiments using the ORACLE wave-optics propagation code developed at LLNL. ORACLE solves the following coupled nonlinear time-dependent set of equations in three space dimensions: the Fresnel wave equation for the optical beam and isobaric hydrodynamics including diffusion for the fluid density. In the simulations presented here the unperturbed laser irradiance profile at the entrance to the blooming cell was assumed to be a perfect Gaussian beam.

Figure 2 shows a comparison of the observed irradiance at the cell exit with an ORACLE calculation for the 2.3 optical depth, $N_p = 0.45$ experiment. The left column is the CCD camera output, the right column is the ORACLE result, both of which are displayed on the video monitor of the experimental laboratory. (The apparent ellipticity of the ORACLE and experimental results is an artifact of this video display. The CCD camera detector elements are rectangular, and the video display partially corrects for this, while the "pixels" in the ORACLE calculation are square.) In the first frame after the shutter opens the experimental fringes are hardly detectable, while in the ORACLE calculation they are visible due to the perfect, no noise beam profile in the ORACLE calculation. After 33 ms fringes are clearly visible in the experimental irradiance profile and the fringe contrast increase is obvious in both the experimental measurement and the ORACLE calculation. At 67 ms the modulation depth has reached a significant fraction of the unperturbed peak irradiance. Between 67 and 100 ms the fringe contrast doesn't change much, but a bright ring begins to form at the edge of the beam and the beam is noticeably expanding; the latter are whole beam blooming effects. Figure 2 qualitatively demonstrates that the calculated and experimental irradiance profiles agree even though the experimental data are 33 ms time averages while the ORACLE results are instantaneous irradiance profiles.

To obtain a more quantitative comparison for each measurement time we Fourier analyzed both the experimental and calculated irradiance profiles at the end of the cell. In both cases we selected the central 128 by 128 pixels by masking. Then for each horizontal line (across the fringes) we computed the modulus of its complex finite Fourier transform (FFT), and averaged over all the lines. Finally we extracted the modulus and spatial frequency of the highest perturbation peak and plotted them as functions of time. The modulus results are shown in Figs. 3 and 4. In both, the curve with the solid boxes is the experimental measurement, the curve with X's is the ORACLE calculation.

For the case in Fig. 3, which had 7 fringes across the full width at half maximum (FWHM) of the unperturbed beam, the agreement is excellent. The dashed curve in Figs. 3 is a four-bin weighted average of the results of linearized perturbation theory (STRS theory). The positive coordinate half of a one-dimensional Gaussian was divided into 5 equal-area (power) bins and the median intensity of each of the 4 center-most bins was used in four perturbation calculations using Eq. (8) truncated at 50 terms; the modulus of the complex results were added, time averaged with a 33 ms rectangular averaging window, and scaled to match the experimental results at the earliest sample times. Again, the agreement is remarkable; even some of the fine structure matches, although this is probably beyond the accuracy of our analysis of the experimental data.

For the case in Fig. 4, which had 4.4 fringes across a FWHM, the experimental data and the ORACLE calculation agree at times up to about 200 ms. However, thereafter the experimental data has a significant decrease, while the ORACLE calculation shows an increase in fringe contrast. The dashed curve in Fig. 4 is a linearized perturbation
analysis as described above for Fig. 3. It agrees adequately with the experimental results up to the center of the first main peak; thereafter, it behaves more like the ORACLE calculation than the experimental data.

Because of the smaller number of fringes across the beam FWHM, the exact intensity profile is expected to be more important for the case of Fig. 4 than for the case of Fig. 3. Also, beginning at about the time of the first peak, pronounced growth of diffraction rings due to two dust particles becomes clearly visible in the experimental intensity profiles; growth of these rings clearly competes with that of our initial perturbation, but the dust specks were not included in the ORACLE simulation. Additional ORACLE simulations and parameter studies with Eq. (8) indicate that after the first peak the results are sensitive to details of the irradiance profile and that a flatter irradiance profile with lower peak irradiance can produce a dip at about the time observed in our experiment.

We fit the experimental perturbation amplitude data points to the functional form \( C_t = \frac{1}{4} e^{(\Lambda t)^{1/2} - B t} \) and compared the coefficient \( \Lambda \) to the predicted asymptotic growth rate, \( \sqrt{2kTz} \). (The functional form is the envelope of the asymptotic result for diffusion-free STRS theory plus a phenomenological \( e^{-Bt} \) correction for diffusion.) To avoid significant bias due to whole-beam blooming effects we restricted our fit to the first 15 data samples (0.25 sec). We used half the peak irradiance of a Gaussian beam of the experimentally measured power and FWHM in the computation of \( \Gamma \). The results tabulated in Table 2 show excellent agreement.

5. SUMMARY

Stimulated thermal Rayleigh scattering does indeed cause growth of high spatial frequency perturbations on a laser beam propagating in an absorbing fluid. The amplification can be large and is easily observed.

The observed growth rate agrees with analytic theory, at least at times before the defocusing due to whole-beam blooming is significant. The prediction of rapid growth after a few waves of blooming is convincingly demonstrated to the naked eye and is quantitatively confirmed.

Detailed wave-optics computer simulations reproduce the experimental phenomena. The differences are attributable to experimental uncertainties.
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Table 1. Experimental parameters of selected STRS experiments that were compared with ORACLE computations

<table>
<thead>
<tr>
<th>Experiment ID</th>
<th>121888.72c</th>
<th>12989j.488</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blooming rate</td>
<td>87</td>
<td>64 waves/sec</td>
</tr>
<tr>
<td>time for 1 wave</td>
<td>12</td>
<td>16 ms</td>
</tr>
<tr>
<td>Whole-beam Fresnel number</td>
<td>64</td>
<td>57</td>
</tr>
<tr>
<td>Perturbation Fresnel number</td>
<td>0.45</td>
<td>1.0</td>
</tr>
<tr>
<td>Diffusion time (2x²)</td>
<td>48</td>
<td>246 ms</td>
</tr>
<tr>
<td>Diffusion Fresnel number at 10 waves</td>
<td>2.7 x 10⁻²</td>
<td>1.6 x 10⁻²</td>
</tr>
<tr>
<td>Absorption optical depths</td>
<td>2.3</td>
<td>0.51</td>
</tr>
</tbody>
</table>

Initial perturbation amplitude: 3% (simulation 2%)
Sample rate: 60 Hz
CCD integration time: 33 ms
Table 2. Comparison of experimental and asymptotic growth rates

<table>
<thead>
<tr>
<th>Experiment ID</th>
<th>$k\Gamma z/2\pi$ (waves/sec)</th>
<th>$N_P$</th>
<th>$N_A$</th>
<th>Experiment fit</th>
<th>Asymptotic prediction (for $1/2 \Gamma_{max}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>121888.72c</td>
<td>87</td>
<td>0.45</td>
<td>2.3</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>121888.62c</td>
<td>83</td>
<td>0.45</td>
<td>2.3</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td>121888.52c</td>
<td>75</td>
<td>0.45</td>
<td>2.3</td>
<td>22</td>
<td>22</td>
</tr>
<tr>
<td>121888.42c</td>
<td>55</td>
<td>0.45</td>
<td>2.3</td>
<td>32</td>
<td>19</td>
</tr>
<tr>
<td>12989k.488</td>
<td>62</td>
<td>1.9</td>
<td>0.40</td>
<td>22</td>
<td>20</td>
</tr>
<tr>
<td>12989j.488</td>
<td>64</td>
<td>1.0</td>
<td>0.51</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>12989i.488</td>
<td>57</td>
<td>0.70</td>
<td>0.40</td>
<td>17</td>
<td>19</td>
</tr>
<tr>
<td>12989g.488</td>
<td>64</td>
<td>0.46</td>
<td>0.51</td>
<td>17</td>
<td>20</td>
</tr>
<tr>
<td>12989f.488</td>
<td>61</td>
<td>0.23</td>
<td>0.51</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>12989e.488</td>
<td>63</td>
<td>0.16</td>
<td>0.51</td>
<td>20</td>
<td>20</td>
</tr>
</tbody>
</table>

Fig. 1. Layout of the STRS experiment. The laser beam propagated from the top down to the bottom of the vertical CCl₄ cell to keep the liquid stable against thermal buoyancy.
Fig. 2. Comparison of the experimentally measured and digitally computed irradiance profiles at the thermal-blooming cell exit window. The apparent ellipticity of the ORACLE irradiance profiles is an artifice of displaying square computational "pixels" on a video display designed for rectangular CCD camera pixels. The noise on the experimental irradiance profiles is primarily due to dirt which settled on the output window of the thermal blooming cell.

Fig. 3. Comparison of measured and calculated modulus of the intensity perturbation at the thermal-blooming cell exit window for the experiment with perturbation Fresnel number $N_p = 1.0$, absorption optical depth $N_A = 2.3$, and blooming rate 87 waves/sec. The experimental beam was 0.77W at the cell entrance, had a 2.7 mm FWHM, and had 2.6 fringes/mm. The curve with solid rectangles is the experimental data. The X's are the results of a calculation performed with the ORACLE time-dependent, three-space-dimensional wave-optics propagation code. The dashed curve is an analytic STRS theory calculation.
Fig. 4. Comparison of measured and calculated modulus of the intensity perturbation at the thermal-blooming cell exit window for the experiment with perturbation Fresnel number $N_p = 0.45$, absorption optical depth $N_A = 0.51$, and blooming rate 64 waves/sec. The experimental beam was 2.6 W at the cell entrance, had a 3.9 mm FWHM, and had 1.15 fringes/mm. The curve with solid rectangles is the experimental data. The X's are the results of a calculation performed with the ORACLE time-dependent, three-space-dimensional wave-optics propagation code. The dashed curve is an analytic STRS theory calculation.
PROPERATION OF HIGH ENERGY LASER BEAMS THROUGH "CLEAR" AIR IN THE $t^3$ REGIME.
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ABSTRACT.

Large aperture, high energy gas lasers are expected to propagate in the $t^3$ thermal blooming regime through the atmosphere. Turbulence also has to be accounted for. We study the effect of atmospheric propagation on the beam using two models. The first model is a semi-analytic approach, in which we solve the differential equation for the mutual coherence function, which accounts for both thermal blooming and turbulence, using a generalization of the so-called aberrationless approximation. The resulting coupled ordinary differential equations were solved numerically. Secondly, we investigated the deterioration of the laser beam using an FFT (Fast Fourier Transform)-based code. The Strehl ratios obtained by both methods were compared, and we achieved good agreement, with errors of only a few percent.

Based on our analysis, we point out that shortening the pulse length and increasing the flux, while keeping the the fluence of the laser fixed, results in an increased Strehl ratio in the $t^3$ thermal blooming regime.

I. Introduction.

The effect of thermal blooming and turbulence on a high energy laser (HEL) beam propagating through a "clear" atmosphere has been studied for quite some time now. One of the first calculations was that of Wallace and Camac.\(^1\) But in those days, only relatively low-power, CW lasers with a small diameter were available, so that it was the isobaric regime of thermal blooming that was investigated in great detail. But, for high-powered, pulsed lasers which have a wide diameter, the pulse length is much shorter than the acoustic transit time across the beam. Thus we are primarily in the $t^3$ blooming regime, where the the hydrodynamic effects do not have time to be established. The basic physics of the $t^3$ regime has been worked out by Wallace and Camac.\(^1\)

For the purpose of obtaining general insight into the propagation problem, we developed a semi-analytic model, in which we derived an approximate differential equation for the mutual coherence function (MCF), which includes the effects of both blooming, as well as turbulence. An ansatz, which generalizes the aberrationless approximation,\(^2\) is shown to solve the differential equation, provided a set of coupled ordinary differential equations (for the parameters used in the ansatz) is satisfied. This solution yields the Strehl ratio, which was compared successfully with the numerical simulations done with a propagation code, which we have named MAXWELL. This code propagates the beam using an FFT (Fast Fourier Transform) algorithm. It uses phase sheets to describe the effects of turbulence and blooming.

II. $t^3$ Thermal Blooming.

This term applies to the case when the acoustic transit time across the diameter of the beam is much longer than the pulse length. In other words, there is insufficient time for the acoustic effects to propagate and establish themselves during the pulse.

703
The linearized hydrodynamic equations, in the presence of electrostrictive effects (they are important for times less than a microsecond) are:

\[
\frac{\partial \rho}{\partial t} = -\rho_0 \mathbf{V} \cdot \mathbf{v} \tag{2.1}
\]

\[
\rho_0 \frac{\partial \mathbf{v}}{\partial t} = -\frac{R}{\mu} \left( \rho_0 \nabla T \right) \cdot \nabla \rho + \chi_0 \nabla \mathbf{E}^2 \tag{2.2}
\]

\[
\rho_0 C_v \frac{\partial T}{\partial t} = \alpha F \tag{2.3}
\]

The third term on the right side of Eqn.(2.2) is the electrostrictive term. If we now drop all the spatial derivatives but those of the electric field and the temperature, we shall be in the short time, or, \(t^3\) regime. The reason we retain the spatial derivative of the temperature is that the temperature rise is governed by the shape of the pulse (see Eqn. (2.2)) and this form is impressed upon the temperature profile instantaneously. We then obtain for the density:

\[
\dot{\rho} = \left[ (\gamma - 1) \alpha \frac{4\pi \chi_0}{c} \right] \nabla^2 \mathbf{F} \tag{2.4}
\]

Here, we clearly see that the electrostrictive part is trying to focus the beam, while the other term is trying to defocus the beam. This blooming term is proportional to the time \(t\), and at a certain moment \(t_{\text{crit}}\), this term starts to dominate the focusing part of the beam:

\[
t_{\text{crit}} = \frac{4\pi \chi_0}{c \alpha (\gamma - 1)} \tag{2.5}
\]

Upon using \(\chi_0 \sim 10^{-5}\), \(\alpha \sim 3 \times 10^{-4} \text{ m}^{-1}\), \(c = 3 \times 10^8 \text{ m/s}\), \(\gamma = 7/5\), we get \(t_{\text{crit}} \sim 10\text{ ns}\). At this point, it might be tempting to say that if we could extract all the energy of the laser on this time scale, there would be no thermal blooming. But this would imply reaching the laser flux very high, when air breakdown will be imminent. Henceforth, we shall not consider the electrostrictive term anymore.

If we have a laser pulse that is uniform in time, Eqn. (2.4) can be integrated trivially to obtain:

\[
\rho(r,t) = \left[ (\gamma - 1) \alpha \frac{t^3}{3!} \right] \nabla^2 \mathbf{F}(r,t) \tag{2.6}
\]

A derivation similar to ours may be found in the paper by Walsh and Ulrich.\textsuperscript{3}

Using the Lorenz-Lorenz relation between the dielectric constant and the density, we obtain the change in the dielectric constant as:

\[
\delta \varepsilon(r,z,t) = (\varepsilon_0 - 1) \frac{\rho(r,z,t)}{\rho_0} \tag{2.7}
\]

where \(\rho_0\) is the unperturbed density of air and where \(r\) refers to the \(x\)-\(y\) co-ordinates.

It must be noted that the distortion of the beam in the \(t^3\) blooming regime is much less than occurs in the isobaric regime,\textsuperscript{1} when the pulse length is much longer than the acoustic transit time across the beam. Eqn.(2.7) was inserted into the propagation code \textsc{MAXWELL}, which uses a phase-screen approach to model blooming. The transverse
Laplacian that occurs in the expression for the density change (Eqn.(2.6)) was represented by the usual five-point finite difference formula.

III. The Mutual Coherence Function.

In the absence of thermal blooming, the theory of calculating the mutual coherence function \( \Gamma(z,r,r') = \langle E(z,r) E^*(z,r') \rangle \) (where \( r \) refers to the x-y co-ordinates) is quite well-developed.\(^4\) Here we shall sketch how to extend this formalism to the case when we have both turbulence and blooming. Furthermore, we shall give an approximate solution to the differential equation governing the mutual coherence function. This solution can be thought of as a generalization of the aberrationless solution to the paraxial equation.\(^2\) The parameters of the ansatz are governed by a set of coupled ordinary differential equations. It displays at a glance the basic physics behind the interaction of thermal blooming and turbulence. We believe this is a new approach to a well-established problem.

The paraxial approximation to the scalar electromagnetic wave equation in a uniform medium is:

\[
2ik \frac{\partial E(r,z)}{\partial z} + \nabla^2 E(r,z) = 0
\]  

(3.1)

where \( k = k_0 c_0 \). In the event that there are deviations \( \delta \varepsilon(r,z) \) in the dielectric constant \( c_0 \), the paraxial equation is "modified" thus:

\[
2ik \frac{\partial E(r,z)}{\partial z} + \nabla^2 E(r,z) + k_0^2 \delta \varepsilon(r,z) E(r,z) = 0
\]  

(3.2)

Now \( \delta \varepsilon(r,z) \) in general could be due to both thermal blooming as well as turbulence:

\[
\delta \varepsilon(r,z) = \delta \varepsilon_B(r,z) + \delta \varepsilon_T(r,z)
\]  

(3.3)

where the first term on the right hand side of Eqn.(3.3) refers to the change due to blooming, and the second term refers to the change due to turbulence. \( \delta \varepsilon_B \) is given by Eqn.(2.7), while \( \delta \varepsilon_T \) is defined in terms of a correlation function:

\[
\langle \delta \varepsilon_T(r,z,t) \delta \varepsilon_T(r',z,t) \rangle = C^2_{\varepsilon}(r,z) \delta(r-r')
\]  

(3.4)

where various explicit forms for the right hand side of Eqn.(3.4) are given by Kolmogorov's theory.\(^7\)

One can write down the complex conjugate form of Eqn.(3.2), and use it with Eqn.(3.2) to obtain an equation for the mutual coherence function \( \Gamma(z,r,r') \) defined above. Then, following the method outlined by Ishimaru, a few simple assumptions lead to the following approximate equation for \( \Gamma(z,r,r') \):

\[
\frac{i k}{2} \frac{\partial \Gamma(z,R,R',t)}{\partial z} + \nabla R \cdot \nabla R \Gamma(z,R,R',t) + \alpha \Gamma(z,R,R',t) + \frac{b(z,t) (R \cdot \overline{R}) \Gamma(z,R,R',t)}{c(z,t)} + \alpha^2 \Gamma(z,R,R',t) = 0
\]  

(3.5)

where \( R \) and \( \overline{R} \) represent central and difference co-ordinates respectively, and where:

\[
b(z,t) = k^2 \left[ \frac{(c_0-1)(1-1) \alpha d^3}{3! \rho_0} \right] F_0 \exp(-\alpha z) \frac{32}{w^4(z)}
\]  

(3.6)

\[
c(z) = \frac{3.28 k^4 C^2_{\varepsilon}}{5^{1/3}}
\]  

(3.7)
where \( w(z,t) \) is the waist of the beam, and \( \xi \) is a typical length scale. In obtaining Eqns.(3.5)-(3.7), we have approximated \( F \), which appears in Eqn.(2.6) by a Gaussian beam, expanded the Laplacian in powers of \( r \), and retained only the lowest order terms in \( r \). This is done keeping the aberrationless approximation in mind.\(^2\) The second approximation made was in representing the turbulence term as a quadratic in the transverse difference co-ordinates. As Ishimaru points out, this is valid for propagation distances of the order of 10-100km.\(^7\) However, we feel it is the magnitude of the turbulence rather than particular form (\( r^2/3 \) or \( r^2 \)) that is crucial to the beam quality. At any rate, this approximation was made in the semi-analytic model to gain an insight into the problem. The numerical code does not appeal to such approximations.

The ansatz used for the solution is as follows:

\[
\Gamma(z,\mathbf{R}, t) = \Gamma_0 \exp \left( -s(z,t) R^2 \right) \exp \left( -p(z,t) R^2 \right) \exp \left( i q(z,t) R - R^2 \right) (3.8)
\]

This ansatz has a very nice physical interpretation. \( s(z,t) \) describes the way in which the beam spreads, while \( p(z,t) \) describes the coherence of the beam, or, in other words, it yields the average size of the speckle spot created by turbulence. The third term describes the decay of the beam as it is absorbed and spreads. The fourth term is a phase factor.

This "Gaussian" ansatz clearly breaks down when the beam develops a doughnut shape, as the blooming sets in. But surprisingly, we have found that the Strehl ratio computed from this ansatz agrees quite well with that obtained from the numerical code even after the beam gets distorted into a non-Gaussian shape.

When this ansatz is substituted into Eqn.(3.5), we obtain a set of coupled ordinary differential equations that the parameters have to satisfy in order for the ansatz to be successful.\(^5\) These equations are obtained by setting the coefficients of \( R^2 \), etc., equal to zero separately. Since the governing equations are coupled, this solution enables us to study the interaction of blooming and turbulence.

\[
\begin{align*}
\frac{ds(z,t)}{dz} &= \frac{2}{k} q(z,t) s(z,t) \quad (3.9) \\
\frac{dp(z,t)}{dz} &= \frac{2}{k} \left( c + q(z,t) p(z,t) \right) \quad (3.10) \\
\frac{dq(z,t)}{dz} &= \frac{1}{k} \left( -b - 4 s(z,t) p(z,t) + q^2(z,t) \right) \quad (3.11) \\
\frac{d\beta(z,t)}{dz} &= -\alpha + \frac{2 q(z,t)}{k} \quad (3.12)
\end{align*}
\]

If we consider the case of propagation in vacuum, when there is no thermal blooming or turbulence, and the absorption coefficient \( \alpha \) is zero, we notice that the differential equations are symmetric in \( s \) and \( p \), which agrees with intuition.

Next, if we increase \( c \), which is equivalent to increasing the turbulent structure constant \( C_n^2 \), we see from Eqn.(3.10) that \( p \) increases (thereby decreasing the transverse correlation length/ average speckle spot).

If we increase \( b \) (thermal blooming), \( q \) decreases, causing both \( s \) and \( p \) to be smaller, thereby implying that the beam spreads more (intuitively clear), but the average speckle size also grows, improving the correlation in the beam.

Thus we see that a certain amount of physics can be gleaned from Eqns.(3.9)-(3.12). In general, these equations describe an intimate interplay between turbulence and blooming.

These equations were solved numerically, using an adaptive z-step to avoid problems with stiffness.
IV. Comparisons.

We compared the Strehl ratio $S_{\text{strehl}}$ (from our model) defined to be:

$$S_{\text{strehl}} = \frac{I_{\text{fluence peak}}}{I_{\text{perfect peak}}}$$

(4.1)

with the results from MAXWELL, with the turbulence and the (new) $t^3$ blooming modules turned on at $10.6\mu$m and at $3.8\mu$m. In these runs, we took a uniform atmospheric profile (purely for testing purposes), $\alpha = 0.3$ km$^{-1}$ at $10.6\mu$m, and $\alpha = 0.02$ km$^{-1}$ at $3.8\mu$m, an initial beam waist-size of 50cm, a flux level of 1.0 MW/cm$^2$, a pulse length of 200µs, and a propagation distance of 2km.

The average error is clearly < 10%.

It is interesting to note that the agreement at 10.6 microns is much better (on the average) with the semi-analytic model than at 3.8 microns. We believe that the reason for this is the sensitivity of the transverse coherence length to the wavelength.

Since there is a $t^3$ dependence, but only a linear dependence on the flux of the density perturbation due to blooming, there is a heightened dependence on the pulse lengths. Therefore, it is recommended that the lasers be operated at shorter pulse lengths and higher fluxes, while keeping the fluence fixed.
At this point we would like to note an idiosyncrasy of modeling blooming using a numerical scheme based on FFTs. If we want to propagate a "narrow" Gaussian beam, it is clear that we need many Fourier modes to represent this shape. Consequently, we need a large number of grid points in order to perform the propagation calculation correctly. This requirement is independent of the constraints on the number of points required to do the FFT to a given accuracy.\textsuperscript{2}

V. Conclusions.

We developed a semi-analytic model to study the combined effect of thermal blooming and turbulence on the mutual coherence function. We compared Strehl ratios from our model with an FFT-based propagation code. We recommend that our semi-analytic model be used initially to get a quick feel for the deterioration of the Strehl ratio.

In fact, based on our calculations, we point out that in the $t^3$ regime, it is desirable to operate a high energy laser at shorter pulse lengths and higher fluxes (while keeping the fluence fixed), which helps maintain a higher Strehl ratio.
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Abstract

We present a unified method of calculating covariances in atmospheric statistics. All quantities are expressed in the spatial wavevector representation. This allows correlation functions to be written down even for singular Kolmogorov statistics thereby avoiding the algebraic complexities of dealing with structure functions. A pseudo-three dimensional correlation function for the refractive index is defined which forms the basis for the wavevector approach. This function is used, together with a displacement relation for Fourier transforms to extend the Zernike covariances derived by Noll [R. J. Noll, J. Opt. Soc. Am. 66, 207 (1976)] to the multiaperture case. Integrations required are compared with the direct coordinate space method.

I. Introduction

The extensive body of work of Tatarski and the many who followed has made it possible to envision wavefront correction to compensate for atmospheric turbulence even when measurements are applied in some direction or configuration different from that which must be corrected. This is true because of statistical correlations which relate turbulence at different spatial locations. The analysis of Kolmogorov showed that for a range of spatial separations bounded by inner and outer scales, the refractive index variance due to turbulence at two points is proportional to the $2/3$ power of the separation, with the proportionality constant being determined by a strength parameter called the structure constant.

Because of variations in the atmosphere with altitude, the structure constant $C_n^2$ is a function of height, but otherwise the atmosphere can be assumed to be locally homogeneous and isotropic, allowing us to define a structure function $D_s$ relating the refractive index $n(r)$ at different spatial points $r_1$ and $r_2$:

$$D_s(r_1 - r_2) = 2 < (n(r_1)^2 - n(r_1)n(r_2)) > \tag{1}$$

which, in the Kolmogorov statistics is the quantity having the $2/3$ power dependence.

One might expect, using Eq (1), to be able to define also the correlation function or covariance of the refractive index. However, using the physically reasonable assumption that the correlation should vanish for infinite separation, the covariance at any finite separation would have to be infinite. Therefore, although it can be seen that this situation in really an artifact of failing to account for the outer scale properly, as a practical matter, we cannot use covariances directly when applying pure Kolmogorov statistics.

The spectral density function for Kolmogorov statistics is nonetheless quite well defined, being, as is well known, proportional to the spatial wavevector $k$ raised to the -$11/3$ power. The singularity at the origin becomes an integrable singularity for most quantities of interest for applications and the potential advantage of working in the spatial wavevector space ($\kappa$ space) can be significant.

In this paper we review the relationship between the structure function and spectral density formalisms and show, using some simple examples, how the latter formalism can be used to greatest advantage. We begin in Sec. II by considering the defining integrals relating the coordinate space and $\kappa$ space quantities for both the refractive index and its integral along an optical path (the geometric optics phase.) We show that an approximate "pseudo-three dimensional" spectral density function can be used for the refractive index to calculate all quantities depending on the cumulative refractive index. This function is derived from the exact full three dimensional spectral density function and allows us to incorporate (and give additional justification for) the usual assumption that refractive index correlations along the optical path can be neglected.

Then, as an example, we consider the Zernike coefficients of one or more wavefronts as statistical quantities whose covariance is to be calculated. Noll calculated the covariances of the same or different Zernike modes for a plane wave propagating through a single aperture using simple expressions for the transforms of the Zernike polynomials involving Bessel functions. We are able to apply a $\kappa$ space analysis which generalizes his development and leads to results for multiple apertures and for anisoplanatism of the various modes (Sec.III). Finally, we use the $\kappa$ space analysis to find coordinate space (piston removed) correlation functions for partly corrected wavefronts (Sec.IV). Removal
of piston of the wavefront over a defined aperture makes the correlation function, which would otherwise be singular for Kolmogorov statistics, well-behaved. With the analysis given here, any number of Zernike modes can be removed.

II. Spectral Densities and Structure Functions

The statistics of refractive index variations are important in optics problems because of the aberrations induced on a beam propagating through a turbulent medium. Structure functions and spectral densities for both the refractive index and the phase are considered below. The "pseudo-three dimensional" refractive index correlation function is derived, a quantity which proves to be extremely advantageous in the phase aberration problem, compared with approaches based on a phase structure function obeying a 5/3 power law.

The refractive index in two different spatial points can be related, in an "ensemble" of similar atmospheres (with \(<\cdots >\) denoting the ensemble average), by the structure function

\[ D_n(\vec{r}_1, \vec{r}_2) = \langle (n(\vec{r}_1) - n(\vec{r}_2))^2 \rangle \]  

(2)

If we assume that the atmosphere is homogeneous and isotropic, this can be written in the equivalent form

\[ D_n(|\vec{r}_1 - \vec{r}_2|) = 2[C_n(0) - C_n(|\vec{r}_1 - \vec{r}_2|)] \]  

(3)

where

\[ C_n(|\vec{r}_1 - \vec{r}_2|) = \langle n(\vec{r}_1)n(\vec{r}_2) \rangle \]  

(4)

or in terms of a spectral density function \( \Phi_n(\vec{k}) \), dependent only on the magnitude of \( \vec{k} \), as

\[ D_n(\vec{r}) = 2 \int d^3k \quad \Phi_n(\vec{k}) [1 - \exp(2\pi i\vec{k} \cdot \vec{r})] \]  

(5)

The fundamental defining quantity for atmospheric turbulence is the structure constant \( C_n^2(h) \), which defines the strength of turbulence as a function of altitude under a given set of conditions. It provides the proportionality constant for the \( r^{23} \) dependence predicted for Eq (1) by Kolmogorov statistics, which together with Eq (5), leads to

\[ C_n^2(h)r^{23} = 2 \int d^3k \quad \Phi_n(\vec{k}) [1 - \exp(2\pi i\vec{k} \cdot \vec{r})] \]  

(6)

We can now solve Eq (6) to show that a spectral density function \( \Phi_n \) proportional to \( \kappa^{-11/3} \) gives the proper \( r^{23} \) dependence for \( D_n \). We note that if the correlation function itself existed, it would be given by just the second term of Eq (6). However, the integrand is proportional to \( \kappa^{-23} \) and therefore has a non-integrable singularity at the origin. This confirms the impossibility, already noted, of defining the correlation function for this distribution. With an appropriate low frequency cutoff function \( g(\kappa) \), we can, however, write

\[ \langle n(\vec{r}_1)n(\vec{r}_2) \rangle = \int d^3k \quad C_n^2(h)C_n^8(\kappa)\kappa^{-11/3} \exp(2\pi i\vec{k} \cdot [\vec{r}_1 - \vec{r}_2]) \]  

(7)

In the limit \( g(\kappa) = 1 \), evaluating the proportionality constant in \( \Phi_n \) itself requires, after we do the angular integrations in Eq (6), evaluation of an integral

\[ l_n = \int_0^{\infty} y^{-39} \left( 1 - \frac{\sin y}{y} \right) dy = \frac{9}{20} \Gamma \left( \frac{1}{3} \right) \]  

(8)

whose individual terms are divergent. Here \( y = 2\pi \kappa r \). The result shown in Eq (8) is derived by first considering the following integral

\[ l'_n = \int_0^{\infty} y^{-3} \left( e^{-3y} - \frac{\sin y}{y} \right) dy \]  

(9)

The two terms can, for suitable values of \( \lambda \) and \( \mu \), be evaluated using the respective relationships.
\[ f(x) = \int_0^x e^{-x^2} dx = \mu^{-1}(\sqrt{\pi} + 1) \Gamma(\mu + 1) \] and
\[ \int_0^1 x^{-1} \sin(x) dx = \Gamma(\mu) \sin(\pi \mu/2) \] (10)

where for the first integral \( \Re \mu > 0, \Re \mu > -1 \) whereas, for the second, \( \Re \mu < 1 \).

The restrictive conditions guarantee convergence of the two integrals at 0 and at \(-\infty\) and there is a common region of convergence for \(-1 < \Re \mu < 1\). This allows us to use analytic continuation to obtain results when \( \mu = -\lambda = -5/3 \), outside the region of convergence for the separate terms. Therefore the integral in Eq (9) is given by
\[ I''_n = \mu^{2\gamma}(\gamma - 3/2) - \Gamma(-5/3) \sin(5\pi/6) \] (11)

The first term simply vanishes in the limit \( \mu = 0 \), leading to the result shown in Eq (8). So the spectral density for the refractive index is given by
\[ \Phi_n(f) = C_A C_n^2(h) \kappa^{-1/3} \] (12)

where we can denote \( C_A \), which has the value
\[ C_A = \frac{[8\pi \mu(2\pi)^{2\gamma}]}{36} \frac{1}{\pi^{3/2}} \Gamma(1/3) = 0.0096932 \]

the atmospheric spectral constant, since it converts the structure constant into an appropriate constant for the spectral density. \( C_A \) is found to be identical to the combination of constants \( C_1^2 C_3^4 (2C_2^2) \) used in Ref [3].

In geometric optics, a phase can be determined from the refractive index variations from the relationship
\[ \phi(\vec{r}, H) = k \int_0^H n(\vec{r}, z) dz \] (13)

where \( k \) is the wavevector of the light. We have assumed that \( z \) is the propagation direction and let \( \vec{r} \) represent the two remaining (transverse) coordinates. A phase correlation can be written in the form
\[ < \phi(\vec{r}_1, H) \phi(\vec{r}_2, H) > = k^2 \int_0^H \int_0^H < n(\vec{r}_1, z) n(\vec{r}_2, z') > dz dz' \] (14)

Because we are typically interested in very large propagation distances, the range of integration for \( \Delta z \) (assuming we go to sum and difference coordinates in the two propagation distances) is effectively infinite and hence refractive index components with wavevectors significantly different from \( \kappa_r = 0 \) will give a very small net contribution. We therefore replace \( |\kappa|\) by \( |\kappa_r + \kappa_s|^{1/2} \). Hence \( \kappa \) now appears only in the complex exponent and we identify this remaining expression involving \( \kappa_s \) as
\[ \int d\kappa_s \exp(-i2\pi\kappa_s(h_1-h_2)) = \delta(h_1-h_2) \] (15)

with the result that the refractive index correlation can, for purposes of calculating the phases for this propagation geometry, be replaced by
\[ < n(\vec{r}_1, h_1) n(\vec{r}_2, h_2) > = C_A \delta(h_1-h_2) C_n^2(h_1) \int d^3\kappa \ g(\kappa) \kappa^{-1/2} \exp(i2\pi\kappa \cdot (\vec{r}_1-\vec{r}_2)) \] (16)

The vectors appearing here are now all transverse quantities. The use of Eq (16) to calculate phases will prove very much easier than the use of structure functions which require us to put everything into the form of \textit{differences} of phase covariances such as those in Eq (14). With Eq (16) we can directly evaluate whatever covariances are naturally generated in the problem. Two such problems are considered in the following sections. Nevertheless, the approach is completely \textit{equivalent} to the usual approach using structure functions. We show this in the Appendix and demonstrate that Eq (16) is also \textit{derivable} by standard approaches using structure functions.
III. Zernike Correlations for Multiple Apertures

Zernike modes constitute an orthogonal set on the unit circle. Therefore we can expand an arbitrary wavefront in a series of these functions

\[ \phi(r_i + R) = \sum_{q} a_q Z_q(\rho) \]  

where the expansion coefficients are given by

\[ a_q = \int d^2 \rho W(\rho)_{\phi} Z_q(\rho) \]  

where \( W(\rho) = 1/\pi \) for \( \rho \leq 1 \)

\[ W(\rho) = 0 \) for \( \rho > 1 \)

This represents a 3-d integral, when the phase accumulation integral (Eq (13)) is included. With no further analysis, the covariance \( \langle a_q a_q' \rangle \), including two coefficients and an accounting for the proper phase correlations, would therefore be an integral of even higher dimension.

Analysis of this problem in \( \kappa \) space leads to a substantial reduction in the problem. The covariance, expressed in terms of direct space integrals is

\[ \langle a_q a_q' \rangle = \int d^2 \rho \int d^2 \rho' W(\rho)_{\phi} Z_q(\rho) W(\rho')_{\phi} Z_q(\rho') < \Phi(r_i + R) \Phi(r_j + R) > \]  

where

\[ < \Phi(\overline{r}_i + \overline{R}) \Phi(\overline{r}_j + \overline{R}) > = k^2 \int_0^H d h_1 d h_2 < n_i(\overline{r}_i + \overline{R}) n_j(\overline{r}_j + \overline{R}) > \]  

and, using Eq (16),

\[ < \Phi(\overline{r}_i + \overline{R}) \Phi(\overline{r}_j + \overline{R}) > = C \frac{k^2}{2} \int_0^H d h_1 C_n^2(h_i) \]

\[ \times \int d^4 \kappa g(\kappa) \kappa^{-1/2} \exp(i2\pi \kappa \cdot (r_i - r_j)) \exp(i2\pi \kappa \cdot R \overline{\rho}) \exp(-i2\pi \kappa \cdot R \overline{\rho}) \]

We can also express the Zernike pieces in \( \kappa \) (\( \kappa_i \) and \( \kappa_j \)) space as

\[ W(\rho)_{\phi} Z_q(\rho) = \int d^2 \kappa \exp(-i2\pi \kappa \cdot \rho) Q_q(\kappa_i, \phi_i) \]

\[ W(\rho')_{\phi} Z_q(\rho') = \int d^2 \kappa \exp(+i2\pi \kappa \cdot \rho') Q_q^*(\kappa_j, \phi_j) \]  

Here the \( Q \) functions are

\[ Q_{n,m}(\kappa, \phi) = K_{n,m} \frac{J_{n+1}(2\pi \kappa)}{2\kappa} i^{n+1/2} \{ \delta_{n1} \cos m\phi + \delta_{n,-1} \sin m\phi \} \]

where \( J_{n+1}(x) \) is Bessel function of first kind and

\[ K_{n,m} = (n+1)^{1/2} (-1)^{(n-m)/2} \text{ for } m \neq 0 \]

\[ K_{n,0} = (n+1)^{1/2} (-1)^{n^2/2} 2^{1/2} \]

All dependence on \( \rho_i \) or \( \rho_j \) is isolated in the complex exponentials so that the \( d^2 \rho_i \) and \( d^2 \rho_j \) integrals just give (2d) delta functions \( \delta(\kappa_i - \kappa R) \) and \( \delta(\kappa_j - \kappa R) \), respectively.
Applying these \( \delta \) function relations leads to

\[
< \alpha_q^{(a)} \alpha_{q'}^{(a')} > = C_s k^4 \int_0^U dh C_s^2(h) \int d^3 \kappa \; \exp(2 \pi i \kappa \cdot (\vec{r}_1 - \vec{r}_2)) g(\kappa) \kappa^{11/3} Q_q(\kappa R, \phi) Q_{q'}(\kappa R, \phi)
\]

(24)

The final double \( \kappa \)-space integral can be simplified to a single a space integral involving a (third) Bessel function by carrying out the angular integration. The dot product in the exponential is expressed explicitly in terms of angles \( \kappa \cdot (\vec{r}_1 - \vec{r}_2) = |\kappa| (r_1 - r_2) \cos(\theta - \phi) \) where \( \theta \) is the angle in the direct space. The dependence of \( Q_q \) and \( Q_{q'} \) on \( e^{i m \phi} \) and \( e^{i m' \phi} \) is also introduced, allowing us to use the integral formula

\[
J_{\rho}(\zeta) = \frac{1}{2\pi} \int_0^{2\pi} \exp(-ip\phi + i\zeta \sin \phi) d\phi
\]

(25)

to replace the angular integral. The covariances can now be expressed in terms of integrals of the form

\[
\int_{-\infty}^{\infty} \kappa^{1/3} J_{n_{q'}}(\kappa R) J_{n_{q'}}(\kappa R) \kappa^{1/3} J_{n_{q}}(\kappa R) J_{n_{q}}(\kappa R) d\kappa \;
\]

or

\[
\int_{-\infty}^{\infty} \kappa^{1/3} J_{n_{q'}}(\kappa R) J_{n_{q'}}(\kappa R) \kappa^{1/3} J_{n_{q}}(\kappa R) J_{n_{q}}(\kappa R) d\kappa
\]

(26)

combined with various angular factors, which are sines or cosines of \((m \pm m')\theta\). The use of the \( \kappa \) space analysis has reduced the result to the evaluation of a single height integral and a single \( \kappa \) space integral. The expressions in Eq(26) can also be written in terms of \( HJ^3 \) functions defined in Ref[3], where

\[
HJn(\lambda, N_1, N_2, ..., N_r, A_1, A_2, ..., A_r) \equiv \int_0^\infty x^{-\lambda} J_{N_1}(A_1 x) J_{N_2}(A_2 x) ... J_{N_r}(A_r x) dx
\]

For aperture separations approaching zero, Noll’s results are reproduced.

IV. Correlation Functions for Partially Corrected Wavefronts

The concern with the statistics of turbulence is often connected with the problem of providing compensating aberrations on a beam to be propagated through a region of atmosphere. At some stage in the process, these corrections may be only partial, in that our measurements will sometimes fail to detect aberrations, invariably piston, but often other low order modes. The appropriate atmospheric correlation functions when the first \( p \) lower order Zemike modes have been taken out can be written in the form

\[
C(\vec{r}_1, \vec{r}_2) = \left\{ \phi(\vec{r}_1) - \sum_{q=0}^n a_q Z_q(\vec{r}_1) \right\} \left\{ \phi(\vec{r}_2) - \sum_{q=0}^n a_q Z_q(\vec{r}_2) \right\}
\]

(27)

This expression can be reduced to explicit mathematical form using the techniques developed for Zemike covariances in the preceding section. It is convenient before proceeding to rearrange the expression so that the infinities associated with the Kolmogorov statistics are canceled. This only requires that we remove at least the piston \((p \geq 0)\), so we can write

\[
C(\vec{r}_1, \vec{r}_2) = \langle \phi(\vec{r}_1)^2 - a_0^2 \rangle - (1/2)D_p(\vec{r}_1 - \vec{r}_2) + \sum_{q=1}^5 \sum_{q'=1}^5 \langle a_q a_{q'} \rangle Z_q(\vec{r}_1) Z_{q'}(\vec{r}_2)
\]

\[
+ \langle (\alpha_0 - \phi(\vec{r}_1)) \left[ \sum_{q=0}^5 a_q Z_q(\vec{r}_2) \right] \rangle + \langle (\alpha_0 - \phi(\vec{r}_2)) \left[ \sum_{q=0}^5 a_q Z_q(\vec{r}_1) \right] \rangle
\]

(28)

In regrouping this expression, we have added in the null expressions \( a_0^2 - a_0^2 \) and

\[
\langle \phi(\vec{r}_1)^2 \rangle - \phi(\vec{r}_1)\phi(\vec{r}_2) \rangle - (1/2)D_p(\vec{r}_1 - \vec{r}_2)
\]

the latter corresponding to the definition of the phase structure function \( \psi^2 \) (see also Appendix). The first term in Eq(28) is just the piston-removed phase variance, while the Zemike covariances in the third term are the (single aperture) quantities discussed in the last section. The only new quantities here are the covariances of the phases with the Zemike coefficients in the last two terms. In order to evaluate these we write down in analogy with Eq(19)
\[
\langle \phi(\vec{p}_1 R) a_q \rangle = \int d^2 p_2 W(\vec{p}_2) Z_q(\vec{p}_2) < \phi(\vec{R} \vec{p}_1) \phi(\vec{R} \vec{p}_2) > 
\]
\[
= \int d^2 p_2 c_4 k^2 \int h \sqrt{c_s(h)} \int d^2 \kappa \quad g(\kappa) \kappa^{-11/3} \exp(2\pi i \vec{\kappa} \cdot (\vec{R} \vec{p}_1 - \vec{R} \vec{p}_2)) 
\]
\[
\times \int d^2 \kappa_2 \exp(\pm 2\pi \vec{\kappa}_2 \cdot \vec{p}_2) Q_q^* (\kappa_2, \phi_2) 
\]
\[
(29)
\]
Finally, applying the \( p_2 \) integration and the resulting delta function, we find the following form for the covariance
\[
\langle \phi(\vec{p}_1 R) a_q \rangle = C_A k^2 H \int d^2 \kappa_2 \exp(2\pi i \vec{\kappa} \cdot \vec{p}_1) g(\kappa) \kappa^{-11/3} Q_q^* (\kappa R, \phi) 
\]
\[
(30)
\]
We have used the explicit form of the dot product in terms of the angle \( \alpha = \phi - \theta_1 \) between \( \vec{\kappa} \) and \( \vec{p}_1 \). We substitute \( Q_{n,m,k} \) from Eq(23) for \( Q_q \). Now we carry out the angular \( \kappa \) integration using \( \alpha + \pi/2 \) as the variable of integration and find, using the integral representation of the Bessel function,
\[
\langle \phi(\vec{p}_1 R) a_q \rangle = 2\pi C_A \int d^2 \kappa_2 \exp(2\pi i \kappa R \cos(\phi - \theta_1)) g(\kappa) \kappa^{-11/3} J_{n+1} (2\pi \kappa R) \{ J_{n+1} (2\pi \kappa R) [J_{n+1} (2\pi \kappa R)] \} K_{n,m} [\delta_{l,i} \cos m \theta_1 + \delta_{l,-i} \sin m \theta_1] 
\]
\[
(31)
\]
Now with the change of variables \( \kappa' = 2\pi \kappa R \), we can substitute this result into Eq (28) to obtain
\[
C(\vec{r}_1, \vec{r}_2) = \sum_{q=1}^{\infty} \sum_{r=1}^{\infty} \langle a_q a_{q'} \rangle Z_q(\vec{p}_1) Z_{q'}(\vec{p}_2) + \left[ (2R)^{1/3} \int C_n^2 (h) dh \right] \left\{ -\frac{1}{2} 2.915 \quad 2.915 \right\} \left[ \hat{A}_m (l, \theta_1) \times [HJ2(11/3, n + 1, m, 1, \rho_1) - 2\delta_{m,l} ^{11/3} HJ2(14/3, n + 1, 1, 1, 1)] 
\]
\[
- \sum_{q=0}^{\infty} Z_q(\vec{p}_1) \hat{K}_{n,m} (l, \theta_1) \times [HJ2(11/3, n + 1, m, 1, \rho_2) - 2\delta_{m,l} HJ2(14/3, n + 1, 1, 1, 1)] \} 
\]
\[
(32)
\]
The constants appearing are defined as
\[
\hat{A}_m (l, \theta) = \delta_{l,1} \cos m \theta + \delta_{l,-1} \sin m \theta 
\]
and
\[
\hat{K}_{n,m} = 2K_{n,m} C_A \kappa^{1/3} 
\]
We note that the integral over \( C_n^2 (h) \) appearing in Eq(33) can be conveniently replaced by using the quantity \( r_0 \) defined by Fried\(^8\), which gives the integral (including the accompanying \( k^2 \) factor) as 2.362 \( r_0^{-5/3} \).

V. Appendix

The usual treatment of phase fluctuations utilizes the phase structure function, relating the phase at two different points in a wavefront propagated through turbulence is defined as
\[
D_q(\vec{r}_1, \vec{r}_2) = \langle [\phi(\vec{r}_1) - \phi(\vec{r}_2)]^2 \rangle 
\]
\[
(34)
\]
The invariance properties lead us to the alternative form
\[
D_q(\vec{r}_1, \vec{r}_2) = 2 < \phi(\vec{r}_1)^2 > -2 < \phi(\vec{r}_1) \phi(\vec{r}_2) > 
\]
\[
(35)
\]
which, on substitution of Eqs (13) and (16) leads to the relation
\[ D_4(\vec{r}_1, \vec{r}_2) = 2C_\lambda k^2 \int_0^H C_\lambda^2(h)dh \int d^2\kappa \kappa^{-11/3}(1 - \exp(2\pi i \kappa \cdot [\vec{r}_1 - \vec{r}_2])) \]  

(36)

\[ = 2C_\lambda I_{1m}(11/3)(2\pi)^{1/3}|\vec{r}_1 - \vec{r}_2|^{53/2} k^2 \int_0^H C_\lambda^2(h)dh \]  

(37)

where the last relationship is for \( g(\kappa) = 1 \) and

\[ I_{1m}(Q) = \int_0^\infty dx x^{-2/3}[1 - J_0(x)] = \frac{\pi}{2^{1-1}[\Gamma(Q/2)]^2 \sin[\pi(Q - 2)/2]} \]  

Note that the combination \( (1/3) (2\pi)^{1/3} \) coincides with the ratio \( C_2/C_3 \) in Ref[3].

A more conventional approach\(^7\) to the calculation of the structure function proceeds from Eq (34) by adding and subtracting terms as required to obtain combinations of refractive indices corresponding to structure functions

\[ D_4(\vec{r}_1, \vec{r}_2) = k^2 \int_0^H dz_1 \int_0^H dz_2 (F_1(\vec{r}_1, \vec{r}_2, z_1, z_2) - F_2(\vec{r}_1, \vec{r}_2, z_1, z_2)) \]  

(38)

where

\[ F_1(\vec{r}_1, \vec{r}_2, z_1, z_2) = \langle (n(\vec{r}_1, z_1) - n(\vec{r}_2, z_2))^2 + [n(\vec{r}_2, z_1) - n(\vec{r}_1, z_2)]^2 \rangle \]

and

\[ F_2(\vec{r}_1, \vec{r}_2, z_1, z_2) = \langle (n(\vec{r}_1, z_1) - n(\vec{r}_2, z_2))^2 + [n(\vec{r}_2, z_1) - n(\vec{r}_1, z_2)]^2 \rangle \]  

(39)

The two refractive index terms in each of the two functions \( F_1 \) and \( F_2 \) are equal since the refractive index structure function depends only on the distance between the points and on their average altitude. As a consequence we can write

\[ D_4(\vec{r}_1, \vec{r}_2) = k^2 \int_0^{\infty} d\Delta z \int_0^{\infty} d\Delta \tilde{z} \left[ D_4 \left( [\vec{r}_1 - \vec{r}_2]^2 + (\Delta \tilde{z})^2 \right)^{1/2}, \tilde{z} \right] - D_4(\Delta z, \tilde{z}) \]  

(40)

where we have transformed to average height and height difference coordinates \( \tilde{z} \) and \( \Delta z \). With \( D_4 = C_\lambda^2(\tilde{z}) |\vec{r}_1 - \vec{r}_2|^{53/2} \), the integrand is sufficiently small when \( \Delta z \gg |\vec{r}_1 - \vec{r}_2| \) to allow replacing the limits on \( \Delta z \) by \((-\infty, +\infty)\) with the result that

\[ D_4(\vec{r}_1, \vec{r}_2) = |\vec{r}_1 - \vec{r}_2|^{53/2} I_4(1/3) k^2 \int_0^{\infty} d\tilde{z} C_\lambda^2(\tilde{z}) \]  

(41)

where\(^10\)

\[ I_\alpha(\alpha) = \int_0^{\alpha} [(x^2 + 1)^{\alpha} - (x^2)^\alpha] dx = \frac{2\alpha}{2\alpha + 1} \frac{\Gamma(1/2)\Gamma(1/2 - \alpha)}{\Gamma(1 - \alpha)} \]  

(42)

and the variable \( x \) in the integrand corresponds to the dimensionless ratio \( \Delta z/|\vec{r}_1 - \vec{r}_2| \). The value of the constant \( I_4(1/3) \) is approximately 2.91, the constant \( C_1 \) of Ref [3]. The equivalence to the analytic form \((2^{1/2} \Gamma^2(1/6))/[5\Gamma(1/3)]\) given there can be established using \( \Gamma(1/2) = \pi^{1/2} \) and \( \Gamma(2\alpha) = (2\pi)^{-1/2} 2^{2\alpha - 1/2} \Gamma(z) \Gamma(z + 1/2) \) with \( z = 1/6 \) (the Gamma function duplication formula\(^6\)).

The result in Eq (41) is in fact identical to Eq (37) because of the equality

\[ I_4(1/3) I_{1m} = \pi I_{1m}(11/3) \]  

(43)

\[ 715 \]
readily verified using the $\Gamma$ function reflection formula. This shows that the approach using the $\kappa$ space integration and the replacement of the $\kappa$, factors by a $\delta$ function in $h$ is completely equivalent mathematically to the conventional approach, even though it is much easier to use than the usual approach.

VI. References

5. G.A. Tyler, "On the utility of Gegenbauer polynomials in atmospheric turbulence calculations: evaluation of piston, tilt removed phase cross covariance", Rep TR-635 (the Optical Sciences Company, Placentia, California, 1985)
8. The constant $\hat{k}_{\kappa,m}$ defined here differs by a factor of $\pi$ from that defined in Ref [3].
NONLINEAR OPTICAL EFFECTS IN LASER IRRADIATED MICRON-SIZED DROPLETS
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Abstract

Nonlinear optical effects, notably stimulated Raman scattering and fluorescence/lasing, exhibit unique behavior in small droplets due to the presence of morphology-dependent resonances. This talk describes recent results in this area.

Introduction

A variety of nonlinear optical effects, notably stimulated Raman scattering (SRS) and fluorescence/lasing, have been observed in transparent micron-sized droplets irradiated by intense pulsed laser beams. These effects exhibit characteristics not found in bulk, including SRS and fluorescence spectra consisting of sharp, quasi-periodic peaks, and temporary delay in the initiation of SRS and lasing emission. The unique optical properties of small droplets arise from the presence of high-Q resonances (so-called morphology dependent resonances or MDRs) in the response of the droplet to electromagnetic radiation. Two distinct classes of resonances occur, input resonances where the incident radiation excites an MDR, and output resonances where the droplet excitation (e.g., SRS or fluorescence) couples to an MDR. Double resonance conditions occur when both input and output fields couple to MDRs. In this paper, we present some recent results illustrating the spectral, temporal, and spatial properties of laser-droplet systems.

Output Resonance SRS

Output resonances have been observed in SRS,1 and lasing.2 The experimental arrangement used to observe these resonances is shown in Fig. 1. Green light (532 nm) from a frequency-doubled Nd:YAG laser is focused onto droplets that scatter elastic (green) and inelastic (red-shifted SRS) light into the spectrometer. Part of this light is reflected onto a one-dimensional array detector (PDA) by a beam splitter (BS2) for measurement of its spectral content. The remaining scattered light is combined with a delayed (green) light pulse from the reference beam and passed through the exit slit onto a photomultiplier tube (PMT). The PMT signal is then fed to a transient digitizer, and the resulting signal traces are displayed on a CRT for measurement of the time delay between scattered and reference beams. The calculated time delay between these two beams, taking into account the speed of light and path-length difference and assuming that droplet scattering is instantaneous, is 54 nsec. Delay of the reference beam by this comparatively long time (compared with the laser pulse length of 8 nsec) allows for measurement of scattered light and reference beam with a single detector. This arrangement permits time-resolved and spectrally resolved measurements of scattered light on single laser shots, which we found necessary to eliminate undesirable pulse waveforms on some single shots.

The results of temporal and spectral measurements of droplets for single laser shots are shown in Figs. 2 and 3 at laser intensities just below that required for aerosol-induced breakdown.3 Our time-resolved measurements for 26- and 68-um-diameter CCl4 droplets are shown in Fig. 2. As for bulk, elastic scattering is instantaneous for both liquids. However, unlike in the bulk, the SRS light for the first Stokes shift for water and multiple-order Stokes shifts for the strongest Raman line (νv) of CCl4 are all delayed by about 5-7 nsec. Our finding that the delay for water and CCl4 is about the same suggests that the droplet shape (which enables resonances to exist), not the droplet material, is instrumental in causing the delay. Our finding that the delay in the multiple-order Stokes shifts in CCl4 are all about the same suggests that all multiple ν1 shifts are excited simultaneously.

Although it is generally believed that SRS emissions in small droplets correspond to structure resonances in the droplet,4 no actual identification of resonances has been made. To contribute to the solution of this problem we measured single-shot SRS spectra in water droplets as a function of droplet size, as shown in Fig. 3. Droplet size was determined within 2% accuracy by measuring the vibrating orifice generator frequency and by weighing a timed collection of the counted number of droplets. Several SRS peaks appear within the broad spontaneous Raman linewidth, and these peaks have a quasi-periodic structure.

If these peaks are associated with corresponding structure resonances in elastic scattering of the same order i, they should have a wavelength separation given by the asymptotic relation

\[ \Delta \lambda = \frac{\lambda^2}{2\pi n^2 - 1} \]

(1)

where r is the droplet radius (r >> λ) and n is the droplet refractive index. Our measurements of the separation of peaks Δλ (done by applying a fast-Fourier-transform

1. 1
2. 2
3. 3
4. 4
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method to the spectral data) versus droplet radius \( r \) are in excellent agreement with Eq. (1). This is compelling evidence that the SRS emissions seek out structure resonances in the droplet, with each successive peak corresponding to elastic-scattering resonances of sequential mode number \( n \) but of the same mode order, \( k \).

We suggest that the delay of SRS in small droplets is a consequence of the finite time required to build up resonances that support SRS. The droplets act as electromagnetic cavities with \( Q \) (energy stored/power gain per cycle = time delay of SRS for laser intensity used/period per cycle) \( \approx 3 \times 10^6 \). The SRS spectra are normally dominated by one set of quasi-periodic peaks, suggesting that for a given droplet size and refractive index, structure resonances of a particular width and mode order dominate over all others.

### Laser Emission

Fluorescence spectra from organic dye-doped, micrometer-sized spherical particles have also been studied for a number of years. The observed spectra exhibit intensity peaks associated with the MDR's of the sphere. With increased pump irradiance the fluorescence from dye-doped droplets evolves into the nonlinear optical regime, resulting in laserlike emission. Stimulated Raman scattering (SRS), as discussed previously, is a similar nonlinear evolution of spontaneous Raman scattering in transparent droplets. Here, we report the results of a spectral and temporal study of lasing from dye-doped droplets.

The experimental arrangement is that shown in Fig. 1. We make simultaneous spectral and temporal measurements of lasing from dye-doped (3 x 10^-4 M Rhodamine 6G in water or ethanol) droplets. Figure 4(a) and 4(b) show spectra for monodispersed water and ethanol droplets, respectively, obtained by illuminating a wavelength-sequenced series of single-shot spectra acquired within minutes of each other. The corresponding bulk fluorescence emission spectra (obtained by illuminating the liquid in a cuvette and imaging the resulting bright yellow fluorescence from a spectrometer slit at 90° to the direction of incidence), and a portion of the absorption edge (obtained from bulk liquid by using a spectrophotometer) are also shown. As found previously,6 the droplet spectra exhibit a flat and nearly featureless region (region A) and a region (region B) consisting of an abundance of well-defined quasi-periodic lasing peaks. We note that for the case of ethanol droplets at least one SRS peak at 630 nm [Fig. 4(b)] is seen to occur simultaneously with lasing. This can be confirmed by lowering the Nd:YAG laser energy below SRS but above the lasing threshold the first peak remains with the same temporal shape. The profiles suggest a slightly longer delay for SRS emission than those in Fig. 2.

For ethanol similar signals were recorded at 630 nm [Fig. 5(e)]. The second peak is due to SRS emission; in its absence (achieved by lowering the laser energy below SRS but above the lasing threshold) the first peak remains with the same temporal shape. The profiles suggest a slightly longer delay for SRS emission than those in Fig. 2.
doped droplets is supported by resonances of a single mode order. The value of the particular mode that contributes to lasing is always of the order of $7 \times 10^4$. Long delays found in droplet SRS are not observed in the presence of lasing. The slightly longer SRS delays may be evidence of competition between the two stimulated processes. Evidence of relaxation oscillations, known to be associated with laser emission, is also observed.

**Double Resonance SRS**

Measurements of SRS, cited above, have been made for droplets satisfying a resonance condition only at the emitted (output) wavelength, since with the lasers and droplet generation methods used, there was no practical way to tune the incident laser wavelength or droplet size to an input resonance condition. We now consider observations corresponding to a double-resonance condition, where the droplet is in resonance at both incident (input) and emitted (output) wavelengths. SRS emissions for the double-resonance condition occur for incident laser intensities ($0.2 \text{ W/cm}^2$) that are lower than for output resonance conditions. We further identify, at least tentatively, the resonance mode orders and numbers that support double-resonance SRS for $5-7 \mu\text{m}$ radius glycerol droplets irradiated by $0.532\mu\text{m}$ wavelength radiation from a pulsed Nd:YAG laser. Our observations suggest that both input and output resonances usually have the same mode. Further, resonances that support SRS are of lower order than those observed in elastic scattering.

We achieve double-resonance conditions using optical levitation (Fig. 6). Glycerol droplets trapped in a focused argon-ion laser beam (not shown) slowly evaporate at a rate of $0.4 \text{ mm/sec}$, allowing droplets to pass through resonance conditions at the incident Nd:YAG wavelength. A position-sensing, split photodiode feedback detector and pockel's cell (not shown in Fig. 6) coupled to the argon-laser output permit continuous recorded adjustment of laser power needed to keep the droplet stationary. In addition, scattered argon-laser light is recorded using a photodiode. Monitoring of levitating laser power and elastic scattering from the droplet permit determination of droplet size to within 0.1% of its radius.

Quasiperiodic bursts of SRS (arising from the $285-\mu\text{m}$ shift C-H stretching mode) are observed from droplet only when the combination of droplet size and Nd:YAG wavelength satisfy an input resonance condition. This differs from previous studies where input resonances could not reliably be achieved because of lack of precise control of droplet size. Spectral shifts of SRS emission is measured by imaging the droplet onto a spectrometer equipped with a one-dimensional photodiode array detector. Quasiperiodic bursts of SRS emission, which occur at times when resonance conditions are satisfied, are seen as bright, full, or partial red rings on the droplet rim. The times of occurrence of SRS can be recorded to an accuracy of 1 sec. By comparing levitating laser power with theoretical radiation pressure calculations, droplet radius and hence size parameter ($X_i = 2\pi r_i/\lambda$, where $r_i$ is the radius and $\lambda$ is the incident Nd:YAG wavelength) evolution can be precisely determined. A comparison of measured $X_i$ with resonance size parameters calculated from Mie theory allow an identification of input resonances. Known droplet radii together with measured SRS wavelengths allow identification of the corresponding output resonances.

A summary of input and output resonances deduced from measured SRS spectra reveals that in virtually all cases, the mode orders of input and output resonances match. This suggests that spatial overlap of the internal electromagnetic field distributions of input and SRS and SRS, associated with resonant matching, is an important criterion for SRS emission. Delays in the initiation of double resonance SRS vary over a wider range ($<2 - 14 \text{ ms}$) than for the output resonance delays shown in Fig. 2.

In conclusion we have confirmed double-resonance SRS from levitated droplets. The identification of the input resonances reveals that the mode order increases with droplet size. Mode orders of input and output resonances match with few exceptions.
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Figure Captions

Fig. 1. Schematic of the experimental setup used for measuring time dependence and spectral content of elastic and inelastic (SRS) scattering in small droplets.

Fig. 2. Time-resolved measurements of elastic scattering and SRS from water and CCl₄ droplets. Time delays for the first Stokes shift for water droplets and for multiple (through ninth-order) shifts for CCl₄ droplets are shown. The laser pulse width is about 8 nsec; the peak intensity is about 1 GW cm⁻². Data points depict averages of 25-50 single laser shot measurements of the delay together with typical one standard deviation. Absolute errors arising from differences in the laser and SRS signal pulse widths and from finite detector time response are estimated to be not more than an additional ± 2 nsec.

Fig. 3. Single-shot SRS spectra of water droplets irradiated with green light from a pulsed laser with peak intensity ~1 GW cm⁻². Spherical droplets range in size from 29- to 130 μm diameter [(a), (b), (d)]. The peaks are quasi-periodic. Spectra for spheroids (c), obtained by detuning the droplet generator from the resonant frequency used in (b) to generate spheres, show a plethora of resonance peaks. The spheroids have nearly the same volume as spheres in (b); their axial ratio was estimated by viewing them through a microscope with 200X magnification.

Fig. 4. Typical lasing spectra for Rhodamine 6G-doped water (a) and ethanol (b) droplets (with radii of 11.3 and 11.8 μm, respectively) irradiated with a 532-nm pulsed Nd:YAG laser. Also shown are the fluorescence emission band and absorption edge for the bulk liquids. Both water and ethanol droplets show a region where no lasing occurs (region A) and a region corresponding to a sequence of quasi-periodic lasing peaks (region B).

Fig. 5. Representative temporal signals from different wavelength regions: (a) bulk-liquid fluorescence, (b) off-resonance region in droplets, (c) droplet lasing, water (575 nm) and ethanol (586 nm), (d) the same as in (c) except showing multiple time peaks, (e) SRS and lasing simultaneously from an ethanol droplet (630 nm), (f) intermediate region lasing from ethanol (572 nm).

Fig. 6. Schematic top view of experimental arrangement. The levitating argon-laser beam directed normally outward from the plane of the paper and the glass cell enclosing the droplet are not shown. The feedback-stabilized levitated droplet is positioned at the focus of the Nd:YAG laser. Simultaneous monitoring of argon elastic (light scattering detector), SRS (spectrometer), and view of droplet (microscope) are possible using this arrangement.
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Abstract

The fluorescence decay time of aerosols is estimated by successive convolution of the nonfluorescent return. Results of field experiments with aerosol clouds are presented.

Introduction

Various remote measurements of the decay times of organic compounds in liquid and solid form have been made using the Atmospheric Sciences Laboratory Lidar Test Bed (LTB). For solids and liquids, determination of the slope of the logarithm of the decay in the region well below the peak is a viable approach if the signal to noise ratio is high enough to observe the decay over a significant portion of a decade and if the LIDAR receiver system is linear and does not exhibit significant ringing.

One technique being investigated is the so called "Z transform". The Z-transform deconvolution method is based on considering the fluorescence intensity as a time sequence f(n).

\[ f(n) = \sum_{m=0}^{n} i(m) s(n-m) \]  

f(n) is the convolution of the impulse response sequence i(n) and the observed system response sequence s(n). For a single component i(n) is modeled as a single exponential decay \( i(n) = A \exp(-n/\tau) \) where \( n=1,2,\ldots \) and \( \tau \) is the time decay. The Z-transform deconvolution analysis is analogous to the Laplace transform method. For our data the deconvolution was evaluated for several values of the Z parameter. The decay times obtained for the different Z parameters were averaged and the average was assigned to the sample decay time.

The reiterative convolution technique is also used to extract the decay time of the sample by successively comparing the convolution of the amplitude normalized elastic return and exponential decays with the amplitude normalized fluorescent return. The areas of the two returns were compared and the value of the exponential decay which most closely matched the areas was considered to be the proper value of the exponential decay.

Underlying all these techniques is the basic fact that in general the time response of a multicomponent system is the result of the convolution of the time responses of the separate components composing the system. In the following discussion we shall denote convolutions by "\(*\)". The assumption is made that the elastic return time response, \( F_e(t) \), and the fluorescent return time response, \( F_f(t) \), are amplitude normalized.

If the time response of the elastic return is

\[ F_e(t) = f_1(t) * f_2(t) * f_3(t) * f_4(t) \ldots \cdot f_n(t) \]  

and the time response of the fluorescent return is

\[ F_f(t) = f_1(t) * f_2(t) * f_3(t) * f_4(t) \ldots \cdot f_n(t) \ast \exp(-t/\tau) \]  
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where $C_l=0$ for nonfluorescent targets
and $f_i$ is the time response of the $i$th system component for $i=1,2...n$

then obviously $\exp(-t/C_l)$ is the result of the deconvolution of $F_e(t)$ and $F_f(t)$.

If we are to measure aerosols we must be sure that this condition is satisfied for the measurement. In practice this means that the attenuation through the aerosol cloud must be very small.

While this is a straightforward process using Fourier transforms, in practice, the results we achieved with data from the LTB for input were less than satisfactory due to distortion and noise in the lidar system. If the portion of the two returns which is used for comparison is restricted to the region of good signal to noise ratio then reasonable results can be obtained. This is done in the successive convolution technique by base clipping before making the area comparison of the normalized data. The exponential decay values presented in this report are the result of an arbitrary choice of the 50 percent level for clipping.

Description of Experiment

The Lidar Test Bed consists of a tripled Neodymium YAG laser (Spectra Physics DCRI) with a multiplier, various high speed photomultipliers and a Lecroy 1.3 GHz 8 bit waveform digitizer. All measurements described herein were made at the tripled wavelength (355 nm) at about 1 mJ per pulse. Pulse width is about 6 ns at the 50 percent level. The pulse repetition rate was 10 pulses/sec. The effective receiver bandwidth is estimated to be about 300 MHz. Because of the need for low distortion and ringing the photomultipliers are coupled directly to the digitizer. System timing is derived from the output of a photo diode inside the beam separator housing. This also provides a measure of output power variations. All adjustments are manual. A 12 inch diameter offset Newtonian system is available, however, these measurements were made at a distance of 10 meters with no optical system other than band pass and neutral density filters. The ultraviolet light was excluded from the fluorescent channel by means of a Kodak "ZB" gelatin filter. The fluorescent light was excluded from the elastic channel by using a Schott "UG5" filter. The optical input was adjusted by means of neutral density filters in order to operate the photomultiplier tubes at the same approximate voltage close to their maximum ratings in order to assure that the rise and fall times of the photomultipliers are as short as possible and hopefully equal.

The aerosol was generated by means of 5 aerosol generators placed inside an open ended metal housing 3 meters long and approximately one half meter on a side. The housing was open at the bottom. A short range was chosen to assure that the beam did not contact the housing. The housing was necessary to keep the aerosols confined to the region of interest.

The available software precluded the use of both channels in the digitizer in the averaging mode. Both photomultipliers were connected to a single channel by running one photomultiplier through a 90 ns delay line consisting of a length of RG9B coaxial line. The line introduces a distortion in the pulse shape. It is necessary to compensate for this by taking two sets of measurements, one with the delay line in the elastic return channel and a second with the delay line in the fluorescent channel. The results of the two sets of data are averaged in order to get the correct value. Each measurement is the average of 1000 returns.

Results

The material used for the test was Aldrich Chemical commercial grade fluorescein "70 percent water soluble". This material was dissolved in water. The concentration was 0.01 g/l. The 64th edition of the Handbook of Chemistry and Physics lists fluorescein as 3,4 Dehydroxy Floran (p.C-301) and does not show that it is soluble in water. We therefore assume that this material is not pure 3,4 Dehydroxy Floran. The average of the two measurements of the time decay of the "fluorescein" was 5.57 ns in a liquid sample taken from the aerosol generators after the test. The average of the two measurements of the same material in the aerosol was 6.18 ns.

Using the Z-transform method, the fluorescence liquid phase decay time of fluorescein was computed to be 5.86 ns. In comparison, the fluorescence aerosol phase decay time of the same sample was calculated to be 4.35 ns.
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Conclusion

It is possible to remotely measure the time decay of fluorescent aerosols if the following condition is satisfied:

The amplitude normalized time response of the fluorescent return differs from the amplitude normalized time response of the elastic return only by EXP(-t/C1).

This is a nontrivial case which can be adequately approximated by aerosol clouds of very low total attenuation.
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Abstract

Advancements in short wavelength lasers has renewed the interest in molecular and aerosol extinction in the 1.0 to 2.0 µm region. In recent programs sponsored by three agencies: Lincoln Laboratory, the U.S. Army Strategic Defense Command, and the Atmospheric Sciences Laboratory, OptiMetrics has refined current models in this spectral region for use with both ground level and slant atmospheric paths treating both molecular and aerosol extinction.

Molecular Absorption

Molecular absorption falls into two categories: continuum absorption and line absorption. Continuum absorption, which arises from the far wings of spectral lines well removed from the point of computation, is significant in the 3-5 µm and 8-10 µm regions where its absorption coefficient is 0.01 km⁻¹ or larger. In the 1.06 µm region, however, the continuum is less than 10⁻³ km⁻¹ and consequently not of general concern.

Line absorption can be significant for atmospheric propagation near 1 µm depending on the particular wavelength of interest. Computation of atmospheric transmission for laser applications are usually performed using line-by-line methods such as employed in the Geophysics Laboratory FASCODE algorithm. However, these computations can be only as good as the parameters available in the spectral line atlas used. The HITRAN atlas, developed by Geophysics Laboratory, has not been updated for water vapor absorption in the 1.0 µm region since the original compilation was put together in 1979. A refinement of the line parameters was necessary. To accomplish this, OptiMetrics undertook a three phase program. In the first phase, sponsored by Lincoln Lab, we developed a fitting algorithm which allowed for line strengths, widths, and positions to be extracted directly from high resolution spectra. In the second phase, funded by the Strategic Defense Command, we used this algorithm to extract parameters from self-broadened, absorption-cell data collected by Flaud, Camy-Peyret, et. al. at Kitt Peak. The third phase, supported by the Atmospheric Sciences Laboratory at White Sands Missile Range, is ongoing at the time of this writing. This phase will supplement the parameters evaluated in the earlier phases by adding parameters for the weaker isotopic lines as well as evaluating self-to-foreign broadening ratios for all lines.

The Parameter Extraction Algorithm

The algorithm developed for parameter extraction does a least squares fit of a computed spectrum to an experimental spectrum. It uses a custom line-by-line code written for the purpose and performs computations on a grid less than or equal to that of the experimental data using a full Voigt line profile. To fit data distorted by an instrument function, the routine convolves the computed spectra with an appropriate response function such as sin(x)/x. The algorithm uses a code from the Quantum Chemistry Program Exchange called STEPIT (a multivariable simplex routine) to control the variation of parameters during fitting. The code considers convergence to have been reached when the least squares difference between observed and computed spectra cannot be improved by more than a predefined amount through variation of any of the parameters. A flow chart of the overall code is shown in figure 1.

Figure 1. Flow chart for parameter extraction software

Line Parameters for H₂O at 1 µm

The data used in the second phase program was absorption data collected by Flaud, et. al. using the Bruault interferometer at Kitt Peak. The data was collected at a spectral resolution of 0.012 cm⁻¹ (FWHH) using pure water vapor at 17.4 torr and was taken with a path length of 436 meters as provided with a multipath White cell. The data were all coadded, single path interferograms and consequently were influenced by the interferometer instrument response function. Fortunately the line density in this region was low enough that the baseline was apparent between spectral lines and, throughout the region, the strongest lines saturated. This allowed the zero and 100% signal levels to be determined and the relative transmittance data to be normalized.

Using the Kitt Peak data, 770 spectral lines were treated between 9090 cm⁻¹ and 10,000 cm⁻¹ extracting line strengths,
positions, and self-broadened widths for all lines. By way of example, figure 2 shows the region from 9105 to 9110 cm$^{-1}$ and compares the experimental data to calculations performed using the line parameters of the November 1986 Geophysics Lab compilation and those derived here. Clearly the new parameters improve the calculational capabilities considerably.

![Figure 2](image-url)

**Figure 2.** Comparison of experimental data to calculations based on (a) the 1986 HITRAN compilation and (b) the parameters derived here.

Over a portion of this region, Mandin, Chevillard, Flaud, and Camy-Peyret\(^3\) also extracted line parameters from the same data. In their extractions they used equivalent width and curve of growth approaches when the lines were sufficiently isolated and peak absorption when the lines were influenced by neighboring lines. Comparisons of our parameters to theirs, as shown in figures 3 and 4, indicated very good agreement for all line positions but demonstrated systematic variations in line strengths. Our values are greater than theirs by typically 5 to 20% with the difference increasing monotonically with line strength. In comparing spectra computed with our and their parameters to the original experimental data, however, our strengths gave consistently better fits and were therefore considered to be somewhat more accurate. The deviations we have observed in comparing our parameters to those of Mandin et. al. are consistent with the errors one normally encounters using an equivalent width measurement. That is, one underestimates the strengths because of the difficulty of completely accounting for the area in the wings of the lines well removed from line center. Although Mandin, et. al. made corrections for these effects it appears residual errors could still remain.

![Figure 3](image-url)

**Figure 3.** Observed line position differences (this work – reference 3)

![Figure 4](image-url)

**Figure 4.** Observed line strength differences (this work – reference 3)

Comparisons of Parameters with Slant Path Data

The new parameters were also tested to determine how well they could predict general slant path atmospheric spectra. To this end, we compared calculated spectra to field data collected using a system called the Mobile Atmospheric Profiling System (MAPS). This system, developed and operated by OptiMetrics for the Atmospheric Sciences Laboratory at...
White Sands, consists of a 0.8 meter, computer controlled Coude' telescope coupled to a 0.038 cm$^{-1}$ Fourier transform spectrometer. This system has been used for several years to collect atmospheric transmission spectra using the sun as a source. To normalize the data, Langley plots are generated at discrete wavelengths using data collected over a wide range of air masses and the spectra collected at different air masses are ratioed against one another. By ratioing the spectra for two known air masses a transmission spectrum for the differential air mass is obtained. This spectrum is free of instrumental effects and solar emission/absorption lines but its baseline could be in error. The Langley plots provide, at discrete wavelengths, absolute transmission reference points which can then be used to absolutely calibrate the ratioed spectra.

Only preliminary comparisons of the new line parameters with field data have been made to date. By way of example, we present here a comparison based on MAPS data collected on 3 May 1989. For this data set a balloon sounding was performed simultaneously and provided an atmospheric profile temperature, pressure, and relative humidity which could be used for the line-by-line computations. Two data sets from this day, those collected at zenith angles of 79.45 degrees and 55.62 degrees, were ratioed against one another to remove instrumental effects and solar features and this ratio represented an equivalent transmission spectrum for 3.692 air masses. For this preliminary comparison, however, no Langley calibration was used. Figures 5 and 6 show computed and observed spectra, for the same spectral region as in figure 2, comparing the measured MAPS spectrum with computations based on the 1986 HITRAN compilation and the new parameters derived here. Clearly the new parameters have substantially improved the calculational capabilities. The residual errors in evidence in figure 6 are probably due to our lack of knowledge of the self-to-foreign broadening ratio for the spectral lines in this region, a parameter being investigated in the third phase of this work but not yet available.

Figure 5. Comparison of original HITRAN to MAPS data

Figure 6. Comparison of OMI Parameters to MAPS data

The full set of strengths, positions, and self-broadened widths for the spectral lines have been put in standard HITRAN form and are available upon request.

**Aerosol Absorption and Scattering**

Over the past several years OptiMetrics has been developing atmospheric aerosol models under sponsorship from the Atmospheric Sciences Laboratory at White Sands. These studies have demonstrated several clear characteristics of aerosols in the New Mexico area: 1) The aerosol distributions are clearly bimodal, and 2) the modes of this distribution consist of an accumulation or small particle mode arising primarily from non-local sources and a coarse or large particle mode arising almost exclusively from local sources. Based upon the work of Pinnick et al., we have also concluded that the two modes have nearly inverse compositions: the accumulation mode typically containing 89.5% water soluble, 10% dust-like, and 0.5% carbon-like particles, the coarse mode containing 10% water soluble and 90% dust-like particles.

For these modes, the water soluble components include ammonium sulfate, calcium sulfate, and terpenes while the dust-like are made up of quartz, clay, hematite, calcite, and gypsum. Table 1 shows the typical mix of these species as used in our White Sands model. For all species in the model, we have used directly the complex refractive index data of Shettle and Fenn and have employed standard Mie calculations to compute scattering and absorption cross sections.
Table 1. Typical composition of White Sands aerosols inferred from work of Pinnick et al.

<table>
<thead>
<tr>
<th>Component</th>
<th>Composition (by mass)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammonium sulfate (NH₄)₂SO₄</td>
<td>80%</td>
</tr>
<tr>
<td>Calcium sulfate CaSO₄</td>
<td>&lt; 5%</td>
</tr>
<tr>
<td>Terpenes</td>
<td>&lt; 5%</td>
</tr>
<tr>
<td>Kaolinite Al₂ Si₂ O₅ (OH)₄</td>
<td>10%</td>
</tr>
<tr>
<td>Carbonaceous (soot)</td>
<td>0.5%</td>
</tr>
</tbody>
</table>

Accumulation Mode

Coarse Mode

Quartz SiO₂: 30%
Kaolinite and related clays: 30%
Calcite: 10%
Hematite Fe₂O₃: 10%
Gypsum: 10%
Ammonium sulfate (NH₄)₂SO₄: 10%

Based upon approximately ten years of ground level Knollenberg aerosol spectrometer measurements of particle size distributions, we have derived typical distributions for the White Sands aerosols. These distributions are found to vary by season and with local conditions, with the coarse mode being by far the more variable. Typical ground level size distribution parameters are shown in table 2 for the spring/summer and fall/winter White Sands models. The corresponding size and absorption/extinction distributions are shown in figure 7.

Table 2. Boundary layer aerosol size distributions

<table>
<thead>
<tr>
<th>Component</th>
<th>N (cm⁻³)</th>
<th>ln(r)</th>
<th>r (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accumulation Mode</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring/Summer</td>
<td>650.4</td>
<td>0.414</td>
<td>0.07</td>
</tr>
<tr>
<td>Fall/Winter</td>
<td>608.9</td>
<td>0.403</td>
<td>0.12</td>
</tr>
<tr>
<td>Coarse Mode</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spring/Summer</td>
<td>2,176</td>
<td>0.680</td>
<td>0.30</td>
</tr>
<tr>
<td>Fall/Winter</td>
<td>1,746</td>
<td>0.688</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Figure 7. Aerosol number density (above) and extinction absorption coefficients (below) as a function of particle radius.

These distributions are fine for horizontal path applications but for generalized slant paths the vertical variability of the distributions is necessary. To evaluate the vertical dependence, the Atmospheric Sciences Laboratory in conjunction with Sandia Laboratory flew particle counters and nephelometers over White Sands in the Sandia Twin Otter aircraft in June, September, and March of 1988 and again in May and July of 1989. These flights, as shown in figure 8, clearly indicate a scattering coefficient (and particle size distribution) which remains effectively invariant from the ground through the mixing layer. Above the mixing layer the scattering then drops off to another nearly constant level in the troposphere.
ASL/Sandia data to develop a White Sands Tropospheric model which again has a nearly constant \( \frac{dn}{dr} \) up to approximately 10 km. Above 10 km we have logarithmically interpolated to the Geophysics Laboratory "moderate aged" volcanic model and have used this model without alteration. An example of the full extinction and absorption profiles for September is shown in figure 9.

As a preliminary test of the validity of these models, we have compared model predictions of earth-to-space optical depths to those observed using the MAPS system discussed above. In this case, we gathered solar source, transmittance data with an optical multichannel analyzer (OMA) coupled to the MAPS telescope. The OMA uses a holographic grating monochromator with a 1024-element, silicon detector array in the output plane. Data collected with the OMA was corrected for scattered light and used to generate Langley plots. These plots were then used to normalize the data set yielding optical depth as a function of air mass.

Figure 10 shows comparisons of computed and observed optical depths using three successive day's data from November 15. The comparison is strikingly good. The deviations seen in the plots for November 15 have been clearly identified as interference from high altitude cirrus. This also appeared in the Langley plots as a decay in our mixing layer model. In the significant deviation from linearity during the mixing layer, we have empirically modeled the early portion of the day. The mild
disagreements seen at large zenith angle are, at least in part, due to a simplified sec(θ) dependence assumed in the air mass calculations. More rigorous comparisons are planned for the future.

Conclusions

Both molecular and aerosol models have been updated for use in evaluating slant path extinction in the 1.0 to 2.0 μm region. Line strengths, positions, and self-broadened widths for use in FASCODE-type calculations have been derived for 770 H2O lines in the 1.0 to 1.1 μm region and these have been put in standard HITRAN format. Final line identifications, isotopic line parameters, and self-to-foreign broadening ratios are currently being developed. The aerosol models developed for the Atmospheric Sciences Laboratory have been updated using recent Sandia aircraft data. These models are distinctly different than those developed earlier and represent a substantial improvement in our understanding of slant path profiles for the mixing and tropospheric layers. Use of these molecular and aerosol models should substantially improve the accuracy of slant path transmittance calculations.
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Figure 10. Comparison of observed and computed optical depths for 13, 14, and 15 November 1988.
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Abstract

An investigation of the laser induced photodecomposition and graphitization of the important class of pollutants, polynuclear aromatic hydrocarbons, is reported. The laser irradiation of the solid samples of pollutants was performed by means a frequency quadrupled Nd-Yag laser. A black powder consisting mainly of carbon is formed. Charged particles produced in the laser plume were analyzed in a time of flight mass spectrometer. The positive and negative ions formed by irradiating anthracene and benzoapyrene consist mainly of Cn−, CnH−, CnH+ ions. Carbon cluster ions up to very high m/z 7000 were observed for both positive and negative ions. Irradiation by pulsed CO2 laser produces a wide plume which has been analyzed by OMA system. The strong emission has been assigned to excited carbon clusters and to H and H2.

Introduction

It is well known that many noxious organic compounds found in ambient particulate matter originate from anthropogenic sources. The attention in environmental research has been stressed on polycyclic aromatic hydrocarbons (PAHs), which strong carcinogenic action (1). Recently PAHs have been identified in the fly ash from municipal incinerators together with polychlorodibenzo-p-dioxins (PCDDs) and polychlo dibenzofurans (PCDFs) which are formed by pyrolysis of polychlorobenzene (PCBs) and Polychlorophenols (PCPs) (2). Recent experiments (3) performed by irradiating PCBs in liquid phase with excimer lasers have shown the possibility of a laser induced decomposition. In particular it has been shown that the absorption of one photon per molecule at 248 nm can quantitatively decompose the PCBs through the HCl elimination and biphenyl bond rupture. Since only one photon is needed for dissociation also intense UV lamp could be used for the degradation process.

The present work, which is part of an experimental study on identification and degradation of organic pollutants in progress in our laboratory, concerns the laser ablation and graphitization of some aromatic condensed ring hydrocarbons PAHs. The aim of the study is to obtain informations on the mechanism of the reactions which result in degradation and ionic cluster formation.

The PAHs studied are anthracene, benzoanthracene, benzoapyrene and chrysene.

Experimental

The ablative photodecomposition of these organic materials has been performed with both a pulsed TEA CO2 laser and a frequency quadrupled Nd-Yag laser.

Ablation by a CO2 laser operating on the 10 P20 and having a 0.90 mm sec, was performed by mounting a solid target in a stainless steel vacuum chamber equipped with a window such that the target pellet can be irradiated at normal incidence (Fig. 1). Irradiation is accomplished using beam energies of about 300 mJ focussed to a 1 mm diameter spot. The ablated material originates a luminous plume of 1 cm height emission has been collected and qualitatively analyzed as a function of wave length. After laser ablation the solid formed on a substrate in front of the plume was analyzed by ESCA.

Ions resulting from the ablation process by means of the Nd Yag laser were analyzed by time of flight mass spectrometer. Both positive and negative ions have been detected and mass analyzed. The entire assembly is incorporated in a commercial Laser Microprobe Mass Analyzer (LAMMA 500 Leybold). The experimental procedure has been previously described.
(4) and will therefore be summarized. Solid samples of the PAMs studied were directly spread onto an electron microscope grid and irradiated by the 266 nm pulsed laser radiation. The recorded mass spectra were obtained by a single laser shot. The relative intensities reported are the average of ten individual spectra. Spot dimension is of the order of 10 and laser power density can be varied from $10^7$ to $10^9$ W/cm$^2$. PAMs were purchased by Aldrich Chemical Co and used without further purification.

Results and discussion

Exact analysis of the deposited particulate resulting from anthracene ablation by the CO$_2$ laser is reported. In Fig. 2 for the C region, it can be seen that it qualitatively corresponds to the graphite peak confirming that most of the ablated anthracene gives origin to carbon.

The spectral analysis of the plume shown that emission is mainly due to hydrogen and minor peaks assigned to C$_{6}^+$, C$_{2}$, C$_{4}$ are reported in Fig. 1. These results, indicate that the energy deposited in the solid by laser originates a pyrolytic process which leads to degradation and graphitization of the pollutant.

The Raman measurements confirm this hypothesis. One striking feature of the abundances for both positive and negative ions is the fact that at masses higher than those corresponding to C$_{4}^+$ the spectrum is the same for all the PAMs studied (5). This is in agreement with recent data from other laboratories (6). Similar mass spectra have been observed in laser ablation of pure graphite (7).

In Fig. 4 the mass spectrum of positive ions observed in chrysene is shown. Three regions of cluster ion formation are found in the spectrum. The most abundant group of cluster ions encompasses the range from n=1 to n=22. This region shows features typical of the ablated PM and will be discussed in more detail later. A weaker group appears between n=44 and n=226 and a still weaker group around n=567. As in graphite ablation the peaks present in the second region exhibit only an even number of atoms and show alternation.

Although relative intensities depend on the experimental conditions some magic cluster size C$_{4}^+$ C$_{2}^+$ C$_{1}^+$ have been observed in agreement with previous data (7,8). Recent results on photodissociation of carbon cluster ion (8,9) and metastable reaction show that in the decomposition process the C$_{2}$ loss dominate, indicating that at high mass number of carbon atoms probably a cyclic structure of spheroidal type as previously hypothesized is formed (9).

In the region of masses lower than the parent peak the results confirm some of the earlier works (10). In Fig. 5 data on anthracene are reported. In the figure the relative abundance of those ions containing n carbon atoms and those containing also one hydrogen atom are displayed as a function of n. Peaks are observed to show an alternation of the graphite type (10).

Furthermore ions of the generic formula C$_{n}^+$H$_{m}^+$ where m=0 through 7 are observed. The presence of other ions including the parent ion of the dimer is further evidence of non fragmentation chemical reactions in the plume.

Both benzoanthracene and benzoquinone exhibit behavior similar to that of anthracene. C$_{n}^+$H$_{m}^+$ ratios are greater than unity and as in the case of anthracene the abundances of C$_{n}^+$ (up to n=8) and C$_{n}^+$H$_{m}^+$ (up to n=16) alternate with n, each maximizing at odd values of n. The alternating abundances for C$_{n}^+$ and C$_{n}^+$H$_{m}^+$ are again observed for chrysene with maxima at odd values of n.

The negative ion mass spectra indicate the presence of clusterization processes yielding C$_{n}^-$ ions up to n=700. At masses lower than the parent peak all the compounds studied show the presence of C$_{n}^-$ H$_{m}^-$ . In case of anthracene as shown in Fig. 6 when n is odd C$_{n}^-$ predominates by far over the C$_{n}^-$H$_{m}^-$ . For even n even the C$_{n}^-$H$_{m}^-$ is of the order of the C$_{n}^-$. The negative parent peak is always absent.

These preliminary results strongly indicate a general tendency of aromatic compounds to produce fragmentation. This is shown from the large number of C$_{n}^-$H$_{m}^-$ and C$_{n}^-$ ions obtained from all hydrocarbons irradiated. The similarity of the aromatic hydrocarbon mass spectra and that of graphite (8,9) suggests that the process of ion formation is governed by the same mechanism which produces ablation and chemical reaction in the highly dense cloud of material produced under the laser action. Cluster ion formation is, therefore, the ultimate
process, yielding graphitization. Work in progress in this laboratory has confirmed this process. The optical multichannel analyzer (OMA) emission spectra obtained by irradiating graphite and aromatic hydrocarbons indicate the production of the same excited C\(_n\) species. This finding may be of great relevance in the treatment of wastes of aromatic products.

A process that uses a laser source may be particularly appropriate for the purpose.
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Fig. 1: Schematic of the experimental apparatus for \(\text{CO}_2\) Laser Ablation.
Fig. 2: ESCA spectrum of deposit from anthracene ablation by means of CO₂ Laser.

Fig. 3: OMA spectral analysis of the plume from anthracene.
Fig. 4: Mass spectra of chrysene a) Full spectrum, b), c) Expanded spectra from $C_{48}^+$ to $C_{270}^+$. 
Fig. 5: PLOTS of $-\text{C}_n\text{H}^+$ and $-\text{C}_n^+$ as obtained from the mass spectra of anthracene vs the number of carbon atoms.

Fig. 6: Plots of $-\text{C}_n\text{H}^-$ and $-\text{C}_n^-$ as obtained from the mass spectra of anthracene vs the number of carbon atoms.
Abstract

High peak-power picosecond laser pulses have been used to effect non-resonant or resonant multiphoton ionization (MPI) of atomic and molecular clusters. The clusters were produced in a free-jet expansion from a nozzle source, and the photoions produced by MPI were detected and characterized by time-of-flight mass spectroscopy. We discuss the observation of the cluster series Xe$_9^{+}$, Ar$_x$NO$_x^{+}$, NO$_x^{+}$, and Ar$_x$I$_x^{+}$. Previous MPI studies of the latter two species have not been successful, presumably due to the existence of fast dissociation channels. It is proposed that the present technique is a new and rather general ionization source for cluster studies that is complimentary to electron impact and that may also provide unique spectroscopic or dynamical information.

Introduction

Multiphoton ionization (MPI) spectroscopy is an established and frequently employed technique for detecting and analyzing van der Waals molecules and larger clusters. MPI spectroscopy provides excellent detection sensitivity, moderately high resolution, and detection selectivity among cluster species. However, the technique is limited in application by its tendency to produce extensive fragmentation. Fragmentation is also a problem with other ionization techniques (e.g., electron impact ionization), but the intense laser beams required for MPI cause additional dissociation channels to become available. These channels include absorption of additional photons by parent ions ("ion ladder" mechanism), absorption of additional photons by fragment ions ("ladder switching" mechanism), and resonances with dissociative states in the neutral manifold. The existence of these dissociation channels can preclude the use of MPI spectroscopy in many situations.

Recent MPI studies of stable molecules using picosecond lasers (pulse durations on the order of $10\,\text{ps}$) have indicated that limitations due to fragmentation might be subdued. With picosecond lasers, dissociation mechanisms can be altered and in some cases fragmentation can be eliminated or reduced. Additional photon absorption competes effectively with dissociation channels when a very short laser pulse or, perhaps more importantly, a sufficiently high peak-power is used. In the case where ionic absorption and fragmentation occurs, it has been shown that picosecond MPI might favor the ion ladder mechanism rather than the ladder switching mechanism. Larciprete and Stuke have presented the argument that ionic fragmentation can be greatly reduced or even eliminated with the use of short laser pulses. Finally, two-color pump-probe experiments using picosecond lasers can, in principal, provide direct measurements of dissociation rates.

In an effort to extend the application of MPI spectroscopy to the study of weakly bound systems, we have undertaken a systematic investigation of picosecond MPI in van der Waals molecules and clusters. We present here results of picosecond multiphoton ionization of rare gases, nitric oxide, nitric oxide-rare gas, and iodine-rare gas clusters. Previous MPI studies using nanosecond lasers have not detected the (NO)$_n$ or the Ar$_x$I$_x$ cluster series, presumably because of fast dissociation channels. The use of high peak-power allows resonant and non-resonant photon absorption to the ionization limit to compete effectively with fast dissociative processes.

Experiment

The apparatus and method used for the present MPI studies was similar to that used for previous MPI experiments in our laboratory, with the principal difference being the use of a picosecond laser system. The apparatus is shown schematically in Fig. 1. Atomic or molecular clusters were produced in a supersonic expansion from the pulsed valve source and were directed into the extraction region of a time-of-flight mass spectrometer. Monomers and clusters in the jet were ionized by the tightly focused laser beam, and the photoions thus produced were detected by the spectrometer.

The pulsed nozzle source was operated with a 0.5-mm diameter aperture, and backing pressures of several atmospheres were typically used. The distance from the nozzle aperture to the ionization region was approximately 17 cm. The laser beam propagation was orthogonal to the flow of the supersonic jet and the beam was focused into the interaction region with a 50-mm-focal-length singlet lens. The laser and the pulsed valve were operated at 10 pulses per second, and to optimize cluster detection the firing of the laser was delayed so that the laser pulse was incident on the early portion of the jet. The spectrometer design is after that of Wiley and McLaren, and its mass resolution (m/Δm) is about 60 in the range 1-2500 amu. After each laser pulse a distribution of masses was detected by a dual channel-plate multiplier in the spectrometer. The analog output from the multiplier was amplified and subsequently sampled by a digitizing oscilloscope. The signal-to-noise ratio was improved by averaging spectra from about 100 consecutive laser shots. The nozzle, TOF spectrometer assembly and focusing lens were mounted within a vacuum chamber that was evacuated to 10⁻⁷ Torr.

The laser system consisted of a dual-operational-mode Nd:YAG laser, an H₂ Raman cell and a short-cavity dye laser. The Nd:YAG delivered 1.2 J in a 10-ns pulse (Q-switched operation) or 75 mJ in a 20-ps pulse (mode-locked operation) at the 1064-nm fundamental wavelength. The second, third or fourth harmonic (532, 355 or 266 nm) of the fundamental and corresponding Raman-shifted wavelengths were available in either operational mode. The dye laser was pumped with the second-harmonic picosecond output from Nd:YAG laser, and it provided 10-ps pulses of red light in the region 585-610 nm. This output was extended to the region 293-305 nm by frequency doubling. The peak power as a function of wavelength was calculated to be approximately 214, 71 and 28 TW/cm² for the 532, 355 and 266 nm picosecond outputs, respectively, of the Nd:YAG laser. The calculated output for the dye laser at 590 and 295 nm was approximately 45 and 4.5 TW/cm². These calculations were based on the assumption that the laser beam had a Gaussian spatial profile, was a diffraction-limited beam and was focused with an aberration-free lens. The actual peak powers were unknown, but they were probably one order of magnitude less.

**Fig. 1.** Schematic diagram of the apparatus used for MPI studies of atomic and molecular clusters.

**Fig. 2.** Time-of-flight mass spectrum of Xe₅⁺ clusters following picosecond MPI at 266 nm.
Results and Discussion

Xenon

Electron impact ionization studies of rare-gas clusters have detected extensive cluster series, but resonant MPI using nanosecond lasers has yielded only rare-gas monomers and dimers. (Nonresonant MPI at 266 nm, however, has yielded an extended series of clusters.) In contrast to the results of the nanosecond MPI studies, we have observed Ar*2, Kr*4, and Xe*19 ions using nonresonant MPI with our picosecond laser. For example, with 266-nm picosecond light we have observed cluster ions as large as Xe*9, as shown in Fig. 2. Once formed, rare-gas cluster ions are known to be stable, but the relative ease of using high-order nonresonant MPI to observe clusters is rather remarkable since the high laser intensity (~10^12 W/cm^2) might be expected to completely dissociate the ions. These results belie the conventional wisdom that MPI of "fragile" species must be performed with the least possible number of photons and, if possible, by ionizing the molecule to just above the ionization threshold.

Nitric oxide in argon

Nitric oxide and (NO)„ van der Waals molecules have been the subjects of numerous spectroscopic studies because NO plays a prominent role in the chemistry of the upper atmosphere. Although NO dimers and rare gas-NO clusters are readily formed in a free jet expansion, nanosecond MPI experiments with these species have failed to detect the (NO)*„ parent." This failure to detect the dimer ion can be attributed to the presence of dissociative states in the (NO)„ and (NO)*„ manifolds; the only known excited state of the neutral dimer very rapidly dissociates and the dimer ion is readily photodissociated by visible light." Both picosecond and nanosecond lasers have been used at several wavelengths to effect MPI in an supersonic expansion of a NO/Ar gas mixture. These results will be discussed in detail in the next two sections. Figure 3 shows an energy level diagram that details the relevant electronic states of nitric oxide and the range of continuous absorptions for the dimer and its ion. For many of the wavelengths to be discussed later, arrows indicate the multiphoton steps leading to ionization. The corresponding energy levels and ionization potential for ArNO are not shown but are only slightly perturbed from those of NO on the scale of the figure. (For instance, the ionization potential of ArNO is 9.148 eV.)

Visible and near-ultraviolet MPI The results of MPI of a 5% NO/Ar mixture by 10-ps dye laser pulses are shown in Figs. 4(a) and 4(b). The results at the two wavelengths are quite different. Five-photon MPI using red light results in ionization of the series of argon-nitric oxide van der Waals molecules to yield Ar„NO*. As can be seen in Fig. 3, MPI with 590-nm light is nonresonant for NO itself, but the three-photon level falls to the red of the C„ state, where ArNO spectra have been observed previously. However, the lowest-energy ArNO vibronic excitation occurs at 52038 cm^1, and the three-photon virtual level lies 1190 cm^1 to the red at 50847 cm^1. Unfortunately, the output of the dye laser did not extend to wavelengths shorter than about 585 nm, which is not sufficient to reach resonance. Figure 4(b) shows the TOF mass spectrum of the same NO/Ar expansion after MPI with 295-nm light. In this experiment (NO)*„ ions were readily observed and ArNO* ions were observed only very weakly or not at all. Inspection of the energy level diagram shows that none of the virtual states of the three-photon MPI fall within the dissociative bands of the neutral or ionic dimer. Furthermore, 295-nm light does not photodissociate the (NO)*„ ion. This is consistent with a previous report that (NO)*„ ions were stable with respect to nitrogen laser photolysis at 337.1 nm. The absence of the ArNO at this wavelength is probably due to predissociation at the two-photon level. Although nothing is known of ArNO states at this energy, the lower lying D„ and E„ states of the complex are thought to predissociate.
Fig. 4. Time-of-flight mass spectra of Ar₃NO⁺ and (NO)₂⁺ following picosecond MPI with (a) 590-nm and (b) 295-nm light and under identical molecular beam conditions.

Fig. 5. Time-of-flight mass spectra of (NO)₄⁺ following (a) nanosecond and (b) picosecond MPI with 266-nm pulses.

Ultraviolet MPI Multiphoton ionization results for the NO/Ar mixture were obtained in the region ~200-300 nm using the 266-nm output of the Nd:YAG laser or several longer (Stokes) or shorter (anti-Stokes) wavelengths produced by Raman-shifting in H₂ gas. The laser was operated in both picosecond and nanosecond modes at these wavelengths. The 266-nm results are shown in Fig. 5(a) for a 10-ns pulse length and in Fig. 5(b) for a 20-ps pulse length. The nozzle jet parameters, focal length, and mass spectrometer extraction and acceleration fields were kept the same for the two cases. The beam path and hence the focal spot could not be maintained while converting the operational mode of the laser, and the focal spot therefore was adjusted to give the same time-of-flight for the NO⁺ ions in both experiments. As shown in Fig. 3, MPI at 266 nm is a nonresonant two-photon process for both the NO monomer and NO dimer. Furthermore, the photodissociation cross section of the ion must be low at this wavelength, and consequently this is an ideal wavelength for characterizing the (NO)₄ clusters. Figure 5(b) shows that clusters up to (NO)₄ are present in the expansion. Under these conditions of nonresonant MPI there is no fundamental difference between the use of nanosecond and picosecond lasers. As with any multiphoton process, higher peak-power increases the ionization rate until saturation is achieved. At 266 nm, the 20-ps pulse (4-mJ energy) gives a peak power approximately 100 times higher than the 10-ns pulse (18-mJ energy). The picosecond results indicate that some saturation occurred, because the integrated intensity of the dimer signal relative to the monomer signal is approximately 16%, a percentage that is two to three times larger than the concentration in the beam. In the nanosecond results, the relative intensities of the dimer and monomer signals is about 5%, a value that is more comparable to those in the literature.
By Raman-shifting the 266-nm output of the Nd:YAG laser, it was possible to investigate MPI at two Stokes and three anti-Stokes wavelengths. The Stokes lines at 299.0 nm and 341.5 nm give results not too different from those of the 295-nm excitation. In both cases the dissociative neutral and ion resonances are avoided and dimers are observed with the picosecond laser, but only weakly or not at all with the nanosecond laser. Note that at these wavelengths three photons are required for ionization.

In contrast, the 266-nm, 239.5-nm, 217.8-nm and 199.8-nm anti-Stokes excitations require only two photons to ionize, and the first photon is resonant or near-resonant with the dissociative B state of (NO)₂ in each case. Picosecond MPI results at the first anti-Stokes line (239.5 nm) exhibited an anomalously intense dimer signal (dimer to monomer signal ratio ~12%). The saturation argument, which was invoked for the 266-nm results and was based on the use of high peak-power, cannot be supported in this case. MPI at 266 nm (1-mJ pulse energy) yielded a signal ratio of ~8%, a reasonable estimate of the dimer to monomer ratio, while MPI at 239.5 nm was accomplished with considerably less peak power (< 0.25-mJ pulse energy). Hence the large dimer signal probably indicates a resonance effect. On the other hand, the nanosecond results yielded a smaller dimer signal at 239.5 nm than at 266 nm, indicating that the resonance is predissociative in nature and that at the lower peak-power of nanosecond MPI the ionization cannot compete with the predissociation.

The second anti-Stokes line at 217.8 nm falls in the dissociative resonance of the NO dimer, and the shortened photodissociation lifetime thus offsets the resonance effect. At this wavelength no dimer signal is observed in the nanosecond experiments, while (NO)₂ and (NO)₃ are produced in the picosecond experiments. These results are shown in Fig. 6, and they dramatically illustrate the advantage of high-peak-power MPI.

The third anti-Stokes line at 199.8 nm yielded results similar to that at 266 nm, and the results presumably reflect nonresonant two-photon absorption.

Iodine-rare gas complexes

Figure 7 shows the TOF spectrum following MPI at 532 nm of species formed in an expansion of an I₂/Ar mixture. The ion clusters observed are the Ar₂I* series rather than the Ar₂I₃⁺ series. This observation of the daughter ion series is consistent with the very efficient one-photon photodissociation of uncomplexed I₂⁺, but the fragmentation might also be occurring via so-called "half-collisions." The chemi-ionization reaction

\[ \text{Ar}^* + \text{I} \rightarrow \text{Ar}_2\text{I}^* + \text{I}, \]  
which has been previously observed, occurs via a transition state \( \text{Ar}^*\cdot\text{I} \). This same transition complex can be achieved by exciting the ArI, van der Waals molecule to an autodissociating state from which dissociative ionization occurs to ArI* + I. Likewise, intracluster ion-molecule reactions analogous to

\[ \text{I}_2^* + \text{M} \rightarrow \text{IM}^* + \text{I} \text{ or M}^* + \text{I} \rightarrow \text{IM}^* + \text{I}, \]  
where M is a rare-gas atom, could also be responsible for our observation. Experiments to be performed will use intermediate resonances to produce localized excitation or ionization in either

Fig. 6. Time-of-flight mass spectra of (NO)₂⁺ following (a) nanosecond and (b) picosecond MPI with 266-nm pulses.

Fig. 7. Time-of-flight mass spectrum of Ar₂I* clusters following picosecond MPI with 532-nm light.
the rare gas or iodine part of the van der Waals complex.

Conclusions

We have used high-peak-power lasers (with both nanosecond and picosecond pulses) to effect multiphoton ionization of \( \text{Xe}_n \), \( \text{NO}_n \), \( \text{ArNO} \) and \( \text{Ar}_2 \text{I}_2 \) clusters. This technique is a versatile and rather general means of detecting and studying cluster distributions. In contrast to resonant MPI, no knowledge of intermediate states is required, and laser mass spectrometry using such high-power lasers might constitute a near "universal" detector of atomic and molecular species.

Although this technique is more complex and more expensive than the traditional electron impact source, it has some unique advantages. MPI discriminates between atoms and molecules with high and low ionization potentials (IP); an additional photon is usually required for ionization of systems with high IP's. An \( n \)-order MPI process usually has an ionization cross section several orders of magnitude larger than that for an \( (n+1) \)-order process. Typical expansion gases such as He, Ar or \( \text{N}_2 \) all have high IP's and thus would appear much less prominently (if at all) in the MPI mass spectrum. The spectrum of the dopant and its clusters would then be less congested. Furthermore, space-charge problems are also reduced if the most abundant species are not ionized. Since clusters usually have IP's smaller than monomers, a judicious choice of wavelength for MPI could allow discrimination against the monomer while efficiently ionizing the clusters. For instance, the IP of \( \text{NO}_2 \) is 0.528 eV less than that of uncomplexed NO, and the use of a laser wavelength between 285 and 267 nm would require two-photon ionization of \( \text{NO}_2 \) clusters as opposed to three-photon ionization of the NO monomer.

There are several notable disadvantages to the high-power resonant MPI technique. A major disadvantage of all multiphoton techniques is that photon absorption does not necessarily stop after ionization. Absorption of additional photons in either the neutral or ion manifold can lead to fragmentation. High-peak-power lasers are certainly more likely to lead to such problems. In this respect, the picosecond laser may have an advantage over a nanosecond laser of equivalent power. The absorption of an extra photon can possibly lead to different results in the two situations. A final potential disadvantage of MPI techniques, which is exacerbated with high power and short pulses, is the space-charge degradation of the mass resolution. Tightly focused laser pulses of short duration can, in principle, improve TOF resolution provided only a few ions are created. At higher ion densities, however, space-charge effects tend to broaden the mass peaks.

In summary, nonresonant MPI is an important adjunct to both resonant laser ionization and electron impact ionization for the characterization of molecular beams. Additional details on the present work are given elsewhere.
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11. For convenience, excited states of \( \text{ArNO} \) are labelled according to the corresponding state of uncomplexed NO.
THERMAL LENS SPECTROSCOPY UNDER CONDITIONS OF HIGH BACKGROUND ABSORBANCE

Donald R. Brabec
Associate Professor
Department of Chemistry and Biochemistry
University of Arkansas
Fayetteville, Arkansas 72701

Since its first demonstration over 25 years ago, the thermal lens effect has received much attention due to its unique capabilities, particularly with respect to the measurement of weakly absorbing systems. Several reports have shown that absorbance detectabilities at the $2 \times 10^{-7}$ cm$^{-1}$ level are possible with thermal lens spectroscopy (TLS). This same detectability can be maintained in TLS even in the presence of a background signal which is several orders-of-magnitude larger. To make sensitive measurements under such limiting conditions, a differential thermal lens spectrometer has been designed and evaluated which is based on the oblique crossing of separate pump and probe beams. This experimental configuration uses the differential response of the thermal lens to compensate for intensity instabilities in the pump source while at the same time the intrinsic sensitivity of photothermal measurements is maintained. The theory describing the thermal lens signal observed with this experimental configuration will be developed and experimentally verified. Applications will be described which depend upon the unique capabilities of this TLS system to make direct, optically encoded differential measurements. Such measurements can be used to minimize background contributions in experimentally demanding situations.

Introduction

In many measurement situations the background is an active participant in the measurement process providing a signal which can be substantial compared to the analytical signal. This background will eventually limit the scope of the measurement. Techniques which are applicable to such background limited situations must be capable of maintaining high sensitivity while they must possess some mechanism for minimizing the influence of the background signal on the signal-to-noise ratio (SNR) of the system. Spectroscopic techniques which fulfill these stringent requirements are rare and thus there is an urgent need to develop new analytical techniques which can function in background limited situations.

Photothermal spectroscopic techniques measure the amount of light absorbed by a sample via the heat deposited during the absorption process. These techniques have been widely studied due to their demonstrated ability to provide absorbance detectabilities at the 10$^{-7}$ cm$^{-1}$ level, or below. This is two orders-of-magnitude more than measurable by conventional approaches. One of the principal applications of photothermal spectroscopy has been in the field of chemical analysis, particularly when the compounds under study are present at trace levels. For example, photothermal measurements have been successfully applied to such diverse areas as kinetic studies, two-photon excitation measurements, densitometric analysis of thin-layer chromatographic plates, and for detection in high performance liquid chromatography (HPLC). In thermal lens spectroscopy (TLS), the Gaussian intensity distribution of a TEM$_{00}$ laser is used to create a Gaussian-distributed absorption profile in the sample under study. Providing that nonradiative processes dominate over radiative ones, this Gaussian-distributed absorption profile will induce a similar refractive index gradient. This refractive index gradient can then act as an optical element to alter the focal properties of a probe laser. Thus, by measuring the strength of the thermal lens one can determine the magnitude of the sample absorbance. TLS has been shown to be an extremely sensitive spectroscopic technique, however, its use has only been demonstrated in situations where the background signal is small or absent.

The positional dependence of the thermal lens makes TLS particularly amenable to absorption measurements in background limited situations. This positional dependence is schematically depicted in Fig. 1. For materials that expand upon heating the photothermal process will create a diverging lens in the absorbing sample. This diverging lens can alter the focal properties of a probe laser, however, the magnitude and sign of the effect will depend on the position of the thermal lens relative to the focus of the probe. In the top portion of Fig. 1, a diverging lens located after the focal point will cause an increase in the far field beam size of the probe laser. Thus the beam will become less converged reflecting a shortening in its focal point. However, as depicted in the lower portion of the figure, if a thermal lens of the same strength is located an equivalent distance before the probe focus, the measured far field beam size will be decreased due to the greater convergence of the probe caused by the diverging thermal lens. In effect, this positional dependence gives rise to a differential response which can be used to minimize, or eliminate the influence of the background signal on the absorption measurement.

This communication will describe the key experimental parameters which must be controlled in order to successfully apply TLS under conditions of high background absorbance.
The optimized spectrometer will be used to detect nonabsorbing species separated by HPLC using a highly absorbing mobile phase.

Fig. 1. Positional dependence of the thermal lens. Top; a diverging lens placed after the probe laser focus will shorten the focal point creating greater divergence. Bottom; a diverging lens placed before the focus will lengthen the focal point creating greater convergence.

Experimental

The optical configuration for the differential thermal lens spectrometer has been described in detail elsewhere[7] and is schematically represented in Fig. 2. The system was constructed on a 4 x 6 foot x 2.25 inch optical breadboard (Newport Corp., Fountain Valley, CA, Model XS46). The probe optics consisted of a 1-mW helium-neon laser (Uniphase, Sunnyvale, CA, Model 1101), modulated at 500 Hz by a variable speed, frequency stabilized

Fig. 2. Experimental arrangement of the differential TL spectrometer. AR, argon ion laser; R, 1/2 wave Fresnel rhomb; BS, polarization beam splitter; PL, matched 25 cm focal length lenses for the pump beams; C1, C2, 5 μL sample cells; HeNe, helium neon probe laser; CH, chopper; L, 30 cm focal length lens for the probe; M, mirror; a, detector aperture; PD, photodiode; LI, lock-in amplifier; PC, microcomputer; SC, strip chart recorder; LC, syringe pump; C, HPLC column. From ref. 7.
chopper (Stanford Research Systems, Palo Alto, CA, Model SR540) and focused with a 30 cm focal length lens. The 5 μL sample cells were constructed in-house from 6.2 mm aluminum stock and positioned at ±1/2 of the Rayleigh range of the probe laser. The signal was determined by measuring the amount of light passing a 0.02 in. diameter aperture with a silicon photodiode (Hamamatsu Corp., Middlesex, NJ, Model S1790-04). The photodiode was reverse biased at 30 V through a 50 ohm resistor. The output of the photodiode was sent to a lock-in amplifier (Stanford Research Systems, Palo Alto, CA, Model SR510), the output of which was sent to a PC via an IEEE-488 interface card (National Instruments, Austin, TX, Model PCI-2A) for data collection and analysis.

The pump beams were derived from an argon ion laser (Lexel, Palo Alto, CA, Model 85.5) operating at 514.5 nm. A 1/4 wave Fresnel rhomb (Karl Lambrecht, Chicago, IL, Model FMR-02-13-580) and polarizing beam splitter (Karl Lambrecht, MGLA-SW-10) were used to provide two pump beams of equal magnitude. The pump beams, consisting of 35 mW each were then focused into the individual detection cells with a 25 cm focal length lens. The detection cells were conventional consisting of a syringe pump (ISCO, Lincoln, NE, Model LC 5000), an injector with a 20 μL sample loop (Rheodyne, Berkeley, CA, Model 7010) and a 25 cm x 4.6 mm i.d. C-18 separation column (Alltech Associates, Deerfield, IL). The two detection cells were connected in series by a length of 0.03 in. tubing having a total volume of 300 μL which was approximately one-half of the chromatographic peak volume. The eluent was a 95:5 mixture of acetonitrile and 0.3 M phosphoric acid which was degassed under vacuum by ultrasonic agitation prior to use. "Pontacyl" Carmine 2B (Dupon, Wilmington, DE) was added to the eluent until its absorbance measured 1.3 x 10⁻² cm⁻¹. The absorptivity of this additive was determined to be 27.0 L g⁻¹ cm⁻¹ at 514.5 nm. Fatty acid standards (decanoic, lauric and myristic) were obtained from Aldrich (Milwaukee, WI) and used without further purification.

The effluent from the chromatographic column entered each detection cell sequentially. A running integration was then performed on the baseline adjusted data obtained from the lock-in detection system.9,10

Results and Discussion

In the TL system used for these studies the pump and probe beams are crossed at an oblique angle in the detection cells. This approach allows the interaction path to be varied to compensate for the effect of large backgrounds. Without any limiting assumptions concerning the relative sizes of the pump and probe beams, and by using the conventional definition11 of α/1, where I is the intensity passing the aperture, the observed TL signal can be described by Eq. 1.

Δ1/1 = [1/f(α)²][Zc² + Zl²] - 2Zl/f(α) • [1 - exp(-2α²/ωp²)]

(1)

Here, Zl refers to the distance between the probe waist and the cell, Zc is the confocal parameter of the probe, f(α) is the focal length of the steady state thermal lens, and ωp and ωl are the waist diameters of the pump and probe beams, respectively, in the sample. Substituting for f(α),11 and assuming that the focal length is sufficiently long to ensure that the quadratic term can be ignored, gives

Δ1/1 = [-4.606Zlωp(dn/dT)A/kωl²] - [1 - exp(-2ωl²/ωp²)]

(2)

In this equation, k is the thermal conductivity in units of W cm⁻¹ K⁻¹, ωl and ωp are the sizes of the pump and probe beams at the cell, Pp is the pump source power in mW, dn/dT is the change in refractive index of the solvent with respect to temperature change (°K⁻¹), and A is the Beers law absorbance of the solution. The pump laser power, concentration and interaction length dependence predicted by Eq. 2 have been experimentally studied. Plots for each of the three experimental variables versus differential TL signal are linear thereby establishing the validity of the procedures used to derive Eq. 2.

The theory used to derive Eq. 2 assumed that the probe laser profile maintained its gaussian characteristics after interaction with the pump field. This assumption might be expected to be valid in the region where the pump and probe beams are obliquely crossed. To test this possibility, the three dimensional intensity profile of the probe field was measured during pumping and fit to a gaussian. Although some perturbation was observed in the profile taken as a whole, for the region interrogated by the aperture, both the converged and diverged beams exhibited gaussian characteristics which were as good as the unperturbed probe beam profile. This validates the assumptions inherent in the theoretical analysis leading to Eq. 2.

As techniques which are amenable to background limited situations must be capable of minimizing the influence of the background on the SNR. The coincident sampling capability of the differential TL measurement can reduce the thermal noise generated by the pump beams. This noise will be primarily of three types: both low and high frequency intensity fluctuations, and pointing variations. Pointing variations have only a minimal effect on this design since the two pump beams are focused into the detection cell. The high frequency components that occur on a time scale much shorter than the time response of the thermal lens cannot impair any thermal noise to the system that would per-
The final noise contribution which must be considered are those intensity fluctuations which occur on a time scale slower than the TL time constant. Although this contribution would be negligible under normal conditions, in the presence of a large background, these fluctuations will cause a change in the magnitude of the lens created in each cell. However, because both pump beams are derived from the same laser, the noise present on one will simultaneously be present on the other. With the differential TL arrangement, both cells will be affected equally with the result that there will be no change in the far field beam profile thereby reducing the affect of this noise source on the measurement.

The need for this type of optical noise subtraction is dramatically illustrated by considering the noise that would be observed in a single beam TL system under conditions where the background absorbance is large (\(\times 10^{-4}\) cm\(^{-1}\)). It can be shown that the noise registered at the photodiode (\(\Delta T_p\)) due to intensity fluctuations in the probe laser is given by

\[
\Delta T_p = \Delta P_p 2a^2 / \omega_f^2
\]

where \(a\) is the aperture radius, \(\Delta P_p\) is the change in probe intensity, and \(\omega_f\) is the probe beam radius measured at the aperture. From Eq. 2, the noise in the TL signal induced by pump field power fluctuations (\(\Delta T_{TL}\)) is

\[
\Delta T_{TL} = \Delta P_p [9.212P_p a^2 Z_2^2 (dn/dT) A E_{m}k\omega_f^4]
\]

In Eq. 4, \(\Delta P_p\) is the change in pump laser power and all other terms are as defined previously. Taking the ratio of Eq. 3 to Eq. 4, and substituting typical values for the experimental constants yields

\[
\Delta T_p / \Delta T_{TL} = [0.20/A] \Delta P_p / \Delta P_{TL}.
\]

Assuming that probe stabilities of 1 part in \(10^6\) can be achieved with modulation and phase sensitive detection, and operating under conditions where a background absorbance of \(0.015\) cm\(^{-1}\) is present, Eq. 5 shows that the pump laser fluctuations would only have to be \(5 \times 10^{-3}\) % on a 30 mW beam to cause a TL noise greater than the probe noise. Since most cw lasers offer inherent intensity stabilities at the 0.01% level, or above, the differential arrangement will be required to eliminate the pump laser induced noise. This is universally true since any TL measurement on conditions of large background absorbance.

This result was experimentally verified by imposing a 9 mW, 5 s intensity variation upon each of the pump fields while a flowing solution with an absorbance of \(0.01\) cm\(^{-1}\) was monitored. The intensity variation was created using an acousto-optic modulator placed in the pump laser optical path. The signal obtained from the detection system is plotted in Fig. 3. The top and bottom entries of Fig. 3 show the effect of this intensity variation on a single beam TL measurement. As predicted, the signals resulting from optical pumping of the cells reflected this intensity noise in that they varied by approximately 25%. The middle entry shows the effect of this intensity variation when both detection cells are simultaneously pumped in the differential mode. Even with the added 25% intensity fluctuation, the peak-to-peak noise is only a factor of three larger with the differential TL system than that measured with no added pump noise. This illustrates the capability of this experimental arrangement to minimize the influence of pump laser noise.

Most detection systems are designed to operate in a direct mode in that they respond to a property of the bulk matrix, where the analyte is detected as a decrease in the measured signal as it displaces some of the matrix in the detection volume. For example, in indirect spectrometric detection, an absorbing species is added to the chromatographic mobile phase and molecules which are transparent at the probing wavelength are detected as a decrease in the measured absorbance as they elute from the chromatographic column. This procedure converts a very selective detection scheme (absorbance) into a universally responding one. This is very useful since many of the detection problems of current interest in the fields of materials science, biotechnology or biochemistry involve molecules that do not possess easily accessible chromophores, or they possess chromophores with weak absorption cross-sections.

The key to the success of an indirect detection scheme is the dynamic reserve (DR) of the instrumental system. Dynamic reserve is defined as the ratio of the background signal to the minimum change in signal which is measurable under these conditions. For conventional HPLC absorbance detectors, backgrounds of approximately 0.5 absorbance units (AU) can be tolerated while still maintaining a detectability of 5 \(\times 10^{-5}\) AU. Thus, DR under such conditions is \(2 \times 10^2\) which is not adequate considering the extremely dilute samples used in modern HPLC. In comparison, it has already been demonstrated that the differential TL system can tolerate background levels of 0.5 AU while still maintaining an absorbance detectability of \(2 \times 10^{-7}\) AU. Thus DR's in excess of \(2 \times 10^5\) are possible suggesting that TL detection appears feasible in an indirect mode. This would be accomplished by adding an absorbing additive (i.e., absorbing at the laser wavelength) to the mobile phase and detecting transparent materials (i.e., transparent at the laser wavelength) as a decrease in the TL measured absorbance as they elute. This decrease is a result of the replacement of
the absorbing additive species in the probe volume by a nonabsorbing molecule. The advantages of this approach are significant in that the high sensitivity is maintained with the differential TL system even in the presence of a large background, while the use of a laser to monitor this indirect TL effect will permit extremely small volumes to be probed, thus making this technique amenable to the very latest developments in microcolumn technology.

Fig. 4 is the response observed with the differential TL system resulting from the injection of decanoic acid into a flowing solvent stream made absorbing by the addition of carminic acid. To assure that both detection cells contain identical solutions at all times, and to assure that they will simultaneously experience identical pressure fluctuations, the two cells are connected in series. Thus the analyte will enter each cell sequentially. Because the lenses formed in the two cells oppose each other, that is, one lengthens and one shortens the focus, a derivative-shaped response is observed as the analyte first replaces the additive in one cell, and then the other. This is evident in part A of Fig. 4. A real time integration of the differential TL signal provides a conventional, gaussian-shaped peak (part B). As demonstrated previously,9 this mathematical procedure also provides a substantial improvement in the measured SNR.

The study and analysis of fatty acids are important because of their critical role in many biochemical processes. Fatty acids make up a large portion of cellular membranes, they are an important energy store when coupled with acetyl-CoA, and they play a key role in the function, storage and transport of cholesterol. However, the saturated fatty acids do not show appreciable absorption above 210 nm making their detection difficult. Fig. 5 shows the chromatogram obtained from the separation and indirect TL detection of three biochemically important fatty acids. The top chromatogram is the original signal as measured by the series cell arrangement, while the bottom is the baseline-adjusted integrated result.

The response of the detector has been determined to be linear over at least 2 orders-of-magnitude above the detection limit. The plot of normalized peak height response versus normalized mass of decanoic acid injected had a slope of 0.98, an intercept of 0.06, and a correlation coefficient of 0.990 (5 points). The signals measured in several chromatograms were used to determine an average limit of detection (LOD) of 15 ng detectable in the cell. In terms of the actual probed volume of 32 nL, the amount of decanoic acid detectable in the detection volume at the detection limit is 90 pg. It is also important to note that the ratio of the peak areas for the three different fatty acids corresponds exactly, within injection reproducibility, to the ratio of the amount of material injected. This result is expected if the signal arises only from the dilution of the visualization reagent. The response of this detection scheme is not dependent on any physical or chemical property of the eluent other than injected mass. This universal response would be quite useful for quantitative measurements in that a standard response curve for one analyte could be used for any other analyte detected in a given solvent system. This statement would be valid as long as the analyte and solvent behave as an ideal solution.
Fig. 4. Indirect TL response for 23 \( \mu \)g of decanoic acid. Solvent, 95:5 acetonitrile: 0.3 M phosphoric acid; background absorbance, \( 1.3 \times 10^{-4} \) cm\(^{-1} \); A, differential signal; B, signal after integration of the base-line-adjusted data of A.

Fig. 5. Chromatogram resulting from the injection of 23 \( \mu \)g of decanoic acid (peak 1), 20 \( \mu \)g of lauric acid (peak 2), and 20 \( \mu \)g of myristic acid (peak 3). Chromatogram in A is the indirect TL detected signal, and B is the result of integrating the base-line-adjusted chromatogram.

In conclusion, the differential TL system described here has been shown to possess unique capabilities which make it amenable to measurements under background limiting conditions. The large dynamic reserve is a direct result of the differential design and its
ability to maintain the high sensitivity of the TL experiment while at the same time mini-
mizing the influence of the background on the measurement. As an example, indirect TL
detection is universally responding and has demonstrated mass detectabilities which are
superior to that obtainable with conventional refractive index detection. Application of
this differential TL system to other background limited measurements (e.g. circular
dichroism spectroscopy) is a logical extension of this work.
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Abstract

An overview of the use and performance of various laser systems used to ablate or vaporize solid samples for introduction to various atomic and mass spectroscopic systems for subsequent quantitative metal determination is described.

Introduction

The ability of a laser to ablate or vaporize small masses of solid material was recognized following the invention of the Ruby laser in the early 1960's. The ablated material will form a plume or plasma at the solid surface. It is possible to probe this plasma by several analytical techniques or carry this sample of ablated material to similar or other analytical techniques. In the second method the laser is simply being used as an atomizer. In this report the use of a laser to ablate or vaporize small amounts of solid samples for transport to an atomic and/or mass spectrometer for quantitative determination of the metal levels in the solid will be described, with particular focus on the types of laser systems used to achieve the ablation stage. The various atomic and mass spectrometric systems and the advantages and disadvantages of laser ablation for sample introduction are described elsewhere.

Principles of Laser Ablation in Atomic and Mass Spectroscopy

When laser light is absorbed by a solid sample, a variety of heating phenomenon can occur including the heating of the surface, vaporization, dissociation, ionization, and excitation. This will result in a change in the phases of the solid sample. The exact mechanism is not known but a simplified model has been postulated in which a portion of the light is transformed into heat energy. The energy level of the electrons on the surface is raised and transferred to the surrounding surface by electron impact and, eventually, the electron erupts at a high velocity, leaving a crater on the solid surface. This material is then transported to the atomic or mass spectroscopy system for analytical detection. A more detailed description of the individual components of the ablation process are described in an article by Hein and Piepmeier. The use of laser ablation is being primarily used as a sample introduction process in this work.

Instrumentation

A description of the various atomic and mass spectroscopic systems and interfaces used is described elsewhere and this report will primarily concentrate on the laser systems used. The laser systems used and which are capable of use as a sample introduction system for atomic and mass spectroscopy as well as some general operating features are summarized in Table 1. Laser systems can have a continuous wave (CW) or pulsed operation and can be enhanced by Q-switching, mode-locking, and superpulsing.

Parameters Affecting the Laser Ablation Process

Several factors can influence the ablation process of laser light on a solid sample including properties of the sample (reflectivity of the surface, thermal conductivity of the surface material, heat capacity, melting and boiling points of the solid sample, and properties of the surrounding atmosphere[kind and pressure of the gas]) and laser parameters (wavelength of laser light, intensity, spike number and repetition rate). A discussion of these factors is presented elsewhere.
Table 1

Most Widely Used Laser Systems in Laser Ablation-Atomic and Mass Spectroscopy

1. **Solid State**
   - Nd: YAG at wavelength of 1.06 microns and output of CW (<600 W) or pulsed (0.1-1.0 ms, < 200 J)
   - Nd: Glass at wavelength of 1.06 microns and output pulsed (0.01-1.0 ms, < 100 J/100 W)
   - Ruby at wavelength of 694 nm and output pulsed (10 ns to 10 ns, < 100 J/100 W)

2. **Excimer**
   - Argon Fluoride at wavelength of 193 nm and output pulsed (5-30 ns, < 500 mJ/50 W)
   - Krypton Fluoride at wavelength of 248 nm and output pulsed (2-50 ns, < 1 J/100 W)
   - Xenon Chloride at wavelength of 308 nm and output pulsed (1-80 ns, < 5 J/150 W)
   - Xenon Fluoride at wavelength of 351 nm and output pulsed (1-30 ns, < 500 mJ/30 W)
   - Krypton Chloride at wavelength of 222 nm and output CW or pulsed (1-50 ns, < 4 mJ/200 mW)

3. **Dye**
   - Excimer, nitrogen, Nd: YAG, and Nd: Glass pumped at wavelengths 300-1000 nm (tunable) and output (3-50 ns, 200 mJ/15 W)
   - Flash-lamped pumped at wavelengths 340-940 nm (tunable) with output CW or pulsed (0.2-4 microsecond, < 500 mJ/50 W)
   - Ion-pumped at wavelength of 400-1000 nm (tunable) and output CW (< 2 W) or pulsed (1-10 ps, < 50 mJ)

4. **Carbon Dioxide**
   - Sealed at wavelength of 10.6 microns and output CW (<100 W)
   - Pulsed TEA at wavelength of 10.6 microns and output (50-100 ns, < 150 J)
   - Waveguide at wavelength of 10.6 microns and output of CW (< 50 W) or pulsed (5-50 ns, < 5 mJ)

Note: Other laser systems including single gas, helium based, crystalline, semi-conductor diode, and vapor have not been widely used or reported for laser ablation-atomic and mass spectroscopy.

Performance of Laser Ablation - Atomic and Mass Spectroscopy

The analytical performance characteristics of laser ablation atomic and mass spectroscopy can be described, in general, with a reproducibility of 2-10%, accuracy ±5% and detection limits of around 1 µg/g for many metals. Of course these analytical figures of merit depend on many factors such as laser system, sample type, and atomic or mass spectroscopic system. A more detailed description of the analytical performance is available elsewhere. The application to real samples has not been widely reported and Table 2 gives a general survey of laser ablation in atomic spectroscopy.

Table 2

Application of Laser Ablation in Atomic Spectroscopy

Nonconductive materials, powders and compact material: Rocks/minerals: dolomite, tourmaline, rutil, zircon, argonite, carbonate, silicate, meteorites
- Ores: zinc blend, pyrite, chalcopyrite
- Technical products: chemicals, glasses, quartz, semiconductors, dust, korund, paints, graphite, borax, ceramics, pigments, tungsten oxide

Conductors: Metals: Cu, Pb, Al, Zr, Mo, Rh, brass, low-alloy steels, nickel and aluminum alloys, gold

Organic and biological materials: Plastics, nylon, fiber, hair, tissue (brain, pancreas, liver, kidney, stomach, sperma, teeth, urological stones)
Conclusion

Laser ablation for sample introduction of solid samples in atomic and mass spectroscopy has potential for quantitative determination of metals with good analytical characteristics, until the recent introduction of a commercially available attachment to an inductively coupled plasma-atomic emission spectrometry (ICP-AES) and inductively coupled plasma-mass spectroscopy (ICP-MS) system by the Perkin-Elmer Corporation, systems were laboratory constructed. The improved reliability and lower cost of laser systems with improved performance suggests that laser ablation-atomic and mass spectroscopy will continue to mature and be a useful addition to the analytical or industrial chemist who is interested in the quantitative determination of metals in solid samples.
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Abstract

Various configurations for laser optogalvanic (LOG) studies are discussed. Emphasis is placed on pulsed laser optogalvanic spectroscopy of atoms and molecules (Xe, Cs, Ne, I₂) in a radiofrequency discharge. The photoacoustic effect is found to be a major contributor to the LOG signal. The nature and magnitude of this contribution is assessed.

Introduction

The laser optogalvanic (LOG) effect is the change of the electrical impedance of a plasma that is produced by resonant absorption of laser radiation by a constituent species of the plasma. The LOG effect has been used in a wide variety of sensitive and novel techniques spanning atomic and molecular spectroscopy, plasma diagnostics, flame/combustion studies, laser stabilization, and photoacoustic detection.

LOG spectroscopy of atomic and molecular systems has been studied over extended spectral ranges (UV-IR). However, because of the complexity of plasma and lack of knowledge about cross-sections, etc., the mechanism of LOG signal generation is incompletely understood. The requirement of a stable and quiet plasma is also restrictive in that it limits the range of pressure, electrical power, etc. which can be investigated.

The temporal profile of LOG signals contains considerable mechanistic information. Unfortunately, only a few time-resolved studies are available. Several phenomenological models have been proposed but they have had limited success. Of particular concern to such models is the LOG signal generated by low-energy excitation (rotational, vibrational or even low-energy electronic) in which the laser-excited upper level is much below ionization level.

DC discharges are characterized by discrete discharge regions in which both LOG signal magnitude and polarity may change. Consequently, LOG measurements in such discharges can be complex, and axial laser excitation, in particular, may produce a type of "averaged" signal. This sort of arrangement may well provide LOG signals, but it is not suited to spectroscopic investigations. It is much better to use an rf discharge in a transverse laser excitation mode. The rf discharge has the advantage of spatial uniformity (except for a sheath at the rf electrodes) and it can be used in a "contactless" manner (i.e., with no metal electrodes inside the discharge tube). CW lasers may provide better stability and resolution, but short pulse lasers in conjunction with fast electronics are required for proper study of the transients and dynamical properties.

Nonetheless, dc discharges can be used for high-speed time-resolved studies if proper precautions are taken. Since a dc discharge has an inherent negative resistance, it requires a series resistance larger than a certain minimum value to suppress the plasma oscillations. Larger value of this resistance will produce a larger LOG signal but, at the same time, it restricts the time-resolution capability because of the plasma capacity and inductance. This problem may be circumvented by detecting the LOG signal across an additional low resistance in series with the cathode.

Pulsed lasers used in conjunction with an rf discharge provide both greater challenge and pay-off. In particular, such set-ups provide workable alternatives for the study of corrosive gases. Alternatively, the LOG effect may be used to investigate the rf discharge itself, a topic of considerable importance because of thier use in plasma etching, as rf driven lasers, etc. In addition, as we show in a companion paper in these Proceedings, pulsed laser studies of rf discharges permit distinction between ionization- and photoacoustically-mediated components of the temporal profiles of LOG signals. This information is simply not obtainable in a dc discharge.

The pulsed laser/rf discharge system can be configured in two extreme ways: with t>>T (t=laser pulse duration, T=period of the rf cycle; and with t<<T. In the former case, the "long-lived" LOG effect produces a modulation of the rf carrier amplitude. Consequently, the LOG signal recovery section is simply an AM demodulator. With a laser pulse of ~1s and an rf frequency of ~32 MHz (T~31ns), our experimental set up belongs to this category. The latter configuration requires a somewhat shorter t (few ns) and longer T (rf of few MHz or less). In this case, however, the rf carrier densities need to be suppressed, or subtracted to recover a carrier-free LOG signal. The advantage of the latter configuration is that laser firing can be synchronized with rf phase and, consequently, rf phase dependent (i.e., field effect) studies can be carried out.
configuration is limited in that it requires elaborate electronics and its implement at rf frequencies above a few MHz is difficult. Moreover, photoacoustically-mediated LOG signals, which are broader and propagatively delayed, can pose interpretative problems.

Electron impact ionization and associative ionization are primarily responsible for maintaining the electrical discharge. The former is believed to dominate at low gas pressures whereas the latter becomes important at higher pressures. This characteristic is not difficult to comprehend. At lower gas pressures, electrons have longer mean free path and, hence, acquire larger kinetic energy in the applied electric field. Consequently, electron impact ionization dominates. At higher pressures, on the other hand, frequent electron collisions do not allow a high kinetic energy build-up and, hence, this mechanism is suppressed.

Since metastable states will usually exhibit fairly large populations, they should play an important role in discharge maintenance. Indeed, any perturbation of their population, directly or indirectly, should produce a large LOG signal.

Discharge impedance depends on charge carrier density and mobility. Laser excitation of an atom close to ionization threshold results in an increase in electron-ion pair densities (direct or collision-assisted ionization) and the discharge impedance drops. The polarity of the LOG signal thus generated is said to be "normal". Depending upon the set-up, this signal may be either positive or negative. Furthermore, an "inverted" LOG signal may be observed when the laser excitation results in an actual increase of discharge impedance. Such an effect can be attributed to a population inversion of two combining levels or to some peculiar characteristic of the laser-excited upper level (e.g., a shorter decay time, a lower ionization efficiency than the lower level, etc.). The generation of LOG signals when laser-excited states lie far below the ionization threshold has been explained on the basis of an electron temperature coupling model: the change of electron temperature should cause a change of either electron mobility or electron impact ionization rates. This explanation, however, is unsatisfactory. As we have shown, the photoacoustic (PA) effect, which plays an important role in the generation of LOG signals, provides a satisfactory explanation for many of these peculiar characteristics.

The generation of LOG signals in molecular systems is no different from atomic systems. Molecular discharges, of course, do have additional loss channels (vibrational and rotational excitations) and, consequently, higher rf powers are usually required to sustain a molecular discharge. Certain molecular dissociation products may also confer other attributes on the LOG signal. In an rf discharge in iodine, for example, distinct time-resolved atomic and molecular LOG signals are observed.

We will describe briefly some important results obtained using ~1μs pulsed laser excitation which impinges transversely on the outer region of a ~32MHz discharge in xenon, cesium, neon, and iodine. The role played by the PA effect in the generation of the LOG signal will be emphasized.

Experimental

The experimental arrangement for pulsed laser LOG measurements in an rf discharge (Fig.1) has been described. The sample is contained in a quartz discharge cell (8mm diameter, 30 cm long) with copper electrodes A and B (~5cm apart) wound around the exterior of the cell. RF voltage (~32MHz) is resonantly stepped up and applied to the electrodes A and B. Approximately 1W of rf power is sufficient to sustain a stable, low-noise discharge.

The detector consists of a resonantly tuned pick-up coil C wound around the discharge cell and situated ~1cm below B. The output of a pulsed, tunable dye laser (Chromatix CMX-4, ~1μs pulse width) impinges transversely at L. When the laser is tuned through a resonant frequency of some discharge species, a change occurs in the rf power transferred to the pick-up coil. This change, which constitutes the LOG signal, is sent to a boxcar and then normalized by a novel pulse treatment procedure.

Figure 1. LOG set-up with rf discharge. See ref. 10 for details.
Wavelength calibration markers are generated by a LOG effect in a dc discharge in a neon-filled hollow cathode lamp. As the laser is tuned through the absorption frequency of a lamp species a pulsed change in lamp current occurs. This current pulse, when amplified and rectified, provides the markers on the second channel of the X-Y recorder.

Results and Discussion

Xenon

The ground state electronic configuration of xenon is \(5p^6 \left( {}^1S_0 \right) \). Under rf excitation, it yields two np\( ^mnl \) configurations, one with a \( ^2P_{3/2} \) core (\( n^- \) states) and the other with \( ^2P_{1/2} \) core (\( n^+ \) states). Since xenon is best described by a \( j \& k \) Racah coupling scheme, the states may be designated \( n(j,k,j) \). For laser excitation in the range 16000-17000 cm\(^{-1} \), we have observed five \( d + f \) series which originate in the \( 5d(1/2)0 \), the \( 5d(1/2)1 \), the \( 5d(3/2)2 \), the \( 5d(7/2)4 \) and the \( 5d(7/2)3 \) states at 7871.79, 79967.15, 80323.28, 80179.16 and 80970.93 cm\(^{-1} \) respectively. Only one of these series had been observed previously. Higher \( n^- \) members \((n>20)\) of the \( d + f \) series show broadening attributable to a very low ionization potential. These \( d + f \) series dominate at lower xenon pressures \((\sim 40 \text{mTorr})\). At higher pressures \((\sim 1 \text{Torr})\), series originating from \( 6p \) and \( 6s^1 \) states become dominant.

Several forbidden transitions \((\Delta K = \pm 2, \Delta j \neq 0)\) have been also observed. This "allowedness" is probably induced by rf fields present in the discharge.

Cesium

Cesium has an electronic configuration \([5s^6]6s^1 \). It is not surprising, then, that observed spectra are attributable to a single valence electron moving about an inert noble gas core. Since the orbital and spin angular momenta of the core are both zero, this optical electron moves in a centrally symmetric field. Because of the screening effect of the closed shell electrons, the high-\( n \) excitation spectra are hydrogen-like. The hydrogenic character, particularly for the \( f \)-orbitals, is so good that the quantum defect for such series is only \(-0.03 \). The rf discharge populates various levels of the cesium atom such that laser excitation of \( 5d(3/2)0 \) and \( 5d(3/2)1 \) generates the following Rydberg series in the LOG spectrum: \( 5d(3/2)0 \rightarrow \text{ns}(1/2), \text{nd}(1/2), \text{nf}(1/2) \), \( 5d(3/2)1 \rightarrow \text{ns}(1/2), \text{nd}(1/2), \text{nf}(1/2) \). The series originating in the \( 6p \) levels are quite intense but only a few members are observed. Both \( 5d \rightarrow np \) series are quite weak but the series can be followed up to \( n \approx 20 \) (laser bandwidth \( \approx 3 \text{ cm}^{-1} \), (intracavity etalon). The \( 5d \rightarrow nf \) series dominate the spectrum and can be followed up to \( n \approx 70 \) (laser bandwidth \( \approx 0.1 \text{ cm}^{-1} \) (intracavity etalon). Lower rf powers facilitate the observation of higher \( n^- \) members \((n>20)\). To cesium, perhaps because of its very low ionization potential, even an rf power of \( \approx 40 \text{W} \) can sustain a stable low-noise discharge. By way of contrast, the \( d + f \) series of xenon can be followed only as far as \( n \approx 35 \). The higher \( n \) members are broadened and "washed out" in the spectrum, perhaps because of the larger rf powers \((0.5 - 1.0 \text{ W})\) required for the xenon discharge or perhaps because of a stronger field perturbations by the "unsaturated" core. Further investigations are in progress. An additional, much weaker component is also observed in the time-resolved LOG signal. This weak component is broader and delayed relative to the laser pulse. As elaborated later for neon and iodine, this second component in the LOG signal is assigned to be mediated by a PA effect.

Neon

The LOG effect in neon has been heavily investigated. Kinetic and cross-section data pertinent to the lower excited states is available. All LOG signal production models have neglected the role of the PA effect. Indeed, the distinct similarities between the temporal profiles of LOG signals from quite different discharge species, all of which point towards the important role of the PA effect, have been ignored. The accompanying paper in these proceedings reviews this problem, and posits a method by which the conventional and PA mediated LOG signals may be differentiated even in the presence of temporal overlap.

Iodine

Iodine has been studied extensively in both dc and rf discharges. Some iodine molecules dissociate in the discharge to produce atomic iodine. LOG signals are expected from both atomic and molecular species. Under appropriate discharge geometry and fast time-resolution, two separate LOG signal components with different characteristics are observed.

The intervention of a PA effect in the production of the LOG signal was noted. However, the exact role played by the PA effect could not be assessed. Webster and Menzie's and Haner et al. supposed that the pressure pulse, generated by a PA effect, affected the discharge impedance by altering electron attachment and recombination rates in the negative glow region. As will be explained, this is not a satisfactory explanation.
We carried out time-resolved LOG spectroscopy of iodine in a -32MHz rf discharge showing that the LOG signal consists of two time-resolved components: a fast component, synchronous with the laser pulse, followed by a slow component, delayed relative to the laser pulse. The fast component originates in a two-step laser photoionization of plasma-excited atoms, the first-step being resonant, and/or in changes of atomic collisional ionization rates. The slow component is generated by the photoacoustic signal produced by the B→X molecular excitation. The most significant observation is that the polarity of the PA mediated LOG signal reverses as the direction of propagation of the PA (say, a compression) wave reverses. Thus thermal effects are not involved in the final production step of the PA mediated LOG signal. It must, then, be related to some kind of kinetic effect (e.g., simple movement of the charge carriers in the "sensitive" region of the discharge under the influence of the PA wave).

Electric discharges contain both electrons and ions. Electrons have large mobility. Consequently, in an rf discharge, a build-up of a positive ion sheath occurs around both electrodes, effectively equivalent to build up of a dc bias across a capacitor in series with the electrodes. Any perturbation of this sheath (equivalently, the charge on the capacitor) by the PA effect, will result in disturbances of the discharge current and, hence, a LOG signal will result.

It is, therefore, not surprising that a low-power rf discharge can be used as a sensitive, low-pressure, high bandwidth "microphone." Indeed, we have characterized some aspects (linearity, frequency range, etc.) of this microphone and used it as an acoustic detector in studying magnetic field-induced predissociation in the B state of I₂.

Conclusion

The LOG effect has evolved into a sensitive and powerful spectroscopic tool. Transverse laser excitation is the preferred mode for LOG studies in both dc and rf discharges. In addition to ionization rate changes, PA effects will produce a LOG signal if some significant part of the absorbed laser energy is released nonradiatively. For discharges with localized "sensitive" region and a laser excitation at some remove from this region, the two processes will generate distinct, non-overlapping, time-resolved components in the LOG signal profile. In other cases, a complex temporal profile will characterize the LOG signal.

Acknowledgment

This work was supported by the U. S. Department of Energy (Office of Health and Environmental Research).

References

12. See references in ref. 10 above.
NATURE OF LASER OPTOGALVANIC SIGNALS
D. Kumar and S.P. McGlynn
Department of Chemistry
Louisiana State University
Baton Rouge, LA 70803

Abstract

Laser optogalvanic (LOG) signals are believed to be generated primarily by laser-induced changes in the equilibrium ionization rate of a discharge. Recent work has shown that photoacoustic (PA) effects can also play an important role in the generation of LOG signals [Kumar et al., J. Chem. Phys. 90, 4008 (1989)] and that no thermal effects or ionization rate changes are involved in the final step of such signal production. The PA mediated components may be superimposed on the other components and a complex temporal profile of the LOG signal may result.

We report a technique by which the two types of components may be distinguished even when they overlap temporally. This technique is applicable to rf discharges, and concerns marked changes induced in the temporal profiles of LOG signals as the rf frequency is altered about the resonance frequency. Results from time-resolved studies in a ~30 MHz rf discharge in ~5torr neon are presented.

Introduction

The laser optogalvanic (LOG) effect is the change of electrical impedance of a plasma caused by resonant absorption of laser radiation in the plasma. The absorption of laser radiation by a plasma species disturbs the dynamical equilibrium of the various plasma processes (e.g., absorption/emission, collisional excitation/deexcitation, ionization/recombination, etc.), and produces a LOG signal.

The electrical impedance of a plasma will depend on charge carrier density and mobility. The complexity of the system and the lack of knowledge about various rates/coefficients deter an analytical solution of the discharge impedance (and the LOG effect). Consequently, two phenomenological models have gained followers. The first model is based on the fact that laser-induced direct and collision-assisted ionization rate changes (IRC) of the plasma atoms/molecules will increase the electron-ion pair density and, hence, the conductivity. The corresponding LOG signal, if associated with an increase of discharge conductivity, is termed "normal". For some excitations an "inverted" LOG signal is generated. In fact, however, the actual polarity of the LOG signal will depend on the experimental set-up and on how, and where, the signal is detected. Thus, the terms "positive" and "negative" at least as applied to LOG signal polarity, are ambiguous. The second model, the electron temperature coupling model, assumes that the increased electron kinetic energy caused by laser energy deposition will produce an increase of discharge conductivity by enhancing electron mobility and/or collisional ionization rates. This model was invoked to explain the generation of LOG signals by low energy (e.g., vibrational) excitations to levels far below ionization threshold. It fails, however, to explain some important characteristics of LOG signals. For example, LOG signal intensity does not correlate with the energy gap from the laser excited upper level to the ionization threshold.

Recent work on LOG effects in rf discharges in iodine and bromine has shown that LOG signals can be generated by a photoacoustic (PA) effect, and that no thermal effects or ionization rate changes are involved in the final step of such signal production. The pressure wave generated by the PA effect produces LOG signals by an actual physical movement of the charged species in the "sensitive" region of the rf discharge. In a low-power iodine discharge these "sensitive" regions are confined to the vicinity of the rf electrodes, and are attributable to positive ion sheaths. Iodine ions have very small mobility compared to electrons and, at an rf frequency of ~32 MHz, the ions just oscillate about their mean positions with a small amplitude. As a result, during the positive rf half cycle the electrons are rapidly swept away from the vicinity of the electrodes, leaving behind a positive ion sheath. The positive ion sheaths develop a dc bias which can be represented by a charged capacitor in series with the electrodes. Thus, any perturbation of these positive ion sheaths by the PA wave should alter the discharge conductivity and produce a LOG signal. The polarity of this LOG signal is inverted when the direction of the PA wave (say, a compression wave) is reversed, confirming that no ionization rate changes are involved in the production of photoacoustically-mediated (PAM) LOG signals. The PA intermediacy overcomes the obstacles associated with the electron temperature (or mobility) coupling model.

These PAM components in the LOG signal of low power rf discharges in iodine were easily identified by a transit time delay of the acoustic wave associate with distance from the region of laser excitation to the rf electrode(s). The distinction between PAM and IRC components was also facilitated by the fact that the IRC component in iodine is "synchronous" with the laser pulse. Obviously, if the laser pulse is directed into the "sensitive" region of the discharge, a complex LOG signal profile will result because of the temporal overlap of both IRC and PAM components.

In the case of an rf discharge in neon the latter situation holds even at low rf powers. Neon atoms are much lighter than iodine and the "sensitive" region can be spatially diffuse. The laser beam, therefore, propagates through the "sensitive" region of the discharge and a complex LOG signal profile results.
Under suitable conditions the overlapped IRC and PAM components in the LOG signal profile can be resolved by a new technique. In specific, dramatic changes occur in the temporal profile of LOG signals (mainly the IRC components) produced by pulsed laser excitation of the \( 1_s \rightarrow 2p \) transitions in neon (~5 torr) in a ~30 MHz rf discharge as the rf frequency is scanned over the electrical resonance peak of the plasma and the associated driving/detecting circuits. The PAM components, however, are found to be insensitive to the rf frequency. In general, PA effects can play an important role in the production of LOG signals and, under suitable condition, they may even dominate the LOG profiles.

**Experimental**

The experimental arrangement for LOG measurements in an rf discharge has been described. Briefly, the sample is contained in a quartz discharge cell 2 cm in diameter with copper electrodes A & B (~5 cm apart) wound around the exterior of the cell. The rf voltage (~30 MHz) is resonantly stepped up and applied to the electrodes A & B. An rf power of 0.1 - 0.2 watts is sufficient to sustain a stable, low-noise discharge in neon at ~5 torr pressure.

A resonantly tuned pick-up coil, C, also wound around the discharge cell and situated ~1 cm below B and 6 cm from A, is coupled to the rf discharge, which extends beyond B. The output of a pulsed tunable dye laser (Chromatix CMX-4, ~1 µ pulse width, resolution ~0.1 cm\(^{-1}\), beam focused to ~0.5 mm diameter) transversely excites the discharge at a point L (between B and C). When the laser is tuned to a \( 1_s \rightarrow 2p \) transition of neon, changes occur in the rf power transferred to the pick-up coil. These changes constitute the LOG signal, which is recovered by demodulation in the signal recovery section and, after amplification, is either sent to an oscilloscope for visual monitoring or transferred to a box-car for recording.

The rf oscillator frequency, \( f \), and the tuning capacitors are adjusted for resonance (frequency \( f_0 \)), as indicated by a "dip" in the amplifier power meter and a maximum voltage in the pick-up coil. Temporal profiles of LOG signals for various \( 1_s \rightarrow 2p \) neon excitations are recorded with rf frequency \( f \) set at \( f_0 \), slightly below \( f_0 \) and slightly above \( f_0 \). Changes in LOG signal profiles are also monitored as the rf frequency is scanned across the resonance peak. Finally, with laser off, the rf resonance profile is recorded by scanning \( f \) and recording the dc voltage in the demodulator of the signal recovery section.

The temporal profiles of the faster components of these signals are extremely sensitive to changes in rf frequency around \( f_0 \). While the profiles from various neon transitions may differ considerably, their shapes depend systematically on \( f \). The pattern of changes is illustrated in Fig. 1 for the \( 1_s \rightarrow 2p \) neon excitation at 16996.61 cm\(^{-1}\).

**Results**

Only the temporal profiles at \( f = f_0 \) = 29.24, \( f = 29.64 \), and \( f = 29.44 \) MHz (each at oscilloscope scan speeds of 50 µs/div. and 5 µs/div.) are presented in Fig. 1. Only a brief description of their salient features is presented:

(i) At resonance (29.24 MHz, Figs. 1A and 1B) the LOG signal consists of a sharp positive peak (#2) at ~3 µs followed by two slower peaks at ~30 µs (#4) and ~150 µs (#5).

(ii) As the rf frequency is gradually reduced below \( f_0 \), peaks #1 (negative, weak, synchronous with the laser pulse) and #3 (strong, positive, rapidly increases and saturates) appear and grow on either side of peak #2. Temporal profiles at 29.04 MHz are shown in Figs. 1C and 1D. Peak #3 is at ~8 µs and it has engulfed peak #2. Peak #4, which has moved slightly to the right, has gained some intensity whereas peak #5 is now somewhat weaker.

(iii) As the rf frequency is gradually increased above \( f_0 \), peaks #1 and #3 appear and grow with similar characteristics but with opposite polarity compared to those in (ii) above. The temporal profile at \( f = 29.44 \) MHz is shown in Figs. 1E and 1F. The strong peak #3 has again engulfed peak #2, and its strong positive overshoot now appears to neutralize negative peak #4. Peak #5 has gained some intensity and its maximum has shifted to the left. The background noise levels are observed to increase as \( f \) moves away from \( f_0 \).

(iv) The signal is noisy in (ii) and (iii) above. However, all peaks #1 to #5 are real and reproducible.

(v) A slight displacement (5-15 µs) occurs in the positions of peaks #4 and #5 as the laser beam is displaced along the axis of the discharge cell. No noticeable shift could be detected in the position of peak #2.

(vi) The broad, and rather insensitive peak #5 never inverts. However, it does undergo slight changes in intensity and the position of its maximum shifts. Peak #4 does not change sign, except in Fig. 1E where it appears to be affected by the strong positive overshoot of the earlier peak. Peak #2 is invariant to f. However, its appearance and profile is crucially dependent on the intensity of peak #3.

(vii) Similar behavior is observed with the LOG signals of other \( 1_s \rightarrow 2p \) neon excitations. For some excitations (e.g., \( 1_s \rightarrow 2p \) at 15149.7 cm\(^{-1}\)), an inverted LOG signal shape (relative to that from \( 1p \rightarrow 2p \)) is observed. In such cases, inversion of the same pair of LOG signal components occurs as the rf frequency changes from slightly below to slightly above \( f_0 \). Also, if the metastable states \( 1s \) and \( 1s \) are not involved in the laser excitation process (either as an initial level, or as a final level after relaxation from the upper \( 2p \) level), peak #4 and #5 are either extremely weak or non-existent.

**Discussion**

A detailed discussion of the observed phenomenon and its implications will be published elsewhere. Only a brief discussion is presented here.
Clearly, two distinct mechanisms are involved in the generation of LOG signals. This conclusion follows from the fact that the two sets of peaks in the LOG temporal profile behave differently as the rf frequency changes from slightly below to slightly above $f_o$. Peaks 2, 4 and 5 do not alter characteristics whereas peaks 1 and 3 vanish and change polarity as the rf frequency passes through $f_o$.

The observed rf frequency-dependent behavior of the LOG signal can be explained on the basis of a simple phenomenological model which has two components: (a), laser excitation of a particular $I_s \rightarrow 2p$ transition alters the equilibrium ionization rates, with concomitant changes of the plasma resonance characteristics (effective conductivity, capacity and inductance); and (b), a part of the energy absorbed from the laser pulse is released non-radiatively into the translational modes and launches a pressure wave (PA effect).

On the basis of this model it can be shown$^5$ that the set of peaks which do not alter their characteristics with rf frequency (peaks 2, 4 and 5) are mediated by the PA effect (PAM component). On the other hand, the set of peaks that is strongly rf frequency dependent (peaks 1 and 3) is generated by ionization rate changes (IRC component). Thus at $f = f_o$ and at low and moderate laser powers, only the PAM component will be observed. At $f \neq f_o$, both mechanisms will be active and the observed profile will be a composite of the two different sets of signals. Under different conditions, the relative intensities of the two components may change considerably. Thus, quite different signal profiles can occur.

As discussed previously, the laser beam propagates through the "sensitive" region of the discharge in neon and, consequently, peak 2 (Figs. 1A and 1B) represents an initial PAM shock-wave followed by slow, non-uniform PAM peaks 4 and 5. These peaks (4 and 5) can hardly be assigned as "ringing". Their complex shapes occur because of the fact that the long-lived, collisionally equilibrated, metastable levels $I_s$ and $I_s$ play dominant roles in sustaining the discharge, and any perturbation of their population densities will gradually exchange energy with the plasma (i.e., the PA channel) and will condition the latter part of the PAM signals. A relaxation time of ~80 $\mu$s for the $I_s$ level population is observed.$^6$ It is, therefore, not surprising that long lived PAM components are present in the LOG profile.
The rf frequency-dependent behavior of the LOG signal components (peaks 1 and 3) can be explained by invoking an IRC mechanism which generates LOG signals via shifts of the rf/plasma resonance curve (or, equivalently, the response/transfer function). The curve is observed to shift to the left (right) with an increase (decrease) of equilibrium ionization rates.

Peak 1 is ascribed to an initial decrease in the equilibrium ionization rate caused by laser induced depletion of the 1s_5 metastable level population. At the neon pressures and the rf powers used in our work, Penning ionizations of the metastable levels dominate the electron impact ionizations of the upper 2p_2 levels and the equilibrium ionization rate drops. Such a decrease of equilibrium ionization rate is not unusual.

Peak 3, which indicates an increase in equilibrium ionization rates, originates in photoionization of an excited discharge species by VUV fluorescence from the 1s_4 level. The non-metastable levels 1s_2 (radiation trapped life-time in <1 µs) and 1s_4 (radiation trapped life-time <11 µs) acquire excess population by relaxation of the laser excited 2p_2 level. The effect of 1s_2 fluorescence, if any, is buried within peak 1. The rapid decay of peak 1 is largely attributable to swamping by peak 3 which is overwhelmingly strong and of opposite polarity.

The inversion behavior of peaks 1 and 3 with change of f, and their nulling $f = f_o$, can be visualized by setting the rf frequency f on the left (or right) shoulder of the resonance (response/transfer) curve. A leftward movement of the transfer curve (laser induced decrease of ionization rates) generates a positive (negative) IRC signal at the particular setting. However, if $f = f_o$, a slight displacement of the response/transfer curve will not produce any IRC signal. Thus, at this setting, no IRC signal will be produced even though ionization rates may change. The characteristics of peaks 4 and 5 suggests that at $f \neq f_o$ some weaker IRC components may also be active in this region. This is not unexpected since the plasma electron density has a relaxation time of ~80 µs.

The similarity of the LOG signal shape (PAM components, Fig. 1A) from our rf discharge and those obtained by other workers in dc discharges^8 suggests that PA effects can play a significant role in the generation of LOG signals in rf as well as dc discharges.

To summarize, the various peaks in Figure 1 can be assigned as follows:
(i) Peaks 2, 4, and 5 in Figs. 2A and 2B ($f = f_o$) are pure PAM components.
(ii) Peaks 1 and 3 are of IRC origin.
(iii) Peaks 2, 4, and 5 in Figs. 2C-2F ($f \neq f_o$) are admixtures of both PAM and IRC components. Peak 5 is predominantly PAM in nature. Peak 4 may have some IRC component.

Conclusion

Two sets of LOG signal components are identified in an rf discharge in neon and their origin is explained. The PA effect plays an unexpectedly strong role in the generation of LOG signals in rf as well as dc discharges.

Acknowledgement

This work was supported by the U. S. Department of Energy (Office of Health and Environmental Research).

References

4. For a block diagram of the set-up see S. P. McGlynn and D. Kumar, These Proceedings.
FREQUENCY-MODULATION SPECTROSCOPY WITH MULTIMODE LASERS*

James M. Supplee
Physics Department, Drew University, Madison, NJ 07940 and
Department of Physics and Engineering Physics
Stevens Institute of Technology, Hoboken, NJ 07030

Edward A. Whittaker
Department of Physics and Engineering Physics
Stevens Institute of Technology, Hoboken, NJ 07030

Abstract

We report on the extension of the theory of frequency modulation spectroscopy (FMS) to include multimode laser sources. We first develop the theory analytically, including the effects of the laser mode intermodulation on the FMS signal. We then evaluate the theory in the limit of weak absorption and small modulation index. We note that in appropriate limits the FMS signal is proportional to the derivative of the apparent absorption profile. The analytical results are then evaluated in a number of cases through the use of a computer model which is able to simulate the FMS spectrum expected for arbitrary molecular and atomic absorption lines. The model demonstrates that absorption features narrow compared with the overall laser linewidth may still be discernable through the application of multimode FMS.
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1. Introduction

The application of high frequency electrooptic phase modulation to laser absorption spectroscopy is a well established technique for enhancing available detection sensitivity [1]. The method evades low frequency laser technical noise by upshifting the spectroscopic absorption induced signal to a frequency where detector shot noise is dominant. In the usual approach, a single frequency tunable laser is used as a source beam of light. The single frequency laser enables very high resolution absorption spectra to be obtained. The theory for this case is well developed [1] and shows that the frequency modulation spectroscopy (FMS) signal has two quadratures, one proportional to the first derivative of the absorption profile, and the other proportional to the second derivative of the dispersion profile. The theory for the signal-to-noise ratio has also been reported for the single mode case [2].

Two experimental reports have demonstrated that the basic FMS approach may also be applied to tunable lasers that are not operating on a single longitudinal mode. In one experiment, a pulsed dye laser was used to probe atomic sodium absorption [3] and in the other work, a multimode cw dye laser was used [4]. In these cases, the modulation frequency was comparable to the absorption linewidth, and the laser linewidth was greater than they were. The experimental results suggest that at least in this regime, multimode FMS still generates derivative like spectra.
We report here on the extension of FMS theory to a multimode laser source. Our analysis is applicable to both free running and mode-locked laser sources and takes full account of the effect of mode intermodulation on the FMS signal. Our analysis enables us to include arbitrary values for total laser linewidth, mode spacing, modulation frequency and absorber linewidth and structure. Our results show that the FMS signal indeed remains derivative-like in certain limits as suggested by the experimental results. However, we also find a more general result which shows that the FMS signal produces a lineshape proportional to the derivative of the apparent absorption line as measured by the multimode laser. This suggests that fine absorption features ordinarily obscured by the wide laser line will be discernible with FMS. We explore this and several other regimes not yet investigated experimentally using the graphic output of a computer model.

2. Analytic Results

In this section, we summarize the analytical results for the extension of FM spectroscopy to include a multimode laser source. Details of the analysis will be reported elsewhere [5]. The analysis follows the formalism of Bjorklund [1] and Gehrtz, et al. [6]. The results follow directly from the observation that a multimode laser is simply a collection of single frequency lasers. When phase modulated and passed through an absorbing sample, each mode generates its own FMS signal which is identical to the single mode case.

In the case of a broad band dye laser with free running modes, the fluctuating phases of each mode cause the detector photocurrent to consist of a sum of the FMS signal powers over each mode. Since each mode is modulated by the same radio frequency (rf) source, the signals at the rf frequency add coherently even though the optical signals add incoherently. In the case of a mode-locked laser, the optical fields also add coherently. This has the effect of producing strong amplitude modulation in the detector photocurrent at the intermode spacing and its harmonics. However, the FMS signal may still be extracted by choosing the phase modulation frequency to be incommensurate with the intermode frequency, and selectively filtering only the FMS signal components. Consequently, both the free running and modelocked cases produce the same FMS signal.

In the limit of small modulation index and weak absorption, the absorption quadrature of the multimode FMS signal is given by

\[ I_s = M \sum_n \frac{cE_n^2}{8\pi} (\delta_{n,1} - \delta_{n,-1}), \]

where \( M \) is the modulation index, \( E_n \) is the amplitude of the \( n \)th laser mode and \( \delta_{n,j} \) is the sample attenuation factor evaluated at the \( j \)th sideband of the \( n \)th laser mode. There is a similar expression for the dispersion quadrature. Eq. (1) shows clearly that the FMS signal is simply the coherent sum of the individual FMS signals from each mode, weighted by the power in each mode. Depending on the relative magnitudes of the modulation frequency, laser mode spacing and absorption feature lineshape, the terms in the sum can interfere constructively or destructively as discussed below to produce an overall FMS signal.

3. Computer model

We have developed a computer model which calculates and plots the FM spectrum obtained when a frequency modulated tuneable multimode laser is passed through an absorbing sample. The laser output is modeled as a set of \( N \) discrete modes spaced by \( \omega_{rt} \), with each mode having negligible width. The total bandwidth of the laser is therefore

\[ \Gamma_l = (N - 1)\omega_{rt}. \]
Using Eq. (1), the model calculates FM signal intensity as a function of laser center frequency as the laser frequency is varied. With this computer model, one can conveniently see how the FM spectrum is affected by variations in modulation frequency ωm, number of modes N, mode spacing ωrt, or the characteristics of the sample absorption profile. One method for displaying such results is to give a 3D plot showing signal versus frequency as a parameter of interest is varied along the third axis. Fig. 1 is an example of such a plot. There the FM signal is plotted, as the modulation frequency is varied along the third axis. This example is for a 201 mode laser probing an absorber modeled as a single Lorentzian. We have chosen units where the half width at half maximum (Γ) of this Lorentzian is 1. In those units the spacing between modes is 0.1 and the modulation frequency varies from 0.1 to 2.0 along the third axis.

The FM signal results from subtracting two terms, where those two terms involve the absorption at points separated by 2ωm (Eq. 1). For small ωm then, one is essentially measuring the difference in the absorption profile at two nearby points. This results in the signal being small for small ωm, as shown by the front scan in Fig. 1. Taking the difference between nearby points also results in the FM signal being the derivative of the absorption profile [2][5]. Therefore if the absorber is modeled as a Lorentzian, low modulation frequency (ωm < feature width) will result in a signal shaped like a differentiated Lorentzian.

However, the multimode nature of the laser can cause the signal to become more complicated. Even the qualitative nature of the complications depends on how the mode spacing ωrt compares with the size of the absorption feature Γ. This dependence is illustrated in Fig. 2, by varying ωrt as the other parameters are held constant. For ωrt >> Γ, each mode will separately pass through the absorber, yielding simply a series of differentiated Lorentzians spaced by ωrt (Fig. 2a). As ωrt decreases and becomes comparable to Γ, the minimum in one differentiated Lorentzian can begin to cancel with the maximum of the differentiated Lorentzian on its left, as illustrated by the progression of decreasing ωrt in Figs. 2a - 2c. As long as the power of neighboring laser modes is comparable, all peaks except the far left minimum and far right maximum can largely cancel. These two remaining peaks (in Fig. 2c, for example) have width given by the true absorber width; resolution is not limited by the total width of the laser (Γt = 36 in Fig. 1c)! This cancelation effect is more or less in place whenever

\[ ω_{rt} \approx Γ. \] (3)

Reducing ωrt has a second effect. For ωrt ≈ Γ, the minima of the first few differentiated Lorentzians on the left and the maxima of the first few differentiated Lorentzians on the right constructively interfere. This is why in going from ωrt = 20 to ωrt = 0.6 (Figs. 2a to 2c), the cancelation of the interior fluctuations becomes complete and the end peaks become higher (note ordinate scale). The constructive interference of these peaks is simply a sum of the peaks, and in certain circumstances [5] that sum can be well approximated as an integral. Integrating the derivative of the absorption profile will give back something of the same shape. This is why Fig. 2c shows Lorentzians, although one is shifted and inverted.

As a further example of the FM signal showing two copies of the absorption profile with one inverted, consider the more complex situation of a simulated portion of the iodine spectrum. The model spectrum used for this calculation is [7] a series of Lorentzians as shown in Fig. 3a. For simplicity, we have made the unrealistic assumption that there are no absorption lines above or below those plotted. That simplification would not actually hold experimentally for iodine, but would apply to other materials with sparser spectra. The FM spectrum for a case with ωm ≪ Γ, and ωrt ≪ Γ is shown in Fig. 3b. It reveals two shifted copies (one inverted) of the absorption profile as expected.
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Fig. 1. FMS versus frequency, for varying $\omega_m$.

Figs. 2a-c. $\omega_r = 20., 1.2,$ and $0.6$ respectively. Throughout, $\omega_m = 0.1$; there are 31 modes.
Fig. 3. Simulated portion of the iodine spectrum.
Kinetics and Spectroscopy of KrF (B) and KrF (2Γ)
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The absorption spectra corresponding to transitions from the 2Γ level to upper excited states of several rare gas-halide trimers (KrF, ArF and XeCl) have been measured at wavelengths ranging from 200 nm to as large as 800 nm. Absolute absorption cross sections for KrF have been determined. Experiments are discussed that will measure the radiative lifetime of the KrF (B) state which is formed utilizing a sub-picosecond source. KrF B → C mixing, quenching rates and the B→X stimulated emission cross section will be measured.

Introduction

A complete understanding of any molecular system requires knowledge of all reactions that produce or deplete the molecular species of interest in the system as well as the fundamental constants that describe those reactions. In the case of the rare gas-halide excimers (RGH), the species of interest include rare gas atoms and molecules, halogens, the excimers and the associated trimers. At pressures utilized in typical RGH laser mixtures, the trimers may be present in large quantities, and knowledge of their formation and decay mechanisms along with their spectroscopic behavior is essential in understanding the RGH system.

As an example, the RGH trimers are predicted to absorb in the ultraviolet in a manner similar to absorption by the ground state dimer ion. In many cases, this absorption is predicted to be very strong at the RGH emission wavelength, so that the trimers could be strong absorbers of the desired excimer laser light. For the case of KrF absorption at 248 nm (KrF B→X emission wavelength), the absorption cross section was recently measured to be -1x10^-18 cm^2. This value, though smaller than predicted, is not insignificant, and KrF absorption cannot be neglected in attempting to model the KrF system.

However, the RGH trimers are interesting in their own right, and lasing has been observed from KrF and XeCl. Its large emission bandwidth and potential tunability in the blue green portion of the spectrum have made XeCl a candidate in the blue green laser program. Measuring the absorption spectra of the RGH trimers becomes all the more important as they are considered for various scientific and military applications.

Up until the last few years, only limited absolute absorption cross section measurements on XeCl and KrF were made, and only at specific wavelengths. Recently, Geoghegan and Eden attempted to continuously measure the KrF and XeCl absorption spectra using a tunable dye laser, and although low frequency doubling efficiencies kept their measurements above 340 nm, the resulting spectra decreased in absorption as the dye laser wavelength increased, and several interesting features were observed. However, a complete continuous absorption spectrum had not been measured for any of the trimers until this past year when the KrF absorption spectrum from 255 nm to 455 nm was published. The work reported here is an extension of that result to wavelengths as low as 200 nm and as large as 800 nm, and also includes results on ArF and XeCl.

In addition to measuring the relative spectral dependence of the absorption, a refined technique for measuring absolute cross sections has given a more reliable value for the KrF absorption cross section. In contrast to previous absolute cross section measurements, the cross sectional area of the probe beam was continuously monitored using a linear pyroelectric array, and the probe beam was telescoped down to a smaller size and collimated through the cell (unfocussed).

Cross Section Measurements

In measuring the spectral dependence of the trimer absorption, a probe beam was sampled before and after an absorber was created in a specified length L, and the ratio of intensities obeyed Beer's law,

\[ \frac{I}{I_0} = e^{-\sigma N L} \]  

where I_0 is the incident or unperturbed intensity, I is the intensity detected after absorption takes place over the length L, \( \sigma \) is the absorption cross section and N is the density of absorbers. This assumes that the absorber density is not depleted by the probe beam. In order to determine \( \sigma \), the absolute density of absorbers must be ascertained, and therefore, the absorption coefficient, \( a(\lambda) \), equal to \( N \sigma(\lambda) \), was determined.

Absolute cross sections for KrF were measured using the fluorescence suppression technique. An excited state was created using laser excitation, which resulted in the production of only a few species. That state's absorption cross section was determined by examining its fluorescence in the presence and absence of a probe beam of a particular wavelength. Since absorption reduced the density of absorbers, the
fluorescence from the excited absorbers was suppressed. This is described mathematically in the following analysis for the case of Kr₂F⁺ absorption. The rate equation that describes the time rate of change of Kr₂F⁺ is given by the following:

\[
\frac{d[\text{Kr}_2\text{F}^+]}{dt} = P[S] \cdot [\text{Kr}_2\text{F}^+] \left( \frac{1}{\tau} + k[Q] + \frac{\alpha I}{h\omega} \right)
\]

where \( P \) is the production rate from species \( S \), \( \tau \) is the \( \text{Kr}_2\text{F}^+ \) radiative lifetime, \( k \) is the rate constant for quenching of \( \text{Kr}_2\text{F}^+ \) by the quencher \( Q \), \( \sigma \) is the wavelength dependent absorption cross section, \( I \) is the probe laser intensity in \( \text{W/cm}^2 \), \( h\omega \) is the laser photon energy and brackets denote particle densities. This assumes that one operates in a regime where there is no appreciable loss of laser photons and stimulated emission from \( \text{Kr}_2\text{F}^+ \) does not take place. It is also assumed that absorption takes place to a level which immediately dissociates or relaxes quickly and that reformation of \( \text{Kr}_2\text{F}^+ \) can be ignored. If the pumping rate is fast compared to the loss rate and if one waits to fire the probe laser until \( P \) is small, then the \( \text{Kr}_2\text{F}^+ \) density can be solved for by neglecting \( P \).

\[
[\text{Kr}_2\text{F}^+](t) = [\text{Kr}_2\text{F}^+](t_0) \exp \left\{ \frac{-\sigma}{h\omega} \int t(t') \, dt' \right\} \cdot \exp \left\{ -\frac{t-t_0}{\tau} \right\}
\]

The effective lifetime of the excited state, \( \tau' \), is defined in the following way:

\[
\frac{1}{\tau'} = \frac{1}{\tau} + k[Q]
\]

and \( t_0 \) is the time at which the probe laser is fired. If the laser pulse length is \( T_L \), the ratio of the \( \text{Kr}_2\text{F}^+ \) density at time \( t_0 + T_L \) with and without firing the probe laser, or the fractional fluorescence (FF), is

\[
\text{FF} = \frac{[\text{Kr}_2\text{F}^+](t_0 + T_L, \phi)}{[\text{Kr}_2\text{F}^+](t_0 + T_L, \phi = 0)} = e^{-\phi}
\]

where the laser fluence, \( \phi \), in photons per \( \text{cm}^2 \), is equal to \( E/h\omega \), and \( E \), the total energy in the incident laser pulse, is given by

\[
E = A \int_{t_0}^{t_0+T_L} I(t) \, dt
\]

The cross section, then, is determined by measuring the ratio of the fluorescence with and without the action of a probe beam as a function of laser fluence. In order to make an accurate determination of \( \sigma \), one must be able to measure accurately the cross sectional area of the probe beam, the energy that is contained in the pulse and the amount of suppression that takes place. These are the major sources of uncertainty in this measurement.

**Experimental Apparatus**

**A. TAS Set-up**

The Transient Absorption Spectroscopy Set-up (TASS) is shown schematically in Fig. 1. Large densities of absorbers were created in a small discharge laser (EMG-50) having MgF₂ windows and a discharge volume of ~24 cm³. Light from a pulsed, xenon flashlamp was collimated by a short focal length (FL) fused silica lens, apertured and passed through the discharge before being focused with an achromatic lens onto the 25-μm entrance slit of a 0.25-m spectrometer. The spectrometer dispersed the light onto a gated, intensified, ultraviolet-sensitive diode array, and a 300-groove/mm grating gave a 200-nm range over the active portion of the diode array. A 20-ns gate pulse was applied to the array detector at the peak of the 300-ns lamp pulse. Timing between the lamp, discharge device and high voltage pulser was controlled with a delay generator, and the detection of discharge fluorescence with a photodiode (PD) allowed the drift of the thyatron-switched discharge to be observed and corrected for.

The discharge device was typically filled with 400 to 700 mBar of rare gas (xenon, krypton or argon), 5 mBar of halogen (F₂ or HCl) and a balance of helium to a total pressure of 2.5 Bar. Since excessive rare gas pressures resulted in arcing, the device was run at the highest rare gas pressure that would give uniform, reliable discharges, so that three body formation rates of the trimers would be maximized while maintaining shot to shot reproducibility.

The detector controller was interfaced to a computer that stored and analyzed the data. Each individual absorption spectrum required three data runs of typically 600 shots per run at a repetition rate of 10 Hz. The first run \((I_{Ab})\) consisted of acquiring both the lamp light and the discharge fluorescence, and it contained the absorption information. The next two runs \((I_{Lamp} \text{ and } I_{Dis})\) collected lamp light and discharge fluorescence separately. Subtraction of background

![FIG. 1. Schematic of the Transient Absorption Spectroscopy Set-up (TASS). The heart of the system is an Optical Spectrometric Multichannel Analyzer (OSMA) which contains a gated head and a detector controller. The system is run by a computer which also stores and processes data.](image-url)
light was automatic. Absorption was calculated in the following way:

\[ \alpha(\lambda) = - \frac{1}{L} \ln \left( \frac{I_{\text{Abs}}(\lambda) - I_{\text{Fl}}(\lambda)}{I_{\text{Lmp}}(\lambda)} \right) \]  

(7)

where \( \alpha(\lambda) \) was the net absorption in m\(^{-1}\) and \( L \) was the discharge length (0.2 m).

**B. LEAKS Set-Up**

Figure 2 is a schematic diagram of the experimental apparatus used to measure absolute cross sections (LEAKSS, or Laser Excitation for Absorption, Kinetics and Spectroscopy Set-up). Two excimer lasers (Lambda Physik EMG-201E and 101-MSC) were aligned so that their beams were counter-propagating. Both lasers were configured as oscillators with standard optics and produced 15- to 25-ns full width at half maximum beams which were unpolarized. The lasers were triggered at 10 Hz by a trigger generator, and each had a firing jitter of ±2 ns. The 201 (pump laser) ran on an argon fluoride gas mix (193 nm) and produced 300-mJ pulses with a shot to shot variation of 20%. The beam was focussed by a 7.5 cm FL cylindrical lens to a line at the center of a quartz cell. A gas handling system typically filled the cell with 1 Torr of electronic grade fluorine and 500 or 1000 Torr of research grade krypton. The energy of the ArF pulse was monitored with a quartz beamsplitter displayed on a Tektronix 7104 oscilloscope and sampled near identical absorption features of the trimers produced the probe pulse. The liquid filter mentioned in the text is located at the output of the probe laser. This had been shown to have a deleterious effect on the probe laser's output. A quartz BS reflected ~8% of the probe beam onto a Spiricon linear pyroelectric array (LPA) which was positioned the same distance from the BS as the quartz cell. In this way, the probe beam cross sectional area in the center of the cell could be determined exactly. The probe laser pulse energy was also monitored using another BS in combination with a dielectric full reflector and energy detector (not shown in the figure). The mirror helped to reduce the number of pump laser photons which reached the probe beam detector, although it did not altogether eliminate them. Output from the energy detector was displayed on both a readout unit and a stripchart recorder, allowing stray pump energy to be accurately subtracted out of the probe energy measurement.

Fluorescence from excited species in the cell was collimated and focussed onto the 200-μm entrance slit of a 27-cm monochromator and a portion of the dispersed fluorescence was detected by a Hamamatsu R943-02 photomultiplier (PMT). KrF* fluorescence was monitored at 400 nm (the peak in the emission band) and was taken to ensure that no stray light from either laser was detected. The PMT signal was displayed on a Tektronix 7104 oscilloscope and sampled by a boxcar integrator. The rising edge of the 5-ns boxcar aperture was set to coincide with the end of the pump laser pulse (time \( t_0 + T_L \) in eqn. (5)). The boxcar's averaged output, which was proportional to the KrF* density at \( t_0 + T_L \), was recorded by the stripchart recorder.

Passing the probe beam through two cylindrical lenses with FLs of 10 and 2.5 cm resulted in a four fold reduction in the width of the beam. This provided fluence levels that were more than sufficient to observe 50% suppressions in fluorescence for output energies in the 50 to 100 mJ range. However, in the cases of \( \text{N}_2 \) and KrCl, the laser output was only ~10 mJ resulting in maximum suppressions of ~20%. The separation of the lenses was chosen to give a well collimated beam and had to be adjusted for each probe laser gas mix.

**Data Taking and Results**

**A. Spectral Measurements**

The dependence of the \( \text{KrF} (4^2\text{r}) \) absorption on wavelength is seen in Fig. 3, as determined from the TASS set-up. The spectra were recorded at a delay of 60 ns between the start of the discharge and the end of the gate pulse. Three \( \text{KrF} (4^2\text{r}) \) absorption features are evident in the figure. The \((4^2\text{r} \rightarrow 9^2\text{r})\) band peaks at 315 nm and has a half width of 85 nm. The \((4^2\text{r} \rightarrow 6^2\text{r})\) band peaks at ~690 nm, and a third band, which is definitely due to \( \text{KrF} (4^2\text{r}) \) absorption, peaks at 222 nm and is much narrower than the \((4^2\text{r} \rightarrow 9^2\text{r})\) band. Also seen in the figure are the Kr* \([1(1/2)_v \rightarrow 2(1/2)_u]\) and \([1(1/2)_u \rightarrow 1(1/2)_v]\) absorption spectra that were predicted by Wadt. These results demonstrate the near identical absorption features of the trimers.

---

**Figure 2**
Schematic diagram of the Laser Excitation for Absorption, Kinetics and Spectroscopy Set-up (LEAKSS). Absorbing species are created using the laser on the right, while the laser on the left produces the probe pulse. The liquid filter mentioned in the text (located at the output of the probe laser) is not shown.
The overall uncertainty in the cross section compared to the rare gas dimer ions, except for the third band seen at shorter wavelengths. The narrow lines seen between 425 nm and 800 nm are atomic absorption features.

Figures 4 and 5 give the absorption spectra of Ar$_2$F and Xe$_2$Cl. In both cases, the $(4^2\Gamma \rightarrow 9^2\Gamma)$ band is observed as well as the narrower band to the blue. Also shown in Fig. 5 are absorption data taken by McConn et al. using the fluorescence suppression technique. The size of the cross section at 193 nm suggests that the band peaking at ~200 nm is real, and that a progression of bands may exist in the ultraviolet.

**B. Absolute Cross Sections**

The argon fluoride laser was used as a means to excite krypton atoms from their ground state to the excited $6p(3/2)_3$ level in a resonant, two photon process. Quenching takes place rapidly to relax the excited atoms to the metastable level, and the formation of the KrF (B) state by the harpoon reaction is also fast. Kr$_2$F$_2$ $(4^2\Gamma)$ is formed in a three body process:

$$\text{KrF (B)} + 2 \text{Kr} \rightarrow \text{Kr}_2\text{F}_2 \ (4^2\Gamma) + \text{Kr} \quad (8)$$

Following excitation by the ArF pulse, the KrF (B$\rightarrow$X) fluorescence peaked ~32 ns after initiation while the Kr$_2$F$_2$ $(4^2\Gamma \rightarrow 1^2\Gamma)$ fluorescence peaked ~30 ns later. In fluorescence suppression measurements, the probe laser was triggered 70 ns after the ArF laser, and the 5-ns boxcar aperture was opened at the end of the probe laser pulse, typically 25 to 30 ns after the probe laser was fired. Approximately 500 shots were taken in the absence of the probe pulse, and the average of the fluorescence intensity was recorded by the boxcar-strip chart combination. This was repeated while firing the probe laser, and the fractional fluorescence was determined by dividing the intensities. The experiment was repeated at a variety of fluence levels, providing a set of ordered pairs of fractional fluorescence versus fluence. The fluence was varied by placing quartz flats (suprasil or optosil) at the output aperture of the probe laser, or by varying the laser gas mix or charging voltage. In this way, the fluence could be reduced by over an order of magnitude. The uncertainty in each data point arises from uncertainties of less than 10% in the energy measurement, 5% in the beam area measurement and 3% in the fractional fluorescence calculation.

A semilog plot of FF versus photon fluence is shown in Fig. 6. The probe laser wavelength was 308 nm, and the straight line drawn is a linear least squares fit to the data. The absolute value of the slope of the line, which is equal to the absorption cross section, is $(5.1 \pm 0.5) \times 10^{-18}$ cm$^2$. Data was taken at each of the other probe laser output wavelengths, and the absorption cross sections were determined. Results are presented in Table I and shown graphically in Fig. 3, along with the data obtained from TASS. The overall uncertainty in the cross section measurement is the standard deviation from the
FIG. 4. Absorption spectrum of Ar\textsubscript{2}F (4^2\Gamma). The gas mixture was 3 mBar F\textsubscript{2}, 700 mBar Ar and 1797 mBar He. The (4^2\Gamma \rightarrow 9^2\Gamma) absorption band peaks at 295 nm and a second, narrower band is present to the blue, peaking at 220 nm.

FIG. 5. Absorption spectrum of Xe\textsubscript{2}Cl (4^2\Gamma) and atomic absorbers. Also displayed as triangles (\triangle) are the data taken by McCown et al. (Ref. 9) which has been normalized. The gas mixture was 3 mBar HCl, 400 mBar Xe and 2097 mBar He. The (4^2\Gamma \rightarrow 9^2\Gamma) absorption band peaks at 337 nm and a second, narrower band is present to the blue, peaking at 254 nm. A third band is also present peaking at \lambda \leq 200 nm, implying the existence of a progression of bands. The narrow lines seen above 450 nm are metastable absorption features.
mean, as determined from the least squares fit. The uncertainty is much larger in the N₂ and KrCl cases, since low fluences resulted in more limited data.

**Discussion**

Powell and Jancaitis performed absorption experiments on electron-beam pumped Ar/Kr/F₂ mixtures using a KrF laser whose output was raman-shifted in H₂ and D₂, simultaneously producing 12 lines ranging from 206 nm to 423 nm. They determined from computer model predictions that Kr₂F* was the dominant species present at the time the probe laser was fired, and attributed their results to Kr₂F* absorption. Their spectrum is similar to the one shown in Fig. 3, and they also observed an increase in the cross section at 225 nm, but were unable to make a definite identification of the absorber at that wavelength. It is clear that this is also due to Kr₂F (4²I) absorption.

From these results, it is unclear whether Kr₂F* absorption at 248 nm excites a bound upper level, a state that immediately dissociates, or high vibrational levels of an excited state that quickly relax. Recent studies of Kr₂F* absorption have shown that absorption at wavelengths greater than 280 nm results in photodissociation of Kr₂F* and the immediate formation of the KrF (B) state, while absorption at wavelengths below 250 nm do not appear to do so. The measurement at 248 nm is complicated by the effect of stimulated emission taking place which reduces the KrF (B) population.

The absorption band from 250 to 500 nm is seen to be bound → free, supporting the contention that photodissociation takes place, leaving an excited KrF molecule and a krypton atom. The band centered at 224 nm, though much narrower, also appears to be bound → free, and the absorption products have not as yet been identified. Although the limit of the OSMA detection system is 200 nm, a new vacuum ultraviolet detector head will extend measurements below 200 nm, allowing a comparison to the 193 nm data points to be made.

The (4²I → 9²I) absorption band is narrower in the discretely measured spectrum using the fluorescence suppression technique. The cause of this is not currently known, and several measurements were made to verify the accuracy of the 308 nm cross section, including performing the experiment at krypton pressures of 500 and 1000 Torr. Since photodissociation of Kr₂F* takes place at this wavelength resulting in the immediate formation of KrF (B), doubling the krypton pressure increases the formation rate of Kr₂F* from the newly formed KrF by a factor of four. If this increase in Kr₂F* density were to have interfered with the fluorescence suppression measurement, it would have resulted in the measurement of a smaller cross section at 1000 Torr. However, the results at the two pressures were identical. The possibility of there being an error in the value of the absorption cross section due to neglecting the feeding term in eqn. (2) (Kr₂F reformation from the KrF photodissociation product) is currently under investigation.

In addition to examining pressure effects, the effect of pump laser wavelength on the cross section measurement has been examined by Geohegan. Since the ArF laser photons excite krypton atoms, there is another pathway to form Kr₂F*, either through the KrF excimer, or by the process

\[
\text{Kr}^* + 2 \text{Kr} \rightarrow \text{Kr}_2^* \\
\text{Kr}_2^* + \text{F}_2 \rightarrow \text{Kr}_2^* + \text{F} 
\]

Since under the general conditions of low Kr density the formation rate of KrF from the krypton metastable is much larger than that of reaction (9), it has been assumed that the Kr₂F* is predominantly formed through KrF. However, the presence of large amounts of Kr₂F* in the cell would complicate the cross section determination, because it may not be true that the pumping term in eqn. (2) is small when the probe laser is fired. In Geohegan's measurement, he found that the 351 nm absorption cross section measured under conditions of KrF pumping, which results in photodissociation of F₂ and photoassociation of KrF directly, was within the experimental uncertainty of the value obtained in the ArF pumped case. Therefore, it is extremely unlikely that error is introduced by pumping with ArF.

**TABLE I. Kr₂F (4²I) absorption cross sections.**

<table>
<thead>
<tr>
<th>λ (nm)</th>
<th>σ (10⁻¹⁸ cm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>193</td>
<td>1.8</td>
</tr>
<tr>
<td>222</td>
<td>8.6</td>
</tr>
<tr>
<td>248</td>
<td>0.8</td>
</tr>
<tr>
<td>306</td>
<td>5.1</td>
</tr>
<tr>
<td>337</td>
<td>7.0</td>
</tr>
<tr>
<td>351</td>
<td>5.4</td>
</tr>
</tbody>
</table>
Kinetics Experiments

Because of their short radiative lifetimes, it is difficult to perform excimer kinetics experiments using nanosecond pulse length lasers. The development of sub-picosecond excimer lasers has provided a means of creating or probing excited states 'instantaneously', allowing kinetics measurements to be made without having to deconvolve the laser pulse width. This is especially important in measuring the (B) state radiative lifetime, which in the case of KrF and ArF is less than 10 ns.

Experiments are now in progress using a sub-picosecond KrF laser system to photoassociate the KrF (B) state from Kr-F pairs. Free fluorine atoms are created several hundred microseconds before the arrival of the sub-picosecond pulse by dissociating molecular fluorine with either a KrF or an XeCl laser pulse. Thus, KrF (B) molecules are formed in sub-picosecond time frames allowing the radiative lifetime and quenching rate constants to be determined which correspond to upward transitions in a low pressure environment, and the radiative lifetime and quenching rate constants will be measured. The fluorescence suppression technique can be used to determine the KrF (B) stimulated emission cross section.

Conclusions

Absolute absorption cross sections have been determined which correspond to upward transitions from the KrF (4rF) state. A technique which determines exact fluxes using a pyroelectric array has been developed which eliminates the major uncertainty in past measurements. The absolute cross section measurements may have been influenced by re-feeding of the KrF*, and this is currently being investigated. Although the 250-nm to 500-nm absorption band determined from optically pumping KrF is spectrally narrower than that obtained from TASS, the data is reproducible and suggests that there may be a difference between optical pumping and discharge or electron beam pumping which manifests itself in the absorption measurement.

Continuous measurements of the absorption cross section for the trimers KrF, ArF and XeCl have been made using a transient absorption set-up. The (4rF - 9gF) band has been observed for each of the trimers, as well as another band to the blue that has not been predicted to exist. Experiments are currently in progress that will extend these measurements down to as low as 125 nm.
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ATOMIC AND MOLECULAR POLARIZABILITIES AND THE NUMBER
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Abstract
This work is the first attempt to investigate the possible mechanisms of the radiative (VUV field induced) momentum transfer or coupling between the molecular perturbers and high-n Rydberg absorbers. A phase space approach using correlation functions is proposed for the interpretation of these processes in the gases. It is found from the density shift study, that the atomic and the anisotropic molecular polarizabilities are related to a single "active" correlation function component which is coupled to the correlation function describing high-n Rydberg transitions. We propose VUV and Raman study of the number density effects for some of the following systems (HF, NH₃, C₂H₄, H₂CO, CO₂, HCN, C₂H₂, and CH₃CN). In order to give a proper description of the total response function of the medium (the polarizabilities and their correlation functions) we are also interested in the investigation of their Raman and Rayleigh spectra (from ~0 to 5000 cm⁻¹). The Raman spectra of some substituted iodomethanes (CH₃I, CH₂I, and CO₂I) are presented. The results of the study indicate that the role of electrons in the observed VUV transitions should be questioned and investigated in terms of their correlation functions. While it is commonly believed that the electron excitation mechanism is a requirement for all Rydberg transitions and the appearance of progressions, this may not be so. Indeed, these high-n transitions may be too "slow" - "dephasing" in absorption is too fast - to reach the electron excitation processes, so that they have no real physical significance.

Introduction
The pressure induced shifts and broadenings of the spectral lines of alkali metal absorbers, by non-resonant atomic and molecular perturbers, have been measured for at least 50 years. However, our recent study of CH₃I and C₂H₅ in H₂ was one of the first attempts to investigate the effects of a molecular perturber on the high-n Rydberg transitions of molecular absorbers. Some of the high-n VUV absorption spectra of the absorbing species and the corresponding pressure shifts are presented. The number density effects for the system H₂/C₂H₂ are also discussed. The origin of the pressure induced shifts is commonly associated with the electronic excitation mechanism (the electron orbitals). Therefore, the shifts of the high-n Rydberg spectra of the alkali metal atoms were first analyzed by Fermi in the framework of the electron scattering model. According to Fermi, the total spectral shift is a sum of a scattering term, and a polarization term. The size and sign of the scattering term depends on the so called electron scattering length a of the perturber gas and varies linearly with the number density n. It is assumed that the Rydberg electrons behave as if they are almost completely "free", with very small kinetic energies ("slow" electron model). For the calculation of the observed pressure shifts, the model suggests the use of the experimental data from the elastic scattering of low-energy electrons by foreign gas (perturber) atoms. In that case the value of a is related to the values of the response functions that describe the response to the electron impact. In the framework of that model, the value of a must be derived from the line (density) shift measurements or low energy-electron scattering. The so called Fermi formula modified by the Aleksiev-Sobel'man polarization term can provide a satisfactory fit of some of the measured shift data. The total energy shift of a high-n Rydberg state is expressed as a sum of two terms:

$$\Delta(p) = \pm \left(2 \pi \frac{\hbar^2}{m} \right) a p \cdot 9.87 \left(\frac{\alpha}{\alpha_0}\right)^2 / (hv)^{1/3}$$

where p is the number density, m is the electron mass, a is polarizability and v is the relative thermal velocity of the absorber and perturber. The first term in (1) is the scattering term, the second is the polarization term.

However, for the molecular perturbers such as H₂, there is an unexpected gradual increase of the shift rate with n quantum number for the system H₂/C₂H₂. Also, the electron scattering lengths obtained in that study are lower than values from other Rydberg shift studies. The electron scattering cross sections of rare gases as measured by pressure shift methods agree with cross sections near zero electron energies obtained from electron swarm data, while in the case of H₂ the value obtained from swarm data is more than 50% higher than that from pressure shift studies.
A recent empirical model\textsuperscript{5}, however, provides a linear correlation between the electron scattering lengths $a$, as measured by a pressure shift method, and the polarizabilities $\alpha$ for He, Ne, Ar, Kr and Xe gases. Although the polarizability is known to be one of the parameters in the theoretical models for calculation of electron scattering lengths, this correlation is constructed by fitting the atomic polarizabilities to the experimental electron scattering lengths. This purely empirical correlation is different in intent from other models developed for rare gas atoms. It is aimed at usage of only one parameter, the polarizability, which itself is a measure of the perturber's response to the applied (VUV/optical) field. As a result, a consistent phase space approach using correlation functions to the interpretation of the observed spectra is possible.

Phase-space approach to the radiative momentum transfer: Correlation functions for linear and nonlinear VUV/optical processes in gases

This work is an attempt to give a brief description of the possible mechanisms of the radiative (VUV field induced) momentum transfer or momentum coupling from/to atomic or molecular perturbers to/from the absorbers. It is the distinct characteristic of this physical model that both the absorber (high-$n$ Rydberg) as well as the perturber (Rayleigh to Raman) are considered as active in the VUV field. The reasoning and physical models applied here could be compared with the models of optical parametric processes in the mixtures of atomic and/or molecular gases,\textsuperscript{2} and with the phase-space models using correlation functions or causality relation. As a common denominator to all these models, the knowledge of the time-scale (relative phase) of the momentum transfer processes (induced polarizability or absorption/emission) relative to the excitation field as well as relative to the coupling between the response functions of the absorbers and perturbers is important. Therefore a common phase space is mandatory for the representation of the momentum transfer processes of the active constituents of the system in the field. The density effects themselves are also known to be phase-dependent. For example, the Rayleigh scattering which is "in-phase" with the incident radiation is expected to show interferences due to the change of number density, or presence of other molecules. Raman scattering, which bears an arbitrary phase relation to the incident radiation is expected to show an additive scattering from individual centers.

In a simple form, for non-resonant Raman scattering, the differential scattering cross section (per molecule) can be given as a function of a correlation function\textsuperscript{7}:

$$d^2\sigma/d\Omega dw_s = \int dt \exp[i(w_s-w_0)t] C(t)$$

and the (time-dependent) correlation function is given as:

$$C(t) = \sum_{n} <\mathbf{a}(0)|\mathbf{a}(t)|n>$$

where the symbol $\mathbf{a}$ represents the polarizability tensor. More generally, the calculation of the correlation functions, $C(t)$ is a problem related to the phase space approach to the momentum transfer calculations for any well-defined physical system\textsuperscript{7}. Also, in the case of an absorption spectrum, the correlation function similar to (3) describes correctly the response function (momentum transfer) if the polarizability operator describes the absorption process (different symmetry properties and the selection rules, or relative phase for example). The calculation of the correlation functions $C(t)$ is, however, the same type of physical problem for both types of momentum transfer processes, and can be done in the same phase-space. It is well known that in the case where the Kramers-Kronig causality relation can be applied, the correlation function can be given in terms of its real and imaginary parts.

In lieu of the explicit calculations, one may ask whether the value of the correlation function can be extracted from some other measurement of polarizability. In our case the question is whether the polarizability of the perturber can correctly describe the "effective" or "active" correlation function of perturbers in the phase space that describes density shift effects in the VUV transitions of absorbers. One does assume here that the non-resonant polarizability does not change significantly in optical/VUV region, and that the measured polarizability is not a nonlinear function of density. The opposite cases are well known, so that caution is necessary if this assumption is taken into account. Indeed, we find a surprising result: a linear correlation does exist between the electron scattering lengths $a$, as measured by number density shifts, and the polarizability $\alpha$ of the atoms He, Ne, Ar, Kr and Xe. The best fit of the experimental data is described by

$$a = a_0 + a_1 \alpha$$
where \( a \) and \( a \) are cited in atomic units and \( a_1 \) and \( a_2 \) are constants, their values being \( a_1 = -0.26 \) and \( a_2 = 1.18 \), respectively. The success of the correlation should be attributed to the relatively large range of the atomic polarizabilities of these gases as well as to the specific character of the high-n Rydberg transitions: their relation to the ground and excited states or resonant transitions. The interpretation of the possible physical parameters related to the extracted empirical constants, \( a_1 \) and \( a_2 \) and the calculation of their theoretical values is a subject of an ongoing investigation. Since these atomic polarizabilities cover the range from \( \sim 1.4 a_e \) for He to \( \sim 27.2 a_e \) for Xe, it is clear that the relation (4) describes both blue (He) as well as the red (Xe) shift as a linear function of the atomic polarizability. The parameter \( a_2 \) is a “zero polarizability” shift, with a value which is approximately close to the \( a \) (in the limits of standard deviation). However, the full meaning of the \( a_2 \) in the relation with the correlation functions of the rare gas atoms in these processes is not known yet.

In addition to the atomic systems, the first application of a similar relation to (4) was proposed for molecular perturbers. Here, the effective polarizability of molecules like \( \text{H}_2 \) and \( \text{N}_2 \) is given in terms of the anisotropic (non-spherical) contributions:

\[
\sigma = \sigma_1 (\sigma_{\text{p}} - \sigma_{\text{n}}) + \sigma_2 \tag{5}
\]

and the isotropic (spherical) polarizability was used for \( \text{CH}_4 \). The algorithm (5) gives correct predictions of the measured values of \( \sigma \) also for these molecular systems. As a consequence, the correlative algorithm was found with excellent predictive capability for these atomic and molecular systems. Also, a linear additivity of scattering potential, given in terms of atomic polarizability, has been observed for \( \text{He:Ar} \) perturber gas mixture. An “effective polarizability coordinate” was estimated for the mixture of the two rare gases.

The successful application of relations (4) and (5) to the calculation of the parameter \( \sigma \) suggests that there is one single “active” correlation function that contributes the observed number density effects. The “non-resonant” or “off-phase” character of the function is expected as the result of the additivity of the density effects (linear shift). This is particularly important in the case of the anisotropic molecular polarizability \( (\sigma_{\text{p}} - \sigma_{\text{n}}) \) which cannot be confused with a simple “in-phase” character. In this language of phase-space separation, the observed role of the non-anisotropic polarizability is then a direct result of its single “active” correlation function component, which is coupled to the correlation function describing the high-n Rydberg transitions. The local (molecular) character of the correlation function is then preserved in the density shift effects. The question is whether this is a rule more than exception for some other (even larger) molecular systems, where a number of active modes (rotational, for example) contribute to the total response function and therefore correlation functions have a more complicated phase dependence. It is also interesting to compare various different molecular properties that may depend on the same “active” correlation function as the scattering length parameter \( a \) in our density effects study. These properties include the magnetic field induced response functions, such as the magnetic birefringence and dichroism, as well as some time-dependent (transient) effects, such as resonant and non-resonant quantum beats. We therefore propose VUV and Raman study of the number density effects for some of the following systems: \( \text{HF, NH}_3, \text{C}_2\text{H}_4, \text{H}_2\text{O, HCN, C}_2\text{H}_6, \) and \( \text{CH}_3\text{CN} \) in order to test their “active” polarizability contribution(s) or the correlation function components(s). These molecules are expected to cover the regions of blue \( (\text{HF, NH}_3) \) and red (other molecules in the series) shifts. The calculated scattering lengths \( a \) from relation (5) for these systems are presented in Table 1. The experimental data for molecular polarizabilities are taken from ref. 10-17. In comparison with \( \text{H}_2 \) and \( \text{N}_2 \) these molecules absorb strongly at lower frequencies and this does not allow their use in the similar experimental conditions. Therefore different experimental conditions are necessary for the study of these molecules as the non-resonant perturbers of high-n Rydbergs.

**Raman spectra and Correlation functions of Iodomethanes**

In this work, we have begun an investigation of the molecular Raman spectra of iodomethanes in the visible region. The spectra were obtained with a Raman system which consists of a Coherent Inova Ar laser, ISA-1000 spectrometer and a data acquisition system with an IBM XT computer. The excitation wavelengths were 514 and 488 nm. The object of this work is to test the hypothesis that there is a specific role of the so-called “out-of-phase” or Raman contributions (Stokes and AntiStokes) to the total response function of the perturber medium and in the role they may play in the number density effects in the high-n Rydberg transitions. In this “scale” of values of the phase relative to the incident field, the polarizability related to the “in-phase” or Rayleigh
Table 1. Calculated scattering lengths from equation (5). The experimental data for molecular polarizabilities are taken from References 10-17.

<table>
<thead>
<tr>
<th>MOLECULE</th>
<th>$\alpha_6(a_0^3)$</th>
<th>$\alpha_7(a_0^3)$</th>
<th>$(\alpha_6 - \alpha_7)(a_0^3)$</th>
<th>$a(a_0)(\text{cal.})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>HF</td>
<td>6.59</td>
<td>5.1</td>
<td>1.49</td>
<td>.79</td>
</tr>
<tr>
<td>NH$_3$</td>
<td>16.27</td>
<td>14.33</td>
<td>1.94</td>
<td>.68</td>
</tr>
<tr>
<td>C$_2$H$_4$</td>
<td>36.34</td>
<td>24.49</td>
<td>11.85</td>
<td>-1.90</td>
</tr>
<tr>
<td>H$_2$CO</td>
<td>18.83</td>
<td>12.95</td>
<td>5.88</td>
<td>-.35</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>27.2</td>
<td>13.02</td>
<td>14.18</td>
<td>-2.51</td>
</tr>
<tr>
<td>HCN</td>
<td>26.52</td>
<td>12.99</td>
<td>13.53</td>
<td>-2.34</td>
</tr>
<tr>
<td>C$_2$H$_2$</td>
<td>31.92</td>
<td>19.37</td>
<td>12.55</td>
<td>-2.08</td>
</tr>
<tr>
<td>CH$_3$CN</td>
<td>38.73</td>
<td>25.98</td>
<td>12.75</td>
<td>-2.135</td>
</tr>
</tbody>
</table>

Fig. 1 Raman spectrum of CH$_3$I molecules (Stokes)
Fig. 2 & 3. Raman spectra of CHD$_3$I Stokes (upper) and Antistokes (lower)
The measured Raman spectra of CH$_3$I is presented in Fig. 1. The Stokes and AntiStokes spectra are presented in Figs. 2 and 3 respectively. The features in the Raman spectra of CH$_3$I at (and -) 524, 1241 and 2949cm$^{-1}$ and those in the spectra of CH$_2$I at (and -) 493, (and -) 501, 753, 1006, 1161, 2179, and 3015cm$^{-1}$. The frequency ratio for the lines at 1306cm$^{-1}$ and 3020cm$^{-1}$ of the CH$_4$ molecule is $\nu$/$\nu_1$ = 3/4 (one-half of the coefficient in the derivative of the Lorentz line "width"). For the lines at 501 and 1161cm$^{-1}$ of the CH$_3$I molecule there is the same value of the frequency ratio. However, for the lines at 3015cm$^{-1}$ and 2179cm$^{-1}$ for the same molecule the ratio is 1/2 and for the lines at 501cm$^{-1}$ the ratio is 1/2. The ratio between the frequencies for the lines at 753cm$^{-1}$ and 501cm$^{-1}$ is 3/2. For the CH$_2$I molecule the ratio between the 1241 and 2949cm$^{-1}$ as well as the ratio between the 524 and 1241cm$^{-1}$ is $\nu$/$\nu_1$ = $\nu$/$\nu_1$ = 3/4, and for the CH$_4$ molecule: 940/2140 = $\nu$/$\nu_1$ = 3/4. The intensities of the lines at 3015, 2179 and 501cm$^{-1}$ of CH$_2$I molecule, with the ratio (1:4:8) or (1:15:9), indicate that they may belong to one of the two progressions with the different effective "spins". One with the values 0, 2, 4 corresponds to the intensity distributions (1:5:9). Indeed, the ratio of the frequency differences between the second two and the first two lines is 1/2, and the "vibrational-like" structure and the corresponding Gaussian-type intensity distribution may be expected. The other hand the low-intensity "progression" in the same molecule shows the frequency ratio of 3/2, (1129 relative to the line at 753cm$^{-1}$ etc.) for the three lines: (1129, 753, 493cm$^{-1}$). The distribution of their intensities is then expected to be Lorentz-like ("concave"). In the CH$_4$ molecule (Fig.1) there are only two lines for the "1/2" progression: (3015, 2179cm$^{-1}$), and the "3/2" progression has a line at 1241cm$^{-1}$ and is very likely to have another line close to the 524cm$^{-1}$. It is interesting to compare this results with the Raman spectrum of I$_2$ molecule. While these molecules show a combination of the two spectral "progressions" ("1/2" and "3/2" ratio), the I$_2$ molecule shows a (A J=1, -1) splitted (doublets) vibrational distribution.

Discussion

The introduction of the proposed phase-space correlation functions in the form of atomic and molecular polarizabilities allows a new insight in the physical processes that contribute to the high-n Rydberg transitions. First, the accent is given here on the time-dependent field-induced (radiative) correlation function which describes the behavior of the system, instead of the parameters of the electrostatic models. The application of equations (4) and (5) for the calculation of the electron scattering length parameter a and the introduction of the calculated a in the equation (1), leaves the first, scattering, term in this equation entirely dependent on the polarizability. Consequently, this large term can be interpreted as the response function of a perturber to an external field, and this (radiative) process is then in a great deal responsible for the observed number density effects in high-n Rydberg transitions. The second term is again the
polarization term, which in the case of the spectra of the atoms and molecules discussed here has a quantitatively less important contribution. It has been realized earlier that according to the separation in "electronic scattering" term and the "polarization" term in the equation (1) for the density shift, the Ar atoms have polarization contributions of 35% and Xe atoms of about 10%, regardless of the much higher polarizability of Xe. Our results confirm the experimental finding and also give an explanation of the role of polarizability contribution of Xe in equation (1). The relation (4) gives also a quantitatively correct "scattering" term value for Xe, because the scattering length parameter is a linear function of the perturbers polarizability. Our finding that the atomic and the anisotropic molecular polarizabilities are related to a single "active" correlation function component which is coupled to the correlation function describing high-n Rydberg transitions is also in agreement with the observed n-dependence in the $H_2/C_6H_6$ system. Contrary to the atom-atom or atom-molecule systems the coupling of correlation functions can give a more complicated "active" component(s), which are also n-dependent. In that case the differences (n-dependence) are due to the "active" correlation function components of absorbers. A nonlinear coupling of these functions is also possible, leading to the broadening of the lines or to the nonlinear effects. It is an open question, however, whether the resultant "active" component will then behave more like an "in-phase" or resonant component or not. The n-dependent behavior of the "blue" perturbers in comparison with "red" perturbers may also be different. The differences between the swarm (electron impact) and the photon impact values for a should be expected, because their time-dependent response functions are different.

Second, the question is to what extent is the electrostatic "slow" electron model valid (or even compatible) in the phase space approach. Indeed, we have substituted the parameter $a$, attributed to the electrostatic slow-electron scattering, by the incident-field-induced response function. It should be pointed out that no differences of density shifts in the slow-electron model are expected between various different atomic or molecular electrons of absorbers, as long as they are in the appropriate field (high-n) region. That means that the correlation function associated to the electrons (only) should be completely atom or molecule independent ("free" electrons). The key to the resolution of this slow-free-electron enigma in the phase space approach could be in the information about the phase of the electron correlation function relative to the incident field, absorber and perturber. We do expect that the electron excitations by an incident field are fast processes, so that the corresponding correlation function should be evaluated at a very short time. The quantitative parameter is not incorporated in the electrostatic model. This would leave the excited electron with an "active" correlation function completely different from those of the other constituents. Also, a momentum transfer from electrons to the environment should be expected quite different from the predicted kinematic parameters in the slow-electron model. An electron "relaxation" as seen in the spectral structure, should be described by the electron correlation function as well as by the other atomic or molecular processes. Nevertheless, the very existence of the high-n Rydberg transitions is also in agreement with the observed n-dependence in the correlation function component which is coupled to the correlation function describing the high-n Rydberg transitions (progressions) is possible only if a certain phase coherence is achieved. In other words, at a certain point in going from simple atomic to larger molecular systems the high-n Rydberg progressions may cease to exist. The number density effects show that the atomic and molecular perturbers to a larger or lesser degree contribute to this constraint imposed on the existence of the high-n Rydberg progressions. This indicates the need for a parallel cooperative-competitive radiative momentum transfer mechanism, which depends strongly on the phase-matching conditions. As a consequence, the results of the study already indicate that the role, and consequently the physical parameters (momentum, velocity, trajectory, etc.) associated with the real electrons in the observed VUV transitions in atoms and molecules should be questioned. While it is commonly believed that the electron excitation mechanism is a requirement for all Rydberg transitions and the appearance of progressions, this may not be so. A parameter such as the relative phase between the correlation functions describing the VUV transitions and other transitions can give a proper description of the nature of high-n Rydberg transitions (states) in the phase space. Indeed, these high-n transitions may be too "slow"- or "dephasing" in the correlation function describing the absorption is too fast- to reach the electron excitation processes, so that they have no real physical significance. This despite the seemingly close position in the spectra to the ionization threshold. Also, there is a question about the relative origin of Rydberg progressions and the parameters in the spectroscopy of molecular systems. A possible phase space approach to the calculation of the parameters related to the processes of the momentum transfer from resonant fields is a subject of an ongoing investigation.
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PHASE COHERENCE, DIFFUSION AND RECOMBINATION OF EXCITONS IN II-VI COMPOUNDS
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Abstract - Various transient grating experiments are performed to study the phase coherence, diffusion and recombination of excitons in CdS, CdSe and CdSSE mixed crystals. At low temperatures and excitation densities we observe dephasing times of 40 ps in CdSe and 75 ps in CdSSE. The dephasing times decrease with increasing values of these parameters. At higher densities an electron-hole plasma is generated. In this case the dephasing times are in the fs-range. In the mixed compound we observe a reduced, but non vanishing mobility of excitons in the localized band. The diffusion coefficient is <2 cm²/s.

1. Introduction

The relaxation of optically excited electron-hole pairs (excitons) in semiconductors is a fundamental physical process of light-matter interaction. There are a variety of possible relaxation mechanisms, depending on the material and excitation conditions. The relaxation of excitons involves the dephasing, intraband relaxation, diffusion and recombination. The dephasing of excitons occurs by interaction with impurities, phonons and other excitons. Thereby the coherent coupling between the exciton and the light field is destroyed. During or after this initial scattering processes may relax energetically in a band under emission of phonons and recombine finally radiatively or nonradiatively. Thus, the relaxation involves three steps, each with a characteristic time. T_2 for the dephasing, T_1 for the intraband relaxation and T_x for the interband relaxation. In pure compounds the dominant scattering mechanisms of resonantly excited excitons are the ones with acoustic phonons and collisions with other excitons or lattice defects.

In the mixed compound CdSSE the compositional disorder gives rise to a fluctuating band gap, which localizes excitons 1,2. The width of the fluctuating potential increases with decreasing localization depth. Therefore two different models of localization are relevant.

2. Transient Grating

We studied the dynamics of excitons with a transient grating experiment. This technique yields information on dephasing, recombination and diffusion. In a transient grating experiment, three successive light waves, with the electric fields E_1(K_1,ω_1), E_2(K_2,ω_2) and E_3(K_3,ω_3), propagate in a thin slab of the material at different times t_i, t_2, t_3 and generate a nonlinear polarization wave. A proper choice of the experimental parameters (these are the photon energies ω_i, arrival times of the pulses on the sample t_i, and the direction of the pulses K_1, K_2, and K_3 and their amplitudes E_i) enables us to measure the different relaxation times and the diffusion coefficient.

With a sufficient time resolution, i.e. when the pulse length is shorter than the characteristic relaxation time, the dephasing time T_2 can be measured in a two beam configuration with ω_i = ω_2 = ω_3, K_1+K_2= K_3 and t_2=t_3, outlined in Fig. 1a. Here one of the pulses enters twice in the mixing process and the selfdiffracted signal I_0 is propagating into the backgroundfree 2K_2-K_1 direction. The dephasing time is measured by a correlation technique, i.e. I_0 is measured as a function of the delay τ between the pulses #1 and #2. The decay of the correlation trace for τ=0 reflects the dephasing. For an inhomogeneously broadened transition the asymmetric tail of the trace decays exponentially with 4(T_2/2T_e)². In the configuration ω_1 = ω_2 = ω_3, K_1+K_2= K_3 and t_1=t_2=t_3, two temporarily coinciding pulses...
set up a real population grating from which the delayed third pulse will be diffracted into the \( k_3 \) (\( k_2 - k_1 \)) direction (see Fig. 1b). Within the coherence time pulse #3 is diffracted at a polarization grating, discussed above, resulting in a coherent artefact. For longer delays \( T_{13} \gg T_1 \), the third pulse probes only a real population grating. A population grating decays within the grating lifetime \( T_g \). From the decay of such a grating the diffusion coefficient \( D \) and the recombination times \( T_r \) can be extracted when the angle between the exciting beams is varied.

\[
T^{-1}g = T^{-1}r + \frac{4\pi^2D}{\lambda^2}
\]

\( \lambda = \frac{A}{2\sin \theta} \) is the grating constant, with the angle \( \theta \) between the beams \#1 and \#2.

In the quasi-stationary excitation condition without time resolution the above mentioned decay times can be measured in the frequency domain, by means of a nondegenerate four wave mixing (NDFWM) experiment. Here the excitation is provided by pulses with slightly different frequencies, generating a moving grating. The grating efficiency as a function of the detuning of the pulses yields also information on the kinetics of carriers.

3. Experimental arrangement

In the time resolved experiments we used synchronously pumped ps dye lasers. The pulse length varied between 1.4 ps and 8 ps. The pulse energies were \(< 1\mu J/cm^2\). The quasi-stationary excitation has been performed with ns pulses, delivered by an excimer laser pumping two dye lasers. The laser beam was split into two or three beams, in the time resolved experiments with variable delays between them and focused onto the sample. The high purity samples were placed in a temperature variable He cryostat. The diffracted light has been analyzed by a spectrometer and monitored by an OMA. A detailed description of the experimental set-up is given elsewhere.

4. Dephasing of free and localized excitons

Fig. 2 shows the reflexion \( R \) of a CdSe sample in the spectral region of \( \Lambda \Gamma_g (n=1) \) exciton and the nonlinear resonances of the first diffracted order \( I_g \) at an excitation intensity of 50kW/cm\(^2\) and at 4.2 K. \( I_g \) has three pronounced structures around 1.825 eV, 1.8225 eV and 1.820 eV. The nonlinearity at the exciton transition is caused by exciton-exciton (x-x) interaction. The second resonance is the formation of biexcitons by two-photon absorption (TPA). This nonlinear process has been studied intensively in the past.

The nonlinear signal at 1.820 eV is ascribed to the induced exciton-biexciton (x-b) transition. For this process the necessary exciton population is excited by the high energy wing of the laser. An exciton with 1.825 eV absorbs a photon with 1.820 eV to form a biexciton. This transition is easy to saturate, because of the low exciton population. The x-b transition and the exciton transition yield information on the kinetics of carriers in the low and high density regime, respectively. At this resonances we measured \( T_2 \) by the correlation technique, discussed in the previous chapter. \( T_g \) of the TPA is described in the previous section.

Strong x-x scattering is also seen in the density dependence of the dephasing times. Experimental correlation traces at the exciton resonance at three different densities are shown in Fig. 3. The dashed curves are calculated correlation traces from an inhomogeneously broadened two-level model. From the fits we extract \( T_2 \) and the inhomogenous linewidth \( \Gamma \).

At an exciton density \( N_x = 4 \times 10^{14} \text{ cm}^{-2} \) we observe \( T_2 = 12 \text{ ps} \) (curve a). With increasing \( N_x \) the nonlinear signal increases and \( T_2 \) decreases to 5 ps at \( N_x = 1.4 \times 10^{15} \text{ cm}^{-2} \) (curve c). From the density dependence of the scattering rate \( T_2^{-1} \) we assume that mutual collisions of the excitons destroy the phase coherence.

In Fig. 4 and Fig. 5 the corresponding spectra are shown for localized excitons. In Fig. 4 the transmission, the luminescence (L) and the first diffracted order \( I_g \) are plotted versus the photon energy in CdS:0.65Se:0.35 at 4.2 K. In the mixed compound we observe spectrally broad nonlinear resonance, energetically coinciding with the luminescence from localized excitons. We attribute the nonlinearity to a bleaching of the localized band.
the maximum of I₈ at 2.225 eV we measured T₂ of localized excitons. The excitation is close to the transition between localized and extended states and therefore the exciton is presumably trapped as a whole. Experimental correlation traces at three different densities are shown in Fig. 5. Each correlation trace exhibits a two component decay. The fast initial decay within z 400 fs, is a contribution from off resonant excited free excitons. The spectral width of the laser is ≈ 2 meV and the excitation into the extended states is possible. At this density the dephasing is even faster than the dephasing for free excitons in pure CdSe, because of additional scattering at the fluctuating potential. The slower component is ascribed to the dephasing of localized excitons. The dashed curve are fits from an inhomogeneously broadened two-level system. T₂ is with 75 ps at Nₓ = 3·10¹⁵ cm⁻³ (Fig. 4, curve a) twice as large as T₂ in pure CdSe. The long dephasing time indicates that localized excitons suffer less from scattering with impurities and other excitons. As in the pure material we found a decrease of T₂ with increasing Nₓ.

5. Diffusion of localized excitons.

In the three beam configuration of our transient grating experiments a delayed weak probe pulse reads the population grating set up by two coinciding intense pump beams. We measured
the grating lifetime in Cd$_{0.45}$Se$_{0.55}$ at four different photon energies, 2.068 eV, 2.071 eV, 2.074 eV and 2.078 eV, in the localized states. We varied the grating constant $\lambda$ in the range from $2\mu$m to $6.3\mu$m. In Fig. 6 (a,b) the diffracted intensity $I_s$ is plotted versus the delay $\tau_{13}$. Each figure shows two curves at one photon energy and two different grating constants. Throughout the measurements we changed the intensity to keep a constant exciton density of $N_x 10^{16}$ cm$^{-3}$. In Fig. 6a we observe a fast decay of a coherent grating, followed by a slower component of the incoherent population grating. This coherent part is not seen at higher energies (Fig. 6b). This peak decays with 8 ps and is attributed to a nonlinear contribution from the laser itself. At a photon energy of 2.068 eV, well in the localized states the grating decays with $T_g=350$ ps ($\lambda=2\mu$m), $T_g=400$ ps ($\lambda=4.4\mu$m); b) $h\nu=2.078$ eV; $T_g=660$ ps ($\lambda=6.3\mu$m), $T_g=290$ ps ($\lambda=2\mu$m).

Fig. 6 (a,b): Diffracted signal $I_s$ of pulse #3 on a grating set up by pulse #1 and pulse #2 (see also Fig. 1b) versus delay $\tau_{13}$ ($\tau_{12}=0$) for two photon energies. Each figure shows diffraction curves for two different grating constants $\lambda$. a) $h\nu=2.068$ eV; $T_g=345$ 30ps ($\lambda=2\mu$m), $T_g=400$ 40ps ($\lambda=4.4\mu$m); b) $h\nu=2.078$ eV; $T_g=660$ 140ps ($\lambda=6.3\mu$m), $T_g=290$ 15ps ($\lambda=2\mu$m).

Throughout the measurements we changed the intensity to keep a constant exciton density of $N_x 10^{16}$ cm$^{-3}$. In Fig. 6a we observe a fast decay of a coherent grating, followed by a slower component of the incoherent population grating. This coherent part is not seen at higher energies (Fig. 6b). This peak decays with 8 ps and is attributed to a nonlinear contribution from the laser itself. At a photon energy of 2.068 eV, well in the localized states the grating decays with $T_g=350$ ps and 400 ps (a). At an excitation closer to the transition region the grating lifetimes are $T_g=660$ ps and 290 ps (Fig. 6b). The relaxation time of a population grating is given by (1). The grating lifetime $T_g$ is independent of $\lambda$ for deeper localized states and decreases with decreasing $\lambda$ at higher energies. We evaluate $T_g$ and $\gamma$ from the experiments, by plotting $T_g^{-1}$ as a function of $\lambda^{-1}$The slope of the straight lines determines $D$ and the point of intersection with the $T_g^{-1}$ axis gives the recombination rate. We found a small $D=0.3$ cm$^2$/s for deeper localized states. $D$ increases

Fig. 7: Diffusion coefficient $D$ and the luminescence as a function of photon energy of localized excitons

with decreasing localization depth from $D=0.3$ cm$^2$/s to 1.9 cm$^2$/s. These values are 10 times
smaller than for pure CdS and CdSe. This result verifies that the mobility is strongly reduced for localized states, but not zero. Excitons can migrate through the crystal by phonon-assisted tunneling processes. We do not yet understand the increase of the recombination lifetime with decreasing localization. At 2.078 eV (b) $T_r$ is 2 ns, whereas at 2.068 eV (a) $T_r$ is 0.416 ns. This behavior is in contradiction with data deduced from the time-resolved photoluminescence, which indicate an increasing lifetime with increasing localization depth. Further work is planned to elucidate this problem.

We summarize these results in Fig. 7, plotting the diffusion coefficient $D$ versus the photon energy. For a better illustration the luminescence is shown. In agreement with the discussion above the diffusion increases with decreasing localization depth.

In a NDFWM the initial excitation modulation is moving with a velocity $v = \omega_0 = (\omega_1 - \omega_2)$. If the distance the grating moves during the characteristic relaxation time (here $T_2$ and $T_r$) is comparable or larger than the grating is smeared out and the scattering efficiency drops. Therefore the grating efficiency reflects for small $\Delta \omega$ incoherent processes and for large coherent processes. This is demonstrated in CdS and CdS$_{0.7}$Se$_{0.3}$, in Fig. 8, where $I_s$ is plotted versus the detuning $\Delta \omega$ at $I_{\text{exc}} = 3 \text{MW/cm}^2$ and $\omega_1 = 2.54 \text{eV}$ and $\omega_2 = 2.29 \text{eV}$, respectively. In both samples we observe a narrow spike around zero and a slightly asymmetric shoulder for larger $\Delta \omega$. From the FWHM of the spectra the relaxation times can be estimated. At $I_{\text{exc}} = 3 \text{MW/cm}^2$ an e-h plasma is generated in CdS and in CdS$_{0.7}$Se$_{0.3}$ the corresponding value for $T_2$ is 3 ps. Here the spike cannot be resolved, but an upper value is 1 ns. These data are in good agreement with data from time resolved measurements, discussed in the previous part.

Fig. 8: Intensity of the first diffracted order in CdS (●) and CdS$_{0.7}$Se$_{0.3}$ (○) versus the detuning $\Delta \omega$ in a NDFWM experiment. $I_{\text{exc}} = 3 \text{MW/cm}^2$.

5. Summary

We investigated the relaxation of excitons in CdS, CdSe and CdS$_{1-x}$Se$_x$ mixed crystals. At low exciton densities we found dephasing times of 40 ps and 75 ps for free and localized excitons, respectively, decreasing with increasing density. We have demonstrated that the mobility of excitons in the localized states is strongly reduced and governed by tunneling processes.
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Abstract

We have constructed a novel picosecond x-ray (PxR) source to be used for time resolved x-ray diffraction. The PxR source consists of a metallic photocathode which is excited by a Nd:YAG pulsed picosecond laser. More than 3 nC of electrons has been produced with a tantalum photocathode excited by the 266 nm 4th harmonic. The accelerated electron bunches strike a copper anode and generate $6.2 \times 10^6$ Cu Kα x-ray photons cm$^{-2}$ sr$^{-1}$ with a time width of less than 70 ps. The detection method and experimental system for PxR diffraction is described and examples for its application are presented.

Introduction

Technological developments in lasers and x-ray optics have made it possible to design x-ray lasers and short duration x-ray pulses. Two convenient means for tabletop picosecond x-ray pulse generating devices are: 1) Soft x-ray emission from excited plasmas generated by focussing short high intensity laser pulses onto a solid target, 2) By means of electron pulses in x-ray diodes activated by picosecond laser pulses, striking a metal or semiconductor cathode. In this discussion we will not be concerned with large expensive systems such as synchrotrons and fusion type laser facilities, but rather concentrate upon table-top relatively inexpensive set ups. A high intensity pulsed laser system used for the generation of soft x-ray lasers has been described recently by Murnane et al., and high energy systems based upon chirped-pulse amplification have been reviewed by Pessiot et al. We will present our femtosecond high intensity laser scheme for plasma-induced x-ray laser pumping in another publication. In this paper we shall present only the source and diagnostics of pulsed laser induced picosecond x-rays generated by means of ultrashort electron bunches. Some applications to time resolved x-ray diffraction will also be described.

Traditionally x-ray diodes are operated using thermionic emission as electron source. Even when driven by ultrashort laserpulses, these cathodes have a long response time and are therefore not suitable for picosecond pulse x-ray generation. Therefore we have employed photoemission as a means of generating ultrashort electron bunches and subsequently x-ray pulses. Photoemission is known to have extremely short response times, so the electron current follows essentially the laser pulse intensity.

Even though the quantum efficiency of semiconductor cathodes such as Cs3Sb is much higher than the one exhibited by metals at the visible and ultraviolet region of the spectrum, we find that the damage threshold for Cs3Sb is too low for the generation of high intensity electron bunches at relatively high repetition rates and acceleration potentials. In addition, the ultra-high vacuum requirements, and the depletion of cesium under the 10-10 Torr vacuum are sufficient disadvantages which prompt us to examine other photocathode materials in which these problems may not be found. A very serious problem is the high resistance of several types of semiconductor photocathodes. The extremely high peak currents generated by laser pulses cause resistive heating and local ablation of the surface. Metallic surfaces compare favorably with semiconductor cathodes even though the quantum efficiency are lower. Several of the metallic surfaces which we have used are relatively resistant to atmospheric gasses, therefore they do not require the ultra-high vacuum conditions which are mandatory for most semiconductor cathodes. The metal photocathodes have a much longer useful lifetime and are easier to prepare. Using a tantalum thin film as the photocathode and picosecond 266 nm pulses from a pulsed modelocked Nd:YAG laser, we generated electron bunches with a charge of 3 nC per pulse. These electron pulses were accelerated and focussed onto a copper anode, inducing x-ray pulses with a brightness of $6.2 \times 10^6$ cm$^{-2}$ sr$^{-1}$ at the Kα wavelength (1.54Å). The pulsewidths were measured using an x-ray streak camera.
Experimental

The photocathode consists of a cylindrical, polished nickel substrate, 15 mm in diameter, and mounted onto a high voltage feedthrough, which is attached by bellows inside a small vacuum chamber, maintained at a pressure below $2 \times 10^{-9}$ Torr by ion pumps. A schematic representation of the chamber which houses the electron and x-ray source is presented in figure 1. The photocathode substrate fits into a Pierce focussing electrode An additional field shaping electrode was added to increase the extraction field near the photocathode surface.

![Schematic diagram of the operation of the laser driven x-ray diode. Photoelectrons created by a frequency quadrupled Nd:YAG laser pulse on the tantalum photocathode are accelerated towards the copper anode. The resulting x-ray pulse is monitored through a beryllium window.](image)

Tantalum, workfunction 4.16 eV, was deposited by resistive heating of a thin, high purity, tantalum coil. While the tantalum deposition takes place, the photoemission current induced by a low pressure Hg(A) lamp was (253.7 nm) was monitored. When this photocurrent reached a maximum the deposition was stopped. The occurrence of a maximum can be attributed to the formation of a Ni-Ta compound. At this point the photocathode has a deep dark blue color. A photocurrent of over 100 nA was obtained by illumination with 100 $\mu$Wcm$^{-2}$ at 253.7 nm.

Because of the high work function of tantalum (4.16 eV), we use a frequency quadrupled Nd:YAG laser, producing 20 ps pulses with an energy of 2 mJ per pulse and a repetition rate of 20 Hz. The emission current characteristics of the Ta photocathode are shown in figure 2 as a function of potential difference between anode and cathode and the laser pulse energy respectively. The low energy part of the current, which is below the space charge limit is found to increase as the square root of the diode voltage. This is attributed to the Schottky effect. The external accelerating field acts in a manner that lowers the effective work function $\phi_{\text{eff}}$ in accordance with the relationship $\phi_{\text{eff}} = \phi_0 - e^3/2E^{1/2}$, where $e$ is the electron charge and $E$ the applied field increases the number of emitted electrons. Consequently the quantum efficiency will increase with the applied field. Even though the maximum charge as function of voltage relationship does not follow the E dependence for spacecharge limited current flow, we find that the production of electron charge per pulse increases as a function of incident photon energy, as shown in figure 3, for applied voltages of 15 kV and 30 kV. Experimental data show that because of space charge saturation the quantum efficiency decreases at the higher incident laser energies. Our experimental data show that catastrophic surface damage and high voltage breakdown occurs at energies above 20 mJcm$^{-2}$, resulting in a permanent photocathode damage. At 50 kV, a value of 3 nC per electron pulse was the maximum charge measured for this diode configuration.
The electrons emitted by the photocathode are subsequently accelerated to 50 kV and focused on to a toroid-shaped anode. The anode is made of copper and is maintained at a high positive potential. The electron pulses interact with the copper anode forcing the emission of Cu Kα x-ray photon pulses which exit the vacuum chamber through a thin beryllium-foil window. A bent germanium crystal monochromator disperses and focuses the x-rays onto the sample. The duration of the x-rays pulses was measured by an x-ray streak camera fitted with a low density CsI photocathode. We determined the pulse width of the x-rays at 50 kV anode-cathode potential difference to be less than 70 ps(1). This value is an upper limit for the width of the x-ray pulses because the transit time spread of the streak camera has not been taken into consideration. The intensity of the x-rays pulses was measured to be 6.2x10^6 photons cm^-2 sr^-1 by means of a silicon diode array x-ray detector which had a quantum efficiency of 0.79 for 8keV photons.

The reason for constructing this novel compact source of picosecond electrons and x-rays is to perform x-ray diffraction experiments with picosecond resolution. The experimental system built for time resolved, picosecond x-ray diffraction experiments is shown in figure 4. It is composed of a Nd:YAG laser which emits 20Hz, 20mJ, 20ps pulses at 532 nm (SHG). By means of a beamsplitter the pulses are separated into two parts. One part is converted to the 4th harmonic, 266nm, which is focussed on the photocathode generating the picosecond electron bunches, which in turn are accelerated and focussed on the anode producing the picosecond x-ray pulses. As shown in figure 4 the x-rays are focussed onto the sample by means of a Ge-monochromator. The diffracted x-rays are detected either on a film as Laue diffraction pattern photographs or by real time x-ray photon counting, position sensitive detectors. The second arm of this system (fig.4) follows the path designated for the 532 nm beam and performs the function of an excitation or pump beam. It should be noted that although we discuss only the use of 532 nm excitation wavelength. Other wavelengths are easily generated by means of common wavelength conversion techniques such as harmonic generating crystals, stimulated Raman or dye lasers pumped by the picosecond laser. The two pulsed beams, laser pump and PxR probe, are synchronized to arrive at the sample either at the same time or at a preselected delay by translating either of the two delay stages, designated in figure 4 as VD1 and VD2, by increasing or decreasing the optical path length and therefore the transit time of either beam. The principle and means for achieving this synchronization is shown schematically in figure 5.
The detector is a most important component of this system because the number of diffracted x-rays is very small and may be masked by dark noise of the detector or thermoluminescence of the phosphor employed to convert electrons to photons. To overcome these difficulties we constructed a position sensitive detector based upon a phosphorscreen (P3), which is fiberoptically coupled to a very high gain image intensifier, lens-coupled in turn to a saticon camera, as shown in figure 6. The intensifier has an active surface of 12 by 8 mm and is a of a hybrid type, consisting of an electrostatic focussing stage, coupled to a double microchannel plate multiplying stage. The total gain exceeds $10^8$, while the dark count at room temperature is less than 2 electrons per second. To increase the data collection efficiency, there is a need to collect as many diffracted x-rays as possible. For this reason, a larger phosphor screen was coupled by a 5:1 fiberoptic reducer onto the intensifier surface. The saticon camera was connected to a real-time video processor. The data is displayed on a monitor and analyzed by a microcomputer. The disadvantages of this detector are mostly associated with the phosphor and consist of
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Figure 4. Picosecond time-resolved x-ray diffraction experimental set up. VDi represent variable optical delay lines. A sample is excited by the 532 nm pulse, and a delayed backscattered diffracted X-ray pulse is recorded by a position sensitive x-ray detector as a probe.

[Image]

Figure 5. Schematic representation of the excitation and probe scheme. Time resolution $\Delta t$ is obtained by the time delay between excitation laser pulse and the x-ray probe pulse. The time resolution of the detector itself is not important.

thermal noise and flashes induced by radioactive elements contained as impurities in the phosphor and the fiber optic glass. To avoid the noise of phosphor and the disadvantages of the small size detector surface, we are constructing a new large area CCD camera for direct x-ray imaging, using a Ford Aerospace Corp 2kx2k CCD chip. Because of its rather large active area, the relatively high conversion quantum efficiency for 8keV photons (15%), low number of dark counts when used at low temperatures, and the elimination of the phosphor, we expect that this camera will allow us to achieve a very high signal to noise ratio. The operation of the 2kx2k CCD camera will be described in a forthcoming communication in conjunction with further PxR diffraction experiments. However the general scheme for the detector is similar to the description by Janesick et al. A schematic representation of the detector is displayed in figure 7. The general characteristics of the two x-ray imaging detectors are described in table I where the advantages (+) and disadvantages (-) are presented for comparison purposes.
Utilizing the experimental system shown in figure 4 with the modifications presented in figure 8 we are able to perform for the first time picosecond time resolved x-ray diffraction experiments. The sample consists of a Ge (111) crystal bent for maximum reflection of 8 keV x-ray photons, this way the set up resembles a sensitive double crystal monochromator. The x-ray diffraction spectra are recorded before excitation. This diffraction exhibits the normal diffraction pattern characteristic of this surface. In a subsequent experiment a laser pulse impinges upon the Ge (111) crystal causing lattice distortion. A picosecond x-ray pulse is synchronized to arrive at the sample at the same time as the laser light pulse. The rocking curve of the disturbed surface, recorded by the diffracted x-ray pulses reflects the changes in the structure caused by the laser interaction with the crystal surface as a function of time. The time resolution of the experiment is essentially equal to the time width of the x-ray pulses utilized which is approximately 70 ps, measured by an x-ray streak camera. The pulse width of the laser and x-rays pulses are shown in figure 9. By deconvolution of the pulses it is possible to achieve better time resolution. It must be noted, however, that this is an upper limit because the transit time spread within the streak camera and photocathode has not been taken into account.

At the present time we are constructing a 3kHz regenerative amplifier system consisting of two coherent Antares heads which after pulse compression are expected to generate 1057 nm pulses with 5 mJ energy per pulse and 10 ps pulses. Using this system to drive the x-ray diode, we expect to increase the average x-ray power and subsequently the amount of time resolved diffraction data, initially, by a factor of 150. Further improvements will be made in the source efficiency, repetition rate and detection system and we expect that the data acquisition rate will be greatly increased. We are performing several other simple time resolved PxR experiments such as melting and crystallization and dissociation which will allow us to calibrate the PxR system.
and provide a data base which is necessary for subsequent large molecule diffraction experiments. Other applications including time resolved molecular holography, plasma diagnostics and x-ray diffraction of metastable species are also in the planning stages.

Figure 9. Streak camera record of Cu Ka x-ray pulses generated by illuminating a Ta photocathode by 266 nm laser pulses and accelerating the electron pulse over 50 kV to a copper target. The streak camera was equipped with a CsI photocathode for detection of the x-ray pulse and a Au photocathode for the laser excitation pulses.

Figure 8. Time-resolved Bragg diffraction of laser induced surface effects on a Ge (111) sample. Upper laser pulse excites the sample, while the lower beam is used to drive the x-ray diode.
1. **Phosphorscreen + Image Intensifier + Saticon**

(+ ) Real Time (30 frames/sec)
- Very low Image Intensifier Noise < 2 cts/sec at room temperature.
- Dynamic Range not limited by detector system

(-) Small active area: 8 by 12 mm, medium resolution (15 lp/mm).
- Background due to thermoluminescence of the phosphorscreen
- Flashing (high intensity large area signals) rate: 5/min.

2. **Phosphorscreen + 5:1 Fiberoptic Reducer + Image Intensifier + Saticon**

(+ ) Real Time (30 frames/sec)
- Very low Image Intensifier Noise < 2 cts/sec at room temperature.
- Dynamic Range only limited not limited by detector system
- Large Area: 40 mm diameter.

(-) Low resolution (3 lp/mm).
- High background due to thermoluminescence of the phosphorscreen and fiberoptic taper
- Increased flashing rate: 150/min. (larger collection surface)

3. **Direct Imaging on Large Area CCD chip**

(+ ) Low dark noise (0.0025 e^-/s.px) and readout noise (<11 e^-/px)
- Large active area (30 x 30 mm)
- Large signal induced by 8 keV x-rays: 2300 e^-
- Energy resolution allows for discrimination against background.
- High resolution, 15x15 μ pixel size.

(-) Low dynamic range (<50 x-rays/pixel)
- Low readout rate (50 kHz pixel conversion rate)
- Possibility of radiation induced dark noise increase

<table>
<thead>
<tr>
<th>Table 1. Comparison of some essential characteristics of the three position sensitive x-ray detectors applied in this work.</th>
</tr>
</thead>
</table>
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Phase conjugation by degenerate four-wave mixing (DFWM) was demonstrated in saturable-dye-doped polymer waveguides with a cw Ar-ion laser. A nonlinear waveguide consisted of a few-μm-thick transparent poly-vinyl alcohol (PVA) film layer partly doped with saturable dyes, erythrosin B and eosin Y, which was spin-coated on a Pyrex glass substrate. The DFWM excitation was performed as follows: two pump waves impinged upon the interaction region nearly perpendicularly to the film from the outside; a probe wave was coupled into the TE mode of the waveguide by a prism coupler. Maximum reflectivities of the phase-conjugate wave (PCW) of 0.16 % for the erythrosin B/PVA film and 0.2/1 for the eosin Y/PVA film were obtained outside the waveguide at the pump intensity of about 1 W/cm², which correspond to the PCW reflectivities of 0.53 % and 0.91 % inside the waveguide, respectively. Transient properties of the PCW reflectivity were also investigated.

1. Introduction

Phase conjugation by degenerate four-wave mixing (DFWM) has potential applications in many fields from the fact that the phase matching can be performed for a wide field of view. If a phase conjugator is incorporated into an optical waveguide, a compact device suitable for all-optical signal processing is realizable based on nonlinear optical effects. In addition, the use of waveguides offers some advantages: a long interaction length is available; light intensity is increased inside the waveguide by virtue of optical beam confinement. So far, the phase-conjugate wave (PCW) generated by DFWM has been observed in optical fibers and in planar-optical waveguides.

In a 3-m-long Cs₂-filled optical fiber with a core diameter of 4 μm, a PCW reflectivity of 0.45 % was obtained by using a cw Ar-ion laser, in which a long interaction length and an optical beam confinement are effectively used. In a semiconductor-doped planar-optical-glass waveguide, a PCW reflectivity of 0.8 % was observed inside the waveguide excited by a Q-switched-pulse laser. For the device applications, it is desired to find the materials that have sufficient nonlinearity at cw low-power levels and are easy to get a sample in waveguide form. From these points of view, we have demonstrated the generation of PCW by DFWM with the cw Ar-ion laser in a planar-optical waveguide which consists of a transparent part and a saturable-dye-doped part of a poly-vinyl alcohol (PVA) film layer. In this report, we present further experimental results for the PCW reflectivity. Transient properties of the PCW reflectivity are also considered for two cases: 1) when only a probe wave is turned on and off; 2) when both pump and probe waves are turned on and off.

2. Geometry of DFWM process

Figure 1 shows the geometry of DFWM process. There may be considered several types of DFWM geometry. Here, two counter-propagating pump waves impinge upon the interaction region...
nearly perpendicularly to the film layer from the outside; a probe wave with the same polarization as the pump waves is coupled into the TE mode of the waveguide by a prism coupler and is propagated to the interaction region. The interaction scheme is a standard DFWM with the probe wave at right angles to the pump waves.

The absorption of dyes will lower the efficient generation and guidance of the PCW. To eliminate this, the transparent PVA film layer which is partly doped with saturable dyes is used as the guided part, and the boundary of the dye-doped PVA film layer is the interaction region. Thus, the two pump waves together with the guided probe wave are adjusted to be superposed on the boundary of the dye-doped region. A diameter of the pump beams was about 2 mm. The input prism coupling efficiency was found to be about 30%. The DFWM geometry used here has the advantages: the long interaction length is obtainable as the DFWM interaction occurs along the propagation direction of the guided probe wave, while the absorption of the pump waves is reduced by the low concentration of the doped dye and a thin film (a few μm thickness).

3. Fabrication of dye-doped PVA waveguides

In this experiment, erythrosin B and eosin Y were used as saturable dyes, which were doped in the polymer film of PVA. Because these dyes have a strong absorption at the wavelengths of an Ar-ion laser and a long lifetime of their excited states, they can generate the continuous PCW at the light intensity of the order of 1 W/cm². A PVA waveguide was fabricated as follows: the transparent PVA solution was first poured onto a cleaned Pyrex fused glass plate and was spin-coated; the PVA solution with a proper amount of dyes was next poured onto the half part of the glass plate, and again was spreaded by a spin-coating; the plate was dried at about 40 degrees centigrade temperature for about one day. The fabricated waveguide was a multi-mode waveguide with a film thickness of about 3 μm.

Because the dye-doped PVA diffuses into the transparent PVA during the fabrication process, the boundary between the transparent and the dye-doped PVA layer blurs, and the absorption coefficient gradually varies across the boundary. Figure 2 shows the variation of a transmission as a function of the distance from the boundary for an erythrosin-B-doped PVA film. This measurement was performed with a low intensity laser beam with a small beam diameter. The transmission decreases to about 0.75 at a distance of 2 mm from the boundary. The guided probe wave, however, can penetrate only a shorter distance than 2 mm into the boundary of the dye-doped region by virtue of the absorption of the dyes. Thus, the DFWM interaction occurs around this boundary region where the transmission for the pump waves is relatively high.

4. Experimental setup

Figure 3 shows an experimental setup. The cw Ar-ion laser beam with the wavelength of 0.5145 μm is divided into three beams: two pump beams with equal power and a probe beam with the same polarization as the pump beam. A reflection-to-transmission ratio of the beam splitter BS1 is about 1 to sixteen. The probe beam power is further reduced by a pair of polarizing prisms. For the coherent interaction of the beams, the path lengths of the three beams were adjusted to be within a coherence length of the laser. A sample of the waveguide was equipped with an X-Y mechanical stage mounted on a rotating table, which enables one to adjust the incident probe wave to the coupling angles of guided modes. The PCW retraces the path of the probe wave, and is detected by a photodetector. Mechanical choppers, MC1 and MC2, and a digital storage CRT were used for measuring transient PCW.
5.1 Steady state PCW reflectivity

Figure 4 shows the variation of the PCW reflectivity as a function of the pump wave intensity for an erythrosin-B-doped film. Here, the reflectivity is defined by the ratio of the beam power of the prism-outcoupled PCW to the beam power of the probe wave incident upon the prism coupler. A maximum reflectivity of 0.08 % was obtained at the pump intensity of 2.0 W/cm² in this sample. If an output-coupling efficiency of the prism coupler is 100 %, the prism coupling efficiency of 30 % corresponds to a PCW reflectivity of 0.27 % inside the waveguide. In the DFWM using a dye-doped bulk film without a waveguide structure, it has been shown that the PCW reflectivity decreases as the probe intensity exceeds the pump intensity. For this reason, the probe intensity was adjusted to be about 0.2 times the pump intensity by means of the beam splitter BS1 and the polarizing prisms in Fig.3.

The PCW reflectivity dependences on the pump intensity are shown in Fig.5 for another erythrosin B/PVA film, and in Fig.6 for an eosin Y/PVA film. Maximum reflectivities were 0.16 % for the erythrosin B/PVA film and 0.27 % for the eosin Y/PVA film at the pump intensity of about 1 W/cm². These values correspond to 0.53 % and 0.91 % inside the waveguide, respectively.

Fig.4 Variation of PCW reflectivity R as a function of pump intensity I_p for an erythrosin B/PVA film.
In Figs. 4 to 6, the PCW reflectivity dependence on the pump intensity is slightly different from sample to sample. This variation may be due to the non-uniformity of the dye concentration near the boundary of the dye-doped region and the influence of the beam profile of the pump waves. It is because the overlap integral of the amplitudes of three beams in the interaction region determines the magnitude of the nonlinear interaction of three beams. For the penetration length of the probe beam into the dye-doped region shorter than the diameter of the pump beams, the efficient DFWM interaction occurs, but for the longer penetration length of the probe beam, the DFWM interaction weakens. The penetration length of the guided probe wave is severely affected by the spatial distribution of the dye concentration near the boundary of the dye-doped region. In our fabrication process of the film, it is, at present, difficult to control the spatial distribution of the dye concentration near the boundary of the dye-doped region. Removal of the pump-beam size effects is possible by using a higher power laser and expanding the pump beams (available pump intensity is limited to about 1 W/cm² in our experiment).

5.2 Transient PCW reflectivity

Since the nonlinear interaction by DFWM is caused by the saturable absorption of dyes, the transient behavior of the PCW reflectivity is closely related to the time constant for the electronic population of saturable dyes to reach their steady state. The characteristic time constant \( \tau \) is given by

\[
\tau = \frac{T_p}{1 + I/I_s},
\]

where \( T_p \) is the phosphorescent lifetime, \( I \) is the intensity of incident light and \( I_s \) is the saturation intensity. Thus, more intense light realizes faster the steady state of dyes.

Two cases of the transient behavior were considered in the eosin Y/PVA film. In Fig. 3, the mechanical choppers MC1 and MC2 were used to measure the PCW reflectivity 1) when only the probe wave was chopped, and 2) when both pump and probe waves were chopped. The transient PCW signal was recorded by a digital storage CRT. The significant difference between two cases is in that in the case 1) the dyes in the film is well pumped by the pump waves before the incidence of the probe wave, while in the case 2) they are in their ground state before the simultaneous incidence of the three waves.

5.2.1 Chopping of probe wave

Figure 7 shows the storage CRT traces of the transient PCW signals for four values of the pump intensities for the case 1). In this case when the probe wave is turned off, the PCW signal is generated until the saturable absorption gratings vanish, because the pump waves are always illuminated. The rise time and the fall time are found to be shorter with the increase of the pump intensity. This duration is closely related to the time constant of Eq.(1), although it is not exactly identical to Eq.(1) through the DFWM process.

Since the dye-doped film is well pumped by the intense pump waves before the incidence of the weak probe wave, the transient behavior of the PCW reflectivity is expected to obey...
simple exponential curves both in rising and falling duration with this time constant. It is shown that the rising and the falling PCW reflectivities obey the exponential curves of $E_1 - \exp(-t/\tau_r)$ and $\exp(-t/\tau_f)$, respectively, for sufficiently small absorption coefficient and sufficiently weak pump intensity\(^{10}\), where $\tau_r$ and $\tau_f$ are the rise time and the fall time.

Even when the above condition was not exactly satisfied, the measured waveforms of the rising and the falling PCW signals were well fitted with these exponential curves. Values of the rise time and the fall time were determined from the curve-fitting. Figure 8 shows the variation of the rise time and the fall time as a function of the pump intensity. The rise time and the fall time have almost the same values except for low pump intensity, and decrease with the increase of the pump intensity. The disagreement of the rise and the fall times for the pump intensity of 0.6 W/cm\(^2\) may be caused by background noise superposed on the weak PCW signal. Rise and fall times tend to approach the phosphorescent lifetime of eosin Y (about 5 msec) for the lower pump intensity.

### 5.2.2 Simultaneous chopping of pump and probe waves

Figure 9 shows the storage CRT traces of the transient PCW signals when both pump and probe waves were chopped. The waveforms of the transient PCW signals remarkably differ from those when only the probe wave was chopped (see Fig.7). Firstly, no PCW signal is generated in the falling duration because both pump and probe waves are turned off. The performance of the mechanical chopper determines the fall time in this case. Secondly, a transient peak appears in the PCW signals for high pump intensity in the rising duration.

The appearance of these transient PCW peaks is qualitatively explained by referring to Eq.(1) as follows. When both pump and probe waves are simultaneously turned on, the interference patterns between them are formed in the film. Thus, the absorption coefficient is spatially modulated according to the interference patterns, which means that the saturable absorption gratings are formed in the film. From the viewpoint of a holographic model, the generation of the PCW is explained as a result of Blagg diffraction of pump waves by the saturable absorption gratings and the PCW reflectivity is proportional to the contrast of the saturable absorption gratings. In the formation of the saturable absorption gratings, the electronic population of the dyes existing around peaks of the interference patterns reach their steady state faster than that of the dyes around bottoms of the interference patterns.
Fig. 9 Storage CRT traces of the transient PCW signals for an eosin Y/PVA film for the pump intensities of (a) 0.6, (b) 1.2, (c) 2.4 and (d) 4.5 W/cm$^2$, when both pump and probe wave was chopped. A time scale was 5 msec/div.

patterns. Therefore, for high intensities at a certain time in the transient state, the contrast of the saturable absorption gratings can take a higher value compared with that in the steady state, and the transient peak appears at that time in the transient state.

6. Conclusion

In this report, we have demonstrated that a planar optical waveguide consisting of a PVA film partly doped with saturable dyes can generate the PCW by DFWM with the relatively low intensity light from a cw Ar-ion laser. In the DFWM process, two counter-propagating pump beams impinged upon the interaction region nearly perpendicularly to the surfaces of the film from the outside, and a probe beam was introduced into the waveguide by a prism coupler with a coupling efficiency of about 30%.

The PCW reflectivities of 0.16% for the erythrosin B/PVA film and of 0.27% for the eosin Y/PVA film were obtained at the pump intensity of about 1 W/cm$^2$ outside the waveguide, which correspond to the PCW reflectivities of 0.53% and 0.91% inside the waveguide by assuming a 100% prism-outcoupling efficiency.

Two cases of the transient PCW reflectivity measurement were conducted in the eosin Y/PVA film. When the probe wave was turned on and off, the transient PCW reflectivities showed nearly exponential behaviors with a time constant of the order of the phosphorescent lifetime. The time constant increased with the decrease of the pump intensity and tended to approach the phosphorescent lifetime for the lower pump intensity. When both probe and pump waves were turned on, the transient peak PCW appeared for the high pump intensity.

7. References

Abstract

The photon-photon scattering of intense laser radiation predicted by QED can give rise to second harmonic generation (SHG) in a dc magnetic field due to broken symmetry of the interaction. The laser energy required to observe this effect can be achieved by using available laser facilities and the state-of-the-art photon-counting technology.

Photon-photon scattering in a vacuum is perhaps one of the most fundamental mechanisms which can give rise to nonlinear optical effects. From the classical point of view, the expected nonlinear interaction (see below, Eqs. (1) and (2)) essentially corresponds to the third-order nonlinearity. This interaction may contribute to the birefringence of the refractive index seen by a probe field under the action of either a dc magnetic (or electric) field or intense laser pumping, as well as to multi-wave mixing processes. To the best of our knowledge, no experimental work on this phenomenon has been done.

In this paper, we demonstrate the feasibility of new nonlinear magneto-optical effects in a vacuum that give rise to optical second harmonic generation (SHG) of the fundamental wave under the action of both strong dc magnetic field and high intensity optical laser radiation. We also propose an experiment for the observation of this effect. The advantage of using the SHG effect is twofold. Since only a second-order effect for the optical field is involved, the laser power required to observe SHG is much lower than in previously proposed effects. The SHG can also be measured at a frequency different from the fundamental frequency injected into the system, which may result in higher sensitivity.

From the Heisenberg-Euler lagrangian for photon-photon scattering in quantum electrodynamics (QED) theory, one obtains the following expressions for the electric displacement \( \mathbf{D} \) and magnetic induction \( \mathbf{B} \):

\[
\mathbf{D} = \mathbf{E} + \mathbf{D}^{NL}; \quad \mathbf{D}^{NL} = \xi [2(\mathbf{E}^2 - \mathbf{H}^2)\mathbf{E} + 7\mathbf{H}(\mathbf{E} \cdot \mathbf{H})],
\]

\[
\mathbf{B} = \mathbf{H} + \mathbf{B}^{NL}; \quad \mathbf{B}^{NL} = \xi [2(\mathbf{E}^2 - \mathbf{H}^2)\mathbf{H} - 7\mathbf{E}(\mathbf{E} \cdot \mathbf{H})],
\]

where \( \xi = \alpha / 45\pi H_0^2 = 2.6 \times 10^{-32} \text{Gauss}^{-2} \) is a nonlinear interaction constant in the vacuum with \( \alpha = e^2 / 4\pi \approx 1/137 \) the fine structure constant and \( H_{cr} \equiv m_0 c^3 / e\hbar = 4.4 \times 10^{13} \text{Gauss} \) the QED critical field. These equations are valid only if the nonlinear corrections \( \mathbf{D}^{NL} \) and \( \mathbf{B}^{NL} \) are small, which holds if \( |\mathbf{E}| = |\mathbf{H}| << H_{cr} \). It is obvious that a single monochromatic plane wave of infinite extent does not exhibit any nonlinear effects, because it has the properties, \( \mathbf{E}^2 = \mathbf{H}^2, \mathbf{E} \cdot \mathbf{H} = 0 \), and the nonlinear terms in Eqs. (1) and (2) vanish. This "degeneracy" of the nonlinearity is broken if either (i) the wave is non-planar or non-monochromatic or (ii) a strong static field (e.g., a dc magnetic field) is present. Both cases can result in birefringence of the refractive index for a probe field. We show here that a dc magnetic field can also give rise to second-order nonlinear optical effects similar to those found in nonlinear materials. In general, the optical second-order nonlinearity can give rise to the generation of a third wave (at frequency \( \omega_3 = \omega_a + \omega_b \)) from two intense laser beams at frequencies \( \omega_a \) and \( \omega_b \) (i.e., the sum and difference frequency generation). Here, we consider only SHG in which \( \omega_a = \omega_b \).
Assuming that a single unperturbed fundamental wave, described by the fields $\mathbf{E}_1$ and $\mathbf{H}_1 = (k_1 / |k_1|) \times \mathbf{E}_1$ (where $k_1$ is the wave vector of the field), propagates in vacuum in the presence of a dc magnetic field, $H_0$, the nonlinear components in Eqs. (1) and (2) can be rewritten as

$$\mathcal{D}^{NL} = \xi \left[ -2E_0^2 \mathbf{E}_1 + 7H_0 (\mathbf{E}_1 \cdot \mathbf{H}_0) \right] + \mathcal{D}^{(2)}$$  \hspace{1cm} (3)$$

$$\mathcal{B}^{NL} = -2 \xi E_0^2 H_0 - 2 \xi [H_0^2 \mathbf{H}_1 + 2H_0 (\mathbf{H}_0 \cdot \mathbf{H}_1)] + \mathcal{B}^{(2)}$$  \hspace{1cm} (4)$$

where

$$\mathcal{D}^{(2)} = \xi \left[ -4E_1 (\mathbf{H}_1 \cdot \mathbf{H}_0) + 7H_1 (\mathbf{E}_1 \cdot \mathbf{H}_0) \right],$$  \hspace{1cm} (5)$$

$$\mathcal{B}^{(2)} = \xi \left[ -4H_1 (\mathbf{H}_1 \cdot \mathbf{H}_0) - 7E_1 (\mathbf{E}_1 \cdot \mathbf{H}_0) \right].$$  \hspace{1cm} (6)$$

Here, we neglect the third-order nonlinearity caused by the finite size of the laser beam which may result in self-action effects. It can be shown that in the case of a quasi-plane wave, e.g., a Gaussian beam with sufficiently large beam waist $d$, $d \gg \lambda = 2\pi / k$, this effect is negligible when $E_1 << H_0 (d / \lambda)^2$. Nonlinear effects due to gradients in the field distribution will be discussed by us elsewhere. The terms in square brackets in Eqs. (3) and (4) are linear in optical field strengths. They result in vacuum birefringence of the refractive index for a weak probe field $(|\mathbf{E}_1| = |\mathbf{H}_1| << H_0)$ under the action of a dc magnetic field. The first term on the rhs of Eq. (4) corresponds to dc corrections to the dc magnetic field induced by the magnetic field itself. Therefore, only the terms $\mathcal{D}^{(2)}$ and $\mathcal{B}^{(2)}$, Eqs. (5) and (6), give rise to the optical second-order nonlinearity. Our estimates also show for the field intensities available now and in the foreseeable future, the phase mismatch between fundamental frequency and second harmonics can be neglected.

Because of the spatial anisotropy imposed by the magnetic field, SHG depends upon the propagation direction and the polarization of the fundamental optical wave with respect to $H_0$. If the fundamental wave propagates along the direction of the dc magnetic field $H_0$, then $\mathcal{D}^{(2)} = 0$, $\mathcal{B}^{(2)} = 0$, and the nonlinear effects are suppressed. The strongest interaction occurs when the laser radiation propagates in a direction normal to the dc magnetic field. Consider the general case of an elliptically polarized wave propagating in the plane normal to the dc magnetic field $H_0 = H_0 \mathbf{e}_z$, with its polarization lying in the plane normal to the propagation direction, e.g., $\mathbf{k}_1 = k_1 \mathbf{e}_y$. Its electric field can be decomposed into two linearly polarized components along the $\mathbf{e}_x$ and $\mathbf{e}_y$ axes respectively:

$$\mathbf{E}_1 = E_1 \left( \sin \theta_1 \mathbf{e}_x + \cos \theta_1 e^{i\phi} \mathbf{e}_y \right) \exp \{ i (k_1 y - \omega_1 t) \}$$  \hspace{1cm} (7)$$

where $E_1$ and $\omega_1$ are the amplitude of the electric field and the angular frequency of the wave respectively, $\phi$ is the phase between the linearly polarized components, and the angle $\theta_1$ designates the relative amplitude between these two waves ($\phi = 0$ would correspond then to a linearly polarized wave with $\theta_1$ the angle of the linear polarization, whereas $\phi = \pi / 2$ and $\theta_1 = \pi / 4$ correspond to a circularly polarized wave).

The generated second harmonic field at frequency $\omega_2 = 2\omega_1$ propagates in the same direction as that of the fundamental wave. Its electric field after passing through the interaction length $y = L$ can be calculated using Maxwell's equations with nonlinear terms, Eqs. (5,6),

$$\mathbf{E}_2 = i E_2 (\sin \theta_2 \mathbf{e}_x + \cos \theta_2 e^{i\phi_2} \mathbf{e}_y) \exp \{ i [2 (k_1 L - \omega_1 t) + \phi - \phi_2] \},$$  \hspace{1cm} (8)$$

where the magnitude $E_2$ is given by

$$E_2 = k_1 L \xi H_0 E_1^2 \left[ 56 (1 - \cos^2 \phi) \cos^4 \theta_1 + (46 \cos 2\phi - 23) \cos^2 \theta_1 + 16 \right]^{1/2},$$  \hspace{1cm} (9)$$

the angle $\theta_2$ is determined by

$$\tan \theta_2 = -2 \left[ (65 - 56 \cos 2\phi) \cos^4 \theta_1 + (56 \cos 2\phi - 32) \cos^2 \theta_1 + 16 \right]^{1/2} / 3 \sin 2\theta_1 ,$$  \hspace{1cm} (10)$$
and the phase $\phi_2$ for the second harmonic is computed as

$$\tan \phi_2 = -\left[ (7 - 4 \tan^2 \theta_1 ) / (7 + 4 \tan^2 \theta_1 ) \right] \tan \phi.$$  \hfill (11)

(When $\theta_1 = \theta_{10} \equiv \tan^{-1}(\sqrt{7}/2) \approx 53$ degrees, the second harmonic is linearly polarized regardless of the polarization state of the fundamental wave.) Consider now the particular case of a linearly polarized fundamental wave. In such a case, $\phi = 0$ in Eq. (7), and the second harmonic is also linearly polarized; the angles $\theta_1$ and $\theta_2$ in Eqs. (7,8) are then the polarization angles of the fundamental wave and the second harmonic respectively, (see insertion in Fig. 1(b)).

![Diagram](image)

**Fig. 1** (a) The normalized intensity $I_{||}$ for the second harmonic with its polarization angle $\theta_2$ with respect to the dc magnetic field (see inset in Fig. 1(b)) versus the polarization angle $\theta_1$ (in degrees) of a linearly polarized fundamental wave (solid line); broken line corresponds to a circularly polarized wave; (b) the polarization angle $\theta_2$ (in degrees) of the second harmonic versus the polarization angle $\theta_1$ (in degrees) of a linearly polarized fundamental wave; the second harmonic is never polarized in sectors $|\theta_2 - 90^\circ| > 16^\circ$. The inset depicts the wave propagation configurations for both the fundamental wave and second harmonic with respect to the dc magnetic field $H_0$. 

804
Eqs. (9, 10) then reduce to
\[
\text{E}_2 = k_1 L \xi_0 E_0^2 \left(33 \cos^2 \theta_1 + 16\right)^{1/2}; \quad \theta_2 = -\tan^{-1} \left[ \left(3 \cos 2\theta_1 + 11\right) / 3 \sin 2\theta_1 \right],
\]  
(12)
(see Fig. 1). Therefore, the ratio of maximum intensity of the second harmonic (which occurs at \(\theta_1 = 0\)) to minimum intensity (at \(\theta_1 = \pi/2\)) is \(7/4 \approx 2\) [see Fig. 1(a)], which can be directly measured in an experiment. Note that the generated second harmonic can never be polarized along the direction of the dc magnetic field, i.e., the polarization angle \(\theta_2 \neq 0\) in Eq. (12). A minimal angle between the polarization of the second harmonic and the dc magnetic field is \((\theta_2)_{\text{min}} \approx 74^\circ\), and the corresponding polarization angle of the fundamental wave is \(\theta_1 = \theta_1^0 \approx 55^\circ\), i.e., there is a prohibited sector for the polarization of the second harmonic, \(- (\theta_2)_{\text{min}} < \theta_2 < (\theta_2)_{\text{min}}\), see Fig. 1(b). All these polarization properties can be used in a future experiment to rule out all other (i.e., nonvacuum) nonlinear mechanisms. In the case of a circularly polarized fundamental wave (\(\phi = \pi/2\), \(\theta_1 = \pi/4\)) propagating normal to the dc magnetic field, the ratio of the maximum intensity of second harmonic for linear polarization to that for circular polarization is \(\approx 10.9\) (see Fig. 1(a)).

The state-of-the-art photon counting systems provide a dark photon count rate \(r_{\text{dark}} \approx 10^6\) photons/s and a typical quantum efficiency \(\eta \approx 0.25\). For the ideal spectral filtering and provided that by using gating, the detector is open only during the laser pulse, the signal-to-noise ratio is \(\text{SNR} = n_{\text{det}} / n_{\text{dark}}\), where \(n_{\text{det}} = \eta n_{\text{SHG}}\) is the averaged number of detected photons per pulse, \(n_{\text{SHG}}\) is the number of SHG photons generated per pulse, \(<n_{\text{dark}}> = r_{\text{dark}} \tau_p\), and \(\tau_p\) is the duration of a laser pulse. Stipulating now that \(\text{SNR}\) is sufficient high, e.g., \(\geq 10^2\), and considering the case of the normal polarization (\(\theta_1 = \pi/2\), which correspond to the minimal SH photon output), we obtain the lowest intensity \(I_{\text{cr}}\) and energy \(J_{\text{cr}}\) of the laser beam required for such SNR:

\[
I_{\text{cr}}(W/cm^2) = (10^{19} / H_0 L) \sqrt{\lambda_1 / A}; \quad J_{\text{cr}}(\text{Joules}) = \tau_p A I_{\text{cr}}
\]

(13)
where \(\lambda_1\) is in \(\mu m\), \(A\) is the laser focal area in \(cm^2\), \(\tau_p\) is in \(sec\), \(H_0\) is in \(Gauss\), and \(L\) is in \(cm\). The minimal \(A\) should be chosen as \(A \approx \lambda_1 / 2\) such that the diffraction of the beam is small within the distance \(L\). With pulsed magnet technology, the best parameter values are \(H_0 \approx 8 \times 10^6\) Gauss, bore diameter \(\approx 2.8\ cm\), and pulse duration \(\approx 10^{-5}\ sec\). Therefore, in order to satisfy the condition, Eq. (13), the laser intensity of \(I_1 \approx 10^{14} W/cm^2\) is required, which can readily be achieved even by using commercial laser systems. In fact, in the laser systems discussed below, the intensity reaches \(10^{15} - 10^{18} W/cm^2\), so this condition is satisfied with great margin.

Since in most of high power laser systems available, \(<n_{\text{det}}>\) is of the same order or less than unity, one has to use averaging of photon counts over a few (usually incoherent) laser beam lines for a single pulse or/and over many pulses of laser. Assuming a Poisson distribution of SHG photons, the probability of not observing any SHG photons within \(N\) laser pulses is \(p = \exp(-N <n_{\text{det}}>)\). Stipulating again that \(p\) should be sufficiently small, e.g., \(\leq 10^{-2}\), we obtain a condition for the required number of pulses (or number of beam lines for one laser shot):

\[
N \geq 2 \ln 10 / <n_{\text{det}}> \approx 5 \times 10^{38} \lambda_1 A \tau_p / J_{\text{cr}}^2 H_0^2 L^2.
\]

(14)

The development of new powerful lasers is proceeding at a rapid pace, and a pulse energy of 1-10 MJ, pulse width of 10-20 ns, and repetition rates of 10 Hz as well as possible generation of a magnetic field \(\approx 10^8\) Gauss with a pulse duration of \(10^{-8}\) sec and bore diameter of 0.1 cm using high power lasers, may be only a few years away. However, the intensity (or energy) required for the proposed experiment even with small \(N\) can be achieved using existing systems. A high power pulsed Nd:Glass laser with either \(\lambda_1 \approx 0.35\mu m\) (NOVA) or \(\lambda_1 \approx 0.53\mu m\) (GEKKO XII), \(\tau_p \approx 10^{-9}\) sec, can provide the laser energy of 6-10 KJ/pulse in each of 10-12 beam lines. For this energy \(<n_{\text{det}}> \approx 1\) in each beam line, and the number of beam lines required to observe the effect for the normal polarization (\(\theta_1 = \pi/2\), the worst case) even within a single laser shot is 4-5, which is therefore attainable. If all the beam lines are used, the probability \(p\) can be greatly reduced, i.e. \(p \approx 10^{-8}-10^{-4}\). Most recently, great efforts
have been made to increase both the output power (intensity) of very short pulse lasers and their repetition rate (which can be as high as 1-10 Hz). For XeCl\(^{12}\), Nd:Glass\(^{13}\), and KrF\(^{14}\) lasers, \(<n_{\text{det}}>>1\) and the required number of pulses to observe the effect is \(\sim 10^6-10^7\).

The generation of second harmonic radiation caused by residual atoms and/or molecules in the laboratory vacuum system can mask the photon-photon scattering effect. In order to make an order-of-magnitude estimate of the contribution of these residual particles and to evaluate the vacuum pressure necessary to rule out non-vacuum components in the SHG, we presume that non-vacuum nonlinearity is mainly attributed to the plasma of magnetized free electrons, since at the required laser intensities, the residual gas is expected to be highly ionized. The non-magnetized free electrons under the action of intense laser radiation can generate only odd order higher harmonics; the second-order harmonics can only be originated in the presence of the dc magnetic field. The numbers of second harmonic photons per laser pulse, \(N_{\text{SHG}}\), for the normal polarization can be obtained using Ref. \([15]\):

\[N_{\text{SHG}} = 2\pi e^4 \omega_0^2 \tau_p E_1^4 n_e L / (\omega_1^2 m_0^2 c^2)\]  

(15)

where \(n_e\) is the number of free electron per unit volume and \(\omega_0 = eH_0/m_0c\) is a cyclotron frequency of the electron. (It is worthwhile to note that for parallel polarization \(N_{\text{SHG}} = 0\).) Assuming that, on average, each molecule is singly-ionized, and that GEKKO XII laser (\(\lambda_1 \sim 0.53\mu m\)) and the highest pulsed magnetic field (\(\sim 8 \times 10^6\)G) are used, we estimate that vacuum and free-electron contributions to the SHG become equal at a pressure \(\sim 2 \times 10^{-11}\)torr.

Since the vacuum provided by state-of-the-art vacuum technology is better than \(\sim 10^{-11}\)torr, the free-electron nonlinear mechanism can be neglected. SHG may also be attributed to two-photon (and multi-photon in general) excitations in ions of the residual gas; by selecting appropriate gas and frequency, this mechanism may also be made negligible. Since for the optical glass components (such as lenses and vacuum chamber windows) the third-order nonlinearity is the lowest-order nonlinearity\(^{16}\) in the absence of dc fields, SHG from those components can be eliminated by shielding them from the dc magnetic field. One of the ways to eliminate masking effects associated with possibility of SHG in laser amplifiers is to use sum frequency effects (instead of the second harmonic) by employing two lasers with different frequencies. A more detailed evaluation of all these processes could be made only at the design stage of a particular experiment.

A large product \(H_0 L\) could exist in many astronomical objects (e.g., in white dwarfs, where the spectral lines of elements still exist in the optical range\(^{17}\)); the possibility exists that a second-harmonic signal generated by some characteristic spectral lines, may be observed and used to study the nonlinearity of vacuum and intrinsic properties of stars.

In conclusion, we have demonstrated the feasibility of second harmonic generation by the intense laser radiation in a vacuum which is due to photon-photon scattering in a dc magnetic field. The laser energy required to observe this effect can be achieved by using available high power laser systems.

The authors appreciate discussions with C. T. Law, P. H. Y. Lee, and G. A. Swartzlander. We are indebted to F. M. Davidson for his valuable insights on photon counting. This research is supported by AFOSR.
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Abstract

High gain quantum-limited image amplification and frequency shifting via difference frequency generation three wave mixing (Optical Parametric Amplification) has been demonstrated. Near infrared images (λ = 1064 nm) at input signal levels <10 photons per resolution element were amplified in a 355 nm pumped KD*P crystal, frequency shifted to 332 nm with gains greater than 10^9 (signal to noise levels near 10), and detected with standard CID video cameras. The gain parameter space was extensively investigated over 11 orders-of-magnitude gain as a function of input signal and pump power levels. Resolution was measured for the critical and noncritical phase matching angles. Pump depletion and diffraction are required to accurately model the results.

I. Introduction

The results of an experimental investigation of the imaging and gain properties of an Optical Parametric Amplifier (OPA) are reported here. The primary objectives of this effort were to demonstrate and quantify OPA imaging with gain using existing laser technology and common nonlinear optical materials. The approach involved a series of pulsed laser experiments that progressed from concept validation to OPA gain characterization and high gain image amplification.

Optical parametric amplification occurs via difference frequency generation Three Wave Mixing (3WM) in birefringent nonlinear optical materials that allow proper phase matching. Early 3WM imaging experiments concentrated on sum frequency generation for converting near-infrared images to more conveniently detected shorter wavelengths. In this mode, net gain >1 is not possible. An OPA, however, can provide high gain as well as frequency shifting to shorter wavelengths. Most of the early OPA work concentrated on the generation and amplification from parametric superfluorescence as a source of tunable coherent light. Because of the high peak pump powers required, the OPA was particularly well suited as a tunable source of sub-nanosecond light. The OPA was also considered as a phase conjugator, but the limited field-of-view (FOV) was judged to be a disadvantage. This small FOV, however, is ideal for reducing the noise floor for distant imaging applications. The OPA is currently being used as a tool in the study of squeezed states since it is not too difficult to operate these amplifiers in the transform-limited regime. What was not well known at the start of this effort was the performance of an OPA for image amplification and frequency shifting.

Figure 1. Schematic diagram of OPA image amplifier.
Figure 1 shows a schematic diagram of an OPA setup for image intensification as performed in the experiments. A weak signal beam (S) at 1064 nm was imaged into the KD'P crystal. An intense, pulsed short wavelength pump beam (P) at 355 nm was mixed with the signal (temporally and spatially overlapped) in the crystal at the proper phase matching conditions. For the experiments a type-II phase matching was used so that the S and idler (I) beams could be separated by polarization as indicated in the drawing. The pump pulse duration was chosen to gate sufficient signal photons into the OPA and the pump pulse intensity was adjusted to achieve proper gain. The OPA gain is determined by input signal power and output Signal-to-Noise (S/N) requirements. Both the amplified signal and generated idler (532 nm) have phase information and were detected.

II. Experimental Setup

A Nd:YAG laser operating at 1064 nm was used as the OPA pump source and target illuminator. This laser could be configured for either mode-locked or Q-switched operation.

The high gain experiments were performed using the active-passive mode-locked oscillator and double passed amplifier configuration. The oscillator produced a train of mode-locked pulses from which a single pulse (20 to 30 psec duration) was electro-optically selected for amplification. The single pulse duration was checked with autocorrelation. The single pulses were magnified, spatially filtered, and double pass amplified.

A schematic diagram of the OPA laser imaging experimental setup is shown in Figure 2. The three beams at 1064, 532, and 355 nm were separated with a quartz prism. The 1064 nm beam served as the target illuminator (S) and was sent through an adjustable optical delay for optimal temporal overlap with the 355 nm OPA pump. A calcite Glan prism polarizer selects the proper polarization for phase matching. For all imaging experiments, a standard United States Air Force (USAF) test pattern illuminated in transmission was used as the signal with the OPA crystal centered in the Fourier plane of the signal transfer lens. For the FOV and pump depletion tests, collimated signal beams were focused into the OPA and recollimated after amplification. The same OPA crystal was used for all experiments performed in this effort. Great care was exercised in approaching the damage limit. The OPA crystal experienced many millions of high intensity laser pulses without damage.

![Figure 2. Schematic diagram of laser imaging experimental setup.](image-url)

III. Image Amplification Demonstration

The image amplification demonstration experiments were performed early in order to validate the concept of OPA image intensification. In addition, OPA FOV and effects of local pump depletion were investigated in these preliminary tests. The Q-switched laser was used for these experiments.

The OPA FOV for the crystal orientation used in these experiments is dependent on the critical and noncritical phase matching acceptance angles. The critical acceptance angle, $\Delta\theta_m$, was expected to be a few milliradians (gain dependent).
while the noncritical acceptance angle, \( \alpha \), was limited by the target circular aperture and transfer lens focal length. The expected elliptically shaped OPA FOV was observed. The elliptical shape could be distorted to crescent shapes by rotating the crystal about its critical phase matching angle. The critical and noncritical acceptance angles (full) under conditions of low gain and pump depletion were measured as 7 mrads and 15 mrads, respectively.

Amplified images were obtained when the test pattern was placed in the setup described above. Figure 3 shows photographs of the initial image amplification demonstrations. These images were obtained using single laser pulse (10 ns) illumination and detection at 1064 nm. The gain was 2 to 10 over the full phase matching FOV. The test pattern was translated so that either Group 2 or Group 3 was in the OPA FOV. For Group 2, all features are resolved, while for Group 3 the limiting resolution is observed to be about 12 line pairs per millimeter (lp/mm). Under these conditions the OPA does not limit the resolving power of the optical system. This condition will change, however, if the pump does not spatially overlap with the higher orders in the Fourier plane, or if the relay lens focal length and circular aperture define a cone of solid angle larger than the critical acceptance angle.

![Image](image.png)  
Figure 3. Demonstration of OPA image amplification.

The final set of experiments performed in the preliminary tests demonstrated some of the subtle consequences of using pump and signal beams with nonuniform spatial intensity distributions (such as commercial off-the-shelf lasers). The results are summarized in Figure 4. Here, the target was removed and the circular aperture was limited to \( \pm 1.5 \) mm. Under these conditions, all of the input signal was within the OPA FOV and spatially overlapped with the pump. Video frames were taken of the unamplified (pump off) and amplified (pump on) signals after collimation. Identical slices showing horizontal spatial intensity profiles are plotted. A computer generated video frame was obtained by dividing the amplified signal frame by the unamplified signal frame on a pixel by pixel basis. The horizontal slice of the spatial gain distribution is also plotted. The regions of highest gain occur in regions of lowest signal intensity while the lowest gain occurs in the center of the beam. This is an indication that pump depletion is playing a major role in some regions and must be considered. This observation was later verified quantitatively using an OPA full-wave optics code.
IV. Gain Measurements

After demonstrating OPA image amplification a series of experiments were initiated to map the gain parameter space under conditions expected for distant imaging applications. Such applications will most likely require image amplification at or near the quantum limit. The experiments discussed in this section were designed to address these low light levels directly and to allow determination of the appropriate OPA operating conditions for photon starved image amplification. The mode-locked laser was used for these experiments and the test target was removed. This section begins with a brief discussion of OPA gain and noise.

The theory of 3WM is well known and can be found in most nonlinear optics textbooks. The dominant source of noise for an OPA operating at wavelengths <1 μm is amplified quantum zero-point vacuum fluctuations which can be calculated by

\[ I_{\text{z}}(z) = \left( \frac{\hbar v_s n_s^2}{c^2} \right) d\nu d\Omega dA \left( \Gamma_{\text{z}}^2 \cosh \Gamma z \right), \]

where \( v_s \) and \( n_s \) are the frequency and refractive index of S, \( z \) is the crystal length, \( d\nu \) is the smaller of either the pump or gain bandwidth, \( d\Omega \) is the convolution of the divergence of pump with acceptance angle, \( dA \) is the cross-sectional area of the pump at the front face of the OPA, and \( \Gamma \) is the gain coefficient. The term in the left bracket is the zero-point noise source and the term in the right bracket is the gain term. The zero-point noise is plotted in Figure 5 along with blackbody curves for 300 K and 6000 K. In a properly designed OPA imaging system where pixel sizes are matched to OPA resolution elements or modes, it is possible to achieve 1 photon per pixel equivalent input noise. Using the experimental parameters for pump bandwidth, FOV, and pulse duration we predict a value of about 200 photons per pulse of zero-point noise. This is consistent with our observed S/N ratio of 5 at the lowest input signal levels of 1000 photons per pulse.

The OPA acts as a travelling wave spatial filter with a gain length dependent FOV constrained by the pump divergence, and phase and group velocity walk-off. An asymmetric acceptance angle was measured for a 2.5 cm long KD\(^2\)P crystal of 4 mrad x 8 mrad. When amplifying in the Fourier plane this acceptance angle limits spatial frequency resolution to ≈7-14 lp/mm.

The experimental setup used was virtually identical to that described in the previous section. The circular aperture of L3 was limited to 1.5 mm resulting in a 3.75 mrad OPA FOV. The signal and idler cameras were removed so that all amplified and generated light could be focused onto a single photodetector for low light level measurements. The pump and input signal photodiode outputs were fed into an amplifier and gated integrator pair. The idler and amplified signal detector outputs were fed directly into a pair of gated integrators. These amplifier - integrators were used over a dynamic range of 10. The outputs from all four integrators were digitized with a 12 bit 1 MHz analog to digital (A/D) converter connected to the computer bus. The gains and neutral density filters were chosen so that, for any given experimental run, the A/D was operating at about one half of full scale. Eighty two neutral density glass filters of various optical densities were calibrated under pulsed laser conditions at each of the three wavelengths (\( \lambda_\text{p}, \lambda_\text{s}, \) and \( \lambda_\text{i} \)) with the ratioing joule meter. The data acquisition system was set up to simultaneously digitize and record the single shot energies of the four signals. The input signal and pump energies were calibrated at the input face of the OPA crystal. The amplified signal was calibrated relative to the input signal. A typical run consisted of recording data from 1000 laser shots at fixed pump and input signal. The normal shot to shot variations in laser output energy for a given run was <5 per cent. This resulted in pump fluctuations >20%.
Figure 5. Calculated zero-point and blackbody noise.

Figure 6 summarizes the results of all the OPA gain measurements. The gain parameter space was mapped over 10 orders of magnitude in gain, 12 orders of magnitude in input signal energy, and over 2 orders of magnitude in pump energy. Each point is the average of 1000 shots. Six sets of data were recorded at the nominal pump energies shown in
While this data suggests the existence of linear and nonlinear amplifier regimes, placing a finer tolerance on the pump energy clearly indicates at least two operational regimes. The OPA is a linear amplifier under unsaturated or nondepleted pump conditions. Here, phase preserving signal amplification should occur as predicted. In the saturated gain regime, however, nonuniform spatial pump depletion causes intensity spiking which prints through as phase distortion in the amplified signal. This effectively reduces imaging system resolution. The lowest input signal levels producing reliable data corresponded to 1000 photons per pulse. At these levels the observed S/N ratio was 5 indicating the presence of 200 photons per pulse noise. All of this noise is attributed to the zero-point noise.

In order to account for the two observed amplifier regimes, a realistic model was required. Figure 7 shows the results of a sample run of a code which provides a full-wave optics propagation of Gaussian signal and pump fields through the OPA gain medium with diffraction. The nonlinear coefficient, phases, and interaction lengths were set to duplicate the experimental conditions. The pump field was adjusted to achieve proper gain. Comparison is shown of the measured and calculated gain in an OPA pumped with 150 microjoule (μJ) per pulse at 355 nm using the model described above. Also shown are the calculated amplified signal energy and fractional pump depletion. The model is in excellent agreement with the experimental results. Both amplifier regimes are readily predicted by this model.

Figure 7. Comparison of observed and calculated OPA gain.

V. High Gain Image Amplification

The high gain image amplification experiments were performed following the gain mapping with the laser imaging system setup as described in the previous section. The video cameras were reinserted at positions C1 and C2 (Fig. 2). The circular aperture defining the OPA FOV was kept at 1.5 mm, and the test target used in the image amplification demonstration was placed in the signal beam. The pump energy per pulse was adjusted to provide safe operation below the OPA damage limit. The sensitivity of the CID video detectors was measured to be 10^6 photons per pixel at 1064 nm and 10^5 photons per pixel at 532 nm. A series of amplified single pulse images at λs and frequency shifted images at λf were obtained at gains up to 10^4.
The OPA can be used to directly amplify images at input signal levels near the quantum noise floor. Figure 8 shows the results of the lowest input light level experiment. An image of a portion of the USAF test pattern (Group 1 Element 1) was allowed through the circular aperture. The image circular aperture was well within the OPA acceptance angle which included ~200 resolution elements (pixels). The signal level at the input face of the OPA was <2000 photons (<10 photons per pixel). At a signal gain of $10^4$ the amplified image was still well below the CID detection threshold ($10^6$ photons per pixel) but the frequency shifted idler image at 532 nm was readily detectable even with a poor quality pump.

The edges of the bars could be enhanced by rotation of the crystal about the critical angle. This is a result of lack of spatial overlap of the pump with the higher spatial frequencies in the Fourier plane.

Amplified image resolution is limited by the spatial overlap of the pump with the signal distribution in the Fourier plane and the critical and noncritical phase matching angles. The resolution was measured to be 12 and $>5$ lp/mm in the noncritical and critical dimensions, respectively, for the high gain image amplification experiments described above.

![Experimental Conditions](image)

**Experimental Conditions:**
- Single Laser Pulse Amplification
- 2500 Photons Of Signal At OPA
- <10 Photons/Pixel
- Amplification In Fourier Plane
- S/N = 5-10
- 355 nm Pump (25 psec Pulse)
- Partial Overlap With Fourier Plane
- $10^4$ Gain
- CID Detectors (Uncooled)
- Amplified Signal Not Detectable
- Idler Easily Detected

Figure 8. Quantum limited OPA image amplification.
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The technique of Brillouin-enhanced four-wave mixing is known for its high-reflectivity, high-quality phase conjugation. This method is often implemented in waveguides, hence the analysis is performed for a waveguide geometry. The treatment accounts for the transverse structure of the pump and signal beams within the paraxial approximation, assuming the acoustic wave has reached a steady-state. An approximation is used that is applicable when many transverse modes of the waveguide are excited by each of the four mixing waves. Pump beams are considered that are not perfect phase conjugates of each other. The zeroth-order equations are obtained for the polarization states of the pump and signal beams by dropping all phase-mismatch terms. The resulting equation generalizes previous expressions given in the literature. The resulting dependence of reflectivity on forward-to-backward pump intensity ratio, forward-to-backward pump fidelity, and off-resonant gain are considered in detail. Self-oscillation is predicted for the high-gain case. The resulting zeroth-order solutions are used to aid in evaluation of the first-order term that determines the loss of fidelity. Simple expressions are given for this loss in terms of the angular spread of the signal laser beam, the pump-signal angle, the pump intensities, and the mutual fidelity of the two pump beams.

I. Introduction

The discovery of phase conjugation using stimulated Brillouin scattering in 19721 has led to numerous methods for nonlinear optical phase conjugation. Such methods include two-wave mixing, photon echoes, and four-wave mixing, each utilizing numerous material nonlinearities. These methods have varying applicability for practical applications, and various criteria have been devised for comparing such phase-conjugation techniques. Two obvious criteria are the quality (fidelity) and strength (reflectivity) of phase conjugation. A technique 2 discovered in the late 1970's that yields both high fidelity and high reflectivity utilizes the longitudinal acoustic resonance of Brillouin scattering, combined with four-wave mixing. This technique is known as Brillouin-enhanced four-wave mixing(BEFWM), or as hypersonic four-wave wavefront reversal in the Soviet literature. The technique has been further refined to reduce inherent instabilities that are often observed with high-reflectivity four-wave mixing.3 This technique is known as polarization-decoupled BEFWM. Questions arise as to the practical limitations of achieving both extremely high reflectivity4, extremely high fidelity, and stability for the conjugate wave. This question has been partially answered experimentally, as well as theoretically.3-15 However, it will be seen that none of the analyses specifically treat the case of interest, including transverse effects. These transverse effects are essential to understanding how the spatial similarity, i.e., the mutual fidelity, of the pump beams affects the four-wave mixing interaction. These transverse effects account for the so-called "phase mismatch" terms that define a limit to the fidelity of phase conjugation that can be achieved. This limit is given below by a relatively simple expression that is a straightforward generalization of the expressions obtained for phase conjugation fidelity using stimulated Brillouin scattering (SBS).6-7 We compare our results with those of other authors.15

The following approach expands the electric field into modes of the waveguide; in the case under consideration, a square waveguide is assumed. Within the waveguide a laser beam is propagating with a polarization parallel to two opposite sides of the square waveguide. A second wave is propagating in a direction opposite that of the first wave, and is polarized orthogonal to the first beam. Furthermore, as shown in Fig. 1., this second beam is formed by focussing the first wave into an SBS cell and is therefore phase conjugate to the first beam and frequency-shifted by the SBS frequency shift. The polarization of the second beam is made orthogonal to the first beam by using a quarter-wave plate. The orthogonal polarization of the two pump beams virtually eliminates the coupling between these two beams in the absence of a suitably-polarized signal beam, because of the scalar coupling associated with the longitudinal acoustic wave.18-19 In the following analysis we will analyze the case in which the signal beam is linearly polarized parallel to the second, Stokes-shifted, pump beam. There are obvious generalizations of this technique which would allow conjugation of the electric field polarization of the signal as well.

Several standard simplifying assumptions are made. First, it is assumed that the acoustic phonon is assumed to have reached a steady-state. Second, the electric fields vary slowly over an acoustic relaxation time and an optical transit time through the medium. Third, many modes are excited by the electric fields of each of the four waves. Fourth, depletion of the pump waves is negligible. Fifth, the Brillouin shift is considered negligible. Finally, the propagation of each of the four waves is paraxial. These assumptions, though numerous, are those commonly made in association with analyses of fidelity of stimulated scattering,15-17, and have been shown to be applicable in corresponding experiments.20-21 The following analytic approach is of special interest because of the difficulties associated with numerical modelling of counterpropagating wavefronts with two transverse dimensions, and with drawing useful conclusions from those results.

II. Basic Equations

The electric field at the optical frequency of the laser beam is

\[ E_L = \hat{e}_0 E_{L0} \exp \left( i\omega_L t - ik_{L0} z \right) + \hat{e}_1 E_{L1} \exp \left( i\omega_L - ik_{L0} z \right) \]  

where \( k_{L0}, k_{L1} \) are the optical wavenumbers of the pump laser beam, and the probe beam respectively, both of the same, unshifted
frequency $\omega_p$, and entering the waveguide at the same entrance. Thus $k_{L0} \cdot z > 0$, and $k_{L1} \cdot z > 0$. For a field consisting of multiple transverse modes, the vectors $k_{L0}, k_{L1}$ are along the central axes of the corresponding fields. When needed, the units of the electric field are chosen so that $E^2$ has units of $\text{MW/cm}^2$. Also the symbols $\hat{e}_i$ denote the unit vectors transverse to the propagation axis $z$, and satisfy

$$(\hat{e}_i \cdot \hat{e}_j = \delta_{ij})$$

(2)

The electric field at the Stokes frequency is

$$E_5 = \hat{e}_0 E_{S0} \exp \left( i \omega_S t + i k_{S0} \cdot z \right) + \hat{e}_1 E_{S1} \exp \left( i \omega_S t + i k_{S0} \cdot z \right)$$

(3)

Here $k_{S0}$ and $k_{S1}$ are the optical wavenumbers of the conjugate field, and the Stokes-shifted second pump beam, respectively. Both these fields are at the Stokes frequency $\omega_S = \omega_p - \omega_{BS} + \Delta \omega$, where $\omega_{BS}$ is the frequency of the acoustic phonon. These fields both propagate counter to the fields at the pump frequency, so that $k_{S1} \cdot z < 0$, and $k_{S0} \cdot z < 0$.

The (scalar) acoustic phonon, in the steady state, may be written as follows:

$$Q = \frac{\gamma}{\Gamma} E_L \cdot E_S^* \exp \left( i \omega_{BS} t - i (k_{L0} + k_{S0}) \cdot z \right) + \frac{\gamma}{\Gamma} E_{S1} \exp \left( i \omega_{BS} t - i (k_{L1} + k_{S1}) \cdot z \right)$$

(4)

The parameters of the above equations are as follows. $\gamma$ is equal to $\frac{i \kappa_0 \rho \eta}{2n^2}$; $\eta$ is the refraction index; and $g$ is the Stokes intensity gain, equal to $2 \gamma_0 \rho \Gamma \text{ (cm/MW)}$. Note $E_{S0}$ grows like the conjugate of field $E_{L1}$ in the minus-$z$ direction, provided that $E_{L0} E_{S1}$ is independent of spatial position. Furthermore, attributes of the conjugate wave $E_{S0}$ are also amplified, as seen from the first term of the right-hand side. The wavenumber mismatch is defined as follows:

$$\Delta k_{S0} = k_{L1} - k_{L0} + k_{S1} - k_{S0}$$

(6)

Note that

$$z \cdot \left( \Delta k_{S0} \right) = (1-\cos \theta) z n \omega_{BS} / c$$

(7)

In the above, $\theta$ is the central angle between the signal and the pump beams. The quantity in Eq.(7) is assumed negligibly small for most of the following results. This restricts the range of angles between the pump and probe beams for a given interaction length, or restricts the interaction length for a given range of angles between probe and pump.

Signal (probe) wave:

$$E_{L1} = \frac{\gamma_0}{\Gamma} E_{S1} Q \exp \left( -i \omega_{L1} t + i k_{L1} \cdot z \right)$$

(8)

where $\Delta k_{L1} = \Delta k_{S0}$. The pump beams are assumed unchanged.

Now in the above equations, one may introduce diffraction effects through an angle-dependent phase delay, equal to $z \frac{k^2}{2k_0}$. 
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where \( k = k_0 \), where \( \theta \) equals the angle of propagation of the partial wave relative to central axis of each wave. This may be done by substituting the following Fourier expansion for each of the four fields. So write, for any one of the fields \( L_0, L_1, S_0, S_1 \),

\[
E(x,z) = \sum_k E(k,z) \exp\left(ik \cdot x \pm \frac{k^2 z}{2ik_0}\right)
\]

where the + sign corresponds to \( L_0 \) and \( L_1 \) and the – sign corresponds to fields \( S_0 \) and \( S_1 \). Substituting these expressions into Eqs. (5), (8), and simplifying yields an equation for each component \( k \) of the conjugate wave. To simplify notation, make the following correspondence:

\[
\begin{align*}
E_{S_0} &\rightarrow S_0 \\
E_{S_1} &\rightarrow S_1 \\
E_{L_0} &\rightarrow P_0 \\
E_{L_1} &\rightarrow P_1
\end{align*}
\]

Now one may write the equations as follows (\( z \) is replaced by \( -z \) in what follows to retain common conventions):

\[
\begin{align*}
\partial_z S_0(k) &= \frac{g}{2(1-i\Delta\omega/T)} \sum_{k_1,k_2} P_0(k_1) S_0^*(k_1,k_2) S_0(k_2) \exp\left(\frac{iz}{ik_0} (k_2+k_1)(k_2-k)\right) \\
&\quad + P_0(k_1) P_1^*(k_2) S_1(k_1,k_2) \exp\left(\frac{iz}{ik_0} (k_2+k_1)(k_2-k_1)\right) \\
\partial_z P_1(k) &= \frac{g}{2(1+i\Delta\omega/T)} \sum_{k_1,k_2} S_1(k_1) S_0^*(k_1,k_2) P_0(k_2) \exp\left(\frac{iz}{ik_0} (k_2+k_1)(k_2-k)\right) \\
&\quad + S_1(k_1) S_0^*(k_2) P_0(k_1) \exp\left(\frac{iz}{ik_0} (k_2+k_1)(k_2-k_1)\right)
\end{align*}
\]

Similar equations result for the pump waves, which will be detailed in later efforts.

III. Zero-order Solutions

The above equations (10)-(11) for the evolution of the signal beam and the conjugate beam may be simplified using the mode approximation. Keeping only phase-matched terms, i.e., only those for which the argument of the exponential is zero, one obtains

\[
\begin{align*}
\partial_z S_0(k) &= \frac{g}{2(1-i\Delta\omega/T)} \left[ (P_0 S_0)^* P_0(k) + (P_0 S_1)^* P_1(k) + (P_0^* S_1) P_1(k) \right] \\
\partial_z P_1(k) &= \frac{g}{2(1+i\Delta\omega/T)} \left[ (P_1 S_1)^* P_1(k) + (P_0 S_1)^* S_0(k) + (S_1 S_0^*) P_0(k) \right]
\end{align*}
\]

where

\[
\begin{align*}
P_i S_j &= \sum_{k_1} P_i(k_1) S_j(k_1), \quad i=0,1, \quad j=0,1 \\
P_i P_j^* &= \sum_{k_1} P_i(k_1) P_j^*(k_1), \quad i=0,1, \quad j=0,1
\end{align*}
\]

and similarly for \( S_i S_j^* \). The Eqs. (12)-(13) are the zeroth-order equations in the mode-approximation, with undepleted four-wave mixing pump beams. It has been assumed that there are many modes, each with a small fraction of the total energy. Note that the first two terms of Eqs (12) and (13) would be present in a simple SBS geometry with a single polarization (state \( \hat{e}_0 \) for Eq.(12), \( \hat{e}_1 \) for Eq.(13)). The idea of BEFWM is to choose the spatial overlaps between the pump beams and the signal beam to be nearly zero:

\[
P_0^* P_1 = 0
\]
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Now as the conjugate beam $S_0$ "enters" the waveguide it is nearly zero, and is parametrically generated from the first and third terms of Eq.(14). Since it is nearly zero,

$$P_0 S_0 \ll P_0 S_1$$

Thus $S_0(k)$ is generated proportional to $P_1^*(-k)$ and not $P_0^*(-k)$, as may be deduced from Eq.(14). Thus it is evident that

$$P_0 S_0 = 0$$

should hold throughout the waveguide. Also, since the two pump beams are nearly conjugates of one another, $P_0$ is proportional to $S_0^*$, so from Eq.(17c) it follows that

$$S_0^* S_0 = 0$$

From Eqs.(12)-(15), one obtains the three-dimensional analog of the more familiar one-dimensional BEFWM equations. The key assumption is that the spatial overlap of the pump and signal beams must be nearly zero. This latter assumption is usually satisfied experimentally, and can be achieved by entering the waveguide with the unshifted pump beam and the signal beam at well-separated angles. On the other hand, the relative angle can't be too large or the gain is reduced. With the zero-spatial-overlap assumption, and with $A_{ks0}$ approximately zero, one obtains the following equations:

$$\partial_z S_0(k) = -\frac{D}{2} I_{I_0} P_0(k) S_0(k) + \left( P_0^* S_1 \right) P_1^*(-k)$$

$$\partial_z P_1^*(-k) = \frac{D}{2} I_{I_0} P_1^*(-k) + \left( P_0 S_1 \right)^* S_0(k)$$

Note that $k$ is changed to $-k$ in Eq.(17), and the same equation is also complex-conjugated. Let $g_1 = g/(1-i\Delta\omega)$ for simplicity of notation.

Continuing with the zero-order solution, Eqs. (16) and (17) yield expressions for $A_\pm$, with eigenvalues $\lambda_+$ and $\lambda_-$, for which $\lambda_+ > \lambda_-$.

$$A_+ + A_- = \left[ H_{p_0 T} \right]^{1/2} e^{i\theta} P_0^*(-k)$$

$$B_+ = B_+ \left( \lambda_+ - g_1 S_1 \right) \left( \lambda_- - g_1 S_1 \right) \exp(\lambda_+ L)$$

Eqs. (16) and (17) yield expressions for $B_\pm$:

$$B_+ = B_+ \left( \lambda_+ - g_1 S_1 \right) \left( \lambda_- - g_1 S_1 \right) \exp(\lambda_+ L)$$

Note that this zero-order result gives the Stokes wave as phase conjugate to the probe; and the probe retains its wavefront:

$$P_1(-k,z) = g^*(z) P_1(-k,0) = g^*(z) P_1^*(-k)$$

Substitution of Eqs. (18) and (19) respectively yield the expressions for the probe and conjugate wave as a function of $z$. To reiterate, this result implies that the Stokes wave with polarization $\tilde{z}_0$ conjugates the probe wave of polarization $\tilde{z}_1$, under the assumptions of no pump depletion, no competing nonlinear effects, the mode approximation with many modes, and spatially orthogonal signal and probe beams.

Based on the above solutions, the reflectivity may be written as follows:

$$\partial_z S_0(k) = f(z) P_1^*(k)$$
where $\Delta \lambda = 2g_1(l_{St}/l_{po})\Delta H_p$, and where $\Delta H_p = 1-H_p$. In the limit of perfect mutual pump fidelity this expression duplicates the one-dimensional result of other authors.\textsuperscript{20} This expression shows explicitly how the reflectivity depends on the mutual pump fidelity $H_p$, the off-resonant gain coefficient $g_1$, the gain $G=6_1l_{po}L$, and the pump intensity ratio $r = l_{po}/l_{St}$. As examples of this calculation, we consider the case of perfect mutual fidelity, and show the reflectivity, maximized over frequency offset, in Figures 2-4. In Fig. 2, for which the gain-length product $G=6_1l_{po}L=4$, for varying values of pump intensity ratio $r$. The theoretical reflectivity peaks at about 12 in this case. As the gain-length product is progressively increased to 5 and 6 for Figs. 3 and 4, respectively. The obvious result is an increase in reflectivity, uniformly over the range of pump intensity ratios $r$. Interestingly, the peak of these curves all lie near the same value $r$. The reflectivity profile as a function of frequency for the maximum-reflectivity points of these two last curves is shown in Figs. 5 and 6. It is seen that the higher gain, higher reflectivity case has a much sharper, off-resonant, spectral profile. This implies that the higher reflectivity is sensitive to the details of the laser and signal spectral profiles. A somewhat reduced sensitivity is obtained by increasing the pump intensity ratio $r$ to 200, as shown in Fig. 7. This case corresponds to a very small Stokes-shifted pump, and in this case control of polarization and stray light is very important to satisfy the condition (15c) above; failure to accomplish this would result in a loss of reflectivity, or fidelity, as may be seen from Eqs.(12)-(13). Current technology might support pump ratios as high as 200. Finally, it should be noted that for gain-length products higher than 7, the denominator of the right-hand side of Eq. (32) may become zero for larger frequency offsets, leading to self-oscillation at one or more frequencies and pump depletion; the latter invalidates our analysis for those cases.

IV. First Order Solution

With the zeroth-order results, one may now proceed to the first-order calculation. This is done by substituting the expressions (20) into Eqs. (10) and (11) to obtain estimates of the distortions introduced by phase mis-match terms. The sums for the distortions then exclude the phase-matched terms. Following this outline, write the following:

$$S_0(k,z) = A_0(z) S_0^{(0)}(k,z) + A_1(k,z), \quad (22)$$

$$P_1(k,z) = B_0(z) P_1^{(0)}(k,z) + B_1(k,z) \quad (23)$$

Where $S_0^{(0)}$ and $P_1^{(0)}$ are the solutions of the phase-matched equations, given by Eqs.(16)-(21). $A_0(z) S_0^{(0)}$ and $B_0(z) P_1^{(0)}$ are the zero-order solutions, assumed proportional to $P_{10}^*(k)$ and $P_{10}(k)$, respectively. The last terms in Eqs. (22)-(23), $A_1(k,z)$ and $B_1(k,z)$, are first-order corrections, assumed to be both orthogonal and small compared to the zero-order solution; hence non-conjugate to the probe beam.

Here, $j_0(k_1) = (\theta_A/\theta_{po})^2/\pi$, and $j_1(k_1) = (\theta_A/\theta_{po})^2/\pi$. Here $\theta_A$ denotes the waveguide mode spacing, $\theta_{po}$ is the angular radius of the pump beam, and $\theta_{po}$ is the angular radius of the signal beam. Note that these expressions assume a band-limited uniform energy distribution among the transverse modes; model calculations have shown that this is not a critical assumption for the related SBS problem and the scaling remains the same.\textsuperscript{16,17} After much algebra, one finds the following result for the spectrum of distortions:

$$\langle |A_1(k)|^2 \rangle = \left| g_1 \right|^2 l_{po}^2 l_{po} l_{po}^{-1} A_0^2 \sum_{j_0(j_1)} j_0(k_1) \left[ \left( (H_p^2 l_{po}/l_{St}) l_1 k_1 + \lambda x^2 \right) \sum_{j_1(k_2)} + \frac{\lambda x^2}{(k_2 + k_1 + k_2 - k_2)^2} \right] + O(1/N) \quad (24)$$

where $N$ is the number of modes excited by the probe beam. Eq. (24) represents the major result of this calculation; it is the transverse spectrum of non-conjugate power. Summing over $k$ gives the total non-conjugate power, and this should be normalized by the conjugate Stokes output power, which is given by the following in the large-gain limit

$$I_{St} = \Sigma l S_0(k,L)^2 l A_0^2 \sum_{j_0(k_1)} \left( \frac{H_p l_{po}}{l_{St}} \right) l_{po} l_{po} l_{po}^{-1} A_0^2 \quad (25)$$

Now, using the expression for $\lambda_+$ in Eq. (24), one finds that the fidelity depends on the frequency offset. As the interaction moves off resonance, $\text{Im}(\lambda_+)$ increases, and by inspection of the denominator of Eq.(24), one finds that the more mismatch terms contribute and the fidelity is reduced even further. The near-resonant case is simpler to analyze and corresponds to many cases of interest. Thus it
will be assumed that a near-resonant interaction ($\Delta \omega \ll \Gamma$) applies in the following.

$$R = \sum_k \left( I_{Al}(k,L)^2 \right)^2 \Sigma \left( S_0(k,L)^2 \right)^2 = u \sum_{k,k_1,k_2} j_0(k_1) j_0(k_1-k_2) \left( j_1(k_2) + ia_1^2 j_1(-k_2) \right) \left[ 1 + \frac{(k_2+k_1)(k_2-k_1)^2}{|j_0|P_0|k_0|} \right]$$

(26)

where we have factored out $\lambda^2$, and kept terms of order $\Delta H_p$, and where

$$u = \frac{(H_p|P_0|S_0)}{(1 + \Delta H_p|S_1|)^2}$$

(27)

$$a_1^2 = |a_1|^2 P_0 S_0 = (S_1|P_0)^2$$

(28)

$$1 - H = 1 - \frac{1}{1 + R}$$

(29)

where $H$ is the fidelity loss of the conjugate beam with respect to the signal beam. Now to evaluate this expression, use the Zel'dovich approximation\textsuperscript{16}, for which many modes are excited and thus that the fidelity loss is small. Near-zero phase mismatch terms comprise the contribution to fidelity loss, as shown in Fig. 8. Let $\theta = k_0/\theta$ be the propagation angle corresponding to the transverse mode with Fourier component $k$. The angular separation between the pump beam and the signal beam is roughly $\theta_{LB}$ as shown. This separation should be much greater than the spread of either beam since we are assuming that the two beams are non-overlapping in angle. Thus, as shown, $|k_2 + k_1| = |k_1 \pm k| = k_0 \theta_{LB}$. Also $k_2 \cdot k = k_0 \Delta \theta_2$, which is less than $2k_0 \theta_{L1}$ in magnitude. Hence

$$1 - H = \sum \left| j_0(k_1) j_0(k_1 + k_0 \Delta \theta_2) \left[ j_1(-k_2) + ia_1^2 j_1(k_2) \right] \right| = 1$$

(30)

So $\frac{k_0}{g_{LP}} \cos \phi \Delta \theta_2 \theta_{LB} < 1$, where $\phi = \angle$ between $\Delta \theta_2$ and $\theta_{LB}$. To make the integration easier, change variables from $\phi$ to $\phi_1 = \frac{\pi}{2} - \phi$. Then one has the following:

$$\cos \phi = \sin \phi_1$$

(31a)

$$|\phi_1| - |\sin \phi_1| = \frac{g_{LP}}{k_0 \theta_{LB} \Delta \theta_2}$$

(31b)

Summing over $\phi_1$, assuming $g_{LP} k_0 \theta_{LB} \theta_{P1} < \theta_{P1}$, and $\theta_{P0} < \theta_{P1}$ for typical cases of interest, one finds that

$$1 - H = \frac{ug_{LP}}{k_0 \theta_{LB} \theta_A} \sum \left| j_0(\theta_1) j_0(\theta_1 + \Delta \theta_2) \left[ j_1(-\theta_2) + ia_1^2 j_1(\theta_2) \right] \right|$$

(32)

Next, summing over $\theta_1$ and $\theta_2$,

$$1 - H = \frac{ug_{LP} (1 + |a_1|^2)}{\pi k_0 \theta_{LB} \theta_A} \sum \frac{1 - \Delta \theta_2/\theta_{P0}}{\Delta \theta_2^2}$$

(33)

Finally, sum over $|\Delta \theta_2|$, remembering to include $|\Delta \theta_2|$ weighting in radial co-ordinates. Note that the bound on $\Delta \theta_2$ is set by the minimum of the signal beam divergence $\theta_{P1}$ (by definition) and the pump laser divergence $\theta_{P0}$ (because it is in the argument of $j_0$); the latter is assumed less as mentioned above. Thus one sums over $\theta_{P0}/\theta_A$ discrete waveguide modes, and finds

$$1 - H = \frac{C \cdot g_{LP} (1 + |a_1|^2)}{k_0 \theta_{LB} \theta_{P0}}$$

(34)
where $C$ is a constant that depends on the shapes of the mode distribution of the pump and signal, and is approximately equal to $1/2\pi$. The above result (34) is the concluding result of this section; it gives a simple lower-bound estimate for the fidelity loss for the higher-gain ($G>3\ln(R)$), higher-reflectivity ($R>10$) limit, in which many modes are occupied. This answer shows a dependence similar to that given by Hellwarth\textsuperscript{15} for degenerate four-wave mixing in waveguides from the phase mismatch terms, in that the fidelity loss is inversely proportional to $\theta_p$, the pump beam divergence. This result represents a generalization of Zel'dovich's result for SBS and shows that the fidelity may be much improved with polarization-decoupled Brillouin-enhanced four-wave mixing, by increasing the pump-signal angle. Also from (34), in this regime it is seen that the fidelity loss is less strongly dependent on the mode structure of the signal beam, unlike SBS. Note that in this approximation the pump mutual fidelity $H_p$ does affect the conjugation fidelity, through the factor $u$, but only a weak dependence is found for $H_p$ not too small. Finally, it should be emphasized that this result applies for somewhat specialized cases of interest - given the variety of assumptions made above, there are undoubtedly many other possible regimes for which the expression for the fidelity loss differs from that given above, and for which the above approach is not relevant or not applicable.

IV. Conclusions

The technique of polarization-decoupled Brillouin-enhanced four-wave mixing for waveguide geometries has been analyzed using a perturbation expansion about the mode-matched solution. The mode-matched solution that constitutes the zero-order result yields the familiar equations for BEFWM\textsuperscript{10,20}, under the assumptions of spatially orthogonal pump and signal beams, and perfect pump mutual fidelity ($H_p=1$). These zero-order equations also obtain the more general dependence on the pump mutual fidelity, as well as the forward-backward pump ratio $1/l_p \sqrt{l_s}$, and the frequency offset $\Delta\omega/\Gamma$. Some sample results are shown, which agree with those of other authors.\textsuperscript{10,20} Based on simple criteria involving pump laser frequency stability, noise insensitivity, and polarization quality, practical systems will yield a high-reflectivity, stable, conjugate beam when the total gain is less than six, and the forward-backward pump ratio is less than 200, yielding reflectivities on the order of several hundred.\textsuperscript{13} Higher reflectivities have been achieved in various versions of BEFWM, however, in carefully controlled laboratory situations.\textsuperscript{12,13} The first-order equations yield the nonconjugate fraction and the fidelity loss. The final result assumes a uniform distribution of energy within an angular band of transverse modes, and a higher-gain, higher-reflectivity regime. Based on similar calculations for SBS, it is reasonable to conclude that the result is not extremely sensitive to the shape of the mode distribution, although it may be somewhat sensitive to the angular spacing of the excited modes. It is found that the fidelity loss is inversely proportional to the pump beam divergence. The fidelity loss is also inversely proportional to the angular separation between the pump and signal. The result for fidelity loss may be summarized as being proportional to the $e$-folding gain length, and the square root of the Rayleigh ranges of the pump beam grating and the pump-signal spacing. The result for fidelity loss has the same dependence on pump beam divergence as given by Hellwarth\textsuperscript{15} for the phase-mismatch terms. It is found that the mutual pump fidelity, i.e., the overlap of the two pump beams, affects the reflectivity more than the fidelity, in the regime for which the approximations apply.

On the other hand, no experimental study addresses the fidelity loss issue for BEFWM, to the best of my knowledge - only SBS measurements are available at this time. Such an experiment might require relatively sensitive measurements of the fidelity for BEFWM, but might be very relevant for applications of phase conjugation requiring either near-perfect fidelity, or high reflectivities. In summary, we have determined theoretical nonlinear-optical limitations for reflectivity and fidelity for a particular method of phase conjugation, and for a particular regime of interest.

This work was supported by NERA internal research and development funds.
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Figure 1. Schematic of polarization-decoupled Brillouin-enhanced four-wave mixing in a waveguide geometry. The two fields at the pump laser wavelength enter the left side, with orthogonal polarizations. The two Stokes-shifted beams travel in the opposite direction and are also mutually orthogonal.

Figure 2. Reflectivity $R$ versus forward-backward pump intensity ratio for a gain-length product $G$ of 4; each point is the maximum of the spectral reflectivity profile.

Figure 3. Reflectivity $R$ versus forward-backward pump intensity ratio for a gain-length product $G$ of 3; each point is the maximum of the spectral reflectivity profile.

Figure 4. Reflectivity $R$ versus forward-backward pump intensity ratio for a gain-length product $G$ of 6; each point is the maximum of the spectral reflectivity profile.

Figure 5. Spectral reflectivity profile versus $m = 	ext{abs}^2$, for the peak reflectivity of the curve shown in Fig.3, for which $G = 3$ and $t = 15$. 
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Figure 6. Spectral reflectivity profile versus \( n = \text{diff}^{2} \), for the peak reflectivity of the curve shown in Fig. 3, for which \( \sigma = 6 \) and \( x = 23 \).

Figure 7. Spectral reflectivity profile versus \( n = \text{diff}^{2} \), for the peak reflectivity of the curve shown in Fig. 3, for which \( \sigma = 6 \) and \( x = 200 \).

Figure 8. Schematic of angular separation of pump and signal beams, definitions of relevant variables.
COHERENT TWO-PHOTON EXCITATION OF ALKALI METAL VAPORS

M. T. Jacoby, D. G. Harris, J. A. Goldstone, J. Stone and R. Whitley

Rockwell International-Rocketdyne Division
Canoga Park, California 91303

Abstract

Na vapor was excited by two narrowband, counter-propagating cw dye lasers operating near the 3S-3P and 3P-4D transitions. Fluorescence from the 4P-3S transition was monitored as a function of small pump detunings from the Na transition frequencies for given intensities. Initial results are in qualitative agreement with the predictions of the Frequency Adding Media (FAME) theory.

Introduction

It has been predicted that, under appropriate conditions, it should be possible to create large population inversions in multi-level quantum systems through coherent, near-resonantly enhanced, multiple photon pumping [1-3]. When these inversions occur between nonadjacent levels it becomes possible to create a frequency up-converting laser-pumped laser. The process by which these population inversions are created has been dubbed FAME, which is an acronym for Frequency Adding Media. Figure 1 displays the traditional four-level and photon cascade pumping schemes. By comparison, Figure 2 indicates the coherent FAME pumping scheme we wish to utilize.

The work reported here represents the first step toward experimental demonstration of the sometimes counter-intuitive predictions of the theory described in [1-3] and will hopefully lead to a demonstration of coherent, multiple photon pumping of a frequency up-converting laser. Sodium vapor has been chosen for the first set of experiments for a variety of reasons: (1) the Einstein A coefficients in Sodium are appropriate for creation of a 4P-3S population inversion [see Figure 3], (2) the required pump wavelengths (589 nm and 569 nm) and intensities are within the range of current cw dye lasers, (3) the potential lasing transition (4P-3S) is at 330 nm in the near UV where good reflective optics and detectors are available, and (4) the required Na densities are easily obtained using conventional heatpipe technology. However, the lower level of the lasing transition is also the ground state of the atom. Our theory predicts that even under this condition we should still be able to create large population inversions in Sodium. We have identified a number of other candidate gain media which we believe should lase in the IR, visible and vacuum UV.

The principal results reported here are the comparison of theoretical predictions and experimental measurements of the intensity of 330 nm fluorescence as a function of one and two photon pump detunings. The initial experimental measurements demonstrate good qualitative agreement with predictions and also provide us with optimization conditions for the small signal gain experiments which are planned.

Experimental Apparatus

The experimental layout for the initial Na fluorescence and ionization measurements is shown in Figure 4. Coherent 699-29 Autoscan Dye Lasers operating with Rhodamine 6G dye provide the visible pump sources at 569 nm and 589 nm. The radiation from the dye lasers entered a heatpipe cell in counter-propagating directions to reduce the Doppler broadening of the atomic transitions.

The lasers, which had a linewidth of less than 1 MHz and an absolute wavelength accuracy of plus or minus 200 MHz, could be scanned in steps as small as 1 MHz. When carefully calibrated with an I₂ cell, the absolute wavelength can be plus or minus 60 MHz. A commercial wavemeter (Burleigh WA-20) provided a nominal check on wavelength during data acquisition. The half-wave retarder, lens and polarizing beamsplitter enabled control of the pump lasers' optical densities and consequently the Rabi frequencies.
Na metal of 99.99 percent purity is heated with 99.9999 percent pure He buffer gas in a heatpipe, with an interaction length of 10 cm, to produce the FAME vapor medium. A 0.0625 inch diameter tungsten wire mounted on a BNC post inside the heatpipe is used to collect ions. The 330 nm fluorescence is detected through a Corning GS7-54-1 filter (T = 85% at 300 nm) by a one-third meter spectrometer with a 2400 1/mm grating blazed at 250 nm and a 1P28 photomultiplier tube. Although shown in the schematic, the IR detectors have not yet been integrated into the experiments.

The data acquisition process is under the control of an IBM PC/AT. It sets the wavelengths of the two dye lasers and then scans the frequency of the dye laser operating near 569 nm as the 330 nm fluorescence is monitored. The process is repeated as the lasers are detuned from the starting wavelengths in steps of typically 10Ghz. In this manner a three-dimensional profile of fluorescence intensity versus detunings of the excitation lasers is generated.

Results

A typical excitation spectra is shown in Figure 5. Although the spectra consists of Na 4P-3S fluorescence (330 nm), its structure is attributed to the 4 possible excitation pathways from the two 3S hyperfine structure ground states (F=1,2) to the 4D and 4D5/2 fine structure states.

A series of twenty-one spectra comprise the three-dimensional detuning space plot shown in Figure 6a. Here, the signal from the 4-D5/2 -3S(F=2) "transition" (line one in Figure 5) is plotted as both pumps are detuned in steps of 1 GHz about their respective Na transition frequencies, and the 569 nm pump is scanned over an interval of 2 GHz in 10 MHz steps. "One Photon Detuning" denotes detuning of the 589 nm pump from the Na [3S(F=2) - 3P] transition frequency. "Two Photon Detuning" denotes the detuning of the combined 589 nm and 569 nm pumps from the Na [3S(F=2) - 4D5/2] transition frequency. The angular Rabi frequencies of the 589 nm and 569 nm pumps were 1.35 Grad/sec and 0.55 Grad/sec for Q589/Q569 = 2.5. The Na atom density was approximately 2 x 10^12/cc.

The theoretical three-dimensional plot shown in Figure 6b was generated with Doppler broadening taken into account and Q589/Q569 = 3. Note the difference in scale is such that the theoretical plot only covers the central portion of the experimental plot. Comparing the two plots, we see their general appearance is quite similar. In particular, both show the skew about the "two photon detuning" axis zero, which is caused by the mismatch in frequency of the two pumps.

Conclusions and Future Work

Results have been presented in qualitative agreement with the predictions of the FAME theory. Experiments are underway to provide more quantitative and incontrovertible confirmation of the theory. For example, the "double ridge" fluorescence distributions shown in Figures 7a and 7b are predicted for Rabi frequency ratios Q589/Q569 = 1/3 and 1/9.

The fluorescence studies enable the optimization of the pumping parameters. Small signal gain measurements will be made once they are optimized. Lasing of the Na system at 330 nm will then hopefully follow.
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Figure 1. Standard laser pumping scheme.

Figure 2. FAME laser pumping scheme.
Figure 3. Na system used for initial FAME verification experiments.

Figure 4. Experimental schematic for FAME fluorescence and ionization measurements.
Figure 5. A typical Na excitation spectra with rationale for the structure seen.

Figure 6a. Experimental results for $\Omega 589/\Omega 569 = 2.5$

Figure 6b. FAME theoretical prediction for $\Omega 589/\Omega 569 = 3.0$
Figure 7a. PAME "double ridge" theoretical prediction for $\Omega_{589}/\Omega_{569} = 1/3$

Figure 7b. PAME "double ridge" theoretical prediction for $\Omega_{589}/\Omega_{569} = 1/9$
EFFECT OF ATOMIC STATE COHERENCE ON THREE-LEVEL DYNAMICS

D.A. Cardimona, M.P. Sharma, and M.A. Ortega
Air Force Center for Nonlinear Optics
Quantum Optics Branch
WL/AROM
Kirtland AFB, NM 87117-6008

Abstract

For a three-level atom with two excited states each dipole-coupled to a common ground state, we have found a particular linear combination of the atomic states which will not experience Rabi oscillations and their associated collapses and revivals. If the atom is initially prepared in this combination state, the atomic population will be coherently trapped there, and the dynamical behavior will be constant in time.

Introduction

The well-known Jaynes-Cummings model for light-matter interactions in which a single two-level atom interacts with a single-mode radiation field is a very popular theoretical model. It is simple enough to yield many analytic results while still retaining a great deal of interesting quantum features of atom-field interactions such as the collapse and revival of the Rabi oscillations in the atomic inversion. Recent experiments have made the Jaynes-Cummings model and its generalizations of much more than academic importance. The quantum collapse and revival for a single atom interacting with a single radiation mode has actually been observed.

In this paper we investigate the dynamics of the interaction between a single mode radiation field and a three-level atom in the "V-configuration" (two excited states each dipole-coupled to a common ground state). To conveniently display the dynamical dependence on the average photon number and the photon number uncertainty, we use an artificial Lorentzian probability distribution for the photons in the quantized field. Use of this artificial photon distribution instead of a more experimentally obtainable one such as the Poissonian or Binomial distributions in no way alters the conclusions we arrive at in this work. It is merely a convenience. In the general case, we find the expected collapses and revivals of the Rabi oscillations. However, we have found that if the atom is prepared in a special way, the Rabi oscillations in the atomic population and their accompanying collapses and revivals diminish in strength and in some instances totally disappear. The special preparation involves populating the atomic states in a particular combination of amplitudes. Essentially what must be done is prepare the atom in the particular linear combination of atomic states in which the population will be coherently trapped. Population trapping should be possible in any system in which there are two or more transition channels that can coherently interfere.

Consider a three-level atom with ground state \( |g> \) and two closely-spaced excited states \( |1> \) and \( |2> \) each coupled to \( |g> \) by dipole moments \( d_1 \) and \( d_2 \). In the Schrodinger picture, the time-dependent wavefunction is

\[
|\psi(t)\rangle = \sqrt{F_n} \exp\left(-i(n\omega+\omega_g)t\right) [b_{g1}(t)|n,g> + b_{1g}(t)e^{i\Delta t}|n-1,1> + b_{2g}(t)e^{-i\Delta t}|n-1,2>] \tag{1}
\]

with \( F_n \) the photon statistical distribution, \( \Delta = \omega - (\omega_1 - \omega_g) = \omega - \omega_{1g} \), \( \Delta_2 = \omega_2 - \omega_1 - \Delta = \omega_{21} - \Delta \), and \( |n,i> \) is shorthand notation for the non-interacting atom/field product state \( |n> |i> \) in which the field has \( n_1 \) photons and the atom is in state \( i > \). In the rotating wave approximation, Schrodinger's equation leads to

\[
\frac{db_{g1}}{dt} = \frac{1}{2} \left[ \Omega_{1n} b_{1g}e^{i\Delta t} + \Omega_{2n} b_{2g}e^{-i\Delta_2 t} \right] \tag{2a}
\]
\[ \frac{db_{1n}}{dt} e^{i\omega t} = -\frac{1}{2} \Omega_{1n}^{*} b_{g1} \]
\[ \frac{db_{2n}}{dt} e^{-i\Delta t} = -\frac{1}{2} \Omega_{2n}^{*} b_{g2} , \]

where the Rabi frequencies are given by
\[ \Omega_{jn} = g_j \sqrt{n} , \]
with \( g_j \propto d_j \).

For a general three-level problem, there will be three oscillation frequencies (dressed-state energies of the interacting atom / field system) possible (for a given \( n \)). If we tune the applied field to a special frequency between the two excited states such that
\[ \Delta = \frac{\omega_2}{2} \frac{g_1^2}{g_1^2 + g_2^2} \]
then one of these frequencies will be zero. In this case, the resulting Stark shifts of the dressed-states are
\[ \mu = \lambda_0, \pm n = 0, \omega_2 \frac{2}{g_1} \frac{2}{g_2} \frac{\Omega_1}{g_1} \frac{\Omega_2}{g_2} \]
\[ \lambda_{\mu} = \lambda_0, \pm n = 0, \omega_2 \frac{2}{g_1} \frac{2}{g_2} \frac{\Omega_1}{g_1} \frac{\Omega_2}{g_2} \]

With the Laplace transform of \( b_{g1}(t) \) given by \( B_{g1}(\lambda) \), the time-dependent atomic state amplitudes are given by
\[ b_{kn}(t) = \sum_{m=0}^{\pm \infty} \frac{\lambda_{\mu}}{\lambda_{\mu} \pm \lambda_{\mu}} B_{kn}(\lambda(\lambda + \lambda_{\mu})) \exp(-\frac{i}{2} \mu_{\mu} t) \]
\[ \lambda_{\mu} = \lambda_0, \pm n = 0, \omega_2 \frac{2}{g_1} \frac{2}{g_2} \frac{\Omega_1}{g_1} \frac{\Omega_2}{g_2} \]

and the probability of being in state \( |k\rangle \) at time \( t \) is
\[ P_k(t) = \sum_n F_n |b_{kn}(t)|^2 \]
\[ = \sum_n F_n \left[ \frac{\lambda_{\mu}}{\lambda_{\mu} \pm \lambda_{\mu}} B_{kn}(\lambda(\lambda + \lambda_{\mu})) e^{-\frac{i}{2} \mu_{\mu} t} + \frac{\lambda_{\mu}}{\lambda_{\mu} - \lambda_{\mu}} B_{kn}(\lambda(\lambda + \lambda_{\mu})) e^{-\frac{i}{2} \mu_{\mu} t} \right] . \]

The presence of the time-independent first term (i.e., zero oscillation frequency) is due to the special tuning condition stated above. For the sake of convenience in varying the mean and the variance in the number of photons, we utilize a Lorentzian photon probability distribution
\[ F_n = \frac{1}{(n-\bar{n})^2 + \Gamma^2} , \]
where \( \bar{n} \) is the mean photon number and \( \Gamma \) is the half width at half max for the photon distribution.

In Fig. (1) we prepare the atom initially with equal amplitudes in each state \((b_{g0} = b_{10} = b_{20} = 1/\sqrt{3})\), we set the two dipole transition strengths equal to each other \((g_1 = g_2 = 1)\) and the excited state separation equal to 1 arbitrary frequency unit \((\omega_2 = 1)\), and we let \( \bar{n} = 25 \). In this case the laser detuning \( \Delta \) turns out to be 1/2 a frequency unit. In Fig. (1a), \( \Gamma = 5 \) and we see
the expected collapses and revivals for the ground state population $P_g(t)$. For Fig. (1b) the parameters are the same except that $\Gamma=0.01$. Here the photon distribution acts like a $\delta$-function centered at $n=25$. In this case the field is acting classically and we see the expected Rabi oscillations of $P_g(t)$ with no collapse and revival exhibited.

The parameters for Fig. (2) are the same as in Fig. (1), including having the atom initially prepared with equal populations in each state, however now the excited state amplitudes are $180^\circ$ out-of-phase ($b_{g0}=b_{10}=-b_{20}=1/\sqrt{3}$). Here we notice population being trapped to a certain extent in the excited states due to the coherent interference between the two dipole transitions. If the photon distribution width were reduced to 0.01, we would again see the trapping and classical Rabi oscillations.
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**Fig. 1:** The ground state population $P_g(t)$ with the atom initially prepared with equal amplitudes, ($b_{g0}=b_{10}=b_{20}=1/\sqrt{3}$), and with $g_1=g_2=1$, $n=25$, and in (a) $\Gamma=5$ and in (b) $\Gamma=0.01$.

We can see this coherent trapping to an even greater extent if we initially prepare the atom with half the population in each excited state, but again $180^\circ$ out-of-phase ($b_{g0}=b_{10}=-b_{20}=1/\sqrt{2}$). This can be seen in Fig. (3), where all parameters are the same as in the previous figures except for the atomic state amplitudes. Note, however, that even when the trapping is nearly complete, the collapse and revival phenomena are quite apparent.
As can be seen from Figs. (1-3), the Rabi oscillations and their collapses and revivals when the photon distribution is relatively broad appear to be very ordinary in their behavior. However, the coherent trapping of the atomic population in the excited states leads to a very intriguing question. Is it possible to totally eliminate the time dependence of the atomic state populations? We will investigate this possibility next.

![Figure 2](image1.png)

Fig. 2: Everything is the same here as in Fig. (1a) except that the initial amplitudes are $b_{g0}=b_{10}=-b_{20}=1/\sqrt{3}$

![Figure 3](image2.png)

Fig. 3: Everything is the same here as in Fig. (1a) except that the initial amplitudes are $b_{g0}=0$ and $b_{10}=-b_{20}=1/\sqrt{2}$.

**Turning off the time dependence**

In the last section we found that coherent trapping of the atomic population led to a decrease in the time-dependent Rabi oscillations and their associated collapses and revivals. In this section we will find a better set of trapping amplitudes which will shut off the Rabi oscillations more efficiently. From Eq. (6) we see that in order to make $P_g(t)$ a constant in time we need $b_{gn}(t)$ to be constant in time. This requires
Performing the algebra to find \( B_{kn}(\lambda) \) and substituting it and \( \lambda_{\pm n} \) from Eq. (4) into this yields two equations which upon further manipulation simplify to

\[
\begin{align*}
&b_{10} \Omega_{1n} + b_{20} \Omega_{2n} = 0 \quad \text{(9a)} \\
&-2 \omega_2 \Omega_{1n} b_{10} = i (|\Omega_{1n}|^2 + |\Omega_{2n}|^2) b_{g0}. \quad \text{(9b)}
\end{align*}
\]

These equations, along with conservation of population, will yield the special initial conditions required to produce the time-independent dynamics we are interested in. To be specific, we will evaluate these special amplitudes at \( n = \bar{n} \).

Fig. 4: Everything is the same here as in Fig. (1) except that the atom is initially prepared with the special amplitudes given by Eqs. (9), \( b_{g0} = 0.14, b_{10} = -b_{20} = -0.70 \).
We will now utilize these special amplitudes with the parameters of Figs. (1)-(3). Corresponding to Fig. (1) with \( \omega_{21}=1 \) unit, \( g_1=g_2=1 \) unit, and \( n=25 \), we use Eqs. (9) to find \( b_{10}=0.14, b_{20}=-0.70 \) and then plot \( P_g(t) \) in Fig. (4). As expected with these special amplitudes, the quantum interference between the two transitions results in very substantial population trapping in the excited states. The sum \( P_1+P_2 = 1-P_g \) starts at \( 2(0.7)^2 = 0.98 \) and remains there as long as the applied field is on. The small time-dependent ripple in Fig. (4a) is due to the fact that these special amplitudes make the populations time-independent only for \( n=25 \). Since we have allowed a substantial width to exist in the photon distribution (\( \Gamma = 5 \)), the sum over \( n \) will lead to a non-perfect time-independence. Note that the \( \pm 1/ \sqrt{2} \approx 0.707 \) chosen for \( b_{10} \) and \( b_{20} \) in Fig. (3) is very close to these special amplitude values. This explains the relatively efficient trapping that occurred in that case. The time-dependent wiggles disappear when the photon width is reduced to .01 in Fig. (4b). In this case, the only photon number of any significance is \( n \), just that number for which the special amplitudes were calculated.

Discussion

We have investigated the population dynamics of a three-level atom in the "V-configuration" interacting with a quantized field having a Lorentzian photon distribution. The Lorentzian distribution is used merely as a convenience so that the photon mean and variance can be easily changed. In the general case, a \( \delta \)-function-like distribution results in normal Rabi oscillations and a broad photon distribution provides the expected collapses and revivals of these Rabi oscillations.

We have found a set of initial atomic state amplitudes for which the usual time-dependent oscillations, collapses, and revivals vanish. Preparing the atom initially in this special way forces the atomic population to remain coherently trapped in this configuration. The dressed-state energy of this particular linear combination of bare-atom states is zero, so that \( e^{iEt} = 1 \) and the population remains constant in time - as long as the applied field remains on.

Preparing the atom initially in the special amplitude configuration described above may be quite tricky. Therefore, it would be nice to find an easy way to set up the correct atomic amplitudes. It appears that the linear combination of bare-atom states that we have found is a dressed-state that is decoupled from all field modes. If this is indeed the case, then allowing spontaneous emission into our problem should eliminate the initial preparation step in the following way. No matter how the atom is initially prepared, spontaneous decay will redistribute the atomic-state amplitudes into our desired configuration. Population will decay out of all other configurations into the special one, and then remain there as it is decoupled from the spontaneous field modes. This is now under investigation.
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THREE-PHOTON POPULATION DYNAMICS OF A FOUR-LEVEL ATOM INCLUDING A LOSS MECHANISM

D.A. Cardimona and M.P. Sharma
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Abstract

The population dynamics of a four-level atom, with decay from the highest level, interacting with three arbitrarily intense laser fields is studied. In a previous paper [M. P. Sharma and J. A. Roversi, Phys. Rev. A 29, 3264 (1984)], this four-level system was investigated with no decay included. In the present work we have included decay out of the highest level and found that the dynamics are altered dramatically. We do not find conditions under which population is transferred efficiently into the highest level. In fact, we find that the ground state population decays out of the system at a substantially reduced rate. We have introduced a two-level model that explains this reduced decay rate.

Introduction

The excitation of multilevel systems by laser fields has been studied extensively by various researchers in the last several years. Knowledge of the population dynamics and its variation with system parameters is crucial to the topics of present-day experimental interest such as ionization, dissociation, or selective isotope separation from the excited state. Sharma and Roversi [in Phys. Rev. A 29, 3264 (1984)] studied the coherent excitation of a four-level atom with four laser fields of arbitrary strength, where one of the laser fields is such that its frequency is equal to the sum of the other three field frequencies and it couples the ground state with the highest excited state. Quite interesting results were predicted, including trapping of the population in the initially populated state under three-photon absorption for a certain set of field parameters, as well as a constructive interference effect which transfers a substantial portion of the available population from the ground state to the highest excited state for a different set of field parameters. In the present work we investigate the temporal behavior of the level occupation probabilities of a four-level cascade system interacting with three laser fields of arbitrary strength in the presence of a loss mechanism from the highest excited level. Allowing decay out of the system modifies the population dynamics drastically. We find that the excited state decay destroys the constructive population transfer from the ground level to the highest level found by Sharma and Roversi. In addition to this, the ground state population is found to trickle out of the system at a rate that is much less than the excited state decay rate. In fact, as this upper level decay rate is increased, the ground state decay decreases. We show that this reduction of the ground state decay rate occurs even in two-level atoms, and hence is not due to any kind of four-level interference effect. This information is very important for experimental work.

Theory and Results

In this work we study a four-level cascade system interacting with three laser fields of frequencies \( \omega_{f1}, \omega_{f2}, \) and \( \omega_{f3} \), and of arbitrary strengths. The laser frequencies are close to the transition frequencies of the system so that the detunings of each field \( \Delta_1 = \omega_{f1} - \omega_j, \Delta_2 = \omega_{f2} - (\omega_{f1} + \omega_{f2}), \) and \( \Delta_3 = \omega_{f3} - (\omega_{f1} + \omega_{f2} + \omega_{f3}) \), with \( \omega_j \) = the transition frequency from the ground state \( |1\rangle \) to the excited state \( |j\rangle, j= 2,3,4 \) are much less than the laser frequencies.

For a semiclassical description of the interaction, we write the total applied field as

\[
E = \epsilon_1 \cos(\omega_{f1} t) + \epsilon_2 \cos(\omega_{f2} t) + \epsilon_3 \cos(\omega_{f3} t),
\]

and the coupled atom / field system wavefunction as

\[
|\Psi(t)\rangle = \sum_{n=1}^{4} A_n(t)e^{-i\omega_n t}|n\rangle.
\]
In the Rotating Wave Approximation, Schrödinger's equation results in

\[
\begin{pmatrix}
    a_1(t) \\
    a_2(t) \\
    a_3(t) \\
    a_4(t)
\end{pmatrix}
= -i
\begin{pmatrix}
    0 & -\Omega_1 & 0 & 0 \\
    -\Omega_1^* & -\Delta_1 & -\Omega_2 & 0 \\
    0 & -\Delta_2^* & -\Delta_2 & -\Omega_3 \\
    0 & 0 & -\Omega_3^* & -\Delta_3
\end{pmatrix}
\begin{pmatrix}
    a_1(t) \\
    a_2(t) \\
    a_3(t) \\
    a_4(t)
\end{pmatrix}
\]

(3)

where \(a_n(t) = A_n(t)\exp(-i\Delta_{n-1}t)\), \(\Delta_0 = 0\), \(\Delta_j\) is as defined earlier for \(j = 2,3,4\), and the Rabi frequencies are \(\Omega_1 = \mu_{12}\times\varepsilon_1/2\hbar\), \(\Omega_2 = \mu_{34}\times\varepsilon_2/2\hbar\), and \(\Omega_3 = \mu_{23}\times\varepsilon_3/2\hbar\).

In order to incorporate the loss mechanism in our calculation, we phenomenologically introduce a decay in the highest excited state by replacing \(\omega_4\) by \(\omega_4 - i\gamma\). Our interest is then in determining the occupation probabilities of each level, defined by the relation

\[
P_n(t) = |A_n(t)|^2.
\]

(4)

In Fig. 1 we plot the occupation probabilities of the different levels as functions of time for Rabi frequencies \(\Omega_1 = 1.0\), \(\Omega_2 = 1.5\), and \(\Omega_3 = 2.5\), for detunings \(\Delta_1 = 10\), \(\Delta_2 = 5\), and \(\Delta_3 = 1.15\), and for \(\gamma = 0\). These parameters were chosen to correspond with the work of Sharma and Roversi. The values of \(\Delta_1\) and \(\Delta_2\) are taken relatively large so as to avoid populating levels 2 and 3 substantially. The value of \(\Delta_3\) was adjusted to obtain maximum transfer of population for the particular fixed set of Rabi frequencies and detunings.

---

Fig. 1: The level occupation probabilities versus time with \(\gamma = 0\), for \(\Delta_1 = 10\), \(\Delta_2 = 5\), \(\Delta_3 = 1.15\), \(\Omega_1 = 1.0\), \(\Omega_2 = 1.5\), and \(\Omega_3 = 2.5\).
In Fig. 2 we show the population dynamics with the same parameters as used in the previous figure, but now decay of the highest excited state is included. In Fig. (2a) $\gamma=0.1$ while in Fig. (2b) $\gamma=1.0$. As $\gamma$ increases, the population in state $|4\rangle$ diminishes until the most obvious dynamics is merely the exponential decay of the ground state population out of the system. Surprisingly, however, as $\gamma$ increases this ground state decay actually decreases its rate. This effect turns out to be a two-level effect, as we will now discuss.

When the intermediate detunings $\Delta_1$ and $\Delta_2$ are very large, the intermediate states $|2\rangle$ and $|3\rangle$ become virtual states to which there is no strong coupling. In this limit, these states may be adiabatically eliminated from the problem. Rewriting the differential equations for $a_2$ and $a_3$ as
\[
\begin{align*}
d\alpha_2/dt & = -i\Delta_1 \alpha_2 + i\Omega_1^* a_1 + \Omega_2 a_3, \tag{5a} \\
d\alpha_3/dt & = -i\Delta_2 \alpha_3 + i\Omega_2^* a_2 + \Omega_3 a_4 , \tag{5b} \\
\end{align*}
\]

we see that for large \(\Delta_1\) and \(\Delta_2\), these are equations which have a driving force that is much less than the resonance frequency. The response will therefore be the steady-state response found by setting \((d\alpha_2/dt) = (d\alpha_3/dt) = 0\). Therefore, adiabatic elimination of levels 2 and 3 results in

\[
\begin{align*}
\alpha_2(t) & = \frac{\Omega_1^*}{\Delta_1} a_1(t) + \frac{\Omega_2}{\Delta_1} a_3(t) , \tag{6a} \\
\alpha_3(t) & = \frac{\Omega_2^*}{\Delta_1} \alpha_2(t) + \frac{\Omega_3}{\Delta_1} a_4(t) . \tag{6b} \\
\end{align*}
\]

Using these adiabatic solutions we find

\[
\begin{align*}
\frac{d\alpha_1(t)}{dt} & = -i (\Delta_3 - \frac{1}{2}\Omega_2^2) a_3(t) , \tag{7a} \\
\frac{d\alpha_4(t)}{dt} & = -i (\Delta_3 - \frac{1}{2}\Omega_2^2) a_4(t) + i\Delta_3^* a_1(t) . \tag{7b} \\
\end{align*}
\]

where \(R = \Omega_1^2 \Omega_2 \Omega_3/\Delta_1 \Delta_2\) is the three-photon Rabi frequency. Notice that the elimination of states \(|2\rangle\) and \(|3\rangle\) introduces the off-resonant Stark shifts of the ground and excited states \(S_1 = -\Omega_1^2/\Delta_1\) and \(S_2 = -\Omega_3^2/\Delta_2\), respectively. If we redefine the atomic energy levels to include these constant shifts, then we may write

\[
\begin{align*}
\frac{d}{dt}
\begin{pmatrix} a_1(t) \\ a_4(t) \end{pmatrix} = -i
\begin{pmatrix} 0 & -R \\ -R^* & \Delta_3 \end{pmatrix}
\begin{pmatrix} a_1(t) \\ a_4(t) \end{pmatrix} , \tag{8} \\
\end{align*}
\]

where \(\Delta'_3 = \Delta_3 + (S_4 - S_1)\).

We can now explain the value of \(\Delta'_3\) that Sharma and Roversi found in their work (see Fig. 1) to maximize the population transfer to the excited state \(|4\rangle\). With the two-level atom model in mind, we would intuitively expect the maximum population transfer to occur when \(\Delta'_3 = 0\) (exact resonance). This is precisely the correct idea, except that for exact resonance we must tune to the Stark-shifted level so that \(\Delta'_3 = 0\). For \(\Omega_1 = 1, \Omega_2 = 1.5, \Omega_3 = 2.5, \Delta_1 = 10,\) and \(\Delta_2 = 5\), we see that \(\Delta'_3 = 0\) occurs for \(\Delta_3 = 1.15\), as seen in Fig. 1.

Now, letting \(\Delta'_3 \rightarrow \Delta'_3 - i\gamma\) as before, we find the solutions

\[
\begin{align*}
A_1(t) & = e^{-(\gamma + i\Delta'_3)t/2} \left[ \frac{\gamma + i\Delta'_3}{\lambda} A_{10} + i\frac{R}{\lambda} A_{40} \right] \sin \left( \frac{1}{2} \lambda t \right) + A_{10} \cos \left( \frac{1}{2} \lambda t \right) \tag{9a} \\
A_4(t) & = e^{-(\gamma + i\Delta'_3)t/2} \left[ -\frac{\gamma + i\Delta'_3}{\lambda} A_{40} + i\frac{R}{\lambda} A_{10} \right] \sin \left( \frac{1}{2} \lambda t \right) + A_{40} \cos \left( \frac{1}{2} \lambda t \right) , \tag{9b} \\
\end{align*}
\]

where \(\lambda^2 = R^2 + (\Delta'_3)^2 - 2i\gamma \Delta'_3\).

We may now determine the effect that \(\gamma\) has on the decay of the ground state. Specializing to exact resonance \((\Delta'_3 = 0)\)
and an initially unexcited atom \((A_{10}=1, A_{20}= A_{30} = A_{40}=0)\), the probability of finding the atom in the ground state is

\[
|A_1(t)|^2 = e^{-\gamma t} \left| \frac{\gamma}{\lambda_0} \sin \left( \frac{1}{2} \lambda_0 t \right) + \cos \left( \frac{1}{2} \lambda_0 t \right) \right|^2.
\]  

(10)

with \(\lambda_0^2 = R^2 - \gamma^2\).

If the decay is much less than the Rabi frequency \((\gamma << R)\), then we find for the ground state probability

\[
|A_1(t)|^2 = e^{-\gamma t} \left[ \frac{\gamma}{R} \sin \left( \frac{1}{2} R t \right) + \cos \left( \frac{1}{2} R t \right) \right]^2.
\]

(11)

which is the expected exponential damping of the Rabi flopping dynamics at the rate \(\gamma\).

If we let the decay rate out of the excited state be very large compared to the Rabi floppping rate \((\gamma >> R)\), then we find

\[
|A_1(t)|^2 = e^{-\frac{R^2}{2\gamma} \left( 1 - \exp \left( -\gamma \left( 1 - \frac{R^2}{2\gamma^2} \right) t \right) \right)^2}.
\]

(12)

In this case the decay out of the ground state is greatly reduced \((R^2/2\gamma << \gamma)\), even though the decay of the excited state has been increased.

We have shown that for the large intermediate detunings used here, an effective two-level atom can be considered equivalent to our system. It then becomes obvious that the detuning of the third field \((\Delta_3)\) required to maximize the population transfer from the ground state to level \(|4\rangle\) is just that detuning needed to become resonant with the Stark-shifted transition \((\Omega_4+S_4)-(\Omega_1+S_1)\).

We have also seen that the decay of the ground state occurs at a rate much slower than the decay rate of the excited state \((\gamma)\). This reduction of the decay rate is actually not a result of some kind of four-level interference effect since we have shown that it occurs quite naturally in the two-level atom model.
DIRECT MEASUREMENT OF NONLINEAR REFRACTIVE INDEX SPECTRUM IN ZNSE USING SELF-BENDING OF A PULSED LASER BEAM
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Abstract

The nonlinear refractive index ($n_2$) spectrum of ZnSe near the band gap ($\lambda_{gap} \sim 450$nm) at 77K was measured for the first time using self-bending of a pulsed laser beam. The typical self-bending angle was half of the diffraction angle of the laser beam, which translates into a value of $n_2 \sim 10^{-8}$ cm$^2$/W.

ZnSe is probably one of the best semiconductor materials for the observation and application of nonlinear refractive index effects$^1$-$^4$. This material has large optical nonlinearities in the blue range ($\lambda_{gap} \sim 450$nm at 77K) and has been the favorable candidate for the development of wide-gap (blue) LED and injection laser devices. Although it is a widely used material in device applications based upon thermal effect, $^2$ the nonlinear mechanisms are still not completely understood. Therefore, a substantial problem in the field is to measure the nonlinear refractive index in the vicinity of resonant transitions (e.g. exciton or band gap transitions) and to determine their nature.

ZnSe has been shown to exhibit strong nonlinear absorption for bulk and epitaxially grown samples due to excitonic saturation, $^1$ band-filling, Coulomb screening, and/or laser heating. $^2$ Consequently one can expect very strong self-action effects, which in turn may be used to determine the nonlinear refractive index $\Delta n(I, \lambda)$ as functions of both the laser intensity, $I$, and the wavelength, $\lambda$, using either self-(de)focusing or self-bending. Self-defocusing has been observed and used to determine $\Delta n$ for some specific wavelengths in some nonlinear optical materials such as InSb. $^5$ Using the so-called Z-scan technique which measures the effective nonlinear focal length and was first proposed by Kaplan in 1969 (Ref. [6]), the coefficient of the nonlinear refractive index $n_2$ of ZnSe has been measured at two specific laser wavelengths, $^3$ however, nonlinear dispersion curves have not been measured. We have used the self-bending effect first proposed in Ref. [7], as a nonlinear spectroscopic tool to measure the spectrum of the nonlinear refractive index of ZnSe in the vicinity of the bandgap. $^4$

An ideal case of self-bending occurs when a slab beam, with a spatial intensity profile that is right triangular $[I(x) = I_0(1-x/\omega_0), 0 < x < \omega_0$, where $x$ is the coordinate across the slab beam and $\omega_0$ is the beam size], propagates through a thin Kerr-like nonlinear medium$^7$, $^8$, (as shown in Fig. 1), in which the refractive index can be approximated by $n \approx n_0 + n_2 I$, with $n_0$ the linear refractive index and $n_2$ the coefficient of the nonlinear refractive index. A nonlinear prism is induced in the beam path when the slope of the intensity profile, $I_0/\omega_0$, is sufficiently large. The beam will be self-deflected in the far-field region by the angle $\theta_{NL}$, which can be expressed as $^7$, $^8$

$$\theta_{NL}/\theta_D = n_2 k L I_0 n_0 / 2$$ (1)

where $k = 2\pi/\lambda$ is the wave number, $\theta_D = 2/k \omega_0$ is a measure of the (half-) diffraction angle, and $L$ is the thickness of the medium. Similarly, the self-deflection angle of the half-Gaussian slab beam, whose intensity profile is given by $I(x) = I_0 \exp(-2x^2/\omega_0^2)$, $x > 0$, is nearly equivalent to Eq. (1). $^8$ From an experimental viewpoint, however, one must consider three-dimensional rather than slab (or two-dimensional) beams.

843
Since the self-bending angle is proportional to the coefficient of nonlinear refractive index \( n_2 \), [see Eq. (1)], the spectral distribution, \( n_2(\lambda) \) can be directly obtained by measuring \( \Delta \theta_{\text{NL}} \) as the laser wavelength is varied. This technique was used recently by Swartzlander, Yin, and Kaplan (Ref. [9]) in the first experimental observation of the CW self-deflection effect which measured \( |n_2| \approx 10^{-7}\text{cm}^2/\text{W} \) in the vicinity of the D2 atomic resonance of sodium vapor. In our most recent experiment, we observed the self-bending effect in bulk ZnSe, obtaining values of \( n_2 \) as large as \( 10^{-8}\text{cm}^2/\text{W} \) over the range 445-460 nm. To the best of our knowledge, we believe this is the first direct spectral measurement of \( n_2 \) in ZnSe.

The self-bending method of obtaining \( n_2(\lambda) \) has several advantages over the Z-scan technique \(^3\) and the conventional pump-probe technique. \(^10\) First of all, compared to the Z-scan technique, the optical quality of the sample needs not be good over large areas. What is more, our technique requires simply a single shot per data point, whereas the Z-scan technique involves many shots and high mechanical stability. Secondly, one can directly measure \( n_2 \) with one laser beam whereas using the pump-probe technique, the measurement is done using both pump and probe laser radiations. Our method is more reliable and accurate since \( n_2 \) is proportional to self-deflection angle which is directly measured from the experiment, (see Eq. (1) above). Finally, the sign of \( n_2 \) can be directly determined from measuring the direction of self-bending effect.

The experimental set-up is shown in Fig. 2. We used a 8 ns pulsed dye laser with Coumarin 450 which was pumped by frequency tripled Nd:YAG laser, to achieve these self-action effects. The laser beam was directed through a series of lenses with focal lengths: \( L_1 = 5 \) cm and \( L_2 = -5 \) cm that focused the beam upon a 100 \( \mu \)m spatial filter pinhole (F), and collimating lenses \( L_3 = -10 \) cm and \( L_4 = 30 \) cm that passed the beam through a series of optical neutral density filters (OD). The beam size at this portion of the beam was measured to be about 0.7 cm, which was used to estimate the beam size at the sample plane. A beam splitter (BS) directed a fraction of power to a photodiode (D), and the photo-current was monitored on an oscilloscope. A razor blade (RB) was inserted into the beam to obscure half of the beam, thereby form a semi-Gaussian beam profile. The semi-Gaussian profile was imaged onto the ZnSe sample with an imaging lens \( (L_5 = 50 \) cm). The beam size at the ZnSe sample plane is estimated to be \( 2 \omega_0 \approx 200 \mu \text{m} \), (see inset in Fig. 2) and wavefronts have a finite positive radius of curvature. After passing through the ZnSe sample the beam is collimated by a positive lens \( (L_6 = 20 \) cm). Single-crystal ZnSe samples \(^11\) with a thickness of \( L \approx 500 \mu \text{m} \) were used. All the measurements were done at 77K. The spatial intensity distribution in the far-field area was measured using either a CCD linear detector array, a Polaroid camera or a single photo detector covered by a pinhole scanning across the beam.

Photographs of both self-focused and self-deflected beams in the far-field are shown in Fig. 3. The upper two photographs correspond to the linear (left) and nonlinear (right) cases respectively. The larger beam size in the nonlinear case illustrates the effects due to self-action. When a razor blade is inserted into the beam, the self-bending effect is observed, (see the lower two photographs in Fig. 3). The corresponding rough intensity profiles are depicted next to the photographs. From the intensity profile of the self-bending it can be seen that \( n_2 \) is positive. The sign of \( n_2 \) can not be deduced from the picture of the self-focusing effect where both positive and negative \( n_2 \) give similar pictures in the far-field area.

The more precise picture of the self-bending intensity profile in the far-field area was obtained by scanning a pinhole (the size of pinhole \( \approx 100 \mu \text{m} \) is much smaller than the laser beam size) across the laser beam, and detecting the signal with a silicon photodiode. In this case, a positive lens \( (L_7 = 5 \) cm) was used to focus the portion of the beam, which is passing through the pinhole, into the photodiode. The photodiode signal was measured by using a Boxcar Integrator (the gate width was set to \( \approx 10 \) ns). Typical results of the experimental measurement of the far-field intensity profiles are shown in Fig. 4, from which we measure a self-bending angle of \( \theta_{\text{NL}} = 3.8 \) mrad. Using Eq. 1, we find that \( n_2 \approx 6 \times 10^{-9}\text{cm}^2/\text{W} \pm 10\% \). The intensity was calculated to be \( \approx 1.2 \times 10^5 \text{W/cm}^2 \).
The nonlinear refractive index spectrum $n_2(\lambda)$ can be determined by measuring the self-bending angles for different laser wavelengths as shown in Fig. 5. Intensity profiles in the far-field area are plotted on the left-hand side of Fig. 5 for some specific wavelengths to illustrate the shifted position of intensity peak. For this measurement, the laser intensity is $\sim 6.9 \times 10^4 \text{W/cm}^2 \pm 23\%$ and laser wavelengths range from 445 to 460nm. A clear maximum of $n_2$ at the wavelength of $\sim 447.3\text{nm}$ can be seen. At this wavelength $n_2$ reaches the value of $\sim 10^{-8}\text{cm}^2/\text{W}$. We were not able to measure $n_2$ for the laser wavelength below $\sim 445\text{nm}$ because there is too much band-gap absorption. Again, from the direction of the self-bending effect, we determined that $n_2$ is positive. Our experimental results show that ZnSe materials demonstrate Kerr-like nonlinerity up to the maximum laser intensity $\sim 200 \text{KW/cm}^2$, measured in the experiment. Below such an intensity, no saturation of $n_2$ was observed. This conclusion was drawn from the fact that we measured the self-bending angles as a function of the laser intensity to make sure that Eq. (1) was satisfied. Superlattices and quantum well structures of semiconductor materials have been shown to possess much larger optical nonlinearities while their thickness $L$ is usually much shorter than the corresponding bulk materials (Refs. [1,10]). As a result of these two compensating factors, the self-bending angle may still be large enough to be measured and used to determine the $n_2$ spectrum. We are also planning to measure the $n_2$ spectrum using self-bending effect for these novel nonlinear materials.

There are a few nonlinear mechanisms 2,12 capable of causing the self-bending effect in ZnSe. One of them is the instant heating of a single laser pulse, originated from LO phonon scattering with picosecond relaxation times. The contribution of this mechanism can be estimated using the parameters given in Ref. [2] as follows. Roughly speaking, the increase of the sample temperature due to heating of a single laser pulse with the pulse energy $J_{\text{laser}}$ is limited by

$$\Delta T_{\text{max}} \approx J_{\text{laser}} / \pi c_p \omega_0^3 L$$  \hspace{1cm} (2)

where $c_p = 1.8 \text{J/K} \cdot \text{cm}^3$ is the heat capacity of ZnSe. In our experiment the typical laser energy per pulse is $J_{\text{laser}} \sim 10^{-8} \text{Joule}$, which can not increase the temperature of the sample by more than $\Delta T \sim 1\text{K}$ using Eq. (2). Consequently, the band gap decreases by $\Delta E_g = (dE_g/dT) \cdot \Delta T$, where $dE_g/dT \approx -8 \times 10^{-4} \text{eV/K}$ (Ref. [13]), which is less than 1 meV. These small changes of band gap are not sufficiently large to induce the strong self-bending effect observed. Thermal change of the refractive index due to repetitive laser pulses can also be excluded because when we changed repetition rate from 10Hz to 1Hz, no substantial change of far-field intensity profile was observed. The saturation (band-filling) effect is another possible mechanism, but it would lead to an increase in effective bandgap, and thus to the decrease of the refractive index, i.e., to the negative $\Delta n$ and $n_2$. One plausible mechanism for $n_2 > 0$, as observed, is band-gap renormalization due to electron-hole plasma interaction - correlation and exchange. This phenomenon would cause the band gap to shrink. Therefore, the absorption increases near the band gap and the total refractive index (or the nonlinear refractive index) of ZnSe would increase as well, just as measured by us. The detailed calculations due to this mechanism and comparison of theoretical results with our experimental results are in process.

In conclusion, the nonlinear refractive index spectrum of ZnSe was directly measured using the self-bending effect of a pulsed laser beam. Our experimental results show that the self-bending effect can be a reliable method to directly measure the nonlinear spectrum of semiconductor materials such as ZnSe, GaAs, and InSb. In the future we are planning to do detailed investigation of the mechanism of nonlinearity in ZnSe at the the band gap of both bulk and superlattice samples, to develop and improve our new experimental method and use the new knowledge to develop a new efficient method of nonlinear optical power limiters, based on self-bending effect, in particular for such applications as radiation protection of optical sensors.

The authors appreciate C. T. Law for valuable discussions and M. Shone for providing bulk ZnSe materials for our experiment. This research is supported by AFOSR and NSF.
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Figures

Fig. 1 Right-triangular intensity profile, of size \( w_0 \) and peak intensity \( I_0 \), is incident upon a thin nonlinear-refractive medium \( (n = n_0 + n_2 I) \) of length \( L \). A nonlinear prism is induced in the medium, causing the transmitted rays to be deflected by an angle \( \theta_{NL} \).
Fig. 2  Schematic diagram of the experiment. See the text for a complete description. The inset shows a razor blade inserted into the beam to form a semi-Gaussian beam profile, which is then imaged into the ZnSe sample plane. The beam is self-deflected towards the razor image because $n_2 > 0$.

Fig. 3  Photo measurement of self-focusing (upper pictures) and self-bending (lower pictures) in the far-field area is illustrated. The left photo pictures correspond to the linear case and the right ones correspond to nonlinear case. The rough intensity profiles, derived from the exposure density of the photos for two cases are plotted next to pictures.
Fig. 4  The spatial intensity profiles of a laser beam in the far-field area after passing through ZnSe are plotted vs. deflection angles for linear and nonlinear cases.

Fig. 5  The spectrum of nonlinear refractive index $n_2$ is measured vs. the laser wavelength. For illustration, intensity profiles in the far-field area are plotted on the left-hand side for some specific wavelengths.
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Abstract

Mid IR fiber transmission and exit radiation mode patterns at various incident CO laser power levels appear to be effective diagnostic tools for monitoring laser induced stimulated Brillouin scattering in various mid IR fibers. Such mechanisms are deemed to be essential mechanisms for fiber-optic amplifiers and switches as potential replacements of current repeaters and bistable devices.

Introduction

Electronic communication technology advances with increasing operating frequency are intrinsically limited by component size, as such components are powered by conduction (or electronic) currents. Reduction in component size to meet high operating frequency requirements is ultimately an impossibility from manufacturing and waveguiding property viewpoints. As operating microwave frequency escalates, coaxial and hollow metallic waveguides are, inevitably replaced by strip lines for microwave integrated circuits and components, such as filters, couplers, resonators, antennas, etc. They provide the necessary flexibility and compactness due to the open structure of the microstrip, the EM field is not confined totally to the dielectric, but is partly in the surrounding air. Provided the operating frequency is "not too high", the microstrip line will propagate a wave, which for all practical purposes, is TEM in nature. Electronics based metallic conductors have a serious disadvantage for use at high frequencies, since the surface resistance of metal increases as the square root of the frequency. This in turn causes the ohmic attenuation of the guide to increase. For instance, attenuation per wavelength increases as $\omega^2$ in coaxial lines, so that such lines are seldom used above 20-30 GHz. Similar arguments apply to other metallic guiding structures. Hollow metal waveguide is somewhat less lossy, because of its larger ratio of volume to surface area, and has thus been employed up to 100 GHz. However, at optical frequencies of the order of $10^9$ GHz, as current communication demand trends in capacity dictates, the ohmic losses of any metal waveguide will be so large, as to be completely impractical. Diminution of metal waveguide size also leads to loss of waveguiding properties and hence excessive radiation loss, as evidenced in MMIC circuits.

It is thus a natural step to take by abandoning conduction electron-based technology, that is, the elimination of metallic components. This natural transition leads us to the mature techniques of optics. Optical technology has become viable following the removal of certain bottlenecks. The first bottleneck of lack of a high-power monochromatic and tunable source, equivalent to the low frequency generator or microwave klystrons or solid state oscillators, has been removed with the advent of tunable lasers. An essential low-loss medium is now readily available in the form of optical fibers. The remaining bottlenecks are amplifiers and switches. Currently, these are still electronically based repeaters and switches, causing severe interface problems. Electronic computers also pose an optical-electronic bottleneck that needs to be addressed.

It is therefore clear that optical communication technology is not only a necessary replacement of electronic communication technology, but also potentially a superior technology. A brief comparison of the properties of optical and electronic systems is given in Table 1.

Table 1: Distinction Between Electronic and Optical Communication System.

<table>
<thead>
<tr>
<th>Optical Properties</th>
<th>Electronic Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wide Bandwidth (~ $10^{14}$ Hz)</td>
<td>Narrow Bandwidth (~ $10^9$ Hz)</td>
</tr>
<tr>
<td>Faster Operation</td>
<td>Slow Operation</td>
</tr>
<tr>
<td>Parallel Processing</td>
<td>Serial Processing</td>
</tr>
<tr>
<td>Immunity to External EMI</td>
<td>Easily Affected by External EMI</td>
</tr>
<tr>
<td>No RC Const. &amp; Heating Problems</td>
<td>RC Const. &amp; Heating Problems</td>
</tr>
<tr>
<td>Compatibility to Fiber Commun. Sys.</td>
<td>Incompatibility</td>
</tr>
<tr>
<td>No Interface Problem</td>
<td>Interface Problem</td>
</tr>
<tr>
<td>Small Size, Light, Low Cost</td>
<td>Large Size, Heavy, High Cost</td>
</tr>
</tbody>
</table>
Another attribute of using photons and a dielectric guiding medium is that interaction between the two is a distinct possibility, unlike the electron stream in a conductor, in which the latter only offers resistance to the flow of the former. In other words, no control of the flow of electrons is possible through its guiding medium, the conductor. Thus, in electronics, all control functions are carried out through the semiconductor, via minority carrier flow, hence inherently slow. The boson nature of photons also allows them to traverse the same guiding medium without affecting one another, while electrons shun one another. This leads to the parallel nature of photonic communication, as opposed to the serial nature of electronic communication.

The prospect of parallel processing and direct control of signal flow via the guiding medium, thus the elimination of interfaces or bottlenecks, is the driving force behind the transition from electronics, to electronic-optical hybrids and, ultimately, all-optic communication and computing systems. Our endeavors are directed at addressing the all-optic scenario by attempts at producing the two key elements: optical amplifier and optical switch.

All-optical Amplification and Switching

All-optic technology is rapidly becoming an action item that cannot be overlooked. These are all-optical amplifiers, switches, memory or computing elements.

Conventional or linear optics assumes photons do not interact with one another, and the medium only guides the photons, much like copper wire guides the electrons. However, to construct all-optic devices without resorting to any electronics, i.e., no conduction electrons are involved, we must force the photons to interact. This has been accomplished by employing the well established phenomena of nonlinear optics.

By definition, all media are linear when subjected to low intensity (power) forces. They become nonlinear when the impressed forces are so strong that the responses of the media reach saturation or the yield point. The predominant force that is distorting the medium will then be able to affect another weaker force, which relies on its transmission via the medium. In this manner, the weaker is said to be controllable by the stronger force, and we have device action.

For amplification, modulation and switching, it seems that stimulated Raman and stimulated Brillouin scattering will best serve the purpose. Not only can they perform these essential functions, but also can be implemented in the transmission medium - the fiber, itself. The employment of these nonlinear mechanisms will remove the interfacing problem in the electronic-optic hybrid systems.

Implementation of these processes is possible in a fiber medium at watt or even milliwatt level input light power so as to reach the nonlinear regime because low loss fibers provide the necessary power density x interaction length product.

Stimulated Brillouin (sBs) and Raman (sRs) Scattering

Stimulated Brillouin and Raman scattering processes induced by incident light result in co-flow and contra-flow pump and Stokes shifted waves in the fiber medium. Due to small core diameter, extremely low loss and long lengths available in present monomode fibers, serving as main carrier channels of communication systems, these nonlinear effects can occur at power levels as low as milliwatts. In the contra-flow scheme, incident light is scattered backwards, so that raising incident power to increase repeater spacing will be hampered by this process. This contra-flow sBs process presents the ultimate limitation on fiber qulity and transmission distance. From another point of view, the Brillouin mechanism can be employed as a means of all-optic amplification and switching in the guiding medium. Thus, sBs induced backscattered Stokes light and the energy exchange between incident and Stokes waves can be used to control the switching and amplification of optical signal transmission. The extremely small sBs gain linewidth of the order of MHz can thus be used to amplify selectively a particular signal wave in the fiber, and this naturally leads to a superior signal to noise ratio.

The energy exchange via sRs and sBs is described by the following set of coupled equations:

\[
\frac{dI_S(z)}{dz} = \pm gI_S(z)I_L(z) \rightarrow \frac{d}{dz} \left[I_L(z) + I_S(z)\right] = 0
\]

\[
\frac{dI_L(z)}{dz} = \mp gI_L(z)I_S(z)
\]
where the sum of the laser pump intensity $I_p$ and Stokes wave intensity $I_s$ is conserved along the fiber. Thus, energy is being constantly exchanged between the pump and the Stokes wave. $I_p$ and $I_s$ are in contraflow, so that if $I_s$ is the signal wave and it grows, we have amplification; on the other hand, if $I_s$ decays, then we have switching. Since in this switching regime, forward signal energy is switched into the backward direction, we actually have directional switching. In the case of sRs, we have a co-flow interaction scheme, so switching occurs when energy is switched from one frequency to another, hence the so-called frequency or wavelength switching. Here, a filter or Fabry Perot interferometer must be used.

**SBS Based Fiber-Optic Switch**

Two schemes of an sBs based fiber-optic switch are shown below:

![Diagram of SBS based fiber-optic switch using commercial Raman shifter and amplifier and sBs shifter.](image)

**Fig. 1. a.** SBS based switch using commercial Raman shifter and amplifier and sBs shifter.

![Diagram of SBS based fiber-optic switch with commercial units replaced by fiber-optic counterparts.](image)

**Fig. 1. b.** SBS based switch with commercial units replaced by fiber-optic counterparts.
In Fig. 1, a, the Raman shifter produces a Stokes-shifted wave, which serves as the pump beam for $\lambda_1$ in the SBS amplifier. This is necessary since the incident $\lambda_1$ beam is deliberately set at a power level below the SBS threshold. The output of the SBS amplifier is passed through a filter or Fabry Perot to remove $\lambda_2$, which serves as the pump, after traversing the attenuator, for the main SBS-based switch. The attenuator functions as a control device for the switch. If the attenuator is made wavelength sensitive, then this switch can serve as a multiwavelength or wavelength-division switch, truly of ultimate compactness. Corresponding fiber-optic units are shown at corresponding locations in Fig. 1, b. Presumably, the latter will be superior, since no exposed interfaces are created, unlike the case in Fig. 1, a, where exposed interfaces exist at fiber-commercial unit junctions, i.e., commercial units are not fiber-optic.

**Mode Pattern Diagnostics of SBS Phenomenon in IR Fibers**

Attempts have been made in the observation of SBS phenomenon in fibers using the Fabry Perot interferometer, transmission and reflection data and direct phonon emission. Results of these approaches are at best ambiguous.

The Fabry Perot will have great difficulty in resolving the Stokes shift due to SBS, since the amount is so small, and this quantity decreases with increasing pump wavelength, as in the case of mid IR operation.

Monitoring of onset of SBS by observation of the transmitted and reflected laser pump pulses simultaneously, while in the meantime holding pump power level constant, has been found to be difficult. Observation of any pump pulse power depletion at the fiber exit end encounters the same problem as that of the Fabry Perot. It appears to be a good idea to monitor the reflected pulse from the entrance end of the fiber. However, this is often masked by Fresnel reflection of incident pump light from the entrance end and random reflection from surrounding walls. Much more precise instrumentation and experimental design are necessary for any success.

Phonon emission possibility or microwave enhancement of emissions are explored without much success. Schemes are being devised to better encase the fiber in an appropriate waveguide structure for maximum interaction between any fiber SBS phonon emission and externally injected frequency-matched microwave radiation.

We have devised another method of monitoring the effect of SBS in a fiber by observing the mode pattern of radiation, emerging from the exit end of the fiber. Both thermal image plates and Spiricon linear pyroelectric array are employed. The former is used for analog reproduction of the mode pattern, and the latter, for real-time profile reconstruction. The basis of this approach is the formula of pump depletion as a function of pump power of intensity, graphically demonstrated in Fig. 2 for a gaussian beam.

![Fig. 2. a. Gaussian incident pump beam.](image)

![Fig. 2. b. Pump beam transmitted by fiber.](image)
Obviously, the fiber used must be a low-mode fiber, preferably, single-mode. Multimode fibers can be used, if mode stripping is implemented. Higher order modes are undesirable in this case, since these modes will first subtract power from the fundamental, which is gaussian-like, and shift power to the region near the cladding. This process of depleting pump power from the core, due to the presence of excessive number of higher order modes, is no different from an observation point of view, from such depletion due to sBs. Such masking will not occur in single-mode fiber. Therefore, for testing purposes, either single-mode fiber or mode-stripped multimode fiber must be used.

It must also be noted that from the above reasoning, the most efficient fiber based sBs amplifier or switch must use single-mode fibers. This is yet to be verified by experiment.

Conclusions

The availability of commercial sRs and sBs amplifiers and shifters points to the feasibility of the construction of all-optic fiber-based amplifiers and switches. The all-fiber scheme without any interfaces still awaits implementation. The importance of the use of single-mode fibers seems to deter our current efforts in the mid IR region, since such fibers are not yet commercially available. It is logical that the initial prototype may have to be constructed in the 1.5 micron Nd-YAG lasing region, where low-loss, single-mode fibers are easily found in the market.
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Abstract

Multiplex rotational CARS spectra of H$_2$ have been recorded in a quartz cell placed in a furnace. The Stokes laser was tuned to the desired spectral region to obtain the H$_2$ pure rotational lines S(4) and S(5) with comparable intensity in the temperature range 800 K - 1500 K. The observed spectra were fit with model spectra to extract the temperature. The temperature measurements with the normalized intensities ratio for S(4) and S(5) were also demonstrated.

Introduction

Coherent anti-Stokes Raman spectroscopy (CARS) has been used for non-intrusive temperature measurement in harsh, turbulent, and high luminous combustion environments. Temperature measurement has also been performed in particle loaded combustion environments such as a coal fired MHD test stand, a coal gasifier and a coal furnace. Since the CARS signal is generated at the focal volume where the high power Stokes and pump laser beams interact, the presence of a particle will produce breakdown and a nonresonant background is added to the resonant CARS spectrum. The particle induced laser breakdown will reduce the measurement accuracy of CARS. Unfortunately, the laser breakdown threshold is of the same order of magnitude as the laser intensity needed to generate the multiplex CARS signal in BOXCARS phase matching geometry. Thus, for a particle loaded medium a CARS technique is needed for which the signal can be produced at lower laser intensity. This can be achieved with the two Stokes wavelengths CARS with collinear or USED CARS phase matching geometry.

Hydrogen is a major species in a coal gasifier and in rocket fuel combustion. It is well suited for combustion thermometry because of the simplicity of its vibrational Q branch CARS spectrum. Studies have been made on using H$_2$ vibrational CARS for thermometry. The authors have found the H$_2$ pure rotational CARS is also ideal for the thermometry. The H$_2$ rotational lines are well separated which is also fairly easy for performing the two wavelengths CARS technique. In this paper, a study on using H$_2$ pure rotational lines S(4) and S(5) for temperature measurement was presented.

Experimental

The experimental configuration has been described in detail previously. In brief, a frequency doubled Nd-YAG laser provides the pump beam and also pumps a dye laser to produce a broadband Stokes beam. The pump and Stokes beams were aligned according to the BOXCARS phase matching geometry. One-tenth of the beams were focused into a reference cell to generate a nonresonance CARS signal and the rest of the laser beams were focused into the test medium. The CARS signals generated at the test medium and the reference cell were separated from the laser beams with beam blocks and dichroic mirrors and detected with an optical multichannel detector (OMD) attached on a 0.75 m Spex monochromator.

To study the feasibility of making temperature measurement using the pure rotational CARS spectra of H$_2$ S(4) and S(5) line, a series of measurements was made. Data were taken in a sample cell placed in a furnace whose temperature was varied between 300 K and 1500 K. The temperature of the furnace at the measurement point was monitored by a thermocouple. The H$_2$ rotational CARS spectrum and the nonresonant background were recorded simultaneously. Then the H$_2$ CARS data were normalized by the nonresonant background. The normalized CARS data were transferred to the VAX-780 computer for analysis.

Theoretical Considerations

The intensity of anti-Stokes beam can be expressed:

$$I(\omega_3) = \int |\chi_{\text{ARS}}|^2 I_1(\omega_1) I_3(\omega_2) I_2(\omega_3) \delta(\omega_1 + \omega_2 - \omega_3 - \omega_{\text{ar}}) d\omega_1 d\omega_2 d\omega_3$$

where the $I_1(\omega_1)$, $I_3(\omega_2)$ are the pump beam intensity, $I_2(\omega_3)$ is the Stokes laser beam intensity and $\chi_{\text{ARS}}$ is the third order susceptibility of the medium which consists of a frequency dependent resonant part and a nonresonant part.
\[ X_{\text{CARS}} = \chi_n \cdot \frac{1}{2} (\chi_r (\omega_1 - \omega_2) + \chi_r (\omega_3 - \omega_2)) \quad (2) \]

The resonant susceptibility of a pure rotational S-branch transition can be expressed as

\[ \chi_r (\omega_i, -\omega_2) = \sum_r \left( \frac{\Omega_r - \omega_1 + \omega_2 - ir_j}{(2J + 1)(2J + 5)} \right) \left( \frac{\gamma_j}{45} \right)^\alpha \cdot \sum_{b_j} K(J) \quad (3) \]

where \( K(J) \) is the first order line strength correction factor for centrifugal distortion, \( N \) is the number density of the probed molecule, \( f \) is the population factor, \( b_j \) is the Placzek-Teller coefficient; \( r_j \) is the Raman linewidth.

The intensity of \( \text{H}_2 \) rotational \( \text{H}_2(4) \) and \( \text{H}_2(5) \) line are calculated using equations 1-3. The molecular constants given by Jennings et al.\(^\text{1}\) were used to calculate the rotational energy levels. The \( \text{H}_2 \) linewidth is Doppler broadened for densities of less than \( \sim 0.2 \) amaga. Although no direct linewidth measurement for \( \text{H}_2 \) \( S(4) \) and \( S(5) \) line is available, a reasonable approximation is using the measured \( S(9) \) line width\(^\text{11}\) to calculate the \( S(4) \) and \( S(5) \) line Raman linewidths. The \( \text{H}_2 \) \( S(4) \) and \( S(5) \) Raman linewidths were calculated by

\[ r = \frac{r_{S(9)}}{V_{S(9)}} \quad (4) \]

The intensity of \( \text{H}_2 \) \( S(4) \) and \( S(5) \) line were calculated at various temperatures. The intensity ratios of \( S(4) \) to \( S(5) \) at various temperatures were also calculated. The ratios are quite sensitive to the temperature as shown in Figure 1. Therefore, it can be a reference for quick temperature estimation.

**Results and Discussions**

The temperature can be extracted from the spectrum of \( \text{H}_2 \) \( S(4) \) and \( S(5) \) line by two ways. First, a nonlinear least squared fit can be performed to extract the temperature from the spectrum shape. A typical result using this method is shown in Figure 2. The temperature extracted from that spectrum is 1375 K which is 73 K higher than the thermocouple measurement. Since the intensity ratio of the \( S(4) \) to \( S(5) \) line is quite sensitive to the temperature, the temperature can be estimated quickly by comparing the normalized intensity ratio of \( \text{H}_2 \) \( S(4) \) to \( S(5) \) lines with the theoretical calculated results. Table 1 shows the measurement results using this quick temperature measurement method. The inferred temperature errors are within 100 K compared to the thermocouple temperature. Further work is still needed to improve the accuracy of these measurements. Since the \( \text{H}_2 \) \( S(4) \) and \( S(5) \) lines are in the \( \text{CO}_2 \) CARS spectral region, the interference between the \( \text{H}_2 \) lines with \( \text{CO}_2 \) lines cannot be neglected. The temperature estimated methods mentioned above only good for the condition where no \( \text{CO}_2 \) is in the test medium.

**Conclusions**

This preliminary study shows that it is possible using the CARS spectrum of \( \text{H}_2 \) pure rotational \( S(4) \) and \( S(5) \) lines for the temperature measurement in the practical environment. Thus \( \text{H}_2 \) \( S(4) \) and \( S(5) \) rotational lines are the best choice for using the two wavelength CARS technique to perform temperature measurement in a particle loaded combustor with \( \text{H}_2 \) as a major species and without \( \text{CO}_2 \) such as a coal gasifier. More studies on performing temperature measurement using these \( \text{H}_2 \) pure rotational lines will continue.
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Table 1

Comparison of the thermocouple temperature with the inferred temperature from intensity ratio of S(4)/S(5).

<table>
<thead>
<tr>
<th>Thermocouple Temperature (K)</th>
<th>Temperature Inferred from Intensity Ratio (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>537</td>
<td>605</td>
</tr>
<tr>
<td>783</td>
<td>710</td>
</tr>
<tr>
<td>1100</td>
<td>1165</td>
</tr>
<tr>
<td>1286</td>
<td>1250</td>
</tr>
</tbody>
</table>

Figure 1. Variation of the intensity ratio of H₂ S(5) and S(4) lines with temperature.
$T = 1375 \, \text{k}$

Figure 2. Fitting of the observed rotational $\text{H}_2$ CARS spectrum with the model spectrum.
EFFECT OF PUMPING BEAM QUALITY ON THE STIMULATED RAMAN SCATTERING AND RAMAN BEAM CLEAN_UP
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ABSTRACT

Stimulated Raman Scattering characteristics in high pressure hydrogen are evaluated for pumping laser with different beam spread angle. The effects of the beam quality of the injected emission on the Raman beam clean-up are investigated to obtain diffraction limited first Stokes emission.

INTRODUCTION

Excimer laser allow the generation of high power radiation at a set of wavelengths in the UV region. An increase of the number of lines generated in the UV and visible region can be obtained by Stimulated Raman Scattering (SRS) of excimer laser radiation.

In this work, the effects of pumping beam quality on the SRS characteristics are evaluated with the pumping laser using plane-parallel, stable and unstable resonators. For unstable cavity configuration, the laser pulse energy is one joule with beam spread angle of 0.3 mrad. The total energy conversion efficiency of 59% was obtained at 5-17 Atm. of hydrogen gas pressure, which is 2.7 times higher than that with plane-parallel resonator. Furthermore, by using a ring aperture to select the part of the laser beam with beam spread angle of 0.1 mrad, more than 90 Raman photon conversion efficiency was obtained with pumping energy of 40 mJ.

SRS also can be used for improvement of the beam quality, diffraction limited Stokes output can be obtained by means of Raman beam clean-up. In this work, diffraction limited SRS first Stokes output with peak power of 0.2 MW was obtained by using spatial filter. This beam was used as an injection source to control the beam quality of the Raman amplifier. The Raman gain coefficients and the Saturated parameters of the Raman amplifier were obtained for hydrogen gas pressure between 4-6 Atm. The effects of the beam quality of the injection emission on the Raman beam clean-up were also investigated.

HIGH EFFICIENCY RAMAN CONVERSION WITH ONE JOULE EXCIMER LASER

The SRS optical geometry is show schematically in Fig.1. The pump laser is an X-ray preionized, transverse gas flowing, repetition rate operated, electric discharge pumped XeCl excimer laser. A confocal unstable optical resonator in the positive branch was used to improve the beam spread angle. A lens coated with a total reflection coating on the central circle (D = 0.6 cm) in diameter is taken as the output mirror. The laser beam near field pattern is a rectangular (about 21 x 23 mm) with a 6mm hole at the center. The laser beam is focused into the Raman cell with 18 MW (1 Joule, 55ns) peak power, 0.3 mrad beam spread angle and 2 ns pulse rise time. The focal power density is about 25000 MW / cm2.

For comparison, plane-parallel and stable resonators were also used in our experiments. When stable resonator was used for excimer laser as a pumping source, no SRS emission was observed with hydrogen gas pressure between one to 17 Atm. The total Raman conversion efficiencies as a function of the pumping laser energy and hydrogen gas pressure are shown in Fig.2 and Fig.3 respectively.

The threshold of SRS with plane parallel resonator pump laser is about 300 mJ, some times, the SRS signal was observed with pumping laser energy of 200 mJ, but it is not stable. For the unstable resonator pump laser, the SRS emission appears at a pumping energy of several mJ. This result implies that the key factor that optimize Raman conversion efficiency is the beam quality of the pumping laser. Table 1 summarized the effect of the beam divergence on the total SRS conversion efficiency.

From Fig.3, we can find that when the hydrogen gas pressure is larger than 5 Atm., the total Raman energy conversion efficiency is unchanged around 60%. But the distribution of the Raman emission in different Stokes orders is different. For example, when the hydrogen gas pressure is 5 Atm., the energy conversion efficiencies for S1 (353 nm), S2 (444 nm), S3 (699 nm) and S4 (1630 nm) are 23%, 27%, 6% and 1% respectively. At 17 Atm., they
changed to 13%, 14%, 24% and 7% respectively. At this condition, efficient blue-green conversion was obtained, 240 mJ of 53 stokes emission with 11 MW peak power output was observed. Which corresponds to 39% photon conversion efficiency.

### TABLE I EFFECT OF BEAM DIVERGENCE OF THE PUMP LASER ON THE TOTAL SRS conversion efficiency

<table>
<thead>
<tr>
<th>Laser resonator</th>
<th>R1 (cm)</th>
<th>R2 (cm)</th>
<th>L (cm)</th>
<th>E (mJ)</th>
<th>θ (mrad)</th>
<th>P (MW/CM²)</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>STABLE</td>
<td>300</td>
<td>∞</td>
<td>100</td>
<td>1300</td>
<td>10</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>Plane-parallel</td>
<td>∞</td>
<td>∞</td>
<td>100</td>
<td>1400</td>
<td>4</td>
<td>130</td>
<td>22</td>
</tr>
<tr>
<td>Unstable</td>
<td>300</td>
<td>-50</td>
<td>125</td>
<td>1000</td>
<td>0.3</td>
<td>25000</td>
<td>59</td>
</tr>
</tbody>
</table>

In another serious experiments, by using a ring aperture to select the part of the laser beam with higher beam quality, more than 90% Raman photon conversion efficiency was obtained with pumping energy of 40 mJ. (Fig.4 and Fig.5)

Two kinds of optical methods are used to attenuate the pumping laser beam. One is using ORIEL calibrated metallic density filters (F); another is using a ring aperture to select the part of the pumping laser beam (D). Stokes output energy conversion efficiencies versus the input pump energy is shown in Fig.4. From Fig.4, we can find the Stokes output conversion efficiencies are increased at lower pumping energy with the ring aperture as the optical attenuator. For example, the total Stokes energy conversion efficiency is 42%, it reduced to 34% at a pumping energy of 40 mJ with neutral density filter. When the ring aperture was used as the optical attenuator, the total Stokes energy conversion efficiency increased to 60% with photon conversion efficiency more than 90%.

Furthermore, the distribution of the Stokes output at different Stokes orders is also different for these two kinds attenuator methods. At the pumping energy of 40 mJ, the dominant Stokes output is SI at 353 nm with neutral density filter attenuator; in contrast, higher Stokes order output can be obtained with ring aperture attenuator, as shown in Fig.5. The energy conversion efficiency of S3 increased to 19%. According to the power density at the focus region with unstable resonator without attenuator, the beam spread angle with ring aperture (at energy of 40 mJ) can be estimated as less than 0.1 mrad.

When the ring aperture is used as the attenuator, the beam diameter is 10 mm, the diffraction limited beam divergence θ is

$$\theta = \frac{4 \lambda}{\pi D}$$

in which D is the beam diameter, λ is the wavelength of the pumping laser. For D = 10 mm, λ = 308 nm, we have θ = 0.04 mrad. So that at the pumping laser energy of 40 mJ, attenuated by ring aperture, the beam divergence is only 2.5 times of the \( \theta_L \).

On the other hand, with whole output beam diameter, the beam divergence is 15 times of the \( \theta_L \) with D = 20 mm. The improvement of the beam quality makes it possible to obtain high Raman conversion efficiency at lower pumping energy.

Our experimental results also show that the field profiles of the Stokes output are not as same as that of the pumping laser. In Fig.6, an almost uniform pattern of SI was observed pumped by a laser beam with ring pattern. Theoretical analysis was consistent with experimental data by solving SRS wave equation using Gaussian-Hermite coupling method. As an example, the spatial distribution of the normalized pump intensity with 15th Gaussian-Hermite mode and related 1st Stokes intensity are shown in Fig.6 in the right column. The results are in good agreement with our experimental data.
RAMAN BEAM CLEAN-UP

Beam clean-up, involves the transfer of energy from a highly aberrated pump beam to a diffraction-limited Stokes without transfer of the aberrations. The experimental set-up for Raman beam clean-up is shown in Fig. 7. The laser beam from XeCl excimer laser was divided to two parts by beam splitter B. The output of the Raman oscillator selected by a spatial filter to get diffraction-limited SI emission. The pin hole DI is placed at the focus plane of lens f2. The diameter of DI can be changed from 0.1 mm to 0.4 mm. This beam is injected into Raman amplifier through the hole at the center of the mirror M6. The Raman amplifier is pumped by the mirror M1, M2, M3 and M6.

An Raman amplifier measurement was taken to obtain the Raman Gain coefficient and saturated parameters at different hydrogen gas pressure. The Raman amplifier energy versus input energy is given in Fig. 8. According to the laser amplifier theory, the small signal Raman gain coefficient for the first Stokes emission were obtained. They are 0.063/cm, 0.050/cm and 0.038/cm at 4, 5 and 6 Atm. respectively. The saturated intensities for the first Stokes emission are 1.3, 1.2 and 1.0 mJ/cm² at 4, 5 and 6 Atm. respectively.

Fig. 9 shows the far field beam profiles for Raman beam clean-up. The results show the beam quality of the Raman clean-up output can be controlled by the injection source. The FWHM diameter of the Raman beam clean-up output is almost as same as the diameter of the injected source with DI changed from 0.1 mm to 0.4 mm.

When the pumping beam of the Raman amplifier is deteriorated by some optical elements, the beam profiles of the Raman beam clean-up output are not affected. Detailed experiments for increase the conversion efficiency of the Raman beam clean-up are in progress.
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Fig. 2 Raman energy conversion efficiency vs pump energy for pump laser with unstable and plane-parallel resonators.

Fig. 3 Raman conversion efficiency vs hydrogen gas pressure for pump laser with unstable and plane-parallel resonators.
Fig. 4  Total Raman conversion efficiency vs pump laser energy attenuated by D: ring aperture; and F: neutral density filters.

Fig. 5  Energy conversion efficiency of S1, S2 and S3 stokes emission vs pump energy for two kinds of attenuations.
Fig. 6 Experimental and calculated beam profiles for pump laser and thirft Stokes emission.

Fig. 7 Experimental set-up for Raman beam clean-up
Fig. 8 Hydrogen Raman amplifier energy vs input energy.

Fig. 9 Far field profiles for pump, Raman oscillator and Raman beam clean-up.
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Abstract

Laser-induced bulk gratings and temporal instabilities of nonlinear wave processes with different components of light polarization have been studied in the liquid crystals. A mirrorless feedback arises because of the non-local nonlinear response of an anisotropic elastic medium on the external field. The multiplicative nature of the molecular fluctuations in the liquid crystals under external field are discussed and the light-induced reorientation effects in this medium can be considered as noise-induced phase transitions.

Introduction

The non-steady and stochastic wave processes and instabilities which arise due to the propagation of light in highly nonlinear medium are a subject of intense study for the present time. Although the problem of instabilities of nonlinear wave interactions in condensed matter has been discussed repeatedly in early nonlinear optics, such studies were based on the principle of a weak local nonlinear response of medium. In fact, the strong nonlinear interactions in these cases arise because of the accumulation of coherent processes along the thickness of nonlinear medium.

At present the nonlinear materials with very high nonlinearity have been already discovered. Liquid crystals (LC) are one of the examples of such medium. Because of the high anisotropy as well as the collective behavior of molecules under any external field LC are unique nonhomogeneous anisotropic objects for nonlinear optics and their use leads to the qualitatively new phenomena.

These effects are manifested in two aspects: 1) the threshold high nonlinearity of LC leads to the real laser-induced structural phase transitions without any temperature variation of the substance [2], and 2) the variations of the Bragg resonance conditions due to laser intensity lead to the self-action effects of the light in a spatially periodic nonlinear medium [3]. The first case concerns to nematic LC (NLC), the second one to cholesteric LC (CLC). Both of these cases are a realization in nonlinear optics of distributed feedback system [4]. For NLC the different spatially modulated structures arise in the medium [1]. In CLC the spatial scale of periodicity is changed. This leads to the following:

First, the intrinsic optical bistability (multistability) in wave phenomena without any external feedback [5]. The multivalued regimes occur because the propagating light waves induce the dynamic gratings of refractive index inside the highly nonlinear medium. The feedback arises even when there does not exist any wave reflected back from these structures, and that is determined by the nonlocal nonlinear response of the medium to the laser field because of the elastic forces [5].

Second, to the temporal instabilities and stochastic processes for the light-induced reorientation in LC (at CW pump radiation) which occur in such systems [1,5]. These dynamic self-diffraction effects due to the anisotropy of the medium because of two waves of different polarizations, travelling through the medium, create laser-induced gratings along the thickness (d) of the sample (z-direction). An energy interchange (over time) occurs between two polarization components in this laser-distorted nonhomogeneous anisotropic medium with spatial modulation of the optical axis n(z).

The fluctuations of the molecules play a principal role in such systems. In fact, on the one hand namely the fluctuations in nonlinear dynamic system determine the development of the processes in it, in particular the transition to the chaotic regime [6]. On the
other hand, the fluctuations can lead to the noise-induced phase transitions [7].

The study of all these (and other) processes in LC (in particular, in experiment) is very important from the physical point of view for understanding the phenomena in nonlinear dynamic systems of quite general type with a threshold behavior. Some of them we shall discuss in this paper.

**Laser-Induced Bulk Gratings in NLC Oscillations Over Time**

The laser-field action on LC leads to the spatial instability of an initial equilibrium state of the medium (homogeneous over the sample thickness d), and the reorientation of the molecules inside the medium and so, a bulk grating, which is determined under external field has a potential barrier separating two states of the system: initial and distorted. Therefore, the rotational moments affecting on the orientation of the local optical axis (direction \( \hat{n} \)) from the initial (unperturbed) direction \( \hat{r}_0 \parallel z \) in accordance with the configuration of the light-wave field in the LC.

On the contrary, the distorted structure, produced in the LC by a laser radiation, has an opposite effect on the propagating light wave. The most interesting of these self-action effects for the optical range are the schemes of dynamic self-diffraction of two or more waves when the light field induces the gratings of the refractive index \( n^i \), on which the incident waves are diffracted [4]. These processes correspond to the frequency-four-wave interactions in the usual terms of nonlinear optics.

The standard schemes of self-diffraction when two or more waves intersect (under a small angle \( \theta \)) are a typical case for an isotropic nonlinear medium (different waves have the same polarizations inside the medium). The period of the recorded grating is: 

\[ \Lambda = \frac{\lambda}{n} \theta, \]

where \( \lambda \) is the wave length.

In the LC, as in any anisotropic medium, two-wave propagation condition can also occur (with a single input wave \( \hat{E}_0 \)), because two waves of ordinary (A) and extraordinary (B) polarizations with refractive indexes \( n_{r0} \) and \( n_{ro} \), respectively, exhibit inside the medium. As long as two orthogonal components of polarization of the light field propagate along the thickness of the medium (a z-axis), we have a continuous variation of the phase retardation between them. Thus, a non-homogeneous (along z) polarization of the transmitted wave \( \hat{E}_0 \) acts on the LC molecules with various forces along the thickness. Therefore, the rotational moments affecting on the molecules are not equal. This leads (at a sufficient intensity) to the non-homogeneous reorientation of the molecules inside the medium and so, a bulk grating, which is determined by the polarizations of the transmitted waves, is induced in NLC.

Thus, the waves propagation in NLC are accompanied by writing the refractive-index gratings, which results in self-modulation of the transmitted light waves. Essentially, this case may also be ascribed to the scheme of dynamic self-diffraction. Here \( \Lambda = \frac{\lambda}{n} \theta (n^i - n^0) \). In an experiment with LC, usually \( n^i \theta \ll n^i - n^0 \), therefore, this grating has a much smaller period than that in scheme with the intersecting waves of identical polarizations.

We confine ourselves here to the comment, that such induced gratings are not phase gratings only. An expression describing the relationship between the amplitudes of waves with orthogonal polarizations (A and B) not only includes a term corresponding to the nonlinear phase retardation \( \phi \hat{N} \), but also a term including the changes in the amplitude parameters. A characteristic spatial scale for this energy interchange in the NLC is determined by the value \( \frac{\lambda}{n} \theta \), where \( \lambda \) is the intensity of each component of the light-field \( i=1,2 \), \( \theta = q \hat{r}_0 / n_0 \), \( q \hat{r}_0 \) is the z-component of the difference \( \hat{q} = \hat{r}_e - \hat{r}_o \) between wave-vectors of e- and o-wave, \( \hat{e}_e = \hat{e}_o \) - unit vectors parallel and perpendicular to the director and \( K \) are the dielectric components parallel and perpendicular to the director. In the CLC the periodic energy redistribution between the waves leads to the so-called pendulum beatings (over the space)[5].

The laser-induced bulk gratings in NLC represent a threshold effect when \( \hat{E}_0 N \). In fact, because of the competition of two forces, namely the light field and the elastic force, the threshold reorientation occurs in this case (the free energy density of NLC under external field has a potential barrier separating two states of the system: intial and distorted).

For oblique incidence (but still \( \hat{E}_0 \parallel \hat{n} \)) two orthogonal components of light polarization (A and B) arises in this case due to the reorientation act in the medium, and so the orientation of the director \( \hat{R}(r,t) \) is described by two angles \( \phi \) and \( \psi \) \((\phi, \psi < 1\)) in two orthogonal planes. The formation of the grating within the medium, 
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\[ \hat{E}_0 \]

represents the field boundary conditions in the sample.
induced by the light-field, in this case is described by the following formula (we display the expression for the angle $\phi(z,t)$ only as a function of the spatial ($z$) and temporal ($t$)

variables [1,2]:

$$
\phi(z,t) = C_0 \left[ \left( \frac{z^2}{q_z^2} \right) X \right] \sin n_x z + q_z^2 \sin \omega t / \gamma
$$

where

$$
X = \left( \frac{Q}{K J^3} \right)^{1/2}
$$

$$
Q = \frac{E_a}{SE} \left( \frac{k_0}{k_c} \right) A_{\text{bound}}^2 + \frac{K J^3}{q_z^2}
$$

$A_0$ is the boundary magnitude of the field amplitude $A$, $\gamma$ is the viscosity, $C_0$ is the constant, the eigenvalues are determined by the boundary condition ($z = d$) $= 0$.

It should be noted that the grating period in equation (1) is governed by the parameter $X$ which itself depends on the incident intensity but not on $q_z$. This is a very important point because the dependence of $X$ on $A$ determines the feedback in the system, which leads to the intrinsic optical multistability.

The most interesting effect which arise in this case are the transient processes, in particular the oscillations over time [5].

Temporal instabilities occur in any experiment with the LC when two waves of orthogonal polarizations propagate through the nonlinear medium and as a result, the reorientation arises in two orthogonal planes [5]. In fact, the different schemes of the dynamic self-diffraction of the light in an anisotropic medium have been realized in the experiments for the present time and the temporal pulsations have been obtained (for CW input) both in the NLC (two linear orthogonal polarizations of the light propagate through the medium) and in the CLC (two circular polarizations in the medium) [1].

The general behavior of these systems reduces to the following: there is a smooth transition from the steady-state reorientation via the damped oscillations to the oscillations which are unlimited over time, when the governing parameter is varied.

Qualitative explanations of the temporal instabilities in the LC can be done by an energy transfer and by a competition between the waves of different polarizations passing through the nonlinear medium [1,5]. This approach is very close to the regenerative pulsations discussed e.g., in [8].

We shall discuss here only the case of the interaction of two counterpropagating waves ($E_1$ and $E_2$) with orthogonal linear polarizations in NLC at normal incidence.

The experimental results are shown in Figure 1. We measured the nonlinear phase retardation $\Delta N_{\phi}$ induced by laser radiation for each beam (the pump-probe technique has been used) or by simple measurements by means of the ring pattern (see e.g., [4]) for both passing beams).

An important point to mention is the development of the oscillations in an opposite phase for two waves in this geometry; that strongly supports the conjecture about an important meaning of the energy interchange between the amplitude of the waves (for the traveling, but not counterpropagating waves, the phase retardation effects play a principal role, because of an interference of the waves but not a direct energy interchange).

An exact theoretical analysis of this problem meets serious difficulties even for a numerical calculation. We shall discuss now the preliminary qualitative results only.

The steady-state solution for this case results in the following equations for the amplitudes of two components of the forward ($E_F$) and backward ($E_B$) waves.
\[\frac{\partial E_{fx}}{\partial z} = i\omega c[E_{fx}\left(\epsilon_{1}^{1/2} + (\epsilon_{a}/2\epsilon_{h})\psi^2 \cos^2 \theta\right) + E_{fy}\left(\epsilon_{a}/2\epsilon_{h}\right)\psi^2 \sin \theta \cos \theta]\]

\[\frac{\partial E_{fy}}{\partial z} = i\omega c[E_{fy}\left(\epsilon_{1}^{1/2} + (\epsilon_{a}/2\epsilon_{h})\psi^2 \sin^2 \theta\right) + E_{fx}\left(\epsilon_{a}/2\epsilon_{h}\right)\psi^2 \sin \theta \cos \theta]\]

\[\frac{\partial E_{bx}}{\partial z} = i\omega c[E_{bx}\left(\epsilon_{1}^{1/2} + (\epsilon_{a}/2\epsilon_{h})\psi^2 \sin^2 \theta\right) + E_{by}\left(\epsilon_{a}/2\epsilon_{h}\right)\psi^2 \sin \theta \cos \theta]\]

\[\frac{\partial E_{by}}{\partial z} = -i\omega c[E_{by}\left(\epsilon_{1}^{1/2} + (\epsilon_{a}/2\epsilon_{h})\psi^2 \cos^2 \theta\right) + E_{bx}\left(\epsilon_{a}/2\epsilon_{h}\right)\psi^2 \sin \theta \cos \theta]\]  (2)

We used boundary conditions: at \(z = 0\)

\[E_{fx} = E_{y0} = -A_{f0} \sin \theta_0 + B_{f0} \cos \theta_0; \quad E_{fy} = \theta_0 = A_{f0} \cos \theta_0 + B_{f0} \sin \theta_0;\]

at \(z = d\) \(E_{bx} = 0 = -A_{bd} \sin \theta_0 + B_{bd} \cos \theta_0; \quad E_{by} = 0 = A_{bd} \cos \theta_0 + B_{bd} \sin \theta_0;\)

and we neglected the interference between forward and backward waves (due to averaging over the space).

Because the light-induced reorientation is small enough we can assume that \(E_{fy} \ll E_{fx}, E_{by}\) and so for the magnitudes of the wave we have from equation (2):

\[E_{fx} = E_{f0} \exp\left[i\left(\epsilon_{1}^{1/2} z + (\epsilon_{a}/2\epsilon_{h})\int_{0}^{z} (\psi^2 \cos^2 \theta) dz\right)\right]
\]

\[E_{by} = E_{by0} \exp\left[i\left(\epsilon_{1}^{1/2} z + (\epsilon_{a}/2\epsilon_{h})\int_{0}^{z} (\psi^2 \sin^2 \theta) dz\right)\right]
\]

Using equation (3) the nonlinear phase retardation due to reorientation \(\Phi_{NL}\) can be written for each wave in the form

\[\Phi_{f} = d\left(\epsilon_{a}/2\epsilon_{h}\right) \psi^2 \cos^2 \theta \; dz\]

\[\Phi_{NL} = -d\left(\epsilon_{a}/2\epsilon_{h}\right) \psi^2 \sin^2 \theta \; dz\]

The summary value of \(\Phi_{NL}\) for the passing beam (expressed in terms of the numbers of the ring pattern \(N = \Phi_{NL}/2\pi\)) is described by expression

\[N = N_{f} + N_{b} = \frac{\Phi_{NL}}{2\pi} = \left.d\left(\epsilon_{a}/2\epsilon_{h}\right) \theta^2 \; dz\right.\]
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The parameter N was constant during our experiment; this means that \( \mu \) should be constant also. As to observation of the oscillations regimes they arise because the angle varies over time. According to equation (4) that should lead to the pulsations of the ring patterns for the forward and backward beams in opposite phase in agreement with our experimental data. More detailed and correct theory for transient regimes as well as for the arising temporal instabilities should be done in progress.

**Light-Induced Threshold Reorientation in NLC as a Noise-Induced Phase Transition**

The threshold reorientation of NLC in external field starts from random thermal fluctuations of the director. This means that the noise plays a principal role for the light-induced threshold effects and their correct description should be statistical. Good approach for that gives the Fokker-Planck equations for the Ornstein-Uhlenbeck processes [7]*.

In previous item we discussed the question how in deterministic nonlinear system with a few degrees of freedom (two orthogonal polarizations in the medium) the temporal instabilities arise. Now we shall analyze the role of the noise (fluctuations of the director); the influence of the noise does not only result in the disorder in the nonlinear system, but also induces a definite order and new states, so we can speak about the noise-induced phase transition [7].

Because it is a nonequilibrium phase transition in open system (the medium is irradiated by the laser beam continuously), the separation of the parameters into two groups, namely external (\( \lambda \)) and internal (\( x \)) have not any physical sense in contrast with ordinary equilibrium thermodynamics. So, the nature of the developing fluctuations in the system does not play a principal role in both cases, i.e., the fluctuations of the external applied field (the steady-state stochastic process, \( \lambda_t \) is described at \( \lambda_t = \lambda + \xi_t \), where \( \xi_t \) is the average (regular) part, \( \xi_t \) is the noise) or of the internal medium fluctuations (\( x_t = x + \xi_t \)) are similar. This is strictly true when the multiplicative noise occurs, and we shall use this approach for LC under external field**.

The stochastic differential equation for the problem of our consideration has a form

\[
\dot{x}(t) = h(x[t]) + \mu(A) g(x[t])
\]

where \( h, \mu, g \) are the nonlinear functions in the general case and they determine the physical phenomena in the system. The fluctuations are described in equation (5) by the substitution \( \lambda \rightarrow \lambda_t = \lambda + \xi_t \) or \( x \rightarrow x_t = x + \xi_t \) for the external field or for the medium parameters, accordingly. The second term in the right-hand side of equation (5) where \( g(x[t]) \neq \text{const} \), gives the dependence of the influence of the external field (\( A_t \)) on the system state (\( x_t \)); in particular the leads to the multiplicative nature of the noise***.

Usually in equation (5) the fluctuations of the external field only are considered in such form (\( \lambda_t = \lambda + \xi_t \)), but the medium fluctuations (the parameter \( x \)) are described just in additive form; i.e., in the right-hand side of equation (5) the stochastic force \( f(t) \) have to be included.

Let us apply this approach to the threshold reorientation of NLC in the light field \( E(n_{\text{ext}}) \), the director fluctuations \( \delta n_t \) can be described in the form

\[
\delta n_t = \delta n_{\text{ext}} + \delta n_t \text{, where } \delta n_{\text{ext}} \downarrow \nabla \text{ (because } n^2 = 1) \text{.}****
\]

*In the model of stochastic process \( x(t) \) [Brownian Movement] the velocity \( \dot{x}(t) \) is the basis for the description in this case but not the position \( x(t) \) of the particle (Viner process).

**That is the difference of our consideration from that used in [7].

***If \( g(x[t]) = \text{const} \) the system has the additive (Langevin) noise only over the external field.

****The high nonlinearity of NLC and the intense thermal fluctuations in them are the consequence of the manifestation of the fluctuative-dissipative therem [5].
Because of the symmetry factor two uncoupled states \( (\delta n, \delta \varphi) \), i.e., the reorientation angle is \((\pm \varphi)\) and \(\delta \varphi < 0\), i.e., \((-\varphi)\) take place in the system when \( I < I_{th}\) (where \( I_{th}\) is the threshold intensity), and the fluctuations \(\delta n\) move it about these two states \((\delta n = 0\), i.e., \(\psi_m = 0\), is an internal boundary for this case [7]).

But the small fluctuations \(\delta n\) could not vary the state of the system (even when the field \(\vec{E} \parallel \vec{n}\) is applied) till that the stabilizing (about the initial orientation) rotation moment of the elastic forces due to rigid boundary conditions is above the magnitude of the destabilizing rotation moment due to the light field. The free energy densities coupled with these two processes are described by the relations

\[
P_{\text{elast}} = \frac{1}{2} K (\delta n_t / \delta z)^2 - \frac{1}{2} K (\delta \varphi / \delta z)^2
\]

and

\[
P_{\text{field}} = \frac{1}{2} \frac{K}{\delta n_t} (\delta n_t \vec{E}) (\delta n_t \vec{E}^*)
\]

accordingly, where

\[\vec{E}_{\text{real}} = \frac{1}{2} \left( \vec{E} e^{i\omega t} + \vec{E}^* e^{-i\omega t} \right).\]

The reorientation occurs in NLC when these two moments equalize \((P_{\text{elast}} = P_{\text{field}})\) and so, the threshold intensity \( I_{th} \approx -E^2 \) is determined by that. When \( I > I_{th}\) the system comes to one of two possible stable states \( (+\varphi)\) or \((-\varphi)\) for any magnitude of the fluctuations, and the value \( \varphi = 0\) determines the unstable state \((\psi = 0\) is already a natural boundary). This variation of the boundary nature is one of characteristic signs of noise-induced phase transitions\(^\star\), and the light-induced reorientation in NLC can be interpreted in this way. In fact, because the interaction between \(\vec{a}\) and \(\vec{E}\) is described by the term \(F_{\text{Interaction}} = -((n \vec{n} \cdot n \vec{E}^\star)\cdot (n \vec{n} \cdot n \vec{E}^\star))\), the nature of the noise \(n\) is principally multiplicative. But the fluctuations of \(n\) and \(\vec{E}\) are equivalent \((F_S\) is symmetrical over \(n\) and \(E\)) and so the director fluctuations for \(nE\) have to lead to the effects being similar to those the external field fluctuations lead to, as it was discussed above.

Mathematically this fact can be verified if the equation for the light-induced threshold reorientation of NLC is rewritten in the form

\[
\dot{\psi}_m = -\alpha_m + \beta |E_x|^2 \{\psi_m - 4 \psi_m^3\} + \frac{\beta}{2} |E_x|^2 \{2 \psi_m (1 - 4 \psi_m^2) - (6 \psi_m^2)^2 2 \psi_m \}
\]

where we used the simplest geometry for the threshold reorientation under light field \(E\) for normal incidence: \(\vec{n}, \vec{n}_{\perp} = (\vec{n}, 0, 0), \vec{n}_{\parallel} / \parallel z, \psi_m\) and \(\delta \psi_m\) are the reorientation angle and its fluctuations instead of the expression \(n_m = \vec{m} + \delta n_t\) we use \(\dot{\psi}_m(t) = \psi_m(t) + \delta \psi_m(t)\) in the centre of the sample \((z = d/2, \varphi = 0)\) of the thickness: \(\psi_m(z,t) = \psi_m(t) \sin \pi n_0 z/d, \delta \psi_m(z,t) = \delta \psi_m(t) \sin \pi n_0 z/d\), \(\alpha = \delta \psi_m/t = \delta \psi_m/\beta n_0\), \(\gamma\) is the viscosity. We did the following suppositions: the anisotropy of both elastic and optical properties of NLC as well as the angles \(\varphi_m, \delta \varphi_m\) are small enough.

\(\star\)The high nonlinearity of NLC and the intense thermal fluctuations in them are the consequence of the manifestation of the fluctuative dissipative theorem \([5]\).

\(\star\)Two transitions occur, in principle, for that case. The first one is when the steady point \(\varphi = 0\) becomes unstable, and the second one when the new stable state arises \((\varphi = \alpha)\). But in approximation of white noise (our case) these two transitions are practically coincided \([7]\).
These ordinary in optics of LC conditions permitted us to neglect, in equation (6) the terms in the order of power \( \psi_m \) for the regular part and \((\delta\psi_m)^2\) for the fluctuated part.

The equation (6) including the fluctuations of \( \delta\psi_m \) both in the linear and nonlinear (quadratic) forms is a complete analogy of the fundamental equation (5) which is usually used for describing the noise-induced due to the field fluctuations phase transitions [7]. Therefore, in fact, all physical consequences from these two equations should be the same.

The most interesting effect is that the value of \( I_{th} \) is shifted because of the noise \( \Delta I_{th} = \frac{\sigma_1^2}{2} \), where the noise intensity is \( \sigma_1^2 = \langle (\delta n)^2 \rangle \). For the LC the level of noise defines the scattering intensity \( \Delta I_{th} \sim \sigma_1^2 \); both of them can vary by the temperature \( T \) change, in particular near the phase transition (from nematic to isotropic phase) temperature \( T_c \). That gives a simple procedure for a verification of the mentioned above dependence \( I_{th}(\sigma) \) by comparison of two independent measurements in a nematic phase:

\[
I_{th} = I_{th}(T_c - T) \quad \text{and} \quad I_{scat} = I_{scat}(T_c - T).
\]

Our study shows a very good agreement of these measurements, see Figure 2, \( I_{th} \) decreases versus \( (T_c - T) \) [9], and \( I_{scat} \) increases versus \( (T_c - T) \) [10], with respect to the expected dependence \( I_{th}(\sigma) \).

Note, that the traditional classification of the phase transitions is not applied to the discussed noise-induced transition. In fact, for the threshold reorientation in NLC we obtained two results. On the one hand, the critical behavior of the response time \( T \) versus \( (T - T_c) \) [2,9] is exhibited (like in the second order phase transitions); on the other hand, the maximum of the \( I_{scat} \) arises near the \( I_{th} \) point [5,10] (like a critical opalescence in the first order temperature phase transition).

We shall point out the possibility of the controlling of the noise intensity: this can be done using except for the light \( E \), an additional quasistatic field (e.g., magnetic) stabilizing or destabilizing the director fluctuations [10]. The nature of the phase transition may be also varied in this case (the second order phase transition becomes the first order one [2]).

The most interesting results should arise for a multidimensional system; one special case (two orthogonal polarizations of the light) has been already discussed by us in Item 2. The analogy with two coupled nonlinear oscillators in the presence of noise is very useful for this case [5].

In conclusion, new effects of intrinsic optical multistability and temporal instabilities in the wave interactions for a non-homogeneous anisotropic medium with a highly threshold nonlinearity are discussed in the present paper. Two waves of different polarizations traveling through the medium create laser-induced bulk gratings of the refractive index, and the instabilities arise due to an energy interchange and a competition between the two light polarization components in the nonlinear medium. The feedback for such wave interactions arises because of the nonlocal response of an anisotropic elastic medium to the external field.

The considered phenomena are the development of the general case when the stochasticity arises in a deterministic dynamic system with a few degrees of freedom. Two orthogonal polarizations of light for our case present a problem similar to that of two coupled pendulums.

Because of the molecular fluctuations, the light-induced effects in LC may be considered as the noise-induced phase transitions.

*This measurements allow to study the peculiarity of the induced transitions for the colored noise [7].
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Figure 1. Oscillations of $\Phi_{VL}^{NL}$ in the field of two counterpropagating waves with linear polarizations $\vec{E}_1$ and $\vec{E}_2$. (cw Ar-laser, $\lambda = 515 \text{ nm}$, for the different angles $\alpha = 55^\circ, 70^\circ, 30^\circ, 90^\circ$. The director $\vec{n}_0$ in the $yz$-plane due to the reorientation, NLG 5CB, $d=20 \mu m$, $I_1 = I_2 = 250 \text{ W/cm}^2$). The oscillations for the waves $\vec{E}_1$ = solid curve and $\vec{E}_2$ = dashed curve have the opposite phases (indicated by the dashed lines for $\alpha = 55^\circ$).

Figure 2. The threshold intensity $I_{th}$ for light-induced (reorientation) in NLG 5CB ($d = 250 \mu m$, $\vec{n}_0$, $\vec{E}_{scat}$) and the normalized scattering intensity $I_{scat}$ of the light in NLG 5CB ($d = 50 \mu m$, $\vec{n}_0$, $\vec{E}_{scat}$) both versus temperature $T$. $T_c$ is the temperature of the phase transition from nematic to isotropic phase. The light is determined by the director fluctuations $\Delta \vec{n}_0$, $\Delta \vec{E}_{scat}$, where $\sigma$ is the noise intensity $\sigma^2 = \langle \Delta n_0^2 \rangle$.
EXPERIMENTAL DEMONSTRATION OF LARGE APERTURE COMPRESSION OF SHORT LASER PULSES IN BRAGG - RESONANCE CONDITION

Yerevan State University
Yerevan, Armenia, 375049 USSR

Abstract

Effective universal compression of picosecond laser pulses with large aperture, high energy transformation and high level of break-down intensity has been obtained in cholesteric liquid crystal. The preliminary compression (before the outgoing from the laser pulse will become bandwidth-limited) occurs without any nonlinear effect, which is necessary for further compression.

The universal method of compression of short laser pulses till femtosecond pulse durations is based on two conditions [1].

First, the temporal phase (frequency) modulation is necessary, and as a result the instantaneous frequency becomes a linear function over time, i.e., the distribution of frequencies over pulse duration is concretized.

Second, using the dispersive delay line which leads to the effect that e.g., the rear of the pulse will travel faster than the front, the further compression of such modulated pulses becomes possible. In present paper we show (both in theory and in experiment) that a thin layer of cholesteric liquid crystal (CLC) may be used as a dispersive delay line.

The physics of this phenomenon is determined by the effect of nonstationary dynamic diffraction of partially modulated light pulses on a spatially periodic structure, by which the CLC (3D-structure) is characterized, under condition of the Bragg resonance for the input radiation [2].

Standard CLC-cell represents such a simple element, a compact autonomous device directly placed under laser radiation without any additional optics and alignment. This device is a very good candidate for preliminary express - compression of the picosecond light pulses of a real laser system, and the output radiation becomes bandwidth - limited.

The qualitative picture of discussed compression being a consequence of the high spatial dispersion of the medium is determined by the dependence of the directions of diffracted (on the grating) waves on the frequency. Because the input laser pulse has a natural phase modulation giving the distributions of the different spectral components over the pulse duration, their lengths of the optical ways are not equivalent after diffraction (scattering) and as a result the situation becomes possible that the rear of the pulse overtakes its front (this is a complete analogy with the compression in the standard scheme with two coupled diffraction gratings). This mechanism of the compression is similar both for the scattered (A_n) and for the transmitted (A_p) waves because their being coupled and the energy exchange. The process is most effective when the condition of exact Bragg resonance is satisfied for the wave vectors with frequency ω being central for the pulses (maximum of their temporal profiles): $q = 2\pi/A$, $A = 2\pi$ is the grating period (we suppose that the spectral bandwidth of the resonance is much smaller than the spectra of the input pulse***). Then the spectral components corresponding to the front ($\omega_+$) and to the rear ($\omega_-$) - let us suppose $\omega_+ > \omega_-$ - e.g., for the scattered pulse $A_n$, have the detuning $\Delta$ of opposite signs.

---

*Vagorniy Kharabakh, Armenia, 375000, USSR
**The two-waves approximation (A and A are the amplitudes of the transmitted and diffracted [scattered] waves, accordingly) of dynamic theory of electromagnetic radiation diffraction on the spatially modulated structure are used.
***If this condition is not satisfied all spectral components of the pulse have equivalent velocities of propagation.
from the direction \( \mathbf{k}_R(\omega_i) ; \mathbf{k}_R(\omega_i) + \mathbf{k}_R(\omega_e) \). This detuning can be compensated by variation of the scattering angle (for oblique incidence) and so, the directions \( \mathbf{k}_R(\omega_i) \)
and \( \mathbf{k}_R(\omega_e) \) are not coincided with \( \mathbf{k}_R(\omega_i) \) and each other; they are shifted in the opposite directions from the direction of \( \mathbf{k}_R(\omega_i) \). This means that the lengths of the optical ways of different spectral components of the pulse are not equivalent (e.g., let us suppose them to be greater for \( \omega_1 \) and smaller for \( \omega_2 \)); so, the compression may arise at corresponding magnitudes of the propagation velocities of the components.

If the frequencies filling the pulse are near the Bragg resonance range (e.g., for \( \mathbf{k}_R(\omega_1) - \mathbf{k}_R(\omega_2) \)), but on the one side only from it, the compression is also possible. However, it should be less effective because the directions of \( \mathbf{k}_R(\omega_i) \) for all frequencies (\( \omega < \omega_0 \)) are shifted in the same side in comparison with the \( \mathbf{k}_R(\omega) \) direction for this case, i.e., for each spectral component of the pulse the length of the optical way is either decreasing or increasing (but in different degree).

The compression may occur due to the temporal dispersion as well. Because the propagation velocities of the front and the rear are different, these parts of the pulse may be overlapped (our case corresponds to the frequency range far from the eigenvalues of the medium, so the rear and the front of the pulse propagate in the traveling direction). This mechanism of compression is not directly coupled with the grating in the medium and is supplementary to the discussed above. Note, that for the collinear geometry of the dynamic scattering on the grating (the vectors \( \mathbf{k}_0, \mathbf{k}_h \) and \( \mathbf{q} \) are parallel) the resonance condition can be satisfied only for counter-propagating waves \( \mathbf{A}_0 \) and \( \mathbf{A}_h (\mathbf{k}_0, \mathbf{k}_h, \mathbf{q}) \) for the spectral components of the pulse which have equivalent frequencies; when the frequencies are not equivalent (in the range of spectral bandwidth of the phase-modulated pulse) the propagation of traveling waves \( \mathbf{A}_0 \) and \( \mathbf{A}_h (\mathbf{k}_0, \mathbf{k}_h / \mathbf{R}_h) \) is allowed as well.

Very simple numerical estimation of the characteristic length \( L_c \) of the compression can be done by obvious discussion for these two mechanisms. In fact, in ordinary cases of the 1D sinusoidal grating, the refractive index now can be represented in the form [5]:

\[
n(\omega) = n_0(\omega) + 0.5 j n_1 \exp(jqz) + n_1 \exp(-jqz),
\]

where \( n_0 = n_1 \approx n_1 \). For small scattering angles of the light we can use the expression for the propagation velocities of the spectral components of the pulse as for collinear geometry, i.e.,

\[
|v(\omega)| > (2\omega/q)(1 + n_1 / n_0) \quad \text{for} \quad \omega \omega_0 \quad \text{and} \quad |v(\omega)| = (2\omega/q)(1 - n_1 / n_0) \quad \text{for} \quad \omega_0 \omega,
\]

where \( \omega_0 \) is the Bragg resonance frequency.

For the first mechanism (the front and the rear run towards each other) \( L_c \) is determined by the condition that on this length the time of the group delay of the pulse edge frequencies is equivalent to the initial pulse duration \( T_0 \), i.e.,

\[
L_c = \left((T_0/2)\left|v(\omega_0)\right|v(\omega)/\left|v(\omega_0)\right| - \left|v(\omega)\right|^{1/2}\right)((2\omega/q)(1 + n_1 / n_0) - 1)\left(2\omega/q\right)^2.
\]

For typical numerical parameters \( T_0 = 30 \text{ psec}, n_1 \sim 1, n_0 = 1.3, \) and taking into account that \( \omega_0 = 2\pi c/\lambda_c \), \( q = 2\pi / A \), \( A = 2p \pm \lambda_c \sim 1 \mu m \) we have \( L_c \sim 1.4 \text{ cm} \).

For the second mechanism (the rear overtake the front) \( L_c = 2T_0(2\omega_+-\omega_-)/q^{-1} \). At \( \omega_+ - \omega_- \sim 1 \text{ cm}^{-1}, T_0 = 30 \text{ psec}, 2p = 1 \mu m \) we have \( L_c \sim 1.2 \text{ km} \).

Thus, the compression occurs because of the spatial grating in the medium, and we can neglect the temporal dispersion in our case.

For theoretical analysis two possible geometries for the dynamic diffraction of the light pulses on the periodic structure are usually taken to consider - Bragg and Laue cases, i.e., transmitted (the wave vector is \( \mathbf{k}_0 \), the amplitude is \( \mathbf{A}_0 \)) and scattered (\( \mathbf{k}_h, \mathbf{A}_h \) - see e.g., [3]).

The difference between these two geometries is determined by the direction of propagation of the waves \( \mathbf{A}_0 \) and \( \mathbf{A}_h \) which are mutually coupled by energy. In the Laue geometry two waves transmit the energy in the same direction in contrast with the Bragg case when the waves are counter-propagating. Mathematically this demands different boundary conditions both at the entrance \( (z = 0) \) and the exit \( (z = d) \), where \( d \) is the thickness of the medium planes. The following relations (at the entrance surface e.g.) correspond to these cases:

\[
\mathbf{Y}_0, \mathbf{Y}_0^*, \mathbf{Y}_h, \mathbf{Y}_h^* \quad \text{for} \quad \text{the Laue and Bragg geometries, accordingly (where} \quad \mathbf{Y}_0^* = \mathbf{Y}_0^T, \quad \mathbf{Y}_h = \mathbf{k}_h^T, \quad \mathbf{Y}_h^* = \mathbf{k}_h^T).
\]

The characteristic spatial scale \( L_c \) which is the extinction length.

Both of these cases correspond to the light transmission through the periodic medium under condition of the Bragg resonance.
For the second one the hyperbolic solutions of $A_0$ and $A_n$ arise (in optics this problem is discussed, e.g., in [3,5]).

But sometimes the division on these two geometries is quite artificial and the mixed case realized in the real experiment (in particular for the narrow beams and for the spatially limited samples in two orthogonal directions) see Figure 1a [4]**. This result has to be especially taken into account when the transmitted beam ($A_0$, $A_n$) only is detected in experiment. In fact, when the entrance point happens to be the edge point of the sample, one can see that $A_0$ is the sum of the partial amplitudes $A_{0i}$ for each possible geometry [4].

Our preliminary estimations show that the more effective compression of the laser pulses occurs in the Laue geometry (Laue-Laue case by more exact classification). So, we may take into account only the amplitude $A_0$ of the Laue geometry, and the analytical solution for this simplest case can be obtained.*** We shall discuss it below.

The initial system of two coupled equations describing the temporal evolution of slowly varying complex amplitudes of passing ($A_0$) and scattered ($A_n$) waves ($E_0$ and $E_h$ respectively) is following [6]

\[
\begin{align*}
\left( \frac{\partial}{\partial t} + \frac{1}{v \cos \theta} \frac{\partial}{\partial z} \right) A_0, h &= L_c^{-1} A_h, o
\end{align*}
\]

where the signs " + " correspond to $A_0$ and $A_n$, accordingly; $v$ is the velocity of the traveling wave (which is the same for both waves); $L_c$ is the extinction length (showing the characteristic spatial scale of pendulum beaings when the energy exchange between $A_0$ and $A_n$ waves occurs); $\theta = \pi/2 - 1$, $\xi_0$ is the incident angle; $z$ and $x$ are coordinates along ($z$) and across ($x$) the sample thickness; $t$ is the time.

We assume that there is no abrasion in the medium, the anisotropy of CLC is small, the light field is quasi-coherent and $\theta$ is sufficiently big: $\theta > \pi/2 - \arcsin (\xi_1/\xi_0) / 2$, where $\xi_1, \xi_0$ are the dielectric optical permittivities of CLC ($\xi_1 << \xi_0$, $\xi_1$ being the anisotropy and $\xi_0$ the average magnitude).

The boundary conditions are

\[
A_0 (z = 0) = E \exp(-x^2 \cos^2 \theta/r_0^2 - (t - x \sin \theta / v)^2 / r_0^2)
\]

\[
A_n (z = 0) = 0
\]

Equations (2) determine (i) the initial phase modulation of the radiation in the square form, described by the parameter $\alpha$ and (ii) the Gaussian light pulse over both space and time ($\alpha$ is the spot size of the laser beam, $T_0$ is the pulse duration; $\alpha = a_0 r_0$, where $a_0$ is the magnitude of the phase modulation.

The standard procedure to find the solution of equation (1) is based on the method of repeated shortening of the wave equations [3]; using equation (2) we have the following expressions for normalized intensities for passing and scattered waves [6]:

---

*The different conditions at the entrance and at the exit surfaces leads to the Laue-Laue, Bragg-Bragg, Laue-Bragg (two types) and Bragg-Laue cases.
**The calculations used the spherical-wave theory.
***For Bragg geometry the problem is not solved analytically for the light pulses.
****We neglect the shift from the exact Bragg resonance because the exact tuning to resonance can easily be done by variation of the sample temperature (see Item 4).

---

875
\[ | A_{o,h} |^2 = |F_1 |^2 + |F_2 |^2 + 2Re\{F_1 F_2^* \exp(2iz/L_c) \} \] \hspace{1cm} (3)

where

\[ F_{1,2} = \frac{F}{2f_{1,2}} \exp\left( \pm \frac{1}{2} \operatorname{arctg} \frac{b}{a_{1,2}} - \frac{x \cos^2 \theta}{r_0^2} (a_{1,2} \pm b) \right) \]

\[ - \frac{1}{r_0^2} \frac{1}{f_{1,2}^2} \left[ (t-z/v \cos \theta - x \sin \theta/v)^2 (a_{1,2}) - i(a a_{1,2} \pm b) \right] \]

\[ + \left( \frac{2}{L_c^2} (t - z/v \cos \theta)^2 \right) \left( b + a_{1,2}^2 - i(a b + a_{1,2} \pm b) \right) \] \hspace{1cm} (4)

\[ f_{1,2} = \left( a_{1,2}^2 + h^2 \right)^{1/2}, \quad a_{1,2} = 1 + a y z/L_c \]

\[ b = (z/L_c + y z/L_c^2), \quad y = 2 \sin \theta \cos^2 \theta \] \hspace{1cm} (5)

\[ L_f = \frac{r_0^2}{2 L_c \sin^2 \theta} \] is the length of the extinction effect (there should be a spatial shift (in cross direction) between passing and scattered beams). Note, that in steady state \((T_0 \to \infty)\) the solutions of \( f_1, f_2 \) give the very well known result (see e.g., [3]).

The analysis of (3), (4) shows that the envelope of frequency modulated pulse varies in rather complicated manner at the dynamic scattering. Three effects take place: (1) the oscillations on the temporal envelope of the pulse; (2) the shift of the maximum intensity of the pulse; (3) the variation of the effective pulse duration. These phenomena are due to the difference in the behavior of two functions \( f_1 \) and \( f_2 \) in equation (4) when \( \theta \neq \theta^* \) \( f_1(z) \) has a minimum for \( z = L_f = (a^2 - \gamma) L_c \), but \( f_2(z) \) is a monotonously increasing quantity (see Figure 2). The minimal pulse duration occurs at the distance \( L_f \) (this is a point of the so called "temporal focus").

In the case of \( L_f < L_c \) and \( a \gg 10 \) the dependence \( |A_{o,h}(z = L_f)|^2 \) reduce to a simple form

\[ A_{o,h}(z = L_f) |^2 = |E|^2 \phi(a, T_0) \frac{1}{2} \exp(\gamma t_0^2 \cos(2/\gamma + \pi/4 + \alpha \pi^2)) \] \hspace{1cm} (6)

where \( T_0 = (t - x \sin \theta/v - (a \delta \cos) - 1/\tau_0) \)

\[ \phi(a, T_0) = (a/4) \exp(-2a^2 \tau_0) \]

The second term in the right hand side of equation (5) responds to oscillations of the temporal envelope; the average profile of that is determined by the function \( \phi(a, T_0) \).

The dependences of \( \phi(a, T_0) \) for different \( a \) are shown in Figure 3. The efficiency of the pulse compression increases with the pulse duration decreases times, the peak power increases \( a/4 \) times in comparison with the initial one, and the compressed pulse contains

For a pulse with a plane phase distribution \( \phi = \pi \) the condition \( F_1 \equiv F_2 \) is satisfied and so, ordinary dispersive spreading occurs.

Because at \( z = L_f \) the term \( F_1,2 \) in equation (3) is the greatest, the pendulum beatings give small corrections on the temporal dependencies and have not direct influence on the compression in the presented linear case when \( f_1 \) has only one minimum. This leads to the fact that \( A_{o,h} \) are practically equivalent from the energetic point of view.

THE signers \( "\pm" \) in equation (3) determine the pendulum beatings.
twenty-five percent of the input energy. The latter fact takes place because the energy of the initial pulse is distributed equally between passing and scattered beams. Each of them has wide pedestal with a narrow peak in the center (cf [2]) which also have equal energy distribution. The final picture of the pulse shape is formed over the traveling of the beams in the medium.

Using equation (5) we can obtain that the compression, at times of the input pulse (of duration \( t \)) requires a sample thickness \( L \approx 1,0 = (aY) \left( \frac{\omega}{\gamma} \right)^{-1} \leq L \). The numerical estimation for CLC (the typical magnitudes of the parameters are:

\[
L \approx 10^{-2} - 10^{-3} \text{cm}, \, \theta > 80^\circ, \, \gamma \sim 10^{-26} - 10^{-22}/\tau_0^2
\]

and for \( \gamma \sim 10 \) leads to the compression factor \( \gamma \) for the values of \( \omega \) because the inequality \( (aY) ^{-1} \leq \omega / \gamma \) has to be satisfied.***

It is self-evident that the discussed above theoretical analysis can be considered as a first approximation only. In fact, many real factors are not taken into account; in particular, not all-coherence of the input light; its fluctuations both amplitude and phase; the anisotropy of CLC (the refractive index difference \( n_\theta \)) gives the range of the wavelengths for the Bragg resonance \( \sim n_\theta \), but not one value only; the twisted (helical) structure but not only a simple periodicity for CLC etc. For example, the last property leads to the fact that the eigen waves in CLC are circularly polarized (for infinite samples and normal incidence) in opposite directions (the energy distribution between these waves is equal for linear polarized input light and for the ideal conditions). Each eigen wave of CLC gives two waves \((A_1, A_2)\) in two wave approximation of the theory of dynamic diffraction (only one eigen wave is excited in CLC when input radiation is circularly polarized in accordance with the sign of the helix). But for normal incidence of the light on the CLC an exact steady-state solution may be obtained and so, the approximation of the dynamic diffraction theory is not used.

Note, that the theory may be applied practically without any correction to the compression of x-ray pulses propagating through the solid crystal (dynamic scattering on the lattice) - cf. [6].

In our experiment the radiation of picosecond YAG: Nd \(^{3+}\) laser \((\lambda = 1.06 \mu m)\) has been used as an input beam. The parameters of the radiation were: the repetition frequency \( - 5 \text{MHz} \); the polarization - linear; the spot size \( \sim 2 \text{mm} \); the single pulse energy \( \sim 0.5 \times 10^{-3} \text{J} \); \( T \approx 30 \times 10^{-12} \text{sec} \).

An original automatic system based on PC - computer was used for data processing; the pulse durations were measured by correlation technique at passage of the radiation through the uniaxial crystal (the range of measurements by this technique is \( 0.1 \times 150 \text{ psec} \)).

The laser radiation had a natural frequency modulation; independent (of the pulse duration) measurements of the bandwidth of the laser oscillation \( \Delta \omega \) gave the value \( \Delta \omega \approx 5 \times 10^5 \text{ rad/sec} \). This leads to the estimation of the additional broadening (due to the eigen wave modulation of the radiation in contrast to bandwidth-limited light pulse for given \( \Delta \omega \sim 2 \text{ for the Gaussian temporal profile} \)), described by a factor \( 2(\Delta \omega / \Delta \omega \sim 2) \).

The standard CLC-cell (CLC-layer being along \( z \)-coordinate between two glass plates, the aperture - \( 3 \times 5 \text{ cm} \)) had a homotopic alignment of helical axis (the direction is given by the vector \( \vec{a} \)). The spatial period of CLC (the helical pitch \( 2p = 2 \vec{a} \) ) was changed continuously by the variation of temperature \( T \), and therefore the exact Bragg resonance condition could be satisfied (approximately at room temperature for used mixture of CLC). The dependence \( p(T) \) is shown in Figure 4 (this is a pitch of the free helix for thick samples). The temperature stabilization was \( \sim 0.2 \text{C} \), but in real experiment on compression the stabilization in the range of a few degrees was practically sufficient. The absorption and statistical scattering losses in CLC-cell were seventeen percent (measured far from the Bragg resonance region). The break-down intensity was not less than \( 2 \text{ GW/cm}^2 \) for used mixture of CLC.

*This peak demonstrates the degree of compression.
**The functions \( F_{1,2} \) in equation (3) are responsible for that. The principal point here is that the behavior does not depend on sign of \( \Theta \) (the inversion of the sign leads to the mutual redenoting in factors \( F_{1,2} \) only) in contrast with the standard schemes of pulse compression.
***This gives the condition \( L / L \sim 10 \div 100 \).
****The averaging over 1024 pulses was used.
The pulse duration of the outgoing from the CLC-cell radiation (\( \tau_{\text{out}} \)) as well as the compression factor (\( s = \tau_{\text{out}} / \tau_{\text{in}} \)) versus \( T \) were measured for different thicknesses \( d \) of the CLC-layer. The experimental dependences \( s(T) \) are shown in Figure 5 in arbitrary units for three magnitudes of \( d \). The absolute measurements of \( \tau_{\text{out}} \) are shown in Figure 6 for \( d = 300 \) \( \mu \text{m} \) corresponding to the maximal factor \( s \). The radiation of whole laser beam aperture has been detected; the pulse energy after compression was about 20% of the input pulse energy (the input radiation had a linear polarization). We have not seen any influence of self-action effects of laser radiation; therefore the propagation of the frequency modulated light pulse through the linear periodic medium took place in our experiment.

The obtained results agree qualitatively with the theory described in item 3. The characteristic distance for the development of the effects of dynamic diffraction (\( z = L_f \)) in experiment corresponds to \( d > 300 \) \( \mu \text{m} \). For that thickness practically total compression \( (s=2) \) in CLC has been determined for the given eigen frequency modulation (determining \( \Delta \omega_{\text{osc}} \)) of the input laser pulse, and so the outgoing pulse became bandwidth-limited. From the conditions of our experiment we have \( \theta = 83^\circ \), \( \tau_0 = 28 \) psec, \( \alpha_0 = \alpha_0 \Delta \omega_0 = 2 \). We can estimate the magnitude of the distance \( L_f \) for the compression of laser pulses in CLC (the focus of the "temporal lens"). According to the theory of item 3

\[
L_f = \frac{\tau_0^2 \sqrt{\cos^2 \theta / 2}}{L_0} \sin \theta \]

from the conditions of our experiment we have \( \theta = 83^\circ \), \( \tau_0 = 28 \) psec, \( \alpha_0 = \Delta \omega_{\text{osc}}, \Delta \omega_0 = 1.9 \), and the agreement between the theory and the experiment in the estimation of the \( L_f \) demands a very small magnitude of the optical anisotropy of CLC \( \xi_1 \approx 10^{-4} \) [that leads to \( L_0 \approx 5 \times 10^{-2} \text{cm} \) (for \( \xi_1 \approx 1.5 \)]. Such a very small obtained value \( \xi_1 \) is explained to be, on the one hand, because of the approximations of the developed theory and, on the other hand, because in thick samples (the CLC layers of the thickness \( 10 \times 30 \) \( \mu \text{m} \) are usually used in optical experiments) the non-ideal orientation occurs and the effective magnitude of the \( \xi_1 \) may sufficiently decrease. Note, that the discussed method of preliminary compression of the laser pulses is determined by the creation (due to the dynamic scattering of the traveling waves) the pulses on the structures of DFB type but not by a generation of short laser pulses like in standard DFB-lasers [8]. Therefore in our case we have no limitations on the thickness of the CLC sample (the effective compression occurs when \( d < L_f \)). In contrast, in DFB lasers \( \tau_{\text{out}} \) decreases when \( d \) decreases but for short \( d \) the threshold of laser generation increases dramatically and so for real conditions the outgoing pulse duration can be not less than 10 psec. Besides that, the spatial profile of the laser beam does not have any sense in our linear problem, and no aberration occurs in such "temporal lens". So, the compression is homogeneous over the all aperture of the input laser beam.

In conclusion, the large-aperture preliminary compression of picosecond laser pulses with initial (natural) phase modulation is discussed for CLC both in theory and in experiment. The bandwidth-limited light radiation was obtained for output pulses. Such very simple autonomous and compact optical device is very useful for an express transformation of short laser pulses in practical cases.

We wish to express our thanks to A. A. Oganian for his help in automatic collecting and treatment of experimental data.

---

*First preliminary results of the experiment we reported in [7].
***When the input radiation has a circular polarization corresponding to the eigen wave of CLC this parameter can increase two times.
****For our geometry when radiation was detected in the direction of the input beam \( L_0 = \infty \) and the effective energy exchange between \( A_0^+ \) and \( A_0^- \) waves is provided by the condition \( \tau_0 \gg \alpha \).
*****We can call this process as preliminary compression. The further compression is possible due to phase self-modulation effect because of the medium nonlinearity [1] (cf. [10,11]).
******The meaning of the dependence \( L_f \cdot \tau_{\text{out}} / \xi_1 \) is that the dispersion spreading out of the light pulse in the medium is compensated by the compression effect till the distance associated with \( L_f \).
*******In this aspect our method is very similar (by physical meaning) to the technique of colliding pulses (see e.g. [9]).
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Figure 1-1. Geometry for the dynamic diffraction of the laser pulses on the spatially periodic structure in the Laue–Bragg scheme (two types).

Figure 1-2. Geometry for the dynamic diffraction of the laser pulses on the spatially periodic structure in the symmetric Laue–Bragg scheme.
Figure 2. The qualitative behavior on $z$ of the functions $f_{1,2}$ [see equation (4)].

Figure 3. The numerical dependences of the function $\Phi(T_0)$ for different values of the parameter $\alpha$ [see equation (5)]:
1. $\alpha = 10$; 2. $\alpha = 20$; 3. $\alpha = 30$.

Figure 4. The period $\Lambda = 2p$, where $p$ is the pitch of the helical structure for the used mixture of CLC versus temperature $T{^\circ C}$. 

880
Figure 5. The compression factor $s = \frac{t_{out}}{t_{in}}$ versus $T^\circ C$ for different thicknesses $d$ of the CLC layer:

- $\circ - d = 100 \, \mu m$
- $o - d = 200 \, \mu m$
- $x - d = 300 \, \mu m$

Figure 6. The absolute measurements of the output pulse duration $t_{out}$ versus $T^\circ C$ for $d = 300 \, \mu m$ (maximal efficiency of compression in experiment).
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Abstract

This paper describes the aging and thermal effects of high-power GaAlAs laser diodes constructed by Spectra Diode Laboratory (SDL) with multiple stripes, containing single- and multiple-quantum wells. The laser diodes are grown using metalorganic chemical vapor deposition (MOCVD). Experimental data are given showing the aging and thermal effects of these laser diodes while operating CW for different on-times and operating up to 2.0 W for an overdriven SDL commercial laser diode, 4.0 W for a SDL engineering prototype and 5.0 W for a MDAC/OEC prototype. Thermal effects are observed by operating at different intervals between shots and power levels when cooled by a fin heat-sink or thermoelectric cooler. Aging is caused by operating the laser diodes at elevated optical power levels. The characteristics used to describe these effects include: (1) optical power versus current, (2) efficiency versus optical power, (3) beam intensity distribution and (4) divergence. Laser diode output powers decreased by 2.5% to 22% because of aging. The different cooling methods resulted in a difference in output power of 7%. The beam intensity distributions of some laser diodes were erratic versus power and time after turn-on while it was stable for others.

Introduction

Sandia National Laboratories (SNL) is actively pursuing the safety of firing sets by replacing conducting paths with optical conductors. The source for the optical energy is a semiconductor laser diode. Because of the energy requirements in firing sets, high-power, CW laser diodes are necessary. This paper describes the experimental results of aging and thermal effects observed while testing laser diodes at high power levels for use in firing sets.

Laser Diodes from two manufacturers have been tested: Spectra Diode Laboratories (SDL) and McDonnell Douglas Astronautics Company/Optoelectronics Center (MDAC/OEC). The laser diodes were all grown by metalorganic chemical vapor deposition (MOCVD) and have double heterostructures.

Laser diode aging is caused by operating the laser diodes at elevated optical power levels. Thermal effects are observed by operating at different shot intervals and power levels when fin heat-sinked or thermoelectric cooled. The characteristics used to describe these effects include optical power versus current, efficiency versus optical power, beam intensity distribution and divergence. The SDL laser diodes operate at maximum output powers varying from 2.0 to 4.0 W and the MDAC/OEC laser diodes operate from 1.1 to 5.0 W. The operating time is between 0.2 and 5 s and the time interval between shots varies from 30 s to 10 min.

Experimental Setup

Testing Techniques

The testing includes measuring the current, voltage, optical power and beam intensity distribution of the laser diodes. From these measurements the efficiency and divergence can be calculated.

The laser diodes were mounted on either a fin heat-sink or on a copper heat-sink that is thermoelectrically cooled. The thermoelectric controller keeps the copper heat-sink at a constant temperature of 20°C. Both cooling methods are done external to the laser diode package. The power meter and camera are mounted on kinematic mounts, which allow for their rapid removal and precise repositioning.

For all the components except the camera, the x, y and z axes correspond to the horizontal, vertical and optical axis directions, respectively. The laser diodes are all mounted with their junctions horizontal. For ease in mounting, the camera is rotated 90° so that for the beam intensity distribution data, the x axis is perpendicular and the y axis is parallel to the laser diode junction.

A Scientech, Inc. Disk Calorimeter was used for all the optical power measurements. It has an accuracy of 3% and a long-term precision of 0.5%. The same instrument was used for all the optical power measurements, so the repeatability of the measurements should be very good. Fluke Digital Multimeters with accuracies of better than 0.5% were used for all the current and voltage measurements.

The efficiency of the laser diodes, $E_{ld}$, is defined as

$$E_{ld} = \left(\frac{P_{ld}}{I_{ld} \times V_{ld}}\right) \times 100\%$$  \hspace{1cm} (1)

where $P_{ld}$ is the optical power output of the laser diode, $I_{ld}$ is the drive current, and $V_{ld}$ is the voltage drop across the laser diode.

The laser diode beam intensity distributions are recorded by a laser beam diagnostic system built by Big Sky Software Corporation. The outputs of this system are beam intensity contours, intensity profiles through the centroid and 3-dimensional isometric views. The data were taken...
at different power levels, different times after laser diode turn-on and different times in the laser diodes life. The dotted lines in the figures with intensity profiles are Gaussian fits.

By measuring the beam profiles at two positions of known distances from the laser diode output facet, the divergence of the laser is calculated. The divergence is determined by measuring the width of a Gaussian profile fit to the laser diode at the $1/e^2$ point through the centroid of the beam at two distances from the laser diode \cite{1,4}. The full width divergence to the $1/e^2$ points, $a_x$, is then calculated using

\[
a_x = 2 \tan^{-1} \left( \frac{|x_f - x_c|}{2(z_f - z_c)} \right)
\]

where $x_f$ is the $1/e^2$ width to the Gaussian fit in the $x$ direction at the far distance, $z_f$, and $x_c$ is the same width at a closer distance, $z_c$. The divergence in the $y$ direction $a_y$ is determined in a similar manner.

Laser Diode Characteristics

Six different laser diodes from SDL are discussed in this paper: two commercial units and four prototypes. All the SDL laser diodes had coated cavity mirrors. Three prototype MDAC/OEC laser diodes are also discussed. The rated power, maximum power operated at SNL, and aperture dimension parallel to the laser diode junction are given in Table 1 for these laser diodes. Several more laser diodes were characterized\cite{1,2} but are not discussed here.

**TABLE 1. Laser Diode Specifications**

<table>
<thead>
<tr>
<th>Manufact. and Model</th>
<th>Part #</th>
<th>Commerc. or Proto.</th>
<th>Rated Power (W)</th>
<th>Max Power Operated (W)</th>
<th>Aperture (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDL-2450</td>
<td>A840</td>
<td>C</td>
<td>0.5</td>
<td>2.0</td>
<td>400</td>
</tr>
<tr>
<td>SDL-2450</td>
<td>A841</td>
<td>C</td>
<td>0.5</td>
<td>2.0</td>
<td>400</td>
</tr>
<tr>
<td>SDL-S7081</td>
<td>RB883</td>
<td>P</td>
<td>2.0</td>
<td>2.0</td>
<td>100</td>
</tr>
<tr>
<td>SDL-S7081</td>
<td>RP542</td>
<td>P</td>
<td>2.0</td>
<td>2.0</td>
<td>100</td>
</tr>
<tr>
<td>SDL-S7086</td>
<td>BN968</td>
<td>P</td>
<td>4.0</td>
<td>2.8</td>
<td>200</td>
</tr>
<tr>
<td>SDL-S7086</td>
<td>CF621</td>
<td>P</td>
<td>4.0</td>
<td>4.0</td>
<td>200</td>
</tr>
<tr>
<td>MDAC/OEC</td>
<td>E170T-1</td>
<td>P</td>
<td>2.0</td>
<td>1.1</td>
<td>150</td>
</tr>
<tr>
<td>MDAC/OEC</td>
<td>E170T-2-9</td>
<td>P</td>
<td>5.0</td>
<td>5.0</td>
<td>150</td>
</tr>
<tr>
<td>MDAC/OEC</td>
<td>E170T-2-10</td>
<td>P</td>
<td>5.0</td>
<td>2.7</td>
<td>150</td>
</tr>
</tbody>
</table>

* called 4.0-W laser diodes in previous papers\cite{1,2}
* + called 8.0-W laser diode in previous papers\cite{1,2}

The two commercial SDL laser diodes are rated for $>10,000$ hr of continuous operation at $25^\circ$C at rated power or below. They are all mounted on C-block heat-sinks (6.35 X 3.25 X 1.27 mm) and packaged inside a TO-3 can with an antireflection coated sapphire window for the output. The laser diodes all have multiple-quantum wells,\cite{5} double heterostructures, and multiple-stripe\cite{5,6} outputs. The laser diodes to be described are two SDL-S7081 500-mW laser diodes, part numbers A840 and A841, overdriven to 2.0 W. The SDL-2450 laser diodes have 1 X 400 µm apertures and SDL specified their divergence to be $35^\circ$ X $10^\circ$.

The four prototype laser diodes are guaranteed to operate for $>200$ shots at 3 s per shot at their rated power. They are all mounted on open C-block heat-sink packages. The laser diodes to be described are as follows: two SDL-S7081 2-W laser diodes, part numbers RB883 and RP542 and two SDL-S7086 4-W laser diodes, part numbers BN968 and CF621. The S7081 laser diodes have 1 X 100 µm apertures and the S7086 laser diodes have 1 X 200 µm apertures. The S7081 2-W laser diodes were called 4-W laser diodes in previous papers\cite{1,2} by the same authors because this is their catastrophic level. The S7086 4-W laser diodes were called 8-W laser diodes for the same reason. The nomenclature was changed to 2- and 4-W because these are the maximum operating power levels in our investigation.

The three MDAC/OEC prototype laser diodes all have single-quantum wells and a single, broad emitting stripe.\cite{8} The laser diodes to be described are as follows: E170T-2-9 and E170T-2-10 5-W laser diodes and E170T-1 2-W laser diode. The 2-W laser diode has uncoated mirror facets and has a 1 X 150 µm aperture while the 5-W laser diodes have the same size aperture but have coated mirrors. The 2-W device is mounted in a TO-18 can and the 5-W devices are mounted on a large-copper-block heat-sink (1.5 X 3.7 X 4.7 cm).

Experimental Results

**Aging Effects**

Degradation caused by aging\cite{9} is measured for SDL laser diodes A841, RB883, BN968, RP542 and CF621. The measurements used to describe this effect are optical power versus current and efficiency versus optical power.

All the MDAC/OEC laser diodes were operated starting at low power and increasing power until a catastrophic level was reached. At this point the laser diodes either ceased to operate or a much lower output power was obtained for the same operating current. Because of this method of testing, no aging data were obtained.

Figure 1 shows the output optical power versus current and efficiency versus optical power for three SDL laser diodes. The initial data taken at SNL are shown along with other data taken later in the laser diodes lives. The later data shown are the last data taken on a particular device at SNL.

Laser diode A841 was operated for 600 shots, each at the 2.0-W optical power level for about 5 s. Its output power for the same current at its maximum output power decreased by about 4%. Its efficiency also decreased by about 6%. After 600 shots, A841 quit operating.

Laser diode RB883 was operated for 12 shots, each at 2.0 W for about 3 s. Its output power decreased by about 22% and its efficiency decreased by about 14.5%. This laser also quit operating after these 12 shots.
Laser diode BN968 was operated for 62 shots, each at 2.8 W for about 3 s. Its output power decreased by about 6% and efficiency by about 3%. This laser diode was damaged while butt-coupling a fiber optic to it. The later data shown in Figure 1 are the last data before the laser diode was damaged.

The same type of data are shown in Figure 2 for another SDL laser diode, RP542. These data were taken with RP542 mounted in the thermoelectric (TE) cooler setup. It performed much better than the other 2-W laser diode, RB883. After 720 shots, each at 2.0 W for 3 s, the optical power for this laser diode only decreased by 2.5% and its efficiency only decreased by 2%.

Similar data are shown in Figure 3 for SDL prototype 4-W laser diode CF621. It is also mounted in the TE cooler setup. This is the only laser diode tested that showed improvement with aging. After 230 shots at 4.0 W, each for 3 s, its output power increased by 1% and its efficiency by 6%. Its efficiency improved by so much compared to its power because its voltage drop also decreased with aging. The burning-in of this laser diode resulted in better performance. This laser diode was also damaged while butt-coupling a fiber optic to it.

Figure 4 shows the optical power versus current and the efficiency versus optical power for two MDAC/OEC laser diodes: E170T-2-9 and E170T-2-10. As mentioned earlier, only the initial data are available since the laser diodes' power was ramped up to the catastrophic level. These curves are shown here so that the laser diodes' characteristics can be observed since in a later section beam intensity distributions will be presented. Only E170-2-9 was driven up to 5.0 W. Three shots were taken at the 5.0-W level before this device damaged. E170T-2-10 got to the 2.1-W level before it failed. These laser diodes had the highest efficiency of any of the laser diodes measured. It was about 50% at the 2.0-W optical power level.

**Thermal Effects**

**Optical Power Versus Current—Thermal Degradation** is measured for SDL laser diodes A840 and A841. The measurements used to describe this effect are optical power versus current and efficiency versus optical power.

Figure 5 shows the thermal degradation of SDL laser diodes A840 and A841. Laser diode A840 was tested on both a fin heat-sink, and a TE cooler. The power of A840 increased by 7% at its highest power level when the device was mounted on the TE cooler compared to the fin heat-sink. Its efficiency also increased by 4%. Laser diode A841 was tested only on a fin heat-sink, but the data were taken with 30-s, 2-min and 10-min time intervals between shots. The data for the 2-min and 30-s shots are nearly the same, but they are lower than for the 10-min interval. Thermal effects resulting from the reduced time intervals cause the curves to separate. At the higher optical powers, the separation becomes more pronounced. At the highest optical power level, the 10-min data is about 5.5% higher than the 2-min and 30-s data.

**Beam Intensity Distribution**—The beam intensity distributions are described for three SDL laser diodes (A840, BN968 and CF621) and one MDAC/OEC laser diode (E170T-2-10). Beam intensity profiles and contours are shown in Figure 6 for SDL commercial 500-mW laser diode A840 operating between 0.1 and 2.0 W. This information was recorded between 0.2 and 0.4 s after the laser diode was turned on. At the low power levels, the beams have a good Gaussian fit in the x direction and have two narrow peaks in the y direction. As the optical power increases, the two peaks begin to break up into higher order modes, and they also broaden. More mode structure is also observed at higher powers in the x direction. These higher order modes are caused by the thermal effects of operating the laser diode at high optical powers.

Figure 7 shows isometric views of SDL prototype 4-W laser diode BN968 at different times after turn-on, different power levels and also at different times in its life. The operating power level of the laser diode is in the right corner of each isometric. In the lower corner is the date, along with the shot number of that date and the frame number. Frame 2 is the first frame grabbed after the laser diode is turned on, and the time between frames is 0.2 s. On 11-23, the beam changed drastically as power increased from 1.0 to 2.8 W (Figure 7A, B, C and E). The beam also changed versus time after turn-on. This is seen at 2.5 W for frames 2 and 16 (Figure 7C and D) and at 2.8 W for frames 2 and 3 (Figure 7E and F). The change in BN968 as it aged while operating at 2.8 W is seen in Figure 7E through H. After BN968 operated for 44 shots at the 2.8-W level, its intensity distribution (Figure 7H) was similar to its distribution at the low power level early in its life (Figure 7A). Unlike the commercial SDL laser diodes, the prototype units were operated only for a few shots at SDL before they were shipped to SNL. The BN968 stabilized after the burning-in at SNL.

Intensity distributions for SDL prototype 4-W laser diode CF621 are shown in Figure 8. This laser diode is shown versus power level (Figure 8A through D) and versus time after turn-on (Figure 8D through H). Frame 2 is the first frame grabbed after turn-on, and the frames are 0.5 s apart. This is a later version 4-W laser diode from SDL than BN968, and its intensity pattern is much more stable. Only very small changes are seen versus power and frame number.

Figure 9 shows the intensity distributions for MDAC/OEC 5-W laser diode E170T-2-10 operating at 1.1 and 2.0 W for different shots and time after turn-on. These distributions show that the output beam pattern of this laser diode is very erratic from shot to shot, both at a constant output power level and as its output power changes. No data are available for this laser diode later in its life since its power was ramped up until it failed catastrophically.

**Divergence**—The divergence is described for two SDL laser diodes (RP542 and CF621) and one MDAC/OEC laser diode (E170T-1). The divergence of SDL prototype 2-W laser diode RP542 is shown in Figure 10. The divergence was measured in the x and y directions as a function of power and time after turn-on. The measurements were made at distances of 8.87 and 10.87 mm from the output facet of the laser diode. There is a smaller spread in the divergence in the x direction than in the y direction. The x direction data have a better fit to a Gaussian than the y direction data. As expected because of its smaller aperture, the divergence is higher in the x direction than the y direction. At the low power levels (0.43 and 1.0 W), the divergence is fairly stable versus time after turn-on. It is more erratic at the high power levels. The highest divergence in most cases is at the highest optical power of 1.8 W.

Figure 11 shows the divergence as a function of power and time after turn-on in the x and y directions for SDL prototype 4-W laser diode CF621. There is a fairly small spread in divergence in both directions. The divergence is not as erratic at the high power levels as it was for RP542.

The divergence of MDAC/OEC 2-W laser diode E170T-1 in the x direction versus time after turn-on for two power levels is shown in Figure 12. The y data was not plotted because of its poor Gaussian fit. At both power levels there is a sharp increase in divergence after turn-on and then a gradual leveling off. There is also a large increase in divergence as the power is increased. The 50° divergence seen here at the 1.0-W power level is the largest observed for any laser diode during this investigation.
Figure 1. Aging illustrated by output optical power versus current and efficiency versus output optical power for three SDL laser diodes (A641, RB883, BN968) operated at SNL; initial data and data at later times in their lives.

Figure 2. Aging illustrated by output optical power versus current and efficiency versus output optical power for SDL laser diode RP542 operated at SNL; initial data and data at a later time in its life.

Figure 3. Aging illustrated by output optical power versus current and efficiency versus output optical power for SDL laser diode CF621 operated at SNL; initial data and data at a later time in its life.

Figure 4. Optical power versus current and efficiency versus optical power for two MDAC/OEC laser diodes (E170T-2-9, E170T-2-10) operated at SNL; initial data.
Figure 5. Thermal effects illustrated by output optical power versus current and efficiency versus output optical power for two SDL commercial laser diodes. A840 is operated on both a fin heat-sink and a thermoelectric cooler. A841 is operated on a fin heat-sink at different time intervals between shots.

Figure 6. Thermal effects illustrated by beam intensity contours and profiles for SDL laser diode A840 operating at output power levels from 0.1 to 2.0 W.
Figure 7. Thermal and aging effects illustrated by beam 3-dimensional isometrics for SDL laser diode BN968 taken at different power levels, different times after turn on and at different times in its life.
Figure 8. Thermal effects illustrated by beam 3-dimensional isometrics for SDL laser diode CF621 taken at high and low power levels and different times after turn-on early in its life.
Figure 9. Thermal effects illustrated by 3-dimensional isometrics for MDAC/OEC laser diode E170T-2-10 operating at two power levels, for different shots and different times after turn-on early in its life.
Figure 10. Thermal effects illustrated by divergence versus time after turn-on for SDL laser diode RP542 at four power levels. The divergence is measured for the x and y directions.

Figure 11. Thermal effects illustrated by divergence versus time after turn-on for SDL laser diode CF621 at four power levels. The divergence is measured for both the x and y directions.

Figure 12. Thermal effects illustrated by divergence versus time after turn-on for MDAC/OEC laser diode E170T-1 at two different power levels. The divergence is measured in the x direction only.
Conclusions

Aging was observed for several SDL laser diodes. It was most severe for prototype laser diode RB883 whose power decreased by 22% for the same drive current after only 12 shots at 2.0 W. The other SDL laser diodes, except for CF621, saw decreases in power from 2.5 to 4.0% with 62 to 600 shots at their maximum operating powers. Laser diode CF621 was the latest generation 4-W device tested. It saw a 1% increase in power for the same drive current after 230 shots at 4.0 W, and it had an efficiency increase of 6%. Its performance actually improved after some burn-in at SNL.

Thermal effects were observed for two SDL commercial laser diodes by comparing power versus current and efficiency versus power curves. Laser diode A840 had a 7% increase in its power for the same current when it was mounted on a TE cooler compared to when it was on a fin heat-sink. Laser diode A841 had a 5.5% decrease in power when it was operated with a 2-min or 30-s time interval between shots compared to when it had a 10-min interval.

Thermal effects were observed by comparing beam intensity distributions of the laser diodes. The SDL commercial laser diodes contained double lobe patterns that tended to broaden with an increase in power. SDL BN968 and MDAC/OEC E170T-2-10 were both very unstable early in their lives. After some aging BN968 became more stable and its intensity pattern looked more typical of this type of laser diode. Laser diode CF621 was very stable initially and very little change was seen versus its power level or time after turn-on.

The divergence of SDL RPS42 is fairly stable at low optical power and more erratic at higher optical powers. The divergence of SDL CF621 has a smaller variation versus power and turn-on time. The divergence of MDAC/OEC laser diode E170T-1 increases with power and it also increases after turn-on then gradually levels off.

The best thermal and aging performance from the high-power laser diodes tested was for 4-W SDL laser diode CF621. The optical power versus current and efficiency of the CF621 laser diode improved with aging. The CF621 operated for 230 shots at 4 W before it was damaged by butt-coupling a fiber optic to it. It also had a very stable beam intensity pattern versus both time after turn-on and optical power. Finally, it had a very small spread in divergence versus time after turn-on and optical power. Laser diode CF621 was the latest generation 4-W laser diode tested. Much improvement was observed during the course of this investigation in high-power laser diode technology and it is expected to continue.
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Abstract

We describe a simple technique for frequency-locking 1.3 and 1.5-µm lasers to an excited-state atomic transition of noble gases using the optogalvanic effect. Many of the atomic transitions useful for these spectral regions are tabulated. Also, the performance of frequency-locked lasers under direct frequency modulation is analyzed. It is shown that neither the frequency stability nor the receiver sensitivity shows any serious degradation when a frequency-locked laser is used in an FSK transmission experiment.

I. Introduction

Frequency-locked semiconductor lasers operating in the 1.3 and 1.5-µm regions will find many applications in future lightwave communication systems. Probably, the most important applications of these lasers will be as an absolute reference in a densely-packed wavelength-division-multiplexed (WDM) system. In addition, these lasers can be used in an optical frequency synthesizer and in a heterodyne detection system which can maintain a constant intermediate frequency (IF) without any IF locking circuit.

These prospective applications have attracted many efforts to improve the frequency stability of semiconductor lasers. To ensure long-term frequency stability, atomic or molecular absorption lines have been used as external frequency references. However, most of the previous results are limited to AlGaAs lasers operating at about 0.8 µm. In the important 1.3 and 1.5-µm regions, where conventional silica-based optical fibers show low dispersion and low loss, only a few experiments have been reported. Yamaguchi and Suzuki stabilized a 1.3-µm InGaAsP laser to the first overtone vibration-rotation line of the hydrogen fluoride (HF) molecule. Ohtsu et al. and Yanagawa et al. reported the frequency-locking of 1.5-µm lasers to absorption lines of the water vapor (H₂O) and/or ammonia (NH₃). However, these molecular lines are not ideally suited for use as references in lightwave systems due to their weak and complex absorption spectra. This, in turn, results in the need for a long absorption cell. In comparison, atomic spectra offer relatively few strong lines which can be easily identified. To take these advantages of atomic spectra, Ohtsu and Ikegami recently demonstrated the frequency-locking of a 1.5-µm InGaAsP DFB laser to the Rb D₂ line at 780 nm using the internally generated second harmonic signal. However, it is difficult to realize this technique in practice, since the optical power of the internally generated second harmonic signal from a typical InGaAsP laser is less than a few picowatts.

It is noteworthy that the frequency references used in 1.3 and 1.5-µm regions are either molecular absorption lines or an atomic Rb D₂ line at 780 nm. This is due to the difficulty of finding any useful lines originating from the ground state in these spectral regions. This problem can be solved by utilizing the excited-state atomic transitions as external frequency references. In particular, noble gases such as neon (Ne), argon (Ar), krypton (Kr), and xenon (Xe) offer many transitions in 1.3 and 1.5-µm regions as shown in Table I. These lines can be excellent frequency references since noble gases are relatively unsusceptible to external perturbation. For the frequency-locking of semiconductor lasers, it is necessary to monitor the absorption or the optogalvanic signal of these transitions from a discharge lamp. In most cases, it is preferred to use optogalvanic signals due to the simplicity (no need for photodetectors or beam splitters) and good sensitivity.

In the optogalvanic effect, a large change in the impedance of a gas discharge is induced by laser irradiation at a wavelength corresponding to a nonionizing transition of a species present in the gas discharge. Since 1976 when Green et al. demonstrated its use as a simple and efficient tool for laser spectroscopy, the optogalvanic effect has been extensively used in many applications including frequency stabilization of AlGaAs lasers operating in the 0.8-µm region. However, the ability to extend this technique to 1.3 and 1.5-µm regions was in serious doubt due to the suspicion that semiconductor lasers do not have sufficient output power to induce any significant impedance changes of a discharge lamp in these spectral regions. However, it was recently demonstrated that 1.3 and 1.5-µm lasers with...
moderate output power (~1 mW) can be frequency-locked to excited-state atomic transitions using the optogalvanic effect.\textsuperscript{32-33} This method is promising for the use in lightwave communication systems due to the simplicity of implementation and the previously mentioned advantages of using atomic transition lines. In this paper, we review the work to date on the simple technique for the frequency-locking of 1.3 and 1.5-\mu m semiconductor lasers to an excited-state atomic transition of noble gases using the optogalvanic effect.

II. Optogalvanic Effects

A complete theoretical treatment of the optogalvanic effect, which must involve simultaneous solution of plasma, rate, and Maxwell's equations, is very difficult and beyond the scope of this paper. Instead, the mechanism of the optogalvanic effect is explained qualitatively using a partial energy diagram of Ar atom shown in Figure 1. When a discharge lamp filled with Ar gas is turned on, Ar atoms are excited to every energy level. Under normal operating conditions, a discharge lamp maintains a steady state where the total ionization rate is matched with the total loss rate of Ar ions. If the discharge lamp is irradiated by a laser beam at a wavelength of 1.2960 \mu m, the Ar atoms in the 2p\textsubscript{10} level will be excited to 3d\textsubscript{5} level, causing changes in the population densities of Ar atoms in these levels. However, Ar atoms in the 3d\textsubscript{5} level have a higher ionization probability than those in the 2p\textsubscript{10} level, since those atoms in the 3d\textsubscript{5} level require less energy to be ionized. Thus, the laser-induced changes in population densities between these two levels will increase the total ionization rate within a discharge lamp. Consequently, the discharge current needed to maintain steady state is reduced, in other words, the impedance of a discharge lamp is increased due to the laser irradiation at 1.2960 \mu m. This explanation covers most atomic transitions of noble gases in 1.3 and 1.5-\mu m regions. However, it should be noted that the discharge current increased if the laser irradiation depletes an energy state, such as metastable state, which contributes significantly to ionization by electron collisions. These changes in the discharge current due to laser irradiation at a wavelength corresponding to a specific atomic transition is the so-called "optogalvanic effect".

III. Experiments

The frequency fluctuations of semiconductor lasers have two origins: (1) intrinsic noise due to spontaneous emission and carrier density fluctuations\textsuperscript{34} and (2) extrinsic noise due to ambient temperature fluctuations and injection current variations. In most lightwave systems, the requirement for frequency stability is relatively forgiving - especially when the bit rate is high or the channel spacing is broad. Thus, the main objective of the present work is to suppress the extrinsic noise and prevent long-term drift by locking the laser frequency to an external absolute reference.

A. Frequency-Locked 1.3-\mu m Lasers

A block diagram of the experimental setup is shown in Figure 2. An InGaAsP DFB laser was mounted on a thermoelectrically cooled copper heat sink. The temperature of the heat sink was regulated within 0.1\degree C, but the laser itself was exposed to the ambient laboratory environment. The laser was biased by a current supply regulated to better than 1 mA. Single frequency operation of the laser was verified using an optical spectrum analyzer and Fabry Perot interferometer. The frequency tunability of the laser was 1.8 GHz/mA and 15 GHz/\degree C. Using a wavemeter, the laser frequency was roughly adjusted to the region where the optogalvanic signal corresponding to the Ar 2p\textsubscript{10}-3d\textsubscript{5} transition (1.2960 \mu m) is expected to be observed. Accordingly, the operating temperature and the injection current were 8.9\degree C and 61 mA, respectively.

The optogalvanic effect can be observed in all kind of discharges including hollow cathode discharges, normal glow discharges, abnormal discharges, arc discharges, microwave discharges, and even flames\textsuperscript{31}. However, hollow cathode discharges offer strong optogalvanic signals due to the high current densities (and consequently high light intensities) and relatively small Doppler width of the emitted lines\textsuperscript{35-36}. A commercial Ar-filled hollow cathode lamp was used in this experiment. The cathode element was aluminium. Figure 3 shows the measured optogalvanic signal of the Ar 2p\textsubscript{10}-3d\textsubscript{5} transition in comparison with the laser power transmitted through this lamp. A strong optogalvanic signal with a good signal-to-noise ratio was observed while the absorption of the laser beam within the lamp was less than 3%. The magnitude of the optogalvanic signal depends on the structure of the discharge, discharge current, and laser irradiation. Figure 4 shows the measured magnitude of the optogalvanic signals from the Ar 2p\textsubscript{10}-3d\textsubscript{5} transition as a function of laser power. The optogalvanic signals were stronger at the higher laser powers, although this Ar transition developed strong saturation even at modest levels of laser power. The discharge current of the hollow cathode lamp must be determined to obtain a stable discharge and strong optogalvanic signal. Figure 5 shows that, in the normal glow region of discharge, the optogalvanic signal increases with discharge current.
The laser output was collimated by a microscope objective, and sent to a hollow cathode lamp along the lamp axis. Unwanted optical feedback was avoided by placing two optical isolators in front of the laser. The discharge current of the hollow cathode lamp was set to be 11 mA using a ballast resistor. The laser power incident on the hollow cathode lamp was 3.5 mW. Under these conditions, the absorption of the laser beam by the Ar gas within the lamp was merely 3%. Thus, the rest of the laser power, which passed through the lamp, can be coupled into the transmission fiber without the use of beamsplitters. To obtain the frequency discriminant signal, the laser frequency was slightly dithered at 2 kHz by adding a small (±5 μA) sinusoidal current to the injection current. The amplitude of the sinusoidal current was restricted in order to minimize the power and frequency modulation. Also, the dither frequency was restricted to low frequencies (<10 kHz), so it would not affect the data transmission when the laser is used as a transmitter in a FSK system. Figure 6 shows the measured first derivative signal of Ar $^{2p_{1}0-3d_{5}}$ transition. The peak-to-peak width of the signal was measured to be 650 MHz by the frequency markers of the interference fringes of a confocal Fabry-Perot interferometer (free spectral range: 750 MHz). The slope of the signal was 1.2 μV/MHz near the center of the transition. The linear portion of this first-derivative signal was used for the frequency-locking. The laser-induced voltage change across the lamp was synchronously detected using a lock-in amplifier. The time constant of the lock-in amplifier was set at 10 ms throughout this experiment. The output of the lock-in amplifier was processed by a proportional amplifier and an integrator. The resulting error signal was then added to the injection current to correct the frequency drift of the laser.

The stability of the laser frequency can be estimated by tracing the error signal. However, measurement of frequency stability based on the error signal shows only the frequency drift with respect to the reference frequency, i.e., it does not show the drift of the reference frequency itself. When the reference signal is obtained from a discharge lamp, the discrepancy between relative and absolute stability may not be negligible. One way to measure the absolute frequency stability is to use an additional frequency discriminator which is independent of the frequency-locking servo loop. For this purpose, an Ar-filled hollow cathode lamp which is identical with the one used for frequency-locking was used. The laser beam which passed through the first hollow cathode lamp used for frequency locking was directed to the second one for the estimation of the absolute stability. The operating conditions of these lamps were also identical, i.e., both lamps were operated at a constant current of 11 mA.

Figure 7 shows the trace of error signal measured with respect to the independent frequency discriminator. The peak-to-peak frequency fluctuations in free-running condition were estimated to be 650 MHz, mainly due to the laser temperature fluctuations. When the servo-loop was closed, the frequency stability was improved to better than 4 MHz. This stability was maintained over several days without any additional adjustment under normal laboratory conditions.

B. Frequency-Locked 1.5-μm Lasers

For the demonstration of a frequency-locked 1.5-μm laser, the Kr $^{2p_{1}0-3d_{5}}$ transition at 1.5339 μm was used as a frequency reference. An InGaAsP DFB laser was used in this experiment. The laser had a tunability of 1.1 GHz/mA and 12.7 GHz/°C. The operating temperature and the injection current were set at 20.2°C and 74 mA, respectively, to adjust the laser frequency close to the Kr $^{2p_{1}0-3d_{5}}$ transition (1.5339 μm). Under these conditions, the laser power incident on the hollow cathode lamp was 2.9 mW. The lamp was filled with Kr and Ne buffer gases. The discharge current of the lamp was 9 mA. To obtain the frequency discriminant signal, the laser frequency was slightly dithered at 2 kHz by adding a small (±15 μA) sinusoidal current to the injection current. The peak-to-peak width of the first derivative signal was measured to be 380 MHz and the slope was 10 μV/MHz near the center of the transition. By using the linear portion of this first-derivative signal, the laser frequency was locked to the Kr $^{2p_{1}0-3d_{5}}$ transition at 1.5339 μm.

Figure 8 shows the trace of the error signal obtained from an independent frequency discriminator, i.e., an identical hollow cathode lamp filled with Kr and Ne gases. In the free-running condition, the peak-to-peak frequency fluctuations was estimated to be 360 MHz. When the servo-loop was closed, the laser frequency was locked within ±2 MHz from the center of the Kr $^{2p_{1}0-3d_{5}}$ transition (1.5339 μm).

IV. Frequency-Locked Lasers Under FSK Modulation

To determine the feasibility of using frequency-locked lasers as transmitters in lightweight communication systems, it is necessary to investigate their performance under modulation with random data. In particular, it is important to understand the effects of the frequency dither on the receiver sensitivity and of the data transmission on the frequency stability. The frequency-locking of a modulated laser was first demonstrated by Koizumi et al.37. In their experiment, an AlGaAs laser directly
Recently, Chung et al.\textsuperscript{38} demonstrated the frequency-locking of an InGaAsP DFB laser modulated with 50 Mbit/s pseudorandom data and reported that neither the frequency stability nor the receiver sensitivity showed any serious degradation when a frequency-locked laser was used in a FSK transmission experiment. Subsequently, these frequency-locked lasers have been used as transmitters and local oscillators in a 1.7 Gbit/s FSK heterodyne detection system which maintains a constant intermediate frequency (IF) without an IF locking circuit\textsuperscript{5-6}, and as an absolute reference in a densely packed WDM coherent star network\textsuperscript{1}.

A block diagram of the experimental setup is shown in Figure 9. The laser frequency was locked to the Ar $2p_{10}-3d_{5}$ transition at 1.2960 $\mu$m using the optogalvanic effect. For the frequency-locking, the laser frequency was dithered at 2 kHz by adding a small (±5 $\mu$A) of sinusoidal current to the injection current. The laser frequency was then directly modulated by Alternate Mark Inversion Frequency Shift Keying (AMI FSK). This modulation scheme avoids the dip in the laser's low-frequency FM response\textsuperscript{39}. A Fabry-Perot interferometer was used to demodulate the AMI FSK signal by passing the spaces and blocking the marks. The demodulated signal was detected by an InGaAsP PIN photodiode and sent to an error detector for bit error rate measurement.

Without modulation, the peak-to-peak frequency fluctuation was estimated to be 650 MHz in the free-running condition. With the servo-loop closed, the frequency stability was improved to 4.1 MHz. However, when the laser frequency was modulated with 50 Mbit/s pseudorandom data, the frequency stability was 6.7 MHz. This degradation occurs because, in the modulation format used in this work, 25% of the laser power falls outside the bandwidth of the Ar transition line, which reduces the amplitude of the first-derivative signal. The frequency stability can be mostly recovered by reoptimizing the loop gain. Figure 10 shows the measured bit-error-rate curve of this system: (1) when the frequency-locking servo-loop was closed, and (2) when the servo-loop was open and the frequency dither was removed. The degradation of the receiver sensitivity due to the frequency-locking servo loop was less than 0.3 dB, which is negligible.

V. Summary

A technique for frequency-locking 1.3 and 1.5-$\mu$m lasers to an excited-state atomic transition of noble gases was described. A qualitative explanation of the optogalvanic effect was presented. The excited-state atomic transitions of noble gases available for frequency-locking of 1.3 and 1.5-$\mu$m lasers were tabulated. For demonstration, InGaAsP DFB lasers were frequency-locked to Ar $2p_{10}-3d_{5}$ transition at 1.2960 $\mu$m and Kr $2p_{10}-3d_{3}$ transition at 1.5339 $\mu$m, respectively. The results indicate that the frequency stability of a few MHz can be easily achieved, which is sufficient for most lightwave systems applications. In fact, these frequency-locked lasers have been used as an absolute reference in a densely packed WDM coherent star network\textsuperscript{1}.

The feasibility of using frequency-locked lasers as transmitters in lightwave systems has been studied. When a frequency-locked laser was modulated with FSK signals, the frequency stability was slightly degraded due to the reduced frequency-discriminant signal and broadened laser linewidth. However, the frequency stability can be mostly recovered by reoptimizing the loop gain. The degradation of the receiver sensitivity due to the frequency-locking servo loop (and the frequency dither used to obtain the frequency-discriminant signal) was negligible. A high bit-rate FSK heterodyne detection system was demonstrated using these frequency-locked lasers as transmitters and local oscillators\textsuperscript{6}.

In conclusion, the frequency-locking technique using the optogalvanic signals of the excited atomic transitions of noble gases has many advantages of using atomic spectra. In contrast to molecular spectra, in general, atomic spectra are relatively simple, strong, and easily identified. In addition, this technique is simple, compact, and cost-effective. Thus, this technique can be used to develop frequency-locked 1.3 and 1.5-$\mu$m lasers for future lightwave systems applications.
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25. C. E. Moore: Atomic energy levels (Circular of the National Bureau of Standards 467, 1949).
Table 1: Atomic Transition of Noble Gases in 1.3 and 1.5-μm Regions.

Table: Atomic Transition of Noble Gases in 1.3 and 1.5-μm Regions.

<table>
<thead>
<tr>
<th>1.3 μm REGION</th>
<th>1.5 μm REGION</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ (μm)</td>
<td>Transition</td>
</tr>
<tr>
<td>Ne</td>
<td>1.3228</td>
</tr>
<tr>
<td></td>
<td>1.3286</td>
</tr>
<tr>
<td>Ar</td>
<td>1.27364</td>
</tr>
<tr>
<td></td>
<td>1.28584</td>
</tr>
</tbody>
</table>

Figure 1: Partial energy diagram of Ar atom (not to scale).

Figure 2: Experimental setup. HV is the high voltage power supply. OSC is an oscillator. P and I are a proportional amplifier and an integrator, respectively. Optical monitor includes a Fabry-Perot interferometer and an optical spectrum analyzer.

Figure 3: Measured optogalvanic signal and absorption of the Ar 2p10-3d5 transition (1.2960 μm). A commercial hollow cathode lamp (Ar buffer gas and aluminium cathode) was used. The discharge lamp of the lamp was 11 mA. The laser power incident on the lamp was 3.5 mW. The laser frequency was swept by the injection current.

Figure 4: Optogalvanic signal vs. laser power of the Ar 2p10-3d5 transition (1.2960 μm).

Figure 5: Optogalvanic signal vs. discharge current of the Ar 2p10-3d5 transition (1.2960 μm). The laser power incident on the lamp was 0.5 mW.
Figure 6: Measured the first derivative signal of Ar $2p_{10}-3d_{5}$ transition (1.2960 µm). Lower trace shows interference fringes of a confocal Fabry-Perot interferometer with a spacing of 750 MHz.

Figure 7: Trace of error signal when the laser was locked to the Ar $2p_{10}-3d_{5}$ transition at 1.5339 µm. The error signal was measured using an additional hollow cathode lamp, which is independent from frequency-locking servo loop.

Figure 8: Trace of error signal when the laser was locked to the Kr $2p_{10}-3d_{5}$ transition at 1.5339 µm. The error signal was measured using an independent frequency discriminator.

Figure 9: The experimental setup to evaluate the performance of frequency-locked lasers under FSK modulation.

Figure 10: Measured bit error rate curve; (▲) when the frequency-locking servo loop was closed, and (△) when the servo-loop was open and the frequency dither was removed.
Abstract

We present a model on the optical stabilization of a semiconductor laser via resonant optical feedback from an external high-finesse cavity. The model predicts the laser linewidth in the limit of a white frequency noise spectrum, the locking range, and expected deviations of the locked laser's operating frequency from the external resonator's axial mode frequency. The model's predictions were verified through two experiments: one in which a single semiconductor laser is stabilized by resonant optical feedback and another in which two semiconductor lasers were optically locked to different axial modes of the same confocal Fabry-Perot Cavity. Techniques for optically locking multiple semiconductor lasers to different modes of an optical resonator are described. Applications of such multiple optically stabilized semiconductor lasers to optical communications are discussed.

Introduction

Several applications, including optical communication, laser radar, and optical position/velocity measurement systems, require extremely narrow laser linewidths in order to achieve high-quality or high-precision performance. The use of semiconductor lasers in these systems is also desirable, due to their low cost, compact size, and integrability into electronic circuitry. Several techniques have been suggested for narrowing the linewidth of semiconductor lasers. (See introduction in reference 1) The technique of resonant optical feedback, first demonstrated by Dahmani et al.,2 is unique for not only is the laser linewidth significantly narrowed,3 but the frequency of the laser is locked to one of the resonant mode frequencies of an external optical resonator. The theoretical laser linewidth for a laser stabilized by resonant optical feedback has been presented by a number of authors.1,4,5 In this paper, we present a model of resonant optical feedback which, as well as predicting the laser linewidth in the limit of a white frequency noise spectrum, predicts the locking range and expected deviations of the locked laser frequency from the external resonator's axial mode frequency. Experimental verification of the model's predictions is presented. The technique of locking two lasers to the same Fabry-Perot cavity and the extension of this technique to the optical stabilization of multiple lasers are discussed, along with possible applications of these techniques to optical communications.

Optically Stabilized Semiconductor Laser Model

Hjelme and Mickelson developed a model for the linewidth and steady-state behavior of a semiconductor laser with a short extended cavity which was valid for arbitrarily strong feedback.6 Subsequently, the limitation of this model to short external cavities was eliminated by including the effect of relaxation oscillations on the frequency spectrum of a single mode semiconductor laser.4 Their result can be applied to the case of resonant optical feedback by replacing the amplitude reflection coefficient of the external mirror in their analysis with the complex reflection coefficient of an external high-finesse cavity (HFC) whose phase and amplitude are frequency dependent.4 Carrying out the analysis in the case of weak optical feedback in the limit of a white frequency noise spectrum, one finds that the shift of the optically stabilized semiconductor laser with respect to the free-running semiconductor laser is given by

\[ f_0 - f_s = -\frac{\pi \kappa}{2 F_d \tau_d} \sqrt{1 + \alpha^2} \sin \left[ 2 \pi \tau_L + \tan^{-1} \left( \frac{1 + F \tan \left( \frac{\pi (f_0 - f_q)}{\Delta F_{FSR}} \right) \Delta F_{FSR}}{1 + F \sin^2 \left( \frac{\pi (f_0 - f_q)}{\Delta F_{FSR}} \right) \Delta F_{FSR}} \right) \right], \]

where \( f_0 \) is the operating frequency of optically stabilized laser, \( f_s \) is the free-running frequency of solitary semiconductor laser (without feedback), \( F_d \) and \( \tau_d \) are the finesse and round-trip time of semiconductor laser cavity, respectively, \( \alpha \) is the linewidth enhancement factor, \( \tau_L \) is the round-trip time between the semiconductor laser and the HFC, \( \kappa \) is the optical feedback level at the peak of resonance, \( F \) is the HFC's coefficient of finesse, \( f_q \) is the frequency of qth mode of the HFC, and \( \Delta F_{FSR} \) is the HFC's free spectral range.
In the limits of high finesse \( F_{c} \gg \frac{F_{c}}{\kappa} \), a short distance \( d \) between the laser and the HFC \( \tau_{c} \ll \frac{F_{c}}{\kappa} \), small laser frequency shifts \( |f_{0} - f_{1}| < \frac{\sqrt{\kappa(1+\alpha^{2})}}{2F_{d}\tau_{d}} \), and near resonant operation \( |f_{0} - f_{1}| < \frac{\sqrt{1+F_{c}}}{\pi\tau_{c}} \), where \( F_{c} = \frac{\tau_{c}}{2} \) is the HFC's finesse and \( \tau_{c} = \frac{1}{A_f^{SR}} \) is the round-trip time in the HFC, equation (1) above can be used to predict at least four measurable quantities of interest in the design of practical optically stabilized semiconductor laser (OSSL) systems.

1) The linewidth of the optically stabilized semiconductor laser, assuming that the laser's spectral characteristics are dominated by white frequency noise, is given by

\[
A_{f} = \frac{A_{f}^{SR}}{\kappa\left(\frac{F_{c}}{F_{c}\tau_{c}}\right)^{2}},
\]

where \( A_{f}^{SR} = \text{Schawlow-Townes linewidth} \). In practice, a semiconductor laser has several sources of noise. The degree to which a semiconductor laser's behavior can be considered to be governed by white noise varies from laser to laser. In a laser that has significant \( 1/f \) noise contributions, it is predicted that the laser linewidth reduction factor (the denominator in equation 2) would go as the roughly the square root of that of equation 2.1

2) The frequency shift of the optically stabilized semiconductor laser due to tuning of the free running laser frequency is given by

\[
\frac{\partial f_{0}}{\partial f_{s}} = \frac{1}{\sqrt{\kappa}} \left(1 + \alpha^{2}\right) \left(\frac{F_{c}}{F_{c}\tau_{c}}\right).
\]

A similar result was derived by Laurent et al.1

3) The frequency shift of the optically stabilized semiconductor laser due to changes in the optical path length between the semiconductor laser and the HFC, \( L \), is given by

\[
\frac{\partial f_{0}}{\partial L} = -\frac{2\pi}{\lambda} \left(\frac{1}{F_{c}\tau_{c}}\right),
\]

where \( L = \frac{c\tau_{c}}{2} \). It should be pointed out that this derivative was evaluated at its maximum value. The operating frequency as a function of \( L \) is cyclic with a period equal to \( \lambda/2 \) and a maximum deviation of \( \frac{1}{2F_{c}\tau_{c}} \) (the half width at half maximum of the HFC) under locked conditions. Our value for \( \frac{\partial f_{c}}{\partial L} \) is significantly larger (by a factor of \( F_{c}/2 \)) than that derived by Laurent et al.1

4) The locking range is defined as the range over which the free running laser frequency can be tuned while maintaining a locked state of the optically stabilized semiconductor laser. The locking range is determined from a plot of the operating frequency versus free running laser frequency. To obtain this plot, the relationship between the free running laser frequency and the operating frequency is first generated using equation (2). This relationship is then inverted into a one to one mapping of the free running frequency to operating frequency by choosing the operating frequency that corresponds to the laser mode that is stable and has the highest gain for a given free running laser frequency. The lock range is highly dependent on the feedback level, \( \kappa \), which is difficult to measure experimentally. However, by measuring the experimental locking range and using the above model, an estimate of the feedback level can be made.

**Single Optically Stabilized Semiconductor Laser Experiment**

A schematic of the single OSSL experiment is shown in figure 1. A Hitachi HLP1400 GaAlAs semiconductor laser was operated at laser current of about 100 mA to produce a laser output of roughly 12 mW. The beamsplitter transmitted 90% of the output laser power. A mirror mounted on a piezoelectric actuator controlled the laser to HFC distance. The 5 cm Fabry-Perot cavity was aligned in a confocal V-mode; only light that has been transmitted stored in the interferometer is fed back into the laser. The linewidth of the stabilized laser was measured using a delayed self-heterodyne technique. The power spectra of the self-heterodyne signal with and without feedback are shown in figure 2 and an expanded frequency axis plot of the self-heterodyne power spectrum is shown in figure 3. The signal to background ratio in figure 3 indicates a laser linewidth well below the 1 kHz resolution limit of the self-heterodyne technique. Using the following values for the experimental parameters: \( F_{c} = 300 \), \( \tau_{c} = 670 \) psec, \( L = 1.2 \) m, \( F_{d} = 2.5 \), \( \tau_{d} = 6.7 \) psec, \( \alpha = 3 \), \( \kappa = 10^{3} \), \( A_{f}^{SR} = 2 \) MHz, and \( \lambda = 830 \) nm, the predicted linewidth would be on the order of 100 Hz.
Figure 1. Schematic of single optically stabilized semiconductor laser.

Figure 2: Power spectra of the self-heterodyne signal with and without resonant optical feedback.

Figure 3. Power spectrum of the self-heterodyne signal with resonant optical feedback.
In order to measure small deviations in the stabilized laser's operating frequency due to changes in $L$ or $f_s$, we heterodyne detected the laser with a second stabilized laser. In order to eliminate errors due to fluctuations in the resonant frequencies of the HFC, the two lasers were locked to the different axial modes of the same confocal Fabry-Perot cavity. The schematic of this dual OSSL experiment in figure 4 shows how the amplitude and phase of the feedback to each laser could be individually adjusted. The cavity mode to which a given laser locks was adjusted by tuning the free-running laser frequency (via the laser current). Crosstalk between the lasers was minimized by giving the laser's orthogonal polarizations at the input to the Fabry-Perot cavity. The output beams were heterodyne detected on a silicon avalanche photodiode and the spectrum of the heterodyne signal was measured with a rf spectrum analyzer. Figure 5 shows the heterodyne spectra of the two free running lasers and of the two lasers locked to adjacent modes of the 1.5 GHz free spectral range Fabry-Perot. Figure 6 shows multiple locked heterodyne spectra where one of the lasers was sequentially locked (via tuning of its laser current) to the 12 different axial modes around the axial mode of the Fabry-Perot cavity to which the other laser was locked. The roll off is due to the frequency response of our detector. The heterodyne signal frequency could be any multiple of the free spectral range, from a few gigahertz to far in excess of a terahertz. Also shown in Figure 6 is the heterodyne spectrum when the two lasers are free-running and tuned 2.25 GHz apart.

The measured locking ranges for the two lasers were 550 MHz and 300 MHz, corresponding to feedback levels on the order of $10^{-4}$. Frequency deviations introduced by changes in the free-running laser frequency and in the laser to HFC distance were measured by recording the shifts in the heterodyne frequency when the laser current and the voltage controlling the PZT adjusted mirror were changed, respectively. Using the experimental parameters above, the predicted value is $1/400 \pm 40\%$. The error stems from uncertainty in the feedback level. The experimental value for $\frac{df_0}{df_s}$ was $1/700 \pm 30\%$. The measurement error stems from jitter in the heterodyne frequency with an amplitude on the order of 100 kHz and a frequency on the order of 100 Hz. The amplitude and frequency of this jitter is consistent with jitter in the free running laser frequency due to laser current noise (a few microamperes, rms) from the AC line in the current sources used for this experiment. The model's prediction for the frequency shifts due to tuning of distance between laser and high-finesse cavity is $\frac{df_0}{dL} = -38 \pm 5$ kHz/nm, where the error stems from uncertainty is the finesse of the Fabry-Perot during operation. Experimentally we found that $\frac{df_0}{dL} = -40 \pm 20$ kHz/nm, in reasonable agreement with the predictions of our model.

![Figure 4. Schematic of dual optically stabilized semiconductor lasers experiment.](image-url)
Figure 5. Power spectra of the heterodyne signal with and without resonant optical feedback.

Figure 6. Multiple heterodyne spectra produced by detuning one of the optically stabilized lasers with respect to the other. The broad spectrum at 2.25 GHz was produced when the lasers were free running.

Applications of Optically Stabilized Semiconductor Lasers to Optical Communication

OSSL systems have potential applications in the optical communications field.8 The systems have the advantage of being based on an all-optical technique that not only locks two lasers with a fixed frequency separation, but also substantially narrows the linewidths of the lasers. An rf reference source is not required, nor is electronic feedback of the laser output required. The major drawbacks of the dual optically stabilized lasers is the residual linewidth and the operating laser frequency tuning due to deviations in the laser current and in the laser to cavity distance. Laser current sources with lower noise specifications are available to reduce the frequency jitter observed in our experiment. Even so, for frequency separations of less than 100 GHz, other locking technique (for example, the technique of injection locking slave lasers to the sidebands of a frequency modulated master laser) provide significantly stabler frequency separations than the OSSL technique. However, the frequency separations obtainable with these other techniques are limited to the lower order harmonics of the rf source that drives the master oscillator (i.e. frequency separations less than 100 GHz), whereas the dual OSSL system can obtain frequency separation far in excess of a terahertz.
The other advantage of the OSSL technique is that more than two lasers may be locked to the different axial modes of the same optical cavity. We used polarization isolation to minimize the crosstalk between the lasers, but this technique is limited to two laser. One isolation technique that could be used with a confocal Fabry-Perot cavity to stabilize multiple lasers is angular and rotational separation of the feedback beams. However, the alignment difficulties associated with this technique would make it impractical. For a practical system, it may be sufficient to use frequency separation of the lasers. If the frequency separation between lasers is much greater than the locking ranges, the crosstalk should be minimal. This would allow for all-fiber systems, which would greatly minimize alignment difficulties. Figure 7 shows an all-fiber multiple OSSL system based on the frequency isolation technique. All fiber-optic splitters, electro-optic modulators, coupler, and resonator have replaced the bulk-optic beamsplitters, PZT controlled mirrors, beam combiner, and confocal cavity of figure 4. Care must be taken is such a system that the reflection from the various components are negligible compared to the feedback of the HFC and optical isolators may be needed on the outputs.

Figure 7. All-fiber multiple optically stabilized semiconductor laser system.

Multiple OSSLs may have applications in frequency division multiplexed (FDM) optical communication networks. Figure 8 shows how a FDM transmitter could be configured. External modulation is indicated, though direct modulation techniques should not be ruled out. A reference frequency is also transmitted along with the FDM output. Figure 9 shows one possible configuration of a FDM receiver. The reference electronics locks a resonant mode of the receiver's HFC to the optical frequency of the transmitter's reference or the electronics may introduce a fixed frequency offset. The multiplexed signals are demultiplexed using optical heterodyne techniques. An OSSL FDM system would probably work best in a star configuration, where there might be multiple OSSL transmitters and receivers with one master reference.

Figure 8. Frequency division multiplexed transmitter based on an OSSL system.
Figure 9. Frequency division multiplexed receiver based on an OSSL system.

Summary

In summary, we have derived a model that predicts the linewidth, locking range, and frequency tuning of semiconductor lasers that have been optically stabilized with feedback from an external high-finesse cavity. Both single OSSL experiments and dual OSSL experiments were performed in order to verify our model. The dual OSSL system demonstrates that more than one laser can be locked to a single resonator and suggests that multiple OSSL systems could be used in the transmitters and receivers of a FDM optical communication network.
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ABSTRACT

We have used a 100 mW cw laser diode array to amplify the light from a low power, single stripe diode laser (both lasers commercially available). The input light was spectrally narrowed and frequency stabilized to less than 300 kHz using optical feedback from a Fabry-Perot cavity, and the amplified beam had the same spectral characteristics. Also, the ~90 mW amplified beam had a single diffraction-limited spatial mode corresponding to the full 100 μm width of the array, indicating that all its stripes were coherent. We have tested a simple quantitative model of this process. We used counterpropagating beams light from this array to form a one-dimensional optical molasses perpendicular to an atomic beam of 87Rb for active collimation. The minimum measured angular spread of the beam we achieved corresponds to a transverse rms speed of 3 cm/s. This low velocity was limited only by experimental geometry.

I. INTRODUCTION

Because of their ease of use and low cost, tunable diode lasers may have significant impact on experimental atomic physics, and especially on laser spectroscopy. For example, it is now quite reasonable to consider single experiments that use several different lasers for state preparation, optical pumping, opto-mechanical steering and cooling, saturation, probing, etc. The individual laser beams may be cw, chopped, frequency modulated, or otherwise customized to particular jobs. Before such new kinds of experiments can be realized, however, some of the inherent disadvantages of diode lasers must be overcome. Some of their present limitations are imposed by their spectral width, frequency stability, spatial beam quality, and low power output.

Recently there has been an important advance in spectral narrowing and frequency stabilization techniques of low power (single stripe) diode lasers by purely optical feedback. This method has the important advantages that it is simple and that its bandwidth does not have electronic limitations. Furthermore, the diode laser frequency is locked to an external cavity which can itself be locked to a reference, or can be scanned or modulated. Finally, it requires a minimum of instrumentation, all of which can be home-built in a modestly-equipped laboratory. We have duplicated the results of Ref. 1 quite successfully. Even without the phase control labelled PZT-0 in Ref. 1, we have locked and swept off-the-shelf diode lasers (Sharp LT-021, LT-024) over hundreds of MHz at rates in the order of 1 THz/s while maintaining a spectral width a few tens of kHz.

Unfortunately, the output power of the single longitudinal mode diode lasers that are most suitable for this spectral narrowing method is limited to about 30 mW (only a few mW of this needs to be split off for the narrowing beam). In order to achieve higher power output, monolithic arrays of diode lasers are necessary, but these arrays are not as easy to control. One way to have the best features of both types is to inject light from another source into the diode laser array, and many authors have reported successful experiments of this kind.

We report here extensions and improvements of this prior work, as well as a simple physical model of the process. We inject only 2 mW from a master diode laser (spectrally narrowed as in Ref. 1) into a 100 mW free-running array (Spectra-Diode Labs 2410-C), and we find that it dramatically narrows both its spectrum and beam divergence. We have modelled this injection process, and have found that the dominant feature is phase matching of the injected wave with the free running wave in a single stripe of the array. This model provides an accurate description of both the main output beam features as well as certain secondary behavior.

We have used the light from this laser array to make an "optical molasses" for the purpose of actively collimating an atomic beam. The limit of precision of atomic beam experiments are ordinarily limited by the beam's brightness: using smaller slits to get more parallel beams reduces the atomic flux. The force that arises in optical collimation, however, is velocity dependent and can be arranged to increase the beam brightness. We report here our first measurements of brightness enhancement of atomic beams, comprising optical collimation below the Doppler limit.
II. EXPERIMENTS

In our apparatus, a 10 mW Sharp LT-021 diode laser, narrowed as described in Ref. 1, serves as the master laser. A small part of its output is split off for narrowing while the rest is optically isolated and carefully focussed onto the front end of one stripe of a Spectra-Diode Labs model 2410-C diode array as shown in Fig. 1. A combination of cylindrical and spherical lenses is used, including one mounted in a precision xyz stage equipped with a PZT micrometer for the motion parallel to the long direction of the output face of the array, so that individual stripes (10 μm apart) may be targeted for light from the master laser. The input beam is focussed into a spot small enough to avoid spill-over onto the ends of adjacent stripes, but the NA is kept small enough to avoid simultaneous coupling into many spatial modes of the target channel of the array. The input beam is incident on an 80 mm focal length cylinder lens followed by a 6.5 mm focal length Melles-Griot diode laser collimator about 100 mm away from it that refocusses the input spot onto the array as desired. The various spatial modes can be selected by transverse motion of the cylinder lens to change the angle of the incoming beam of master laser light.

The small amount of light emitted from the rear facet of the array (standard 99% reflection coated) is focussed into a spectrum analyzer while the main beam emitted from the front of the array is collimated by the same optics that focus the incoming light and then split for near and far field measurements. The free running array emits in two lobes directed about ±30° from the axis, and it is important to note that master laser beam is directed close to, but not coincident with, one of these lobes. Typically it is about 5° larger than the free-running lobes. The main output beam is directed close to the other lobe, and thus the properly injected array can appear almost like a mirror with gain.

Although the free running array has characteristically many spectrally broad, weak longitudinal modes spread over ~1000 GHz, injection of the master laser's light collapses the spectrum into a single mode at the master laser frequency. Fig. 2a shows the many weak modes of the free running array spread over hundreds of GHz, folded by the 2 GHz FSR of the analyzer (finesse ~50). Fig. 2b shows that when the master laser light is admitted, it condenses dramatically into a single narrow mode whose strength is 50-100 times stronger (note change of scale). If there is light at other frequencies, it is less intense by a factor of at least 1000, and even this number is limited by the noise of our detector. When this beam is mixed on a fast photodiode with light from a separate, independently locked and narrowed diode laser, the beat note is observed to be less than 100 kHz wide (see Fig. 2c). (This width actually appears to be about ten times smaller, but overall frequency instabilities presently limit our measurement capability.) The spectral purity is therefore very high.

Fig. 2. Spectra of free running laser array (a), and injection locked laser array (b) measured with 2 GHz FSR spectrum analyzer. Note the difference in scale. Photo (c) shows the beat of an injection locked array with an independent laser spectrally narrowed and stabilized by the method of Ref. 1. The vertical scale is 80dB from top to bottom (S/N = 1000) and the horizontal axis is 50 MHz from end to end. The measurement was limited by the 300 kHz resolution of the rf spectrum analyzer.
Figure 3a shows the several longitudinal mode clusters of the free running array as measured with a 1/3 m spectrometer. We have achieved injection locking at many different frequencies, including modes so weak that they don't even oscillate when the array is free running, but they are still within the gain region, as suggested in Ref. 3. Figure 3b shows the spectrometer scan on the same scale with injection locking on such a mode. The implications are that a laser diode array can generate light at frequencies many hundreds of GHz away from its free running output spectrum, and therefore may not require very careful wavelength selection from the manufacturer.

While operating the array at a fixed current, we have achieved successful injection locking for a ~40 GHz range of master laser light frequencies. This corresponds to the 35 GHz resolution of the diode laser cavity whose mode spacing is about 125 GHz and has 99% reflection at one end and about 35% reflection at the other (uncoated) end. The efficiency (power output from the array for fixed power input) is asymmetric in detuning, having a long, broad tail on the high frequency side and a sharp cutoff on the low frequency side. Although it is expected that there should be no injection locking at frequencies below that of the free-running array, we have observed that the peak of this efficiency curve can occur ~30 GHz below this frequency, and interpret this in terms of the carrier depletion that occurs when the laser is injected.

When the frequency of both lasers are swept by varying their currents together (with no special precautions to maintain a fixed relationship between the currents other than to keep them within the 40 GHz capture range), the injected array stays locked to the master laser over the full sweep range of the master laser (several cm when it is not locked to the narrowing interferometer). When the power of the master laser beam is reduced, successful injection locking requires that its frequency be raised, consistent with the model of the carrier density dependence of the index of refraction of the laser material.

Injection of the master laser light also has a profound effect on the spatial distribution of the array output. The far-field pattern of the free-running array has two asymmetric lobes a few degrees wide and ~6° apart, as shown in Fig. 4a. This separation is usually explained as the angle that produces constructive interference between the output beams of the ~180° phase shifted adjacent stripes. When the master laser light is admitted, these are collapsed into a single, nearly diffraction limited beam directed at a larger angle from the laser axis than either of the two original lobes (Fig. 4b). The 0.27° spread of the beam is the diffraction angle determined by the full width of the array, thus suggesting that all 10 stripes (in this array) are phase locked together. This beam contains most of the power of the array (typically 90% or 90 mW), and is therefore many orders of magnitude brighter than the free running output beams.

When the master laser light was focussed by only spherical lenses, we observed one or more small secondary beams at discrete angles from the main beam (Fig. 5a). Their relative strengths and angles depend on both injection laser frequency and alignment. However, use of the cylinder lens to compress the master laser light resulted in the appearance of just one of these peaks at a time, selectable by the injection angle (Fig. 5b). Careful measurements of this dependence further corroborates our model of injection locking.
III. MODEL OF INJECTION LOCKING

Discussion of the behavior of diode laser arrays begins with the free-running mode structure illustrated in Fig. 3a. The separation between these is not simply the spacing between resonant longitudinal modes of the dielectric Fabry-Perot cavity (index of refraction \( n \)) constituting the laser, but must also account for the dispersion of the medium. Differentiating the resonance condition \( m\lambda = 2nL \) gives the spacing \( \Delta \nu = \frac{c}{2n'L} \), where \( n' = n - \lambda (dn/d\lambda) \) has a surprisingly large correction for the dispersion. Our measured \( \Delta \nu = (127 \pm 3) \) GHz, and the specified length of the SDL-2410-C laser array (250 \( \mu \)m), combine to give \( n' = 4.72 \pm 0.30 \). As described above, we have observed that each of these longitudinal modes is actually a cluster of several spatial modes (partially visible in Fig. 3a).

Successful injection locking can be achieved when the external light from the master laser \( (k_e) \) is nearly resonant with and matched into one of the resonant modes of a single channel \( (k_s) \) of the slave laser array. This requires

\[
2k_e L \cos \theta_s = 2xj_e
\]

where \( j_e \) is an integer, \( L \) is the channel length, and Snell's law relates the internal angle \( \theta_s \) to the angle \( \theta_e \) between the external beam and the channel axis. For the free-running array, the individual channel resonance condition is \( 2k_s L = 2xj_s \) where \( j_s \) is an integer near \( j_e \). Subtracting this from Eq. 1, we find

\[
\cos \theta_s = 1 + \Delta k/k_e + \lambda j/2nL
\]

where \( \Delta k = k_e - k_s \) is the detuning between the injected light and that of the free-running array, \( \lambda \) is the free space wavelength, and \( j = j_e - j_s \) is a small (negative) integer. We find that injection locking is best for detuning \( \Delta \nu \approx 30 \) GHz so that \( \Delta k/k \approx 8 \times 10^{-6} \), and we attribute this to a change of the index of refraction caused by carrier depletion when the slave laser array is strongly driven by the master laser light.

We have made many quantitative measurements of the spatial patterns shown in Figs. 4 and 5 in order to compare with Eq. 2. Although most previous workers have only reported the injection locking peak corresponding to \( j=1 \), we have measured the angles and angular steering for several different values of \( j \) (secondary peaks of Fig. 5). Fig. 6 shows our measured values of \( \theta_e \) along with those calculated from Eq. 2 with \( \Delta k/k = 8 \times 10^{-5} \) for the first eight values of \( j_e \). The agreement is quite good. Note that the angles for destructive interference arising from the \( \pi/2 \) phase difference between adjacent laser channels 10 \( \mu m \) apart at \( \lambda = 780 \) nm are 0, 4.47, 8.92, 13.53, and 18.17°, which fall between the values of Fig. 6. Although other workers have seen the effects of these interferences, they do not affect our measurements.

![Fig. 5. (5a) shows the spatial pattern when injection locking is achieved with only spherical optics, thereby exciting several smaller peaks. When a cylindrical lens is used to focus the light better onto a single channel, these peaks may be individually selected by changing angles (5b).](image)

![Fig. 6. Measured (triangles) and calculated (circles) values of \( \theta_e \) vs \( j_e \). Eq. 2 is used directly with no free parameters. Obviously a small shift of the refractive index would largely remove the systematic differences.](image)
Also, we have changed $k_i$ by varying the current of the master laser and have observed the resulting angular steering of the beam. Differentiation of Eq. 2 with respect to $k_i$ using $\frac{dk_i}{dz} = -2n'' / \lambda^2$ and the small angle approximation gives

$$\frac{d\theta_e}{dz} = -n'' / \lambda \theta_e = -(nL) / (n / \lambda^2 jL) \quad (3)$$

which is different from the result found in Ref. 6 by the inclusion of the dispersion. The lines plotted with the data in Fig. 7 have slopes given by Eq. 3, and these slopes are compared with values given by a linear least squares fit to the data in Table I. The agreement is clearly excellent. Also, when we change the slave laser current by $A_{l1}$, just enough to cancel the angular shift caused by a change in the master laser current $A_{l0}$, we find that a plot of $A_{l1}$ vs. $A_{l0}$ is very nearly a straight line.

Using the measured value of $\frac{d\theta_e}{dz}$ and $n'' = 4.72$ from the mode spacing as determined above, we find from Eq. 3 the index of refraction for each $j$. The average of these is $n = 3.02 \pm 0.20$. Then $E(n/dE) = -\lambda (dn/dz) = 1.7$ which can be compared with the data of Casey et al. and Afromowitz. We find that $dn/dE = 1.06$ at $E = 1.6$ eV ($\lambda = 780$ nm, the Rb resonance line) fits their data very well for a value of $A1$ concentration of about 20% for the un.injected material (injection of carriers changes the index and its dispersion). This $A1$ concentration is consistent with the manufacturing processes of the diode laser arrays.

**IV. ATOMIC BEAM COLLIMATION**

Recent experiments on optical control of atomic motion have included collimation and focusing of atomic beams, and in some cases, brightness increases as well. Such compression of a beam's phase space volume is possible because of the velocity dependence of non-conservative optical forces. The original idea of damping atomic motion by optical molasses arises from different Doppler shifts of the counterpropagating laser beams seen by the moving atom. A calculation of the cooling and heating of this process yields the Doppler limit for two level atoms, expressed as a temperature $T_D = h/2k_B$ associated with the transverse kinetic energy.

The resulting reduction of phase space volume can produce a beam of unprecedented brightness; its spatial extent can be extremely small, and all the atomic velocities can be nearly equal in both magnitude and direction. Such a beam can enable extraordinary sensitivity for new experiments as well as enhanced improvements on old ones, such as atomic clocks and well-defined collision experiments. This enhancement could be increased by several orders of magnitude if the transverse cooling could produce temperatures below $T_D$. Atoms in a laser decelerated beam can be actively collimated, then focused to a spot with either a laser or magnetic lens, and finally recollimated (see Fig. 8).

We have discovered a new cooling process that uses an applied magnetic field to mix differently light-shifted atomic ground state sublevels and we have used this method for optical collimation of a Rb atomic beam to well below the Doppler limit. The cooling depends on the different light shifts (ac Stark shift) of the ground state magnetic sublevels caused by the different couplings with the light. Light tuned below resonance causes a negative light shift for the ground state sublevels and optically pumps atoms to the lowest sublevel. Atoms absorb light with lower frequency than they fluoresce, thus losing energy.

To sustain the cooling process, atoms must be redistributed among the sublevels when the light shifts are smaller or reversed, and this is accomplished by a transverse magnetic field that mixes the ground state sublevels. For light tuned below resonance, atoms travelling across the standing wave will be optically pumped to the lowest energy sublevel near an antinode, and redistributed among the higher sublevels near a node by Larmor precession. Travel across the next antinode repeats the process and extracts energy from the atoms, thereby damping their motion.

Fig. 7. Angular tuning of the main peak and three of the secondary peaks when changing the master laser frequency. The solid lines come from Eq. 3 with no adjustable parameters except for a tuning offset. Measurement errors are approximately the size of the symbols.
We use a thermal beam of natural Rb produced by an oven at $T \sim 150 \, ^\circ \text{C}$ with aperture $\sim 0.33 \, \text{mm diam.}$, and a defining aperture of diam. $\sim 0.33 \, \text{mm about 24 cm away}$ (see Fig. 9). The emerging atoms are optically collimated by a pair of counterpropagating laser beams transverse to their motion. Both the atomic beam and the circularly polarized laser beams are horizontal, and a weak magnetic field (typically vertical) is applied perpendicular to the laser beam axis. The atomic beam profile is measured with a vertically oriented scanning hot tungsten wire, $25 \, \mu \text{m}$ in diameter, $1.3 \, \text{m}$ away from the region of interaction with the laser beam. It ionizes virtually every Rb atom that hits it so that the detected ion current is a measure of the vertically integrated beam profile.

![Diagram](image)

Fig. 8. Scheme for laser collimation of atomic beam. First the transverse velocity components of the atoms are damped out by an optical molasses, then the atoms are focussed to a spot, and finally the atoms are recollimated by a second optical molasses.

The laser light is tuned near the $5S_{1/2}(F=3) - 5P_{3/2}(F=4)$ cycling transition of $^{85}\text{Rb}$ at $\lambda = 780 \, \text{nm}$. The atomic and laser beam axes are perpendicular, so the Doppler shifts are small, and the laser frequency is calibrated with a saturated absorption signal from an auxiliary Rb cell at room temperature. The total power at the interaction region is about $21 \, \text{mW}$, apertured to a rectangular shape $8 \, \text{mm}$ high by $20 \, \text{mm}$ along the atomic beam. This laser beam crosses the atomic beam at a right angle, and is retroreflected to form the standing wave for collimation.

Figure 10 shows the result of hot wire scans across the atomic beam that has passed through the circularly polarized laser beams tuned both above and below atomic resonance. These curves show the transverse spatial distribution of atoms in the beam $1.3 \, \text{m}$ from the molasses region.

V. TWO DIMENSIONAL COLLIMATION

Even a simple laser collimation effort, such as the first stage of Fig. 8 without the atomic lens and recollimation, can significantly compress the momentum space volume occupied by atoms in a beam. We have demonstrated such two-dimensional collimation with our injection locked diode laser array.

For two dimensional collimation in the plane perpendicular to the atomic beam, a single hot wire scan would not provide enough information. Instead of scanning both a vertical and a horizontal hot wire, we have devised a new method for observing the spatial distribution of atoms in the plane perpendicular to the beam. As shown in Fig 11 two different plane meshes are mounted in the beam, perpendicular to it. The downstream one is heated to several hundred $^\circ \text{C}$ and operates as a surface ionization detector much like the hot wire. Ions emitted from the hot grid in the upstream direction are driven back through its holes by the electric field produced by a voltage between it and the other (repeller) grid. Once downstream of the hot grid, ions are accelerated into a pair of multichannel plate (MCPs) electron multipliers in chevron configuration whose output electrons are accelerated onto a phosphor coated screen which is viewed by a standard TV camera. The camera's output is fed to a frame grabber in a computer where the image can be analyzed.

Most of the neutral Rb atoms in the beam pass through the repeller grid (90% transparent) where about 1/3 of them strike the hot grid (70% transparent) and are ionized. Most of those ions are accelerated into the MCPs for detection. The repeller grid is important because ions ejected from the upstream surface of the hot grid (probably most of them) do not see the electric field between it and the MCPs because of electrostatic shielding by the hot grid's fine mesh (4 wires/mm).
Fig. 10. Hot wire signal vs. position for collimation by transverse optical molasses. For these scans, the circularly polarized laser beam had average saturation parameter $s=3$ (intensity $-16\text{ mW/cm}^2$) and was tuned $-19$ MHz above (10c) and below (10b) atomic resonance. Trace (a) shows the no-laser scan.

The resolution of this system is limited to about 500 μm by the spatial spread of the charged particles in flight between the hot grid and the MCPs, and between the MCPs and the phosphor. We split off about half of the molasses laser beam to produce optical molasses in both the vertical and horizontal directions, and thereby achieve full two dimensional collimation of the atomic beam. Figure 12 shows the results of both red and blue tuning of this experiment. Here both light beams were polarized perpendicular to the atomic beam direction, and about 0.4 Gauss was applied along that direction (B-field and both polarization vectors were mutually perpendicular).

The collimated atomic beam spot size shown in Fig. 12 of about 1.25 mm diam has been reduced from its 6 mm diam with the lasers blocked. This corresponds to an increase of BOTH brightness AND intensity by a factor of more than 20. Furthermore, this increase could be very much larger but limitations imposed by the resolution of the imaging system may prevent its measurement. If this spot is 400 μm in diameter as suggested by Fig. 10, the phase space volume occupied by the atoms in two dimensions has been reduced by a factor of more than 200.

Fig. 12. Image formed by the neutral atom camera of Fig. 11 with two-dimensional molasses acting on the atomic beam. The outline of the circular beam spot represents a 6 mm diameter image on the phosphor. The 7 mW molasses laser beam was nearly uniformly intense and rectangular, about 8 x 20 mm. Its detuning was about $-30$ MHz for (A) and about $+30$ MHz for (B). Note the collimation for the red detuning and the divergence for the blue detuning. The recording time was 1/30 sec and no image averaging was used.
In summary, we have used only 2 mW from a feedback-narrowed diode laser injected into a 100 mW free-running array to dramatically narrow both its spectrum and beam divergence. Injection of the input light beam collapses the spectrum into a single longitudinal mode less than 300 kHz wide, 50-100 times stronger, and in a single spatial (transverse) mode whose width is approximately diffraction limited for the array aperture. The output intensity at other frequencies is almost $10^3$ lower. We have used the output light from this to actively collimate an atomic beam of $^{87}$Rb with one-dimensional optical molasses to well below the Doppler limit.

<table>
<thead>
<tr>
<th>j</th>
<th>calculated steering</th>
<th>measured steering</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-10.76</td>
<td>-11.32</td>
</tr>
<tr>
<td>2</td>
<td>-7.61</td>
<td>-7.55</td>
</tr>
<tr>
<td>3</td>
<td>-6.21</td>
<td>-6.22</td>
</tr>
<tr>
<td>4</td>
<td>-5.38</td>
<td>-5.14</td>
</tr>
</tbody>
</table>

Calculated values of $d\theta/d\lambda$ (degrees/nm) from Eq. 3 and values determined by linear least squares fit to data plotted in Fig. 7.
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Abstract

Linearity and mode stability of laser diodes frequency swept via coherent and incoherent techniques have been examined using time resolved spectroscopy. Resultant information is used to make some inferences regarding laser diode selection and frequency sweeping techniques for fiber optic sensors.

Introduction

The use of frequency ramped (chirped) optical sources has increased dramatically through their use in interferometric heterodyne systems, fault location systems, and fiber sensor multiplexing. Laser diodes have proven to be the most widely used chirped source due to the relative ease with which the diode's output frequency may be swept over a wide frequency range. The frequency sweeping techniques tend to fall within two types: variation of the diode's bias current causing chirping of the output field's carrier frequency; and, direct frequency modulation of the diode. The first technique is frequently referred to as a frequency ramped continuous wave (FMCW) technique which usually, although not exclusively, relies on interferometric heterodyne detection to recover the desired information. Applications of FMCW to fiber sensors and interferometric multiplexing have been demonstrated by many researchers. Direct frequency modulation of the laser diode source has been used over the past two decades for many varied fiber applications, ranging from information transfer and fiber sensor interrogation to fault detection in optical fibers (and related efforts). The direct frequency modulation systems have tended to use direct (incoherent) detection techniques.

In each case, noise arising from nonlinear frequency ramping of the diode, caused by mechanisms such as harmonic distortions or current-induced temperature fluctuations, limits the performance of the sensor system. In particular, the performance of a system employing the FMCW technique, with its associated heterodyne detection scheme, may be substantially degraded by the high sensitivity of the laser diode's operating frequency to environmental temperature fluctuations (approximately 25 GHz/°C). FMCW systems' performance is also plagued by 1/f and phase noise. In addition, the interferometric implementations of FMCW tend to rely on sophisticated control systems to allow the system to perform optimally.

The implementation of direct frequency modulation of the diode and direct detection may drastically alleviate some of the noise sources encountered in the interferometric FMCW system while significantly reducing the overall system complexity. This decrease in system complexity is attained at the (usual) price of reduced system sensitivity. In addition the direct modulation techniques require some form of electrical mixing of the detected signal (typically a backscattered signal which has been intensity modulated) with the swept frequency RF source's signal waveform.
The initial problem that must be confronted is the development of a chirped frequency source capable of operating under the constraints just mentioned. Semiconductor laser diodes are the most attractive sources for this application due to their compact size, operating wavelength, and relative ease with which they may be frequency swept. Since many proposed systems require a frequency swept laser diode for the optical power source, this discussion will be confined to the study of this light source.

Figures of Merit

There are many parameters whose values influence the overall performance of any swept frequency sensor system. In order to minimize overall recovered signal distortion, in this study, the linearity of the frequency sweep was deemed the most important system parameter. Such nonlinearities can arise via many mechanisms, the two most attributable to the frequency sweeping itself are, in the case of incoherent sweeping, linearity of the modulation signal that is AC coupled onto the laser diode, and in both coherent and incoherent sweeping, the ability of the diode to remain in single longitudinal modal operation (avoiding mode hops and/or mode competition) while the electrical or thermal sweep signal is applied to it. The second figure of merit is the "chirping parameter", \(a = \Delta \omega / \Delta t\), which tells how long it takes to sweep through some frequency range. Within the linearity constraint, then, it is advantageous to choose the technique which will provide the largest chirping parameter.

Incoherent Frequency Sweeping

"Incoherent" frequency sweeping of a laser diode occurs when the laser bias current has electrically added to it a frequency swept RF signal. The resultant light field's intensity is directly modulated, sinusoidally, at the instantaneous signal generator frequency. The changing current also changes the carrier density in the laser, however, which alters the refractive index in the laser waveguide and causes the output wavelength to vary slightly. When direct photodetection of this swept-frequency intensity-modulated laser beam, which also has slight wavelength modulation occurring, is performed, the photodetector acts as a low-pass electrical bandpass filter. The resultant electrical signal then only exhibits the RF swept frequency variation.

Coherent Frequency Sweeping

In the context presented in this paper, "coherent" frequency sweeping means direct modification of the laser diode's output wavelength. This modification is achieved by directly manipulating some operating condition of the diode. There are two most prevalent methods with which coherent frequency sweeping may be achieved: frequency variation via temperature control and frequency variation via bias current control. Each technique will be individually addressed.

Frequency Variation via Temperature Control

One possible method for controlling a frequency sweep in a laser diode would be the modulation of the temperature of the device. Varying the temperature changes the actual dimensions of the optical cavity which will alter the operating frequency of the laser diode. More importantly, an increase in temperature will cause a change in the refractive index and the operating wavelength. A change in the operating wavelength will also change the index of refraction creating a cascade effect described by equation (1) where \(n\) represents the index of refraction, \(T\) is the temperature, and \(\lambda\) is the wavelength.

\[
\frac{d\lambda}{dT} = \lambda \left( \frac{1}{n} \frac{\delta n}{\delta T} + \frac{1}{L} \frac{\delta L}{\delta T} \right) \left( 1 - \frac{\lambda}{n} \frac{\delta n}{\delta \lambda} \right)
\]
This wavelength variation manifests itself as a frequency variations via

$$df = \frac{c \, d\lambda}{\lambda^2}$$  \hspace{1cm} (2)

The cause of the change in the index of refraction is due a change in the number of free carriers in the semiconductor. This will change the apparent optical cavity length and therefore the operating frequency. Varying the temperature one degree celsius alters the frequency in the range of tens of gigaHertz. While potentially capable of producing large frequency shifts, this plan is limited by the necessity of fine temperature control of the diode itself, which in practice normally involves not just the diode but its mounting flange and potentially any other thermally attached components. Such arrangements tend to have rather long thermal time constants associated with them and as such are relatively slow to respond to temperature variations (i.e., $\Delta t$ is on the order of tens, if not hundreds, of milliseconds).

**Frequency Variation via Current Bias Control**

Control of the current bias to a laser source has been noted to cause significant variation in the output frequency. Underlying this adjustment of the current bias is the control of temperature; an increase in current creates a greater number of carriers increasing the number of collisions therefore causing the desired increase in temperature. Altering the current bias also changes the injected carrier concentration. The additional electrons present, due to both increasing temperature and current, will also change the index of refraction inside the laser cavity, and result in a change in the apparent optical cavity length. The temperature change also causes a change in the actual dimensions of the optical cavity; in turn, the net result is a change the output frequency. The index of refraction is the principle component controlled by the modulation of the bias current and directly responsible for the output frequency change.

**System Complexity**

As shown in the previous sections, the coherent sweeping techniques exhibit better performance than the direct modulation scheme when compared using these figures of merit. It should be realized, though, that such potential increase in performance has associated with a more complicated laser diode modulation/control scheme (as previously stated, the concomitant photodetection - signal recovery process's complexity is not being addressed). In order to provide maximum frequency sweep range, $\Delta \omega$, the diode should be temperature tuned so that its single mode output corresponds to one edge of the mode hop spectrum (e.g., the left edge). Next, the bias current, $\Delta I$, is varied in the prescribed amount to slew the output mode over to the other mode hop edge in the shortest possible time (minimizing $\Delta t$). In the meantime, a temperature control servo system must maintain the diode's bulk heatsink temperature at the predetermined value to minimize thermally induced variations in the output wavelength. The result is a potentially complex servo-control system. For comparison, while the incoherent sweeping technique can benefit from these temperature control control systems, their presence has not been required to demonstrate successful implementations in incoherent swept frequency fiber systems (e.g., OFDR).

**Measurements**

Wavelength chirping measurements were performed using a computerized optical spectrometer - monochromator system with CCD array photodetection. Signal processing of the spectral scans allowed wavelength variations of 0.007 nm to be measured. A laser diode bias current supply was also under computer control and allowed bias current of 0-100 mA to be applied to the diode. With both instruments' operation coordinated by the computer, the measurement procedure became: apply a bias current to the diode; read the spectrometer-CCD spectral scan data; change the diode bias current; read another spectral scan; etc. This time-resolved spectroscopy format allowed time-evolution intensity wavelength measurements to be made of the Hitachi HL8314e and Sharp LT015md diodes to be made. Figures 1 and 2 show typical scans of the diodes coherent frequency sweeping.
performance. In reference to Figure 1, a current ramp varying from 10 to 60 mA (below lasing threshold to 1.5 times the threshold current) was applied as a ramp with total elapsed time of 3 seconds. As is evident from the Figure, it is readily observed that the device switches from a broad band spontaneous emitter to a narrow band emitter as the diode is brought through the lasing threshold current. Wavelength data is shown along the Pixel Number axis with each pixel corresponding to a 0.007 nm wavelength difference. Figure 2 shows the similar below and above threshold performance of the Sharp laser diode as it is ramped through its own current values (the peak current was chosen such that each laser was emitting a 15 mW beam). Figure 3 illustrates the devices' mode stability performance as a constant current temperature ramp was applied to the diode. In each case the current was held constant such that a 15 mW output beam was emitted and the device's bulk heat sink temperature was varied by 5 degrees C. The Sharp diode's mode competition (or instability) is quite apparent from Figure 3, graphically showing that this diode's output exhibits considerable power fluctuations and nonlinearity swept frequency response (not good). In contrast, the Hitachi diode exhibited rather discrete mode hops across the temperature ramp with minimal power variation in each mode. In addition, this graph indicates that the Hitachi diode may be subjected to a temperature variation without being quite as susceptible to mode hops (frequency nonlinearities) - an attribute when designing an overall frequency swept system since it therefore minimizes the temperature control constraints for the diode.

In a similar fashion, incoherent sweeping experiments showed that the device's linearity performance is not constrained by the diode but more by the RF sweep generator (within optical modulation depth limitations, in this case never more than 5% of the total output power).

**Summary**

An overall comparison of the two sweeping techniques is shown in Table 1. Based on that information constant current with temperature tuning is a cheaper alternative to both current ramping and RF modulation, but current ramping provides better linearity control and overall performance. Incoherent frequency sweeping rates tend to be limited by the RF sweep generators not the diodes. As such the user can count on paying significantly for a higher frequency slew rate and increased linearity while not being able to achieve the chirping rates attainable by current bias/temperature modulation techniques. As an additional information point, it was found that the Hitachi HL8314e diode exhibited greater mode stability and significantly lower power fluctuation levels than the comparable Sharp LT015md.

**References**

Table 1. Laser diode frequency sweeping techniques comparison.

<table>
<thead>
<tr>
<th>Equipment Requirements</th>
<th>Temperature Modulation</th>
<th>Current Bias Modulation</th>
<th>RF Modulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>constant cooling source and a controlled cooling procedure</td>
<td>precisely controlled variable current source and cooling</td>
<td>sweep generator</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>supporting hardware</td>
</tr>
<tr>
<td>Theroretical Principle</td>
<td>increase in the intrinsic carrier concentration causes apparent optical cavity size change</td>
<td>direct change in carrier concentration changes the optical cavity length</td>
<td>carrier signal to modulate frequency</td>
</tr>
<tr>
<td>(primary effect)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(rational)</td>
<td>cavity refractive index shift</td>
<td>cavity refractive index shift</td>
<td></td>
</tr>
<tr>
<td>(secondary effect)</td>
<td>physical change of the cavity dimension</td>
<td>temperature modulation effect also present</td>
<td></td>
</tr>
<tr>
<td>Frequency Sweep</td>
<td>approx. 60 GHz</td>
<td>approx. 60 GHz (potentially 100 Hz/ns much faster)</td>
<td>approx. 500 MHz</td>
</tr>
<tr>
<td>(range, rate)</td>
<td></td>
<td>25 Hz/ns</td>
<td></td>
</tr>
<tr>
<td>Cost/Performance</td>
<td>cheapest alternative with improved performance over RF modulation</td>
<td>much cheaper than RF mod with at least 4 times faster sweep rate</td>
<td>most expensive, cost dictated by sweep generator</td>
</tr>
</tbody>
</table>

Figure 1. Hitachi HL8314e 3-dimensional Power-Current-Spectrum curve.
Figure 2. Sharp LT015md 3-dimensional Power-Current-Spectrum curve.

Figure 3. Mode Instability for constant current - temperature variations.
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Abstract

The pulses of a mode-locked diode laser often undergo a change in the instantaneous optical frequency during the duration of the pulse. Although this chirp of the optical frequency is a general characteristic of mode locked lasers, it is perhaps more complicated to study it in the case of the diode laser. The necessary coupled external cavity causes more structure in the cavity loss curve and hence a more complicated variation in mode amplitudes versus frequency. Furthermore, the variation of drive current used to modulate the diode gain necessarily modulates the diode dispersion also. Thus, there is, in effect, simultaneous amplitude and frequency modulation mode coupling. The overall effect is a more complicated dependence of chirp upon the laser parameters. This paper presents a nonlinear frequency-domain study of the mode coupling in the diode laser which includes the pulsation of dispersion as well as gain. The resulting mode amplitudes and phases are used to determine the instantaneous optical frequency during the duration of the pulse. The analysis makes no pre-determined assumption of pulse shape and thus is more general than existing analyses of mode-locked laser chirp.

Introduction

The mode-locked diode laser promises to become an excellent source of a train of extremely short pulses for use in future optical fiber communication systems. A convenient method of producing the mode locking is by modulating the drive current to produce a pulsation of the diode gain; however, this leads to gain-induced variations in the laser refractive index. The resulting chirping of the mode-locked pulses can affect the communication system as does the chirping of a direct-current-modulated single-longitudinal mode diode laser.

Previous studies of the chirping of a mode-locked laser pulse have followed the technique in which the laser pulse is followed as it passes through the laser cavity and mode locker. This technique assumes a gaussian-shaped pulse and is not suited to a wide range of operating conditions. A coupled-mode analysis in the frequency domain, using numerical solution of the resulting nonlinear differential equations, makes no predetermined assumption of pulse shape. In general, the relative mode phases are not ideal, the pulse is not as short as would be the case if transform-limited, and the optical frequency of the output pulse is chirped. Using Fourier Transform techniques, the chirp can be calculated from the numerically determined mode amplitudes and phases.

The Coupled-Mode Equations

The basic coupled-mode equations are those developed by McDuff and Thati in the analysis, the complete optical field in the cavity is written as the summation of the axial modes

\[ E(z,t) = \sum \sum_{n} E_{n}(t) \cos[n \pi z + \phi_{n}(t)] U_{n}(z), \]

(1)

where \( E(z,t) \) is the total cavity electric field, \( E_{n}(t) \) and \( \phi_{n}(t) \) are the slowly time varying amplitude and phase of the nth mode, \( n \pi \) is the radian frequency of the nth mode, and \( U_{n}(z) \) gives the spatial variation of the nth mode. \( U_{n}(z) \) is given by

\[ U_{n}(z) = \sin(n \pi z/L) \]

(2)

where \( L \) is the length of the cavity and \( n \) is the number of spatial variations of some central mode which has been chosen to be the mode whose frequency is closest to the center of the atomic fluorescence lines. The modulating drive signal affects the driving polarization of the nth mode. Here it varies the susceptibility of the atomic medium whereas in loss and phase modulation it affects the susceptibility of the modulator. The effects of the diode modulation can be included by assuming that the optical susceptibility is a time varying quantity at radian frequency \( \omega_{m} \) according to the equation

\[ \chi(z,t) = \chi(z) (1 + \cos \omega_{m} t), \]

(3)
where in phasor form

$$\chi(z) = \chi'(z) - j \chi''(z).$$  \hspace{1cm} (4)

Thus the atomic medium gain will depend upon the time varying quadrature component of atomic susceptibility

$$\chi''(z, t) = \chi''(z) (1 + \cos \nu_m t)$$  \hspace{1cm} (5)

and the medium phase shift will depend upon the in-phase component

$$\chi'(z, t) = \chi'(z) \cos \nu_m t.$$  \hspace{1cm} (6)

The constant part of \(\chi'(z, t)\) has been neglected since it only affects the mode spacing and the value of "zero-detuning" of the modulation frequency.

In order for the time variation of \(\chi'\) and \(\chi''\) to have a mode-coupling effect, the laser gain medium has to extend over only a small fraction of the cavity length, preferably near one end, as required of a phase or loss modulator when they are used to produce mode locking.

The resulting coupled-mode equations for homogeneous broadening are

$$\begin{align*}
\left( \phi_n - n \Delta \nu \right) E_n &= \frac{c}{2L B} \left[ g_{n+1} E_{n+1} \sin(\phi_{n+1} - \phi_n) - g_{n-1} E_{n-1} \sin(\phi_n - \phi_{n-1}) \right] \\
&\quad - d_n E_{n+1} \cos(\phi_{n+1} - \phi_n) - d_{n-1} E_{n-1} \cos(\phi_n - \phi_{n-1})
\end{align*}$$

$$E_n + \frac{1}{2} \gamma_n E_n - \frac{c}{2L B} \left[ g_{n+1} E_{n+1} \cos(\phi_{n+1} - \phi_n) + g_{n-1} E_{n-1} \cos(\phi_n - \phi_{n-1}) \right]$$

$$+ d_n E_{n+1} \sin(\phi_{n+1} - \phi_n) - d_{n-1} E_{n-1} \sin(\phi_n - \phi_{n-1})$$

These equations are for sinusoidal variation of the pump (diode current). McDuff and Thali also give the equations for the case when the pump waveshape is a short pulse having several harmonic components present at multiples of \(\nu_m\).

In equations (7) and (8) \(E_n\) and \(\phi_n\) are the amplitude and phase respectively of the \(n\)th mode and the dots indicate time derivatives. The unsaturated gain coefficient for the \(n\)th mode (which varies with mode number \(n\) according to the line shape function) is represented by \(g_n\). The medium dispersion coupling effect upon the \(n\)th mode is expressed by \(d_n\) which varies with mode number \(n\) according to the shape of the atomic dispersion curve. The saturated gain is \(g_n / \beta\) where \(\beta\) is a saturation function which for homogeneous saturation is not a function of \(n\) and carries no subscript. Homogeneous saturation is assumed and the value of the saturation function is given by

$$\beta = 1 + C \frac{n^2}{2} \Lambda \nu L \int \frac{1}{\nu} \sigma_L(\nu) d\nu,$$

which comes from the work of McDuff, Scott, and Taboada. In equation (9) the constant \(C\) is simply a saturation parameter whose value can be selected to get a convenient scale for the optical field amplitude. \(\sigma_L(\nu)\) is the regular Lorentzian line shape function and \(\Delta \nu L\) is the Lorentzian linewidth (usual FWHM value). The detuning of the modulator frequency from the cold cavity mode spacing is written as \(\Delta \nu L\), i.e.

$$\Delta \nu L = \frac{\pi c}{L} - \nu_m,$$

and follows the sign convention of McDuff and Harris. The \(Q\) of the \(n\)th cavity resonance seen by the \(n\)th mode is denoted as \(Q_n\), and may depend upon \(n\) in a cyclic manner if an etalon or composite-cavity effect occurs. In a simple cavity with no etalon or coupled-cavity effects, the \(Q\) can be assumed independent of \(n\).

The coupled-mode differential equations (7) and (8) were solved numerically using a Runge-Kutta numerical integration procedure. The technique was to assume initial values of the mode amplitudes and phases and the laser parameters and continue the integration until steady state was reached (all \(E_n = 0\) and \(\phi_n = 0\) equal either to a constant independent of \(n\) or \(\phi_n = 0\). The computer program used was a modification of the one of McDuff and Thali, which was developed from the original work of Harris and McDuff. Due to the presence of a large number of modes, the solution of the equations can require a lot of computer time. The availability of a Cray X-MP/24 super computer made it possible to do this work.

**Time-Domain Pulse**

The results of the solution of equations (7) and (8) are the values of the mode amplitudes \(E_n\) and mode phases \(\phi_n\) (not time dependent). The resulting field in the time domain is then

$$E(t) \cos(\phi_n t + \theta(t)) = \sum_n E_n \cos[(\phi_n + \nu_m t) t + \phi_n].$$  \hspace{1cm} (11)
The frequency $\Omega_0$ is the arbitrarily chosen center frequency (chosen as atomic line-center frequency here) of the $E_0$ mode.

The time dependence of $E(t)$ gives the pulse shape (or $E^2(t)$ gives the shape of the optical intensity pulse) and the time derivative of $\theta(t)$ gives the instantaneous frequency departure from $\Omega_0$. If the derivative of $\theta(t)$ is constant, it means that the pulsating center optical frequency is not at the assumed line-center value. If the time derivative of $\theta(t)$ varies, the departure from a constant value gives the change in instantaneous frequency, i.e. the chirp of the optical frequency of the pulse. Any constant component of $\theta(t)$ is of no significance.

An ideal case is when $\theta = \pi n$ (where $\theta$ could be zero) and the $E_n$ are symmetrical about the $n=0$ mode. In that case, the resulting peak in the $E(t)$ pulse occurs at $\nu t = -\pi n$ and the derivative of $\theta(t)$ is zero (no chirp). Conversely, if $\theta$ departs from the form $\pi n$, there will be chirp of the output pulse. If the values of $E_n$ are not symmetrical about $n=0$, there will be an offset of the average optical frequency from $\Omega_0$.

Results

In the model it is possible to remove the effects of dispersion simply by making the $d_n$ terms identically zero in equations (7) in the no dispersion case and (8). Figure 1 shows the mode amplitude distribution and the resulting pulse for zero detuning of the modulator in the no-dispersion case. The mode phase angles and the resulting pulse are zero.

It is not possible to have "exactly" zero detuning when the dispersion is included, due to the variation of mode spacing as modes farther and farther away from line center are included. Figure 2 shows for approximate zero detuning the mode amplitudes and phases and the resulting pulse and chirp. Near line center the mode phases in Figure 2(b) follow approximately the relation $\phi_n = \pi n$ which means then that the pulse peak in Figure 2(c) occurs approximately at $\nu t = -0.02$. Therefore one could say that this case does not have exactly zero detuning. In fact, as has been noted by many others, it is difficult to define what exactly is the condition of zero detuning. We could define it here as the condition when the mode phases have $\phi_n = \pi n = 0$ near line center (meaning that the pulse occurs at $\nu t = 0$, i.e. in phase with the instantaneous peak of the pulsating gain). We note that the frequency width of the mode distribution and the pulse width in Figure 2 are essentially the same as for the dispersionless case in Figure 1. Although the chirp can be calculated, it is so small as to be of no practical importance (an instantaneous change in optical frequency of less than $1 \times 10^{-3}$ of a mode spacing during the duration of the pulse as seen in Figure 2(d).

Figure 3 shows the mode amplitudes and phases and the resulting pulse and chirp for a modulator detuning of $9.2 \times 10^{-3}$ of a mode spacing. As expected here the frequency width of the mode distribution is more narrow and the pulse correspondingly wider. The $\phi_n = \pi n$ are larger corresponding to a phase shift of the pulse relative to the peak in the cosinusoidally varying gain. The chirp shown in Figure 3(d) actually varies slowly from one pulse to the next. At a larger detuning, Figure 4 shows the instantaneous frequency during the pulses taken every 16,000th pulse (every 16,000th cycle of the modulator) near one point in time and then every 16,000th pulse at a time $t = 3$ milliseconds (464,000 pulses) later. The change in the pulse shape due to this chirp change is not noticeable. We note that the instantaneous frequency moves from one side of the assumed line center frequency to the other side. This variation in optical frequency offset is $\pm 0.03$ mode spacing. This effect is similar (but much smaller) to that observed in a conventionally electro-optically mode-locked laser when the modulator is detuned. An accompanying small side-to-side shift in the mode amplitude distribution occurs.

The diode is likely to have an external cavity and hence coupled-cavity effects may occur. Unexpected etalon effects may also occur. Figure 5 shows the mode amplitudes, pulse shape and instantaneous frequency in a case simulating the repetitive variation of cavity loss due to coupled-cavity or etalon effects. A simple rectangular variation in cavity loss was taken. The minimum in the repetitive cavity loss was taken to be centered about line center. The principal result is to reduce the number of modes oscillating and to cause the mode distribution to be less Gaussian-like. Thus the pulse shape has side lobes with sharp minima in between. At each minimum there is a spike in instantaneous frequency due to a $180^\circ$ reversal in instantaneous phase as would be the case in the simple addition of two sinusoids. These spikes are shown in Figure 5(c). In this case the center mode set extinguishes the possible sets on either side which would have gain greater than loss.

In Figure 6 the case where the minimum in the repetitive loss curve is off of line center is shown. The minimum on the n-positive side is one mode number closer to line center than that on the n-negative minimum side. Furthermore, the loss is greater than gain outside the minima. Thus, the n-positive set of modes extinguishes the n-negative set. Again, the number of oscillating modes is smaller but now the amplitudes are not symmetrical about the center mode of the set. The pulse shape is similar to that in Figure 5 but the pulse minima do not go to zero. The instantaneous optical frequency has an offset from line center roughly equivalent to the offset of the center mode of the set. We note a lot of chirp at each pulse minimum between side lobes but not a spike in instantaneous frequency as was the case in Figure 5.
In another set of conditions, not shown here, the loss minima were made exactly symmetrical with respect to line center. Then, two identical sets of modes oscillated, each producing its own pulse, and the two pulses beat together to produce a multi-lobed overall pulse with many zero points and lobes. At each zero point there was a spike in instantaneous frequency as noted above in Figure 5. Experimentally, it would not be expected to be possible to have this exact symmetry.

Conclusions

This analysis technique gives a powerful tool for studying the dependence of the optical chirp of the mode-locked pulse upon the various effects in a gain-modulated mode locked diode laser. The effects of the cavity-coupling-induced equivalent loss variation can be included. It is not necessary to make any assumptions regarding pulse shape. From the results it is seen that optical frequency offset may occur and that any effect that causes a non-bell-shaped mode distribution will cause large variations in the instantaneous optical frequency.

Work is continuing to include inhomogeneous saturation and more realistic cyclic loss patterns.
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Figure 2(a). Mode distribution for zero detuning with dispersion added to Figure 1.

Figure 2(b). Values of $\phi_n$ corresponding to Figure 2(a).

Figure 2(c). Pulse shape corresponding to Figure 2(a).

Figure 2(d). Change in instantaneous frequency during the pulse of Figure 2(c).
Figure 3(a). Mode distribution for the laser of Figure 2 but with detuning of the modulator: \( \Delta \nu = 9.2 \times 10^{-4} \) mode spacing.

Figure 3(b). Values of \( \phi \) corresponding to Figure 3(a).

Figure 3(c). Pulse shape corresponding to Figure 3(a).

Figure 3(d). Change in instantaneous frequency during the pulse of Figure 3(c).
Figure 4. Variation in chirp during different pulses. Detuned case.

Figure 5(a). Mode distribution in a laser having a repetitively varying loss curve. Loss curve symmetrical about line-center.

Figure 5(b). Pulse shape corresponding to Figure 5(a).

Figure 5(c). Change in instantaneous frequency during the pulse of Figure 5(b).
Figure 6(a). Mode distribution in a laser having a repetitively varying loss curve. Loss curve asymmetrical about line-center.

Figure 6(b). Pulse shape corresponding to Figure 6(a).

Figure 6(c). Change in instantaneous frequency during the pulse of Figure 6(b).
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ABSTRACT

Sunlight represents a major source of interference to receivers that detect weak visible wavelength laser signals in the daytime. The atomic resonance filter provides powerful discrimination against the solar background through the reduction of the optical noise bandwidth to the 0.1 - 0.01 Å range. We discuss how sunlight suppression technology can be improved by an additional one to two orders of magnitude by the development of atomic filters matched to intense Fraunhofer lines.

Introduction

Several important laser applications involve propagation of visible-wave-length laser beams through space, the atmosphere, or underwater. These systems include submarine communications, laser radar, lidar, and deep space communications. In many instances, daytime operation is hampered by sunlight that masks the laser signal. Narrowband filters can mitigate the problem. An exciting ultra-narrowband technology that offers the potential for improved sunlight suppression is the atomic resonance filter. Atomic filters are wide field-of-view, large area, isotropic devices that exhibit 0.01-0.1 Å passbands. We are currently developing an important subset of atomic filters that takes sunlight rejection to a new level. Compared to standard atomic filters these new filters can improve solar background suppression by an additional one to two orders of magnitude. The dramatic advancement in sunlight rejection arises by the development of atomic filters that are exactly matched to intense Fraunhofer lines. We call this device the Fraunhofer-wavelength atomic resonance filter.

Solar Background in Laser Receivers

The intrinsic brightness of laser sources make them natural choices for applications involving transmission of optical energy over long distances. Sunlight represents a formidable source of background noise in laser receivers. Shown in Figure 1 is the solar spectral irradiance in units of photons/cm²-sec-Å.

The energy units of irradiance are usually expressed in Watts. We have chosen instead units of photons because low-noise, sensitive photomultiplier tubes (PMTs) in the visible spectral region count photons rather than measure incident energy. The solar photon emission spectrum is quite broad and extends from 0.4 μm out past 1.0 μm. We notice that in this spectral region the sun deposits on the earth’s atmosphere approximately \(10^{13}\) photons/sec within an 1 Å spectral width in a 1 cm² area. In the visible spectrum region, quantum-noise-limited PMTs are available with dark currents in the range of 1-10 nsec. Thus, even encountering large attenuation factors associated with clouds and water penetration, namely, \(10^2-10^8\) (10 μsec pulses); or gated detection matched to short-pulse laser operation (10 nsec), fluctuations in the sunlight photocurrent constitutes the dominant noise source in daytime laser receivers.

Three filter technologies have been developed to reject sunlight. Each achieves its objective by a reduction in the spectral width of the optical passband. They are interference filters, polarizing filters, and atomic filters. Space limitations prevent discussion of the principles of operation of each device. We shall only summarize their performance. In Figure 2 we plot the passband of each filter as a function of aperture diameter. The figure clearly illustrates that atomic filter technology offer significant improvements in bandwidth reduction. Its advantage compared to the first two technologies increases with filter aperture size. An additional feature of the atomic filter is that its 2π field-of-view is independent of size and passband while the fields-of-view of multilayer interference filters and polarizing filters rapidly drop to a few degrees as their bandwidths become smaller.

*This work was supported by the Aerospace Sponsored Research Program.
Figure 1. Exoatmospheric Solar Spectral Irradiance.

Figure 2. Optical Bandwidth of Visible-Wavelength Bandpass Filters.
Atomic Resonance Filters

Atomic resonance filters perform ultranarrowband filtering utilizing sharp atomic transitions. Typical Doppler-broadened visible linewidths are on the order of 0.01 Å. Photons in resonance with an atomic transition are absorbed by atoms contained in a vapor cell. The atoms then reradiate at a wavelength sufficiently displaced from the absorption wavelength to permit transmission of the emitted light and blocking of the incident radiation by a conventional filter. Atomic filters operate at numerous discrete wavelengths throughout the near UV, visible, and near IR spectral regions. Laboratory experimentation on atomic filtering has been conducted on cesium and rubidium ground-state species, and optically-pumped transitions in rubidium, thallium-cesium, potassium, and magnesium. A recent review article discusses the physics of these devices.

Sunlight Suppression at Fraunhofer Wavelengths

The next major advancement in the state-of-the-art of solar background rejection is due to a natural phenomenon rather than to a new technological development. The phenomenon is the existence of Fraunhofer lines: dark narrowband regions in the otherwise continuous solar spectrum. These intense minima, or dips, arise due to the absorption by metallic elements in the outer, cooler layers of the sun. The lines were first observed by Joseph von Fraunhofer in 1814 and they have been well-studied by astronomers in the ensuing years. Detailed solar atlases have been compiled. Copious Fraunhofer lines appear at wavelengths below 460 nm due to the rich absorption spectra of iron and nickel. The most intense Fraunhofer lines in the visible spectrum are listed in Table I. They are typically 0.1-0.3 Å wide.

We note that one to two orders of magnitude reduction in the solar background occurs at several of these wavelengths. Thus, additional reduction in sunlight is available by operation at intense Fraunhofer wavelengths. Fraunhofer background reduction is an intrinsic part of the solar spectrum and therefore it can be used in conjunction with any narrowband filter technology. Naturally, the maximum advantage occurs with filter passbands less than 0.1 Å. As the passband increases, more of the wings of Fraunhofer line is transmitted and the solar rejection diminishes. Little benefit is gained for passbands larger than 1 Å.

In a recent article, Kerr discusses the use of an advanced ultranarrowband filter composed of a multilayer dielectric interference filter and a Fabry-Perot etalon tuned to Fraunhofer lines for interplanetary communications. He estimates that a 40% background reduction can be realized when the deep space transmitter is a frequency-doubled Nd:YAG laser. High-efficiency tunable solidstate lasers are available throughout the 0.4 - 1.0 μm region. These sources can be tuned to the center of the intense Fraunhofer lines thereby realizing the sunlight attenuation values listed in the last column of Table I.

TABLE I. THE STRONG VISIBLE FRAUNHOFER LINES*

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>Designation</th>
<th>Origin</th>
<th>Minimum Solar Transmission</th>
</tr>
</thead>
<tbody>
<tr>
<td>4045.825</td>
<td>h, Hδ</td>
<td>Fe I</td>
<td>2</td>
</tr>
<tr>
<td>4101.748</td>
<td></td>
<td>H I</td>
<td>19</td>
</tr>
<tr>
<td>4226.740</td>
<td>g</td>
<td>Ca I</td>
<td>2.4</td>
</tr>
<tr>
<td>4340.475</td>
<td>G', Hγ</td>
<td>H I</td>
<td>17</td>
</tr>
<tr>
<td>4381.557</td>
<td>d</td>
<td>Fe I</td>
<td>3</td>
</tr>
<tr>
<td>4861.342</td>
<td>F, Hβ</td>
<td>H I</td>
<td>14</td>
</tr>
<tr>
<td>5167.327</td>
<td>b₄</td>
<td>Mg I</td>
<td>12</td>
</tr>
<tr>
<td>5172.698</td>
<td>b₂</td>
<td>Mg I</td>
<td>8</td>
</tr>
<tr>
<td>5183.619</td>
<td>b₁</td>
<td>Mg I</td>
<td>7</td>
</tr>
<tr>
<td>5889.973</td>
<td>D₂</td>
<td>Na I</td>
<td>4.2</td>
</tr>
<tr>
<td>5895.940</td>
<td>D₁</td>
<td>Na I</td>
<td>4.8</td>
</tr>
<tr>
<td>6562.808</td>
<td>C, Hα</td>
<td>H I</td>
<td>16</td>
</tr>
</tbody>
</table>

The development of Fraunhofer-wavelength atomic resonance filters is motivated by the desire to exploit the natural sunlight reduction that occurs at intense Fraunhofer lines. Owing to their narrow spectral bandwidth and extremely sharp width of atomic transitions, it is highly improbable that an exact overlap between a Fraunhofer line and a random atomic transition can be found. However, nature makes the search for atomic transitions that overlap intense Fraunhofer lines rather easy. For any given Fraunhofer line one simply selects for the filter medium the same atom which provides the Fraunhofer dip in the solar atmosphere. Cosmology ensures this transition will be exactly matched to the Fraunhofer dip. Furthermore, because Fraunhofer lines reflect a $5700\,\text{K}$ solar temperature we are assured that the atomic filter linewidth will be much less than the Fraunhofer width. Hence, nature provides atomic transitions exactly matched to intense Fraunhofer dips from which atomic filters may be constructed. All that is left for us to do is to devise clever ways to efficiently extract wavelength-shifted emission after the filter atoms absorb signal light at the Fraunhofer wavelength. Thus, the prospects for advancement of sunlight suppression technology by the development of Fraunhofer-wavelength atomic resonance filters appear highly favorable.

Two Fraunhofer-wavelength atomic resonance filters are currently under development; one in green and the other in the deep-blue spectral region. Because Fraunhofer transitions are strongly absorbing, active-wavelength shifting methods need to be employed to achieve high efficiency for conversion of absorbed signal light into wavelength-shifted emission. The metastable magnesium resonance filter operates at three intense Fraunhofer wavelengths near 518 nm. This filter converts green light into easily detectable 383 nm emission with a maximum theoretical efficiency of 87%. Fifty per cent conversion was measured recently in initial experiments performed under unoptimized conditions. Other filter properties are a 10 nsec response time, low pump power requirements, and low noise operation.

The calcium resonance filter matches the $g$ Fraunhofer line at 422.7 nm. The solar spectrum in the vicinity of 423 nm is shown in Figure 3. At the Fraunhofer dip minimum the solar transmission is 2.4% of the continuum value. The calcium resonance filter converts deep blue light into easily detectable 272 nm emission with a maximum theoretical efficiency of 95%. Other filter properties are a 20 nsec response time, low pump power requirements, and low noise operation. Both filters operate at $300\,\text{C}$, and their bandwidths can be pressure broadened.

![Figure 3. Solar Spectrum Near The $g$ Fraunhofer Line.](image-url)
In Table II we compare the solar background rejection of the Fraunhofer-wavelength atomic resonance filters with the canonical cesium filter. The latter device has undergone extensive investigation over the past decade. The successful development of the cesium filter proved that atomic transitions can form the basis of wide field-of-view, large aperture, ultranarrowband filters. Its wavelength does not coincide with a Fraunhofer line. Table II clearly illustrates that Fraunhofer-wavelength atomic resonance filters can provide one to two orders of magnitude improvement in solar background suppression compared to standard atomic filters.

<table>
<thead>
<tr>
<th>TABLE 2. SOLAR BACKGROUND REJECTION OF SELECT ATOMIC FILTERS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Passive</strong></td>
</tr>
<tr>
<td><strong>Cesium</strong></td>
</tr>
<tr>
<td>Signal Wavelength (nm)</td>
</tr>
<tr>
<td>Fraunhofer Advantage</td>
</tr>
<tr>
<td>Background Channels</td>
</tr>
<tr>
<td>Total Noise Bandwidth (Å)</td>
</tr>
<tr>
<td>Relative Solar Background Reduction Compared to Cesium</td>
</tr>
</tbody>
</table>

(a) NOSC TR 1291 (April 1989)  
(b) Doppler width at 300°C

**Future Directions**

The linewidths of atomic systems can be taken to sub-Doppler limits by a variety of methods. Hence, ultranarrowband technology based upon atomic systems can progress to passbands much less than 0.01 Å. However, applications requiring such narrow bandwidths have not emerged to support further development. Naturally, the passband of a narrowband filter should never fall below the transmitter optical bandwidth in order to preserve signal-to-noise-ratio. Factors that determine the minimum spectral width of the received laser pulse include transmitter frequency stability, doppler shifts, short-pulse transform limits, and high information rates. It is interesting to note that in many of the applications previously discussed, namely, underwater communications, lidar, laser radar, and deep space communications, the spectral width of the received signal is approximately 0.01 Å. Thus, until new applications emerge it appears unlikely that ultranarrowband optical receiver technology will advance beyond 0.01 Å.
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IMAGE PRESERVING ATOMIC LINE FILTER
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Abstract

Atomic Line Filters based on resonant absorption and wavelength converted fluorescence consist of an atomic vapor cell in which this wavelength conversion can take place sandwiched between color glass filters which in combination block all unconverted light. In a class of filters described here, the incoming signal radiation to be detected is absorbed on the strongest resonance transition in an alkali metal atom, the excited atom is excited to a higher level by a pump laser, and cascade fluorescence results in upconverted photons which are collected on a photosensitive surface. Since the fundamental alkali transitions have high absorption cross-sections of order $10^{-11}$ cm$^2$, it is possible to absorb the signal photons in a very thin vapor cell (100 μm) at reasonable temperatures (100-150°C). By focussing the incoming signal on the thin layer of atomic vapor, and refocussing the upconverted fluorescence on a two-dimensional detector such as a microchannel plate intensifier, directional image information contained in the original signal can be preserved. A spatial resolution of better than 300 μm in the vapor plane of an atomic line filter based on rubidium has been achieved. The 780 nm signal ($5s_{1/2} - 5p_{3/2}$) and 741 nm pump ($5p_{3/2} - 7s_{1/2}$) wavelengths were both provided by semiconductor lasers, and the upconverted fluorescence was at 420 nm ($6p - 5s$). High fidelity, multichannel digital data transfer through the atomic line filter at faster than 500 kbits/sec has also been demonstrated.

Introduction

Atomic Line Filters (ALF's), also referred to as Atomic Resonance Filters, are attractive substitutes for conventional interference filters in many optical systems because of their narrow bandwidth (~0.002 nm) and wide FOV (~2πsr). A comprehensive review of much past work in the area is given by Gelbwachs$^1$. The concentration of work on these filters has been for applications to submarine laser communication, and thus most of the filters studied have been for wavelengths in the blue-green part of the spectrum. In particular, Marling et al.$^2$ and others have studied and developed a passive cesium filter at 455 or 459 nm involving an absorption out of the ground state, and Gelbwachs et al.$^3$ (magnesium Fraunhoffer line), Shay et al.$^4$ (rubidium), and Liu et al.$^5$ (thallium) have studied filters where the signal is absorbed by previously excited atoms. By relaxing the requirement of matching a wavelength in the blue-green part of the spectrum, we have been able to make a filter with low noise (because the signal transition is out of the ground state) matching the wavelength of readily available semiconductor lasers, and having the ability to preserve imaging information. The advantages of using an image preserving atomic line filter for background limited signal detection applications, along with the operational principles, experimental results, and expected performance of a rubidium ALF are discussed in the following paragraphs.

For many applications involving detection of scattered light from a laser illuminated object, the primary detriment to detectability is not a lack of scattered laser photons (causing insufficient detector response) but rather an overwhelming amount of background scattered solar radiation. In such situations, the ability of the detection system to filter out the background light can become more important than the detector sensitivity. In Figure 1, the number of background photons per microsecond (chosen to match the time response of the ALF) collected by a 0.1 m$^2$ receiver is plotted against the full angle field of view of the receiver system. In one case an interference filter with a bandwidth of 2 nm is shown, while in the other comparison is made to a rubidium ALF with a bandwidth of 0.002 nm. The assumed background radiance level is 0.02 W/m$^2$-nm-sr. For an object only subtending a small fraction of the total field of view, the narrower bandwidth atomic line filter will allow a much larger field of view to be imaged with the same signal to background ratio. (The signal to background is also enhanced in each case because the signal falls on a small part of the imaged area, while the background is distributed more or less uniformly). The ability to image a larger field of view with the ALF enhances the speed and effectiveness of target acquisition.
Figure 1. Background light photons collected in 1 μs by a 0.1 m² telescope using an interference filter (∆λ = 2 nm) or a rubidium ALF (λ = 0.002 nm) vs. receiver FOV. A background radiance at 780 nm of 0.02 W/m²·nm·sr was assumed.

Operational Principle

The operating principles of an image preserving atomic line filter based on rubidium can be understood by reference to Figure 2. Light containing both the signal to be detected (tuned to the 5s-5p transition wavelength of 780 nm) and background noise is incident from the top of the figure. This light first passes through a color glass filter which allows infrared wavelengths to be transmitted, but which blocks visible wavelengths. The remaining infrared background light and the infrared signal are imaged onto a thin layer of rubidium in a glass cell. The rubidium density is high enough that more than 80% of the signal photons are absorbed (along with background light within the Doppler limited bandwidth of the rubidium transition at 780 nm), while any light not matching the rubidium resonance wavelength passes through the cell. The atoms which have absorbed a signal photon at 780 nm are further excited by a pump laser incident from the sidewalls of the cell which is tuned to the 5p-7s transition at 741 nm (which also matches a semiconductor diode laser). Cascade radiation from the 7s level results in fluorescence at 420 and 421 nm, which is radiated in all directions. The blue fluorescence which comes out of the bottom of the cell constitutes the upconverted (energy) signal. This fluorescence, along with the remaining infrared background noise, is incident on a color glass filter which transmits the blue fluorescence photons, but blocks all of the remaining background infrared light. The upconverted blue fluorescence is then detected with a high quantum efficiency detector. Since the only light detected is that which was absorbed and then upconverted in the rubidium cell, the filter has a light acceptance bandwidth determined by the 5s-5p transition linewidth. In the Doppler limited case for a cell at 150°C, this linewidth is about 600 MHz or 0.001 nm, and the signal light should be made to fall within this bandwidth. The noise bandwidth is actually a factor of two higher because ⁸⁵Rb has two well resolved hyperfine transitions separated by 3 GHz. (Rubidium has two naturally occurring isotopes of abundance 72% ⁸⁵Rb and 28% ⁸⁷Rb, but isotopically pure rubidium is available.)
At a temperature of 110°C the rubidium vapor reaches an atomic density of $10^{13}$/cm$^3$. At this density the absorption depth for incoming signal photons at 780 nm is less than 0.01 cm. Thus, all of the signal photons can be absorbed in a very thin cell, even at this reasonable temperature. Because of this, it is possible to preserve imaging information, a necessary function of a detector which is to be used for directional detection. Image information is preserved because fluorescence takes place from the same location where the signal was absorbed. If the blue fluorescence is reimaged onto a microchannel plate image intensifier, this positional information can be preserved. The amount of resolution blurring depends on the thickness of the rubidium layer, and the f number of the reimaging optics. For a cell with thickness 100μ, a resolution of 100μ is possible even with very low f number, high efficiency optics. Thus, a 100 x 100 pixel image can be preserved with a 1 cm by 1 cm cell. Because of collisions of the atoms with the walls, the conversion efficiency starts to drop for cells much thinner than 100μ. Our image preserving scheme is similar to one proposed by Gelbwachs et al.\textsuperscript{6} which was based on a filter using excited state absorption in an image plane defined by the pump laser.

Figure 3 shows all of the rubidium energy levels and transitions relevant to the image preserving ALF. Cross sections and branching ratios for the various transitions, which were derived from accurate oscillator strengths\textsuperscript{7}, are also shown. (These cross sections are computed ignoring the hyperfine structure.) For the calculations, a Doppler limited linewidth was assumed. These data can be used to estimate the absorption characteristics, the time response, and the fluorescence conversion efficiency of the atomic line filter at a given temperature. In addition, the time response and efficiency are influenced by radiation trapping of the ground state transition photons at 780 nm. The longer the radiation can be trapped, the higher the conversion efficiency (and the slower the time response).

The absorption depth $d$ for the signal or detected photons can be calculated as $d = 1/\sigma N$ where $\sigma$ is the tabulated absorption cross-section (decreased by the ratio of the signal bandwidth to the 0.015 cm$^{-1}$ Doppler width if necessary) and $N$ is the atomic density. For instance, at 130°C, $N_{\text{Rb}} = 2.9 \times 10^{13}$ cm$^{-3}$, 0.72x7/12 of which is in the $^{85}\text{Rb}$ hyperfine level with $F=3$. Then the absorption depth $d = 1/\sigma N = 1/(2.9 \times 10^{-11}\text{cm}^2 \times 0.72 \times 7/12 \times 2.9 \times 10^{13}\text{cm}^{-3}) = 2.8 \times 10^{-3}$ cm. Thus, a narrowband signal on resonance will be 97% absorbed in a 0.01 cm thick cell. On the other hand, the absorption depth for the upconverted fluorescence at 455 nm is 0.36 cm, so that very little of it is reabsorbed after being emitted. An absorption spectrum for the rubidium $5s_{1/2}$ to $5p_{3/2}$ transitions at 780 nm is shown in figure 4. The four different transitions (measured in absorption while tuning a single mode diode laser by changing its drive current) occur because there are two isotopes, each with two resolvable hyperfine transitions.

![Figure 3. Energy levels of rubidium relevant to ALF operation showing lifetimes, branching ratios and Doppler limited absorption cross sections (at 150°C ignoring hyperfine structure)](image-url)
Figure 4. Reference cell absorption spectrum of rubidium $5s_{1/2} - 5p_{3/2}$ (780 nm) transition. The cell length $= 7.38$ cm, temperature $= 33^\circ$C, $N = 2.1 \times 10^{20}/cm^3$. Peaks 1 and 4 are the hyperfine transitions from $F = 1$ and 2 in $^{87}$Rb (28% abundance) while peaks 2 and 3 are transitions from $F = 2$ and 3 in $^{85}$Rb (72% abundance).

**Time Response**

The pump power requirement can be calculated roughly as follows. Since the 7s lifetime is 90 ns, and in pumping equilibrium with the 5p$_{3/2}$ state only 1/3 of the population can be in the upper level, it should be adequate to pump 1/3 of the population every 90 ns (provided that the optically trapped lifetime of the 6p state is at least this long). The transition rate is $W = \sigma N_{ph}$, where $N_{ph}$ is the number of pump photons/cm$^2$/s hitting the excited rubidium atoms. A transition rate of $W = 3.7 \times 10^6$/s corresponds to a pump intensity of 1.4 W/cm$^2$ at 741 nm. For a 1 cm $\times$ 0.01 cm cross-sectional area for pumping, this corresponds to a pump power of 14 mW, a level easily achieved with single mode semiconductor diode lasers.

At the center of a thick cell, the optically trapped lifetime for a 780 nm photon in rubidium can be much larger than a microsecond. Random walk calculations show that for a resonant photon absorbed after entering the face of a cell, however, the trapped lifetime will only increase to about 250 ns from its natural lifetime of 26 ns. This lifetime can be increased by increasing the rubidium density and tuning the signal slightly off resonance (so that the signal absorption depth will be longer than that of the resonance fluorescence), although at the price of increasing the filter bandwidth. As the cell is made thinner and the vapor thickness approaches 0.01 cm, collisions of excited atoms with the wall become the limiting factor on the lifetime. At 130$^\circ$C, the average velocity of a rubidium atom in the direction of a cell wall is about 2.3$\times$10$^4$ cm/s and it traverses 0.005 cm in 215 ns. The collision results in the atom sticking to the wall and losing its excitation to heat. It may be possible to make the collision more elastic by coating the wall with parrafin or some other substance as is done in optical pumping experiments, but in any case wall collisions will limit the minimum thickness of the cell (and thus the resolution of the ALF) to about 0.01 cm.

The time response of the system to a pulsed pump excitation is readily calculated as a bi-exponential decay from the 7s and 6p levels, whose lifetimes sum to 210 ns. The conversion efficiency can be calculated from the branching ratios in the figure to be $(1/3) \times (0.13 \times 0.18 + 0.25 \times 0.22) = 2.6\%$ for this case. For a continuous pump, the time response is lengthened, and the conversion efficiency is increased. The limiting values depend strongly on the lifetime of the 780 nm resonantly trapped radiation in the cell. Although the conversion efficiency can in principle be increased by using two pump lasers, one from each of the 5p states, the increase is probably not worth the added complexity for a real system. Data from a time response measurement carried out for pulsed dye laser excitation (in cesium rather than rubidium) is shown in Figure 5. In picture (a), blue fluorescence is collected with only the pump laser present. Notice that there is no internal filter noise in this case. In picture (b), only the signal laser is present. A few blue photons are seen here, and these go away if the signal laser is tuned off resonance. This fluorescence is probably due to excitation caused by collisions between excited atoms, since it depends strongly (more than a linear dependence) on the signal laser intensity. Since this fluorescence only occurs for a signal laser tuned on resonance, it does not constitute noise to the system. Picture (c) shows the signal collected when both lasers are allowed through the cell, clearly demonstrating operation of the ALF cell as an infrared to blue quantum converter. The time response matches the predicted bi-exponential decay. (This time response was measured in a cell of thickness 0.3 cm. It can become shortened due to quenching collisions with the cell walls for sufficiently thin cells).
We have also measured the time response of a 0.02 cm thick rubidium ALF pumped by a cw diode laser. Results of this experiment are shown in Figure 6 for a 500 ns signal (left) and a 1 microsecond signal (right). On each oscilloscope photograph, the bottom trace shows a current pulse added to the dc current driving the signal diode laser (which provides signal photons), the middle trace shows absorption of the diode laser through a reference rubidium cell (the laser is on resonance and being absorbed during the downward dip), and the top trace shows the output 420 nm fluorescence from the ALF monitored with a photomultiplier tube. The rise time here is about 200 ns, while the fall time is about 400 ns. High fidelity data communication at about 500 kbit/sec was achieved using this atomic line filter.

**Other Wavelengths**

Other elements besides rubidium can also be used for image preserving atomic line filters. Table 1 lists the wavelengths and appropriate lasers for ALF's based on ground state transitions in alkali metals. In particular, both the potassium and rubidium signal wavelengths can be tuned to with an Alexandrite laser, in addition to semiconductor lasers. The pump laser can be a semiconductor diode laser in each case, although the available powers may not yet be high enough at the 691 nm potassium pump wavelength.
<table>
<thead>
<tr>
<th>ALF</th>
<th>Signal Wavelength</th>
<th>Pump Wavelength</th>
<th>Fluorescence Wavelength</th>
<th>Laser Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>671 nm</td>
<td>497 nm</td>
<td>323 nm</td>
<td>Dye Lasers</td>
</tr>
<tr>
<td>Na</td>
<td>589/590 nm</td>
<td>616/615 nm</td>
<td>330 nm</td>
<td>Dye Lasers</td>
</tr>
<tr>
<td>K</td>
<td>767/770 nm</td>
<td>694/691 nm</td>
<td>404/405 nm</td>
<td>Alexandrite/Ti:Sapphire/Semiconductor</td>
</tr>
<tr>
<td>Rb</td>
<td>780/795 nm</td>
<td>741/728 nm</td>
<td>420/422 nm</td>
<td>Alexandrite/Ti:Sapphire/Semiconductor</td>
</tr>
<tr>
<td>Cs</td>
<td>852/894 nm</td>
<td>794/761 nm</td>
<td>455/459 nm</td>
<td>Ti:Sapphire/Semiconductor</td>
</tr>
</tbody>
</table>

Table 1. Alkali atomic line filters

Image Preservation

Demonstration of image preservation in a rubidium atomic line filter cell has been carried out using diode lasers for the signal and pump beams and a rubidium cell with a vapor thickness of 0.02 cm. (Previous results using a 0.05 cm cesium cell and pulsed dye lasers were presented at SPIE's OE/LASE '89 conference\(^8\)). The experimental apparatus is shown in Figure 7. The 780 nm signal diode laser was monitored in absorption through a reference rubidium cell to keep it on resonance, while blue fluorescence was monitored with a PMT to keep the 741 nm pump laser tuned properly. The lasers operated at power levels between 2 and 5 mW with bandwidths on the order of 50 to 100 MHz (monitored with a 1GHz Free Spectral Range Fabry Perot interferometer). The pump laser was expanded to a size of about 15mm and then focussed through the ALF cell with a cylindrical lens, making an active imaging area of about 15mm x 15mm. The signal laser was scattered off of a patterned target towards the atomic line filter. (The target was 2 m from the ALF, and retroreflective tape was used to enhance the weak return signal for this preliminary experiment). The infrared return signal was imaged with a camera lens onto the ALF cell. The subsequent blue fluorescence was reimaged with f/1 optics onto a microchannel plate image intensifier. A picture of the atomic line filter "camera" used is shown in figure 8. Note the small size of the ALF cell, and the possibility of integrating components into a small package. For the data presented here, the CCD camera was replaced with a 35 mm film camera, and pictures were taken of the image intensifier output.

![Figure 7. Experimental geometry for image preservation experiment. Signal scattered from a target was reimaged through a 0.02 cm thick rubidium ALF.](image-url)
Data from the imaging experiment are shown in Figure 9. For the picture on the left, the ALF cell was removed and replaced with a screen, and (with the additional removal of the blue blocking/IR passing filter) low levels of light were imaged through the rest of the optics onto the image intensifier. For the picture on the right, the atomic line filter (operating at a temperature of about 150 degrees C) was used. There is not a great difference in the resolution achieved with the two pictures, and the resolution may be limited by the 18 mm diameter MCP image intensifier. The smallest features are a set of three vertical lines at the center of the image (which are clearly resolvable in the original color prints). These lines have a width and spacing of 1 mm at the target, and are reduced in size by the camera lens to 350 microns at the ALF. With further improvements, an ultimate imaging resolution of 100 microns at the cell is expected.

Device Efficiency

The final issue to be discussed is device efficiency. Because the ALF is useful in situations where background light levels are of over-riding concern, low detection efficiencies are not necessarily an issue, but it is still necessary to have efficiencies above some limiting value, and it is desirable to have them as high as possible within other system constraints. The ALF detection efficiency is most conveniently divided into four parts. The first of these is the transmission efficiency through all of the optics, including the color glass filters. With appropriate
coatings this can reach 90%. Second, the quantum efficiency of the MCP image intensifier (converting blue photons to detectable signals) may be 20%. Third, since the upconverted blue photons are radiated in all directions, the collection efficiency for reimaging is of critical importance. Using two f/1 lenses in series, this collection efficiency is 5%, and reasonably low distortion imaging capability is maintained. Finally, the internal quantum conversion efficiency from the infrared to the blue in the rubidium vapor must be taken into account. Based on some calculations discussed in the next paragraph, an internal conversion efficiency of between 2% and 5% is expected for a 0.01 cm thick image preserving ALF cell. Multiplying these four numbers together gives an overall device efficiency of 0.05%.

The main factor determining the achievable internal quantum conversion efficiency is the lifetime of resonantly excited atoms in the cell. If the signal photons have a long lifetime due to resonance entrapment (reabsorption after fluorescence) then there is an enhanced opportunity to pump the atoms to a further excited state leading to quantum converted blue fluorescence. Computer calculations based on solving for the populations in the nine relevant coupled energy levels in rubidium indicate that with an entrapment lifetime of 1200 ns and a pump intensity of 5W/cm$^2$ at 741 nm a 13% internal conversion can be achieved. A lifetime this long can be achieved in cells thicker than 0.1 cm which may be appropriate for communications and some tracking applications, but are probably too thick for good image preservation. If the entrapment lifetime is only 100 ns (because of quenching collisions with the cell walls in a 0.01 cm cell) and a pump intensity of 10W/cm$^2$ is used, then a 3% internal conversion efficiency can be achieved, still ignoring quenching of the doubly excited levels radiating in the blue. Quenching of these levels will further lower the conversion efficiency (while making the detector response time faster). For the data presented in the image preservation experiment, the conversion efficiency was still lower because sub-optimal pump laser intensities were used. There, a laser intensity of 3mW/(1.5cm x 0.02 cm) or 0.1 W/cm$^2$ leads to an internal conversion of 0.2% and an overall device efficiency of about 10$^{-5}$. It is hoped that wall quenching can be reduced and entrapment times increased by coating the walls of thin cells with something like parrafin (as is done in optical pumping experiments) to cause the excited atoms to undergo elastic collisions instead of sticking to the walls. Furthermore, collection efficiencies can be improved by using lower f/number optics (especially for communication applications) or possibly fiber optics.

Conclusion

A novel kind of active atomic line filter which preserves imaging information has been described in this paper. This atomic line filter has a wavelength acceptance bandwidth of about 0.002 nm and inherently very low intrinsic noise. In a rubidium ALF, an imaging resolution of better than 350 microns and a time response faster than 500 ns have been demonstrated using semiconductor diode laser signals and pumps. Overall photon to detected electrical signal efficiencies for such a device should be about 0.1%.
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An experimental demonstration of a fast atomic line filter/field ionization detector (FALF/FID) is presented. The FALF/FID detects incoming signal photons by resonant absorption in an atomic vapor cell containing a strong electric field. Excited atoms are electric field ionized after further excitation to a Stark shifted Rydberg level by a pump laser tuned to a resonance in the ionization spectrum, providing an observed enhancement in the ionization rate of ten times over the continuum ionization threshold. Preliminary measurements of time response (<10 ns) and quantum efficiency (>25%) indicate that with optimization the FALF/FID will provide high quantum efficiency, fast time response, and narrow linewidth detection.

Atomic line filters operating at various wavelengths from the near IR to the near UV have been extensively studied since they are presently the narrowest bandwidth optical detectors available. Common to all of these filters is internal wavelength conversion via optical atomic transitions and subsequent detection of the converted radiation. The time response of these ALF's is limited by the fluorescence lifetimes of atomic energy levels. In Cs the time response is on the order of 500 ns. In this paper we describe the first experimental demonstration in a vapor cell of a Fast Atomic Line Filter/Field Ionization Detector (FALF/FID), that selectively ionizes atoms that have absorbed signal radiation and then detects these ions (or electrons). While preparing this manuscript, a proposal for such a detector appeared in Optics Letters. This filter has the advantages that it has a significantly faster response time, and since the ions can be detected with near unity quantum efficiency, an inherently higher overall quantum efficiency than fluorescence based filters.

The main drawback of using direct photoionization is that high pump laser intensities are needed for a fast transition rate to the continuum which in turn produces noise due to two photon excitation from the ground state. The FALF/FID uses a novel scheme whereby the high pump intensity requirement is alleviated by an order of magnitude by making use of semi-discrete-Stark shifted Rydberg levels in an electric field, using the electric field for field ionization and electron/production.

Before discussing the theoretical and experimental results, the basic physics behind the FALF/FID will be briefly outlined. For this demonstration we used Rb as the active alkali vapor. Figure 1 shows an abbreviated energy level diagram for Rb, depicting a schematic representation of the Stark-shifted Rydberg states. The 5p\(_{3/2}\) state is attained by optical excitation with a diode laser tuned to the atomic transition at 780 nm. After absorption another laser quickly excites the atoms that absorbed the 780 nm photons to Rydberg levels Stark shifted by the application of an external D.C. field. These levels are of sufficiently high energy that the electric field ionizes them in times short compared to 1 ns. These ions/electrons are then detected with near unity quantum efficiency by an electron.

---

* A paper describing this work has been accepted for publication in Optics Letters.

---

Figure 1. Energy level diagram for rubidium showing transitions used by the FALF/FID.
multiplier.

It is possible to approximate the behavior of Rydberg states in alkali atoms since the electrons spend most of their time far from the nucleus where the wavefunctions can be accurately represented by coulombic wavefunctions. It is possible to understand some of the important features of this problem from simple classical arguments. The potential for a single electron in an electric field along the z axis (in atomic units where $e=m=\hbar=2\pi=1$) is:

$$V_E(r) = \frac{1}{r} + Ez$$

(1)

where $V$ has a maximum at $z = -1/E^{1/2}$. This point is actually a saddlepoint because off axis, $V$ increases. We can write the saddlepoint potential as $V_{sp} = -2E^{1/2}$. For the electron to be in a bound state its energy must be less than this value so:

$$W_{th} = -2E^{1/2} \quad \text{or} \quad E_{th} = W^2/4$$

(2)

This provides a threshold field for field ionization of the electron. To estimate the critical field the Stark effect can be neglected so that $W = -1/2n^2$ which yields:

$$E_{th} = \frac{-1}{16n^4} = \frac{3.2 \times 10^8}{n^4} \text{ V/cm}$$

(3)

Figure 2 shows the approximate electric field necessary to ionize a Rydberg level of principle quantum number $n$. Figure 3 tabulates the wavelengths for signal and pump lasers in various alkali vapors along with the operating temperatures. The pump laser wavelength ranges are for transitions between levels $n = 14$ and 24. The time response of the FALF/FID is limited by the transition rate from the intermediate level to the Rydberg level, and is a linear function of pump laser intensity. The transition cross-section is significantly enhanced by going to a semi-discrete level rather than pumping all the way to the continuum. Typical widths of these semi-discrete levels have been measured and depend on the azimuthal quantum number $m_l$ in the direction of the electric field. Widths of $|m_l| = 0$ levels are 1-3 cm$^{-1}$ (1 cm$^{-1}$ = 30 GHz), $|m_l| = 1$ are 1-3 GHz and $|m_l| = 2$ have widths < 100 MHz. An ionization time constant of < 1 ns requires a pump laser width of > 1 GHz.

**Quantum Efficiency**

Conventional ALF's are limited in quantum efficiency by branching ratio losses, the quantum efficiency of the photosensitive detector detecting the converted radiation, and the efficiency of the collection optics. In contrast the FALF/FID detects ions or electrons from field ionized atoms and therefore does not suffer from the branching ratio losses nor the quantum conversion efficiency of a light sensitive detector since the signal is detected with an electron multiplier. Theoretically, conversion efficiencies greater than 50% should be possible with this detector.

![Figure 2. The field ionization threshold for principle quantum number $n$ derived from classical considerations.](image-url)
For a conventional cesium based ALF the time response is limited by the resonance fluorescence entrapment lifetime. Theoretical and experimental results indicate that this filter can have a time response of 300 ns to 1 μsec.

For the FALF/FID the field ionization processes typically have lifetimes of <1 ns and therefore the time response of the device is determined by the pump laser power. We can make an estimate of the upper bound of the cross section for field ionization from zero field ionization calculations. For transitions from Rb(5p) to the ionization threshold the cross section has been calculated to be about $10^{-17}$ cm$^2$. For a transition rate of 1/2.5 ns this requires a pump intensity of $4 \times 10^{25}$ photons/cm$^2$s which @ 480 nm corresponds to 17 MW/cm$^2$. The transition cross section for an $\ell=1$ Stark level can be estimated from the transition rate for $5p_{3/2} \rightarrow 20d$ and dividing by the number of levels (20) that are accessible. For a linewidth of 0.05 cm$^{-1}$ (1.5 GHz) $5p_{3/2} \rightarrow 20d$ transitions have a transition rate of $A = 4.5 \times 10^4$ sec$^{-1}$. This number was obtained by integrating the Schroedinger equation using the Coulomb approximation for $V(r)$ and the Numerov algorithm. This yields a cross section of:

$$\sigma = \frac{1}{20} \cdot \frac{A}{\pi c} \cdot \frac{1}{(1/A_{vac})^3} \cdot \frac{\omega}{\Delta \omega} = 1.4 \times 10^{-16} \text{cm}^2$$

(4)

This represents a factor of 10 improvement over direct ionization. A laser intensity of about 1.2 MW/cm$^2$ will be needed for a 2.5 ns transition time constant. An estimate of the pump laser power in an actual device depends on the active detector area of the device. For rubidium, the signal laser at 780 nm has a Doppler limited absorption cross section of $2.88 \times 10^{-11}$ cm$^2$ including hyperfine splitting so it will be absorbed in an optical depth of 0.01 cm at a density of $3 \times 10^{12}$ atoms/cm$^3$ corresponding to a temperature of 105°C and 3 x $10^4$ torr. If we assume a detector diameter of 0.2 cm then the pump laser would be focussed to a line of 0.01 x 0.2 cm with an area of 0.002 cm$^2$. The necessary laser power is then 2.4 kW, easily attainable with a pulsed laser. For a 1 μs detection period this would correspond to a pulse energy of only 2.4 mJ.

The transit time of an electron detecting FALF/FID can be calculated from $t = \frac{1}{2a \tau^2}$ where $a = \frac{qE}{m}$. This gives $t = 0.4$ ns, a negligible effect on the response time of the device since the limiting factor is really the spread in transit times which should be even smaller. If positive ions are detected instead the transit time will be about 140 ns, but if the electric field is very uniform, the spread in transit times may be < 1 %. As will be seen later the spread in transit times for ion detection was <10 ns, so fast response times are possible with ion detection.

### Noise

If electrons are being detected then any process that creates electrons in the active region of the detector will contribute to the overall noise. An extremely small source of noise is the background cosmic radiation flux, which at sea level is 2400 /m$^2$s. If the cosmic rays were converted to electrons with 100 % efficiency that would lead to only $7.5 \times 10^{-13}$ electrons/ns. Field emission could be suppressed by careful selection and manufacture of materials. The most important sources of noise are thermionic emission, the photoelectric effect, and collisional or blackbody radiative ionization. These may control the final choice of alkali for use in the FALF/FID. A final source of noise that is a function of the alkali atom itself, the pump power, and pump wavelength, is two-photon ionization induced by the pump laser. The maximal cell operating temperature will be determined by the trade-off between thermionic...
emission and the photoelectric effect on alkali depressed work functions of cell surfaces. At 480 nm, photons have an energy of 2.6 eV which is higher than all alkali work functions and therefore plating of the alkali on any of the inner surfaces which might receive scattered light from the pump laser must be minimized.

Thermal ionization is expected to be small for Rb at 105° C since the Boltzmann factor for the first excited state is only 1.7 x 10^{-21}, which is less than one atom in the entire FALF/FID. If the filter temperature were higher, say 400°C, then the Boltzmann factor would increase to 2.1 x 10^{-12}.

Figure 4 shows the cross section for two photon ionization by the pump laser for some of the possible alkalis useful in a FALF/FID\textsuperscript{10}. The cross section is strongly enhanced by single photon resonances and has sharp minima between the resonances. In Rb at 480 nm the cross section is about 7 x 10^{-50} cm\textsuperscript{4}s. For a pump intensity of 1.2 MW/cm\textsuperscript{2} this leads to a transition rate of 0.6 s\textsuperscript{-1}. The active volume of the ALF/FID contains (6 x 10^{12} atoms/cm\textsuperscript{3}) x (0.01 x 0.2 x 0.2 cm\textsuperscript{3}) = 2.4 x 10\textsuperscript{9} atoms. So two photon ionization would produce 1.4 electrons/ns. This could be reduced by using a different alkali/laser combination or reducing pump laser power. If the detector is run in ion detection mode, then almost all of these noise sources would be eliminated. The most significant remaining sources of noise would come from thermionic emission and two-photon ionization. The drawback of detecting ions instead of electrons is that the time response and quantum efficiency (due to ion detection) might suffer.

![Figure 4](image)

**Figure 4.** Theoretical dispersion curves for two-photon ionization rates in various alkalis\textsuperscript{[After H. Bebb]}. 

**Experimental Apparatus**

The experimental setup used in this study is shown in Figure 5. Figure 6 shows a schematic drawing of the cell. The central portion of the cell was a cube with vacuum ports on each cube face. Sapphire windows were mounted on four sides of the cell; two for entry and exit of the pump laser, one for entry of the signal laser, and one for viewing.

![Figure 5](image)

**Figure 5.** The experimental setup used to demonstrate the feasibility of the FALF/FID.
the active region. The electron multiplier was made from a modified end-on photomultiplier tube. The photocathode and end window were removed and replaced by a stainless steel mesh, which served as an accelerating grid for the electron multiplier and as a field electrode to produce the ionizing electric field in the active region. The signal laser entry window was also covered with stainless steel mesh, providing the other electrode for the ionizing field. The electron multiplier was attached to the central cube via a vacuum feedthrough attached to a stainless steel bellows which allowed the electrode spacing to be varied from 0 - 1.0 cm. The remaining port had a high temperature resealable valve attached to it. The cell was baked at 200° C until the pressure dropped to < 10⁻⁶ torr. Rb metal was loaded into the cell in an argon atmosphere and the cell was then baked at 180° C under vacuum for about four hours. The cell was then sealed and removed from the vacuum system thereby making for a convenient self contained device. Rb vapor was produced by heating the cell with heater tapes wrapped around it and the entire device was wrapped in glass wool for uniform heat distribution. The temperature was monitored and controlled with a platinum thermometer which was attached to the coldest point on the cell and fed back to a temperature controller/heater power supply. The signal and pump laser beams crossed perpendicularly in the active region of the cell. The field electrode on the signal laser entry window was held at ground and the field electrode on the end of the multiplier was held at high negative voltage. This provided a field that would accelerate ions into the electron multiplier. Ions hitting the first dynode produced secondary electrons that were then multiplied by subsequent dynodes which allowed the anode of the electron multiplier to be at ground potential.

The light exciting the 5s1/2 - 5p3/2 transition was provided by a diode laser nominally operating at 780 nm. The diode laser wavelength was locked to the 5s1/2 - 5p3/2 rubidium transition by running a portion of the beam through a Rb reference cell held at 40° C and monitoring the absorption. This allowed the diode laser to be grossly temperature tuned to 780 nm and then finely current tuned to the 5s1/2 - 5p3/2 transition. There are four observable Rb absorption lines due to hyperfine splitting of two Rb isotopes, 85Rb and 87Rb, present in our metal. The diode laser was locked to the F=3, 85Rb line which has the highest cross section of the four peaks (σ = 1.41 x 10⁻¹¹ cm², T = 33° C). The linewidth of the diode laser was about 30 MHz. The pump light exciting the transitions to the Stark split Rb Rydberg states was provided by a Littman type grazing incidence dye laser using coumarin 480 (5 x 10⁻³ molar) dye, which in turn was pumped by a XeCl excimer laser running at a 10 Hz repetition rate. This provided light from the dye laser with a bandwidth of about 0.1 cm⁻¹, an energy of 10 μJ/pulse, and a pulsewidth of about 10 ns. The dye laser could be continuously tuned from 475 nm to 492 nm using a rotatable feedback mirror. The mirror was driven by an inchworm controller so that resolutions of < 0.001 nm in the dye laser wavelength were possible.

The signal laser had a 2 mm x 2 mm cross sectional area and a power of 8 mW for the entire beam. The pump laser was focussed into the active region with a 30-cm focal length lens. This provided a beam waist of 100 μm at the intersection point of the two laser beams. The signal laser entry port was covered with a Schott RG-715 filter to block any short wavelength light that might produce photoelectrons. The pump ports were covered with Schott BG-39 filters which blocked any UV from the XeCl laser from entering the cell. The cell was run at a temperature of 84° C which corresponds to a Rb vapor density of about 10¹¹ atoms/cm³ or 3 x 10⁻⁵ torr. The signal from the electron multiplier was fed into a gated boxcar averager as was the signal from the monitor photodiode of the pump laser. These were both fed into an analog signal processor so that the output signal of the multiplier was normalized with respect to the pump laser input power. The signal from the analog processor was recorded on a strip chart recorder, and the pump laser wavelength was continuously monitored with a high resolution spectrometer which allowed calibration of the electron multiplier output vs. pump laser wavelength.
Experimental Results

Figure 7 shows typical oscilloscope traces from the output of the electron multiplier. Two temporally separate signals were observed on the output of the electron multiplier. Picture 1 shows the output of the device with the signal laser off resonance. The small peak, which is coincident in time with the pump laser, was due to scattered pump light from the entry windows which was producing photoelectrons near the first dynode of the multiplier. When the signal laser was blocked, this peak remained, when the pump laser was blocked, it disappeared. Picture 2 shows the signal laser on resonance and the pump laser in between the large Stark split Rydberg peaks. Picture 3 shows the signal on resonance and the pump laser on one of the large peaks due to field ionization of the Stark split Rydberg states. The small peak, earlier in time than the ion signal is that from photoelectrons as discussed earlier. The ion signal could be separated in time from the photoelectric peak by anywhere from 20 to 200 ns, depending on the electric field and the distance of the interaction volume from the electron multiplier field electrode. When the signal laser was blocked or tuned off of the $5s_{1/2}-5p_{3/2}$ transition, this peak disappeared. Picture 4 shows the signal on resonance and the pump laser wavelength tuned such that it directly ionizes the $5p_{3/2}$ state. There is approximately a factor of 10 enhancement in the cross section of the Rydberg state as compared to direct ionization.

![Figure 7. Oscilloscope traces showing the output from the FALF/FID for different signal/pump laser on/off conditions. See text.](image)

Figure 8 shows photo-excitation and ionization spectra of Rb taken at various electric field strengths in an energy range around $n = 15 - 16$. For comparison data from a Na atomic beam is shown on the right hand side of the figure. The ion signal is plotted as a function of energy below the zero field ionization limit. The diagonal line represents the classical limit above which field ionization occurs. The spectra show sharp, semi-discrete levels.

![Figure 8. (a) Field ionization spectra for Rb taken with the FALF/FID showing the change in the number and size of the various peaks with electric field. (b) Photoexcitation and ionization spectra of a sodium atomic beam ($n = 15$) in various electric fields.](image)
embedded in a broader continuum. By tuning the pump laser to these peaks large enhancements in the photoionization cross sections were observed. The abscissa scale was obtained by subtracting the zero field ionization limit of $^{85}\text{Rb}$ (33691.02 cm$^{-1}$) from the sum of the energy of the $5p_{3/2}$ (12816.56 cm$^{-1}$) of $^{85}\text{Rb}$ and the energy of the blue laser. The ordinate scale is arbitrary although the heights of each spectrum are relative to each other. The change in height from high field to low field is an artifact of the measurement because the same power supply provides the electric field and the electron multiplier bias voltage and therefore at higher electric fields the multiplier has higher gain. It should be emphasized that these spectra are taken by tuning the pump laser. No ion signal is detected if the signal is tuned off of the $5s_{1/2}-5p_{3/2}$ hyperfine transitions, whose combined width sets the atomic line filter acceptance bandwidth at 0.002 nm.

The upper part of Figure 9 shows a spectrum taken at $E = 6000$ V/cm over a large tuning range of the blue laser. The wavelength of the pump laser is increasing from right to left of the figure. The spectrum can be seen to go from a relatively flat, featureless regime above the zero field ionization limit to a series of sharp peaks embedded in a broader background continuum. The lower section shows high resolution pieces of the same spectrum. The low, broad feature was measured at energies greater than the zero field ionization limit ($\lambda_{\text{blue laser}} < 479.05$ nm). The large sharp feature is from the peak near $\lambda_{\text{blue laser}} = 488.75$ nm. The ionization cross section of this Stark split Rydberg state is enhanced by about 8.5 over the direct ionization cross section. The time spread of the ion signals was < 30 ns, which is much faster than most conventional atomic line filters. If electrons are collected instead of ions, transit times < 1 ns could be expected.

![Figure 9. A field ionization spectrum taken at $E = 6$ kV/cm. The upper spectrum shows the evolution of field ionized states from semi
discrete resonances to a smooth continuum as the pump laser is varied in wavelength. The lower spectra are high resolution sections of
the upper spectrum demonstrating a factor of about 8.5 enhancement in ionization cross section for the field ionized states as opposed
to direct ionization.](image)

Figure 10 shows the detector output at 488 nm, pump polarization parallel to electric field, $E = 6000$ V/cm. The FWHM of this signal is 7-8 ns. This demonstrates that response times of <10 ns are achievable with the detector collecting ions. There are two advantages to running the FALF/FID in ion collection mode. The most important is the virtual elimination of noise due to the photoelectric effect from the pump beam. The second is that the window electrode and the multiplier anode can be run at ground potential. These advantages allow the FALF/FID to be constructed more simply than if it were necessary to collect electrons for fast response time.

A preliminary estimate of the device quantum efficiency was obtained by reducing the signal laser power to a point at which single photon events were observed. The point at which single photons were obtained was when the signal was seen to go from zero to a particular value randomly in time with the on condition remaining constant in magnitude. This should then be the level of single ion counting. This allows us to scale for the number of ions produced when not in single ion counting mode for a given signal size on the oscilloscope. An estimate of overlap volumes between the pump and signal lasers led to a rough conversion quantum efficiency of 28% for that volume. The device is presently being modified so that the screen on the signal laser entrance window will be replaced by a thin metallic film deposited on the inner surface of the window itself. This will allow the pump laser to be bounced directly off of the window making 100% overlap of pump laser and signal photons possible, so that the total device quantum efficiency can be measured.
In conclusion, the data in figures 8, 9, and 10 demonstrate that a FALF/FID with fast time response and high quantum efficiency can be built. The spectra show that the ionization cross section is significantly enhanced over direct ionization by pumping to Stark shifted, field ionized Rydberg states in a strong electric field. A device suitable for LIDAR applications with a time response of < 5 ns, a quantum efficiency > 50 %, and an acceptance bandwidth of 0.002 nm should be possible using a 1kW peak power, long pulse dye laser as a pump (1mJ/μs). Many different operational wavelengths are possible using different atomic or molecular vapors. In particular, Cs (852 nm), Rb (780 nm), and K (770 nm) match Ti:Al₂O₃, Alexandrite, and semiconductor lasers. Finally a Cs filter with 459 nm signal and 1.06 μ pump can operate in the blue with lower photoelectron and two-photon ionization noise than the IR FALF/FIDs.

The work described herein was supported under SDIO/IST/ONR contract N00014-89-0068. We would like to thank Dr. Matt White of SDIO/ONR, Dr. Kepi Wu of SDIO, Dr. Vern Smiley of ONR, and Mr. Guy Beaghler of ONR for their encouragement and support.
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Picosecond Laser-Induced Reorientation and Ultrasound in the Liquid Crystal SCB
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Abstract

Dynamics of picosecond laser-induced molecular reorientation phenomena and ultrasound-generation in the liquid crystal SCB are investigated in transient grating experiments. It is shown that the reorientation process is still increasing after the pump-pulse leaves the sample and relaxes exponentially later. Further a coupling between reorientation effects and the excitation of sound-waves has been observed.

Introduction

Liquid crystals are fluids with strong correlations between the constituting molecules showing anisotropic physical properties in general. This behaviour results not only in strong electro-optical and magneto-optical but also in remarkable opto-optical effects. Optical field-induced reorientation of nematic liquid crystals has been investigated with low power cw-lasers and with short laser pulses and the related optical nonlinearity is of some interest to applications like phaseconjugation, photonic switching and processing of light or optical bistability.

All recent studies of field-induced molecular reorientation in nematics show that the static and dynamic properties of molecular motion obey the Erickson-Leslie theory which describes the collective reorientation phenomena by the deformation of a so called director, the average molecular orientation. In the present paper it is shown that the Erickson-Leslie theory is also applicable if ultrashort laser pulses of less than 100ps duration and strong optical fields as high as $10^7$ V/m are used for excitation. For the first time we have observed effects which give evidence that an inertial moment has to be considered in this case. Further we have observed a nontermal ultrasound-generation mechanism in these experiments, where the acoustic waves are excited by the molecular reorientation process due to inverse flow-orientation coupling.

Experiments and Results

In our experiments we used a wave-mixing arrangement, which is schematically shown in Fig. 1a. Two pump-pulses of 80 ps duration (FWHM) obtained from a frequency-doubled mode-locked Nd:YAG laser with a single-pulse extraction are focussed to an e²-diameter of 800 μm on a thin film (d= 25 μm) of a homeotropically aligned nematic liquid crystal SCB (4'-n-pentyl-4-cyanobiphenyl). The two pump beams are linearly polarized, their polarizations either parallel or perpendicular to each other, producing an intensity- or polarization-grating in the sample. The resulting optical field-fringes modulate the alignment of the molecules and change the optical properties of the birefringent liquid crystal by rotating the director and the optical axis. The center of the induced phase-grating (grating

Fig. 1: Experimental setup (a): LC—Liquid crystal; FD—fast photodiode; IF—interference-filter.
Experimental geometry (b): $E_{1/2}$—optical pump fields; $E_{1/2}$—optical probe field; $\beta$—initial alignment angle (22.5 deg); $\theta$—reorientation angle.
period $\Lambda = 30 \, \mu m$ is probed by a weak argon cw-laser (488 nm) with a spot size of 100 $\mu m$ diameter. The first order diffracted intensity of the probe-beam is measured with a fast photodiode and a fast real-time oscilloscope. The oscilloscope-traces are recorded and processed with a digitizing video-camera system. The time resolution is limited by a rise-time of about 400 ps and a decay-time of less than 4 ns with the PIN-diode used so far.

The experimental geometry is shown in Fig. 1b. The unperturbed director and the optical fields $E_{Ar}$ and $E_2$ are in the x-z plane while the second pump field $E_2$ is chosen parallel or perpendicular to $E_1$. If $E_{1\parallel} E_2$ the two beams interfere to give an intensity-grating and field-dependent as well as intensity-dependent effects will be excited in a periodic structure leading to diffraction of the probe-beam. If however $E_{1\perp} E_2$, the two beams will not interfere and intensity-dependent effects (e.g. thermal heating) will not occur in a grating and are not detected. But the optical fields still add together vectorially to form a polarization-grating. The liquid crystal will respond to a polarization-grating with a periodic reorientation structure which is detected by the probe beam diffraction without any additional intensity-dependent effects. Fig. 2 displays typical oscilloscope-traces of the diffracted probe-beam intensity during the first 500 nanoseconds after the ps-excitation pulse for the two types of excitation gratings.

In both cases the signal is still increasing long after the pump-pulse (which can be approximated as a $\delta$-peak at t=0 on the graph) leaves the sample, showing strong additional oscillations in the case $E_{1\parallel} E_2$. These oscillations occur due to laser-induced ultrasonic standing-waves and diffraction at the resulting density modulations (forced Brillouin-scattering), which will be enhanced mainly by thermal heating, if an intensity-grating is used. The trace $E_{1\perp} E_2$ shows almost the pure reorientation-grating without or just weak oscillations at lower pump energies. If however the pump energy is increased the oscillations will also occur strongly even in the case of a polarization-grating as is displayed in Fig. 3. This can be explained by generation of ultrasound due to the reorientation process itself and the related molecular motions.

![Fig. 2: Diffracted probe-beam intensity vs. time after ps polarization-grating excitation. Pump energy $W_p = 0.25 \, mJ$. The response of the detector system to a single pump-pulse is shown for comparison.](image)

![Fig. 3: Diffracted probe-beam intensity after ps polarization-grating excitation at different pump energies $W_p$. The sample is nematic SCB at T = 25°C, d = 25 $\mu m$.](image)

The slower increase of the signal at low pump-energies is of the type $(1-\exp(-t/T))$ showing rise-times $T_R$ between 20 and 50 ns depending on excitation energy (see Fig. 4). Much later the signal will decrease and the grating decay can be fitted well by a single exponential law as is shown in Fig. 5. The evaluated decay times are in the millisecond-range, depending on sample temperature as is depicted in Fig. 6.
Theory and Discussion

The observed dynamics at low pump-energies can be described by the Erickson-Leslie continuum theory for calculation of the optical nonlinearity in combination with a dynamic grating diffraction model. Considering a polarization grating on a homoetropic aligned nematic film the optical field-fringes will modulate the reorientation of the director and the refractive-index to form a phase-grating. Refractive-index changes established by molecular reorientation are given by

\[ \delta n = n_e (\Theta + \beta) - n_e (\beta) \]  

where

\[ n_e (\beta) = n_\perp n_\parallel (n_\perp^2 \cos^2 \beta + n_\parallel^2 \sin^2 \beta)^{-1/2} \]  

with \( \Theta = \Theta + \beta \) and \( \Theta = \beta \) respectively. \( n_\perp \) and \( n_\parallel \) are the refractive-indexes perpendicular and parallel to the director. In an plane wave approximation the director motion can be described by a single reorientation angle \( \Theta \) which is obtained by a torque balance

\[ \mu \frac{\partial^2 \Theta}{\partial t^2} + \gamma \frac{\partial \Theta}{\partial t} + \frac{1}{2} \tau_0 \epsilon A E^2 \sin 2(\Theta + \beta) = 0 \]  

where \( K \) is the elastic constant (in a one constant approximation), \( \gamma \) the rotational viscosity, \( \mu \) the inertial moment, \( \epsilon_0 \) and \( E \) the optical field. Flow-orientation coupling has been neglected so far. An approximate solution of the linearized eq. 3 under hard boundary conditions \( \Theta(z = 0) = \Theta(z = d) = 0 \) in a grating experiment is

\[ \Theta = \Theta_m (t) \cos (qz) \sin (nz/d) \]  

where \( q \) is the wave-number of the grating and \( \Theta_m \) obeys the equation

\[ \frac{\partial^2 \Theta_m}{\partial t^2} + \gamma \frac{\partial \Theta_m}{\partial t} + D \Theta_m = F \]  

with \( D = K (q^2 \pi^2 / d^2) \) and \( F = \frac{1}{2} \epsilon_0 \epsilon_0 \epsilon A E^2 \sin 2 \beta \). Eq. 5 describes the dynamics of an overdamped oscillator typical material parameters and experimental data like \( \gamma = 0.01 \text{ kg/m/s}, K = 10^{-12} \text{ N}, d = 25 \mu \text{m}, q = 0.2 \mu \text{m}^{-1} \) and \( \mu \leq 10^{-4} \text{ kg/m} \) are used. This upper limit of the inertial moment corresponds to the motion of correlated molecules within a volume of \( 1 \leq 300 \mu \text{m} \) radius which is much more than the correlation length.

In the time scale of our experiments the pump-pulse can be approximated by a Delta-peak \( E^2(t) = \delta(t) \delta(t) \) and the solution of eq. 5 is given by

\[ \Theta_m = \frac{F_0}{2\gamma \mu} (\exp[-t/\tau_D] - \exp[-t/\tau_R]) \]
where \( \delta = \frac{\gamma}{2\mu} \) and \( \delta^* = (\delta^2 - \omega_c^2)^{1/2} \) with \( \omega_c = (Kq^2 + \pi^2d^2)/\mu^{1/2} \) for \( t > 0 \). The quantities \( t_R = (\delta + \delta^*)^{-1} \) and \( t_D = (\delta - \delta^*)^{-1} \) give the rise- and decay-time of the director reorientation. Developing the root of \( \delta^* \) results in

\[
\begin{align}
    t_R &= \frac{\gamma}{2} \\
    t_D &= \frac{\gamma}{Kq^2 + \pi^2d^2}
\end{align}
\]

(7a)

(7b)

The rise-time is given by the inertial moment and viscosity while the decay-time depends mainly on viscosity and the elastic forces as in simple relaxation models. If we take \( \gamma = 0.015 \) kg/ms, \( K = 7 \times 10^{-12} \) N we get \( t_D = 36 \) ms at \( T = 25^\circ C \) in good agreement with experimental data. The observed temperature dependence of the relaxation time can be explained by the well-known temperature dependence of the viscosity \( \gamma \) and the elastic constant \( K \).

A response-time of e.g. \( t_R = 40 \) ns can be explained with \( \mu = 6 \times 10^{-10} \) kg/m. This corresponds to a volume of \( \frac{1}{2} = 800 \) nm radius. Compared to the usual definition of a correlation length \( l_k = (K/q_0 \gamma E_c^2)^{1/2} \) which is \( l_k = 40 \) nm during the laser-pulse and \( l_k = 8 \mu m \) without optical field (at \( t = \infty \) after excitation) the assumed value \( l = 2 \) lies well between these two extreme cases. The observed dependence of the rise-time \( t_R \) on the pump-energy \( W_p \) also suggests that \( \mu \sim l_k^2 \) or \( 1 \sim l_k \) respectively.

During the laser-pulse however the correlation length is in the order of some ten nanometers resulting in much faster rise-times of some picoseconds which is comparable to the pulse-length. This can explain the occurrence of fast reorientation-effects and related refractive-index changes even when the picosecond pump-pulses are still in the sample as has been demonstrated in self diffraction experiments recently.

The observed oscillations in the MHz frequency range cannot be explained with the simple reorientation model and show the limits of the approximations which have been introduced. At higher pulse-energies the flow-orientation coupling and the inverse process can obviously not be neglected any longer. We explain the observed nonthermal excitation of ultrasonics with the fast and impulsive reorientation and rotation of molecules, which should produce a periodically modulated flow in our grating experiment. A spatial and temporal periodically modulated flow of molecules is accompanied by a modulation of material displacement and density-changes, which lead to the observed additional refractive-index changes and the related acoustic-grating. If the sound, waves are excited by a grating one gets two counterpropagating wave-packets which result in a standing wave at the excitation region, leading to the observed oscillations. The period of the acoustic oscillations is given by

\[
T_{ac} = \frac{\gamma}{\nu_s}
\]

(8)

where \( \gamma \) is the grating period and \( \nu_s \) the speed of sound in the liquid. The damping of the oscillations is approximately given by

\[
t_{ac} = \frac{\nu_s}{\nu_s}
\]

were \( \nu_s \) is the laser beam radius.

Similar results have been obtained in the isotropic phase of SCB where the optical Kerr-effect can be expected to be a very effective mechanism for the generation of ultrasonic waves.

Conclusion

In the present paper we report on investigations of the dynamics of molecular reorientation phenomena and ultrasound generation in a nematic liquid crystal using picosecond excitation pulses and dynamic grating diffraction. We have observed an increase of the director deformation for times much longer than pump-pulse duration. The observed rise-times are in the order of 20 to 50 ns depending on pump-energy. The reorientation is later decaying exponentially with time-constants of 30 to 40 ms depending on sample temperature. The observed dynamics can be described by the Ericksen-Leslie theory considering an inertial moment term. The inertial moment of the director motions has been assumed to be in the order of \( \mu = 10^{-10} \) kg/m to explain the observed rise-times. This corresponds to an averaged correlation length of some hundred nanometers.

The observed oscillations of the diffraction signal are explained by a nonthermal generation of ultrasound and additional acoustic gratings driven by the reorientation-process.
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Abstract
We describe the means employed for the measurement of phase conjugate reflectivity, its phase shift and sign in semiconductor doped glasses. The decay times of low intensity laser induced gratings are measured in these glasses and shown to depend strongly on the pump intensity and previous light exposure history of the glasses. In addition, the deviation from the expected square dependence of the phase conjugate reflectivity in CdSxSe1-x doped glasses at low pump power levels is explained by the dependence of the induced optical non-linearity relaxation time on intensity. We also describe a new non-linear interferometer which allows for the accurate measurement of phase conjugate reflectivity, phase shift and sign of materials with very low third order non-linear susceptibilities.

Introduction
Semiconductor doped glasses have been important devices in optical spectroscopy for many years owing to their sharp absorption edge in the visible and near ultraviolet region. Lately non-linear optical investigations suggested that these materials may be appropriate for optical switching because of their short decay time and relatively high $\chi^{(3)}$.

Because of the method for manufacturing of these glasses, including high temperature melting of the glass substrates, the non-linear properties of semiconductor glasses vary appreciably, even in glasses from the same melt. In addition we have shown that the pulse duration and intensity of the laser pulse influences the values of $\chi^{(3)}$ and grating decay times. For example the reported $\chi^{(3)}$ values of CdSxSe1-x doped glasses studied by four wave mixing 1-4 vary from 10^{-11} esu to 10^{-7} esu. Also values varying from 10^{-10} and 10^{-9} have been reported 2,3 for semiconductor doped glasses OG 530 (Schott) and CS 3-68 (Corning). A complication which arises in the study and utilization of these glasses as optical devices is related to the change in the optical properties after exposure to high power laser radiation. This is manifested in the observed absorption change 8-10 at the irradiated area. It was also found 10 that the efficiency of phase conjugation decreased when the sample was illuminated with single pulses having a fluence of 5 mJ/cm^2. However no change in the absorption of these glasses was observed for fluences less than 0.5 mJ/cm^2. In addition, the dependence of the third order non-linear susceptibility and grating decay time on the pump intensity was studied by a retroreflecting scheme for degenerate four wave mixing and by phase conjugate interferometry. In addition the dependence of the third order susceptibility and grating decay time on pump intensity were investigated.

Results and Discussion
The data presented here, on the photodarkening effects and induced grating decay times, were obtained with the use of a frequency doubled Nd:YAG CW mode locked laser (532 nm) using a set up as shown in figure 1. The characteristics of this laser are: 1 W average green power, 70 ps pulse width operating at a repetition rate of 82 MHz. For the experiments on the study of the grating decay times, the magnitude, and the sign of the third order non-linear coefficient of CdS0.9Se0.1 semiconductor doped glasses, the laser power levels were in the 1kW/cm^2 to 0.1 kW/cm^2 range. The optical experimental system used for the measurement of the magnitude of $\chi^{(3)}$ is shown schematically in figure 1. The phase and sign of the conjugate signal was measured with the aid of a non-linear, two output interferometer 3 which is depicted in figure 2. The magnitude of the reflectivity was determined by a power meter. The decay time of the interference gratings was measured by using a train of pulses. The probe beam, consisting of square shape pulses was formed by means of a mechanical chopper, while the pump beam consisted of the continuous output of the laser are shown in figure 1. This technique, allowed for the measurement of rise and fall time of the grating from 0.250 ms to 500 ns. Since the gratings are formed only during the time interval when the probe and pump beams overlap, it is possible to measure their decay during the interval elapsed between pulses. The decay signals were displayed on a storage oscilloscope, digitized then the decay times calculated. The length of the probe pulses was such that the carrier population - grating was allowed
to reach a steady state. Using these square-tooth wave probe beam pulses and continuous pump beam we measured the decay times and estimated that they vary between 4 μs and 30 μs for power levels 0.25 kW and 1kW. These data are summarized in Table 1 where it may be seen that the decay lifetimes decrease with increased laser intensity for all glass samples investigated except for the OG530 sample. In fact only the OG530 sample

![Figure 1. Experimental set up for the determination of the decay of low intensity laser induced gratings in semiconductor doped glasses. An electrooptic shutter is used to limit the exposure of the sample. The principle of the method is illustrated in the inset.](image)

spot which was previously not exposed to laser light, was found to have the same decay lifetime for both low and high intensity beams, 0.25 kW and 1kW.

The grating decay time for fresh and exposed samples, induced by 532 nm laser light do not exhibit a consistent intensity dependence. As it can be seen in Table I the decay time decreases with intensity in OG 530 glass from fresh to exposed samples while increases for CS 3-68 glasses. The decrease in lifetime with intensity was also observed by Remillard et al. The magnitude of the phase conjugate efficiency of semiconductor glasses was measured for several CS 3-68 and OG 530 glasses. Even though pump and probe intensities were identical in all experiments, 290 mW pump and 150 mW probe, the phase conjugate reflectivity varied by about two orders of magnitude among samples of OG 530 glass. This data is shown in figure 3. The reflectivity among CS 3-68 samples however varied by only a factor of two. We find that the highest phase conjugate power observed for CS3-68 semiconductor glass was 1-3 mW. Using this value, the absorption coefficient α of the glass and its internal transmission T, the magnitude of χ(3) was calculated to be 6 x 10⁻⁸ esu by means of the relationship (1):

\[
\chi^{(3)} = \frac{1}{2} \frac{R_{pc}}{4\pi\alpha} \left[ T(1-T) \right]^{1/2} \left( \frac{8\pi}{cn} \right) 10^7 I_p
\]  

This corresponds to a phase conjugation reflectivity, R_{pc}, of 6 x 10⁻³. Reflectivity, R_{pc}, is defined as the ratio of the conjugate power density/probe beam power density. The average value of χ(3) for all the samples studied was calculated to be 5.1x10⁻⁸ esu and 3x10⁻⁹ for CS 3-68 and OG 530 respectively. The OG 530 χ(3) values were found to vary from 3x10⁻¹⁰ to 3x10⁻⁸ esu.

The reason for the higher χ(3) values for OG570 samples observed by Remillard et al. is probably due to differences in the grating decay times between the experiments reported here and the experiments reported in reference 8, as measured by the reflectivity spectrum in a nearly degenerate four wave mixing set up. These
decay times differ by a factor of 14, which is caused by the difference in the pump laser power used in the two experiments.

When a semiconductor doped glass is illuminated, not only the phase conjugation efficiency changes, as pointed out previously, but also the red-shifted trap luminescence intensity decreases considerably. In order to measure the relative rate of change in the phase conjugation efficiency and relative luminescence efficiency as a function of laser exposure, the samples were irradiated with 532 nm laser light for a preselected period of time. After each light exposure the phase conjugation efficiency and the luminescence, due to trap radiation, were measured. We find that after irradiation with more than 2kJ/cm$^2$ (532 nm).light, the phase conjugate efficiency decreased by a factor of two in the CS 3-68 glass samples and by more than two orders of magnitude in the OG 530 semiconductor doped glasses. This corresponds to a $\chi^{(3)}$ value which is smaller in the exposed sample spot by a factor of 10 as compared to a fresh spot of the same glass. This photodarkening effect was found to be a function of laser fluence and the history of the sample. The change in the luminescence intensity across the irradiated spot is shown in figure 4 where also the transmittance and phase conjugate signal intensity are plotted as a function of position through the dark spot of a CS 3-68 glass sample. The photodarkening of the sample was achieved exposing the samples to 130 mW average power laser light for 10 hours. The luminescence efficiency was measured with the same beam after 100 fold attenuation. The change in relative phase conjugate efficiency and luminescence efficiency was measured simultaneously in these glasses as function of exposure to 532 nm laser light by exposing the samples to light for preselected periods of time then monitor the phase conjugation intensity and luminescence efficiency between exposures with a highly attenuated laser beam. The data obtained using CS 3-68 glass is shown in figure 5. It is evident, in this figure, that the phase conjugate efficiency decreases more drastically than the luminescence efficiency.

The dependence of the phase conjugate reflectivity on intensity, for these semiconductor doped glasses was studied in depth using essentially the experimental system shown in figure 1. All beams had parallel polarization and a radius of 1 mm. The probe beam was transformed to rectangular pulses, by means of the chopper, shown in figure 1., with a rise time of less than 500 ns. OG 530 and CS 3-68 glass filters, with transmission at 532 nm of 25% and 50% respectively, were used as samples. The experimental data shows that there is a relationship between the induced grating decay time and the slope of a log-log plot of the phase conjugate reflectivity at low pump intensity. The phase conjugate efficiency dependance on intensity was found to be less than quadratic when the laser pulse duration is longer or nearly equal to the induced grating decay time. The observed phase conjugate reflectivity, R, versus reduced pump intensity $I_R=(I_{p1}I_{p2})^2$, for OG 530 glass is shown in figure 6a.

![Scheme of the nonlinear phase conjugate interferometer. It is a modified Twyman-Green interferometer with 2 phase conjugate retroreflectors. PI is the pump interference output and CI the conjugate interference. The data acquisition system reads the output of the lock-in amplifiers and controls the position of the piezoelectric transducer.](image-url)
The data for the upper curve were taken in a fresh, unexposed spot, while the lower plot of fig. 6 corresponds to a spot irradiated for a long time, modified spot. The phase conjugation efficiency was found to be less in a modified spot than in a fresh spot of the same glass, and the slope of the log-log plot of \( R \) versus \( I_R \) decreased from 1.6 to 0.6 with increasing intensity. Unmodified spots in OG 530 were found to have almost a square dependence on pump intensity (slope 1.9). In CS 3-68 glasses the slopes were less than two (fig 6b) for both fresh and modified spots, 1.1 and 1.2 respectively. Special care was taken to minimize the light exposure time of the unmodified spot. To that effect we used a shutter which restricted the total light exposure time of an experiment to less than 4 s. Which is negligible compared to 2 min. exposure, at maximum power for the modified spots. The measured decay times of the induced grating are reproduced in figure 6. The decay times of the modified spots decrease with increasing intensity. The same trend was observed in unmodified spots of CS 3-68 glass. In unmodified spots of OG 530 glasses however, the phase conjugation decay time was measured to be 5 \( \mu \)s and was intensity independent. For these intensity independent spots, a slope of two was observed for the intensity dependence of the phase conjugate reflectivity.

At low power pump intensities, with a CW mode locked laser, the grating decay times are longer than the interpulse time (12 ns). We consider therefore, that the chopped pulse peak power is equal to the power of the mode locked pulses with an effective coherence time equal to that determined by the chopper aperture and rotation speed.

The nonlinearity, at low excitation intensities, is due predominantly to hole-sensitized long lived traps. In such cases the non linear process can be considered as a three level system, with the trap being the third and long lived level. Because the length of the chopped pulses is much longer than the decay times, the reflectivity \( R \), reaches a quasi steady state which may be described by an effective steady-state third order nonlinear susceptibility:

\[
\chi^{(3)} = c \alpha \tau_{\text{trap}} \chi_{\text{trap}} / 16 \hbar \omega
\]

where \( \alpha \) is the low intensity absorption coefficient, \( \tau_{\text{trap}} \) is the lifetime of the sensitized traps and \( \chi_{\text{trap}} \) their linear optical susceptibility. Since the phase conjugate reflectivity \( R \) is proportional to \( I \chi^{(3)} \langle 2 \rangle I_1 I_2 \), any dependence of \( \tau_{\text{trap}} \) on the intensity will cause a deviation of the square dependence of \( R \) on the reduced power \( I_R \). From the log-log plot of \( R \) versus \( I_R \) we derived the intensity dependence of \( \tau_{\text{trap}} \) using the expression.
\[
\log [\tau_{\text{trap}}(IR)] = \log(R)/2 - \log(I_R) + \text{const.} \tag{3}
\]

we calculated curves which are proportional to \( \log(\tau_{\text{trap}}) \) using the the experimental dependence of \( R \) on \( I \). These calculated curves and the measured values for \( \tau_{\text{trap}} \) are shown in figure 6, where the calculated and experimental curves are seen to be in very good agreement. Intensity independent values of \( \tau_{\text{trap}} \) imply a slope of 2 for \( R \), as found to be the case for an unmodified spot of OG 530. This was shown to be the case in previously published data using a very low power CW dye laser in OG 570\(^8\). We may now point out that the apparently contradictory data on the slopes reported previously, which used high power laser pulses, may be explained by considering an effective value for \( \chi^{(3)} \), which depends upon the coherence time of the laser pulses and the intensity dependence of the induced susceptibility decay time.

The relative phase shift between two non-linear media was accurately measured by means of the new interferometer which we designed and built for this purpose.\(^3\) The components of this interferometer and the optical arrangement is shown in figure 2. The pump and probe beams are separated into two parts by a beam splitter, BS, and propagate along the optical paths shown. The phase conjugate mirrors, PC1 and PC2, are of the same type as those used for a retroreflection type of degenerate four wave mixing experiments. After interaction the beams are reflected back and recombine at the beam splitter. The two phase conjugation signals which are generated at PC1 and PC2 and interfering with each other at BS, constitute the phase conjugate interferometer CI. The recombination of the pump beams generates a signal which is the equivalent to that which will be produced in a conventional Twyman-Green interferometer (PI, pump interferometer). These two interferometers are so intimately dependent on each other that alignment of one interferometer, either PI or CI, results in the simultaneous, automatic, alignment of the other interferometer.

A phase shift, \( \alpha \), can be induced by the translation of the retroreflecting mirror in one of the arms using a piezoelectric transducer. The interference signal of the pump interferometer \( I_{\text{PI}} \) equals:

\[
I_{\text{PI}} = I_{\text{P1}} + I_{\text{P2}} - 2(I_{\text{P1}}I_{\text{P2}})^{1/2} \cos \left[ 4\pi(l_1-l_2)/\lambda + \alpha \right] \tag{4}
\]

The conjugate interferometer output intensity \( I_{\text{CI}} \) will be:

\[
I_{\text{CI}} = I_{\text{C1}} + I_{\text{C2}} - 2(I_{\text{C1}}I_{\text{C2}})^{1/2} \cos \left[ 4\pi(l_1-l_2)/\lambda + \alpha + \phi_{0,2} - \phi_{0,1} \right] \tag{5}
\]

where \( l_1 \) and \( l_2 \) are the optical pathlengths in both arms of the interferometer and \( \phi_{0,1} \) and \( \phi_{0,2} \) the absolute phase shifts of the phase conjugators in each arm. A simple comparison of the equations which relate the PI and

---

Figure 5. Decrease of the phase conjugate efficiency and trap luminescence efficiency in a Corning 3-68 semiconductor doped glass as a function of laser exposure (532 nm). Both curves are normalized to the initial values of the fresh (nonexposed) glass.
Figure 6. Phase conjugate reflectivity (triangles) and induced grating decay times (squares) versus the reduced pump intensity for OG 530 and CS 3-68. The open symbols are for unmodified spots, and the filled symbols are for modified (exposed) spots. The solid curves represent the decay-time dependence on intensity calculated using our experimental reflectivity data and expression (3). The dashed curves represent the slope of 2.

Figure 7. Interference signal at pump interferometer output (○) and conjugate interferometer output (●). Left graph: when OG530 is used as phas conjugating medium in both arms. Right graph: when OG530 is used in one arm, and a ruby crystal in the second arm.
CI interference signals see eq. 3, and 4 shows that both depend on the same function of the induced phase shift $\alpha$, which is the difference between the absolute phase shifts of the conjugate signals in the two non-linear media. Therefore, if the absolute phase shift of one phase conjugate material is accurately known our interferometer makes possible the accurate measurement of the absolute shift of any other non-linear material. The results of phase shift measurements in semiconductor glasses is shown in figure 7. In this figure the interference signals at the PI and CI outputs are plotted as a function of the piezoelectric crystal voltage. In the left hand graph of figure 7 a sample of OG 530 glass is used as the nonlinear medium in both arms of the interferometer. The right hand graph, of figure 7 displays the interference signal when OG 530 is used as PC1 and a ruby crystal as PC2. The results of figure 7 make it obvious that the interference patterns from the two phase conjugation outputs are in phase. However the interference signal of the phase conjugation outputs of the two phase conjugator mirrors OG 530 and ruby is shifted by $\pi$. This immediately shows that signs of the nonlinearity in OG 530 and ruby are opposite. It has been shown lately15,16 that the real part of $\chi^{(3)}$ in ruby is larger than the imaginary part by a factor of ten. The shift between the OG 530 and ruby suggests that the real part of $\chi^{(3)}$ in OG 530 is also larger than the imaginary part which corresponds well with the proposed band-filling model4.

This non-linear interferometer has allowed us to measure very weak phase conjugation reflectivity signals and consequently the calculation of the value and sign of $\chi^{(3)}$. For example we were able to measure CS2 the phase conjugation reflectivity signals with a cw mode locked laser which was not possible to achieve using the same laser power with the conventional degenerate four wave mixing phase conjugation experimental systems.

In summary we have presented data and prosed a model for the kinetics and mechanism of fading in semiconductor doped glasses and explained the deviation from a theoretical quadratic dependence of the phase conjugate reflectivity on reduced pump intensity in these glasses. We also described a novel non-linear phase conjugate interferometer and its application to the measurement of the magnitude and phase of third-order nonlinear susceptibilities.
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Direct Measurement of Geminate Recombination and Vibrational Cooling in Iodine Using Picosecond Raman Spectroscopy
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ABSTRACT

The photodissociation and geminate recombination of iodine in cyclohexane has been studied by directly monitoring the vibrational coordinates using transient Raman spectroscopy. Energy relaxation as a function of vibrational energy gap has been measured for vibrational spacings of 210 to 130 cm\(^{-1}\). These vibrational levels correspond approximately to \(v=3\) to \(v=52\) with energies 740 to 9300 cm\(^{-1}\) above the zero point level. The results support earlier experiments in that over 100 ps is required to completely relax the vibrational energy.

INTRODUCTION

The photodissociation and geminate recombination reaction of iodine is an excellent example of a bimolecular reaction and has been studied for more than 50 years. In particular, ultrafast laser techniques have been extensively used to investigate this reaction.\(^{(1-7)}\) However, the detailed picture of the geminate atom recombination was not fully understood until very recently. Using picosecond transient absorption techniques, Harris and co-workers\(^{(5-7)}\) have shown that the photodissociation and geminate recombination occurs in \(<2\) ps. Following geminate recombination, the vibrational decay on the \(X\) state was probed by transient absorption spectroscopy. By comparing transient absorption data with calculated transition strengths, their experiments have inferred that vibrational cooling is very strongly dependent on the vibrational energy gap. It was found that complete relaxation from the top of the \(X\) state potential well into the lowest energy vibrational levels occurs on a roughly 100 ps time scale.

In this paper the first direct measurement of this same reaction is presented using transient Raman spectroscopy. The advantage of the Raman technique is that direct information can be obtained about the vibrational coordinates — the Raman frequencies are directly measuring the vibrational gaps between the two nearest vibrational levels. At the top of the \(X\) state potential the energy spacing between vibrational levels is approximately zero because of the anharmonicity of the potential well. At the bottom of the potential the energy gap is exactly equal to the fundamental I\(_2\) frequency\(^{(8)}\) of 212 cm\(^{-1}\). As vibrational cooling takes place it is expected that time dependent Raman frequencies will be observed from zero frequency all the way out to the fundamental I\(_2\) frequency. For a vibrationally hot I\(_2\) molecule to relax, it must transfer a quanta of vibrational energy to the solvent. The beauty of studying vibrational cooling by transient Raman spectroscopy lies in the fact that the Raman frequencies correspond directly to the quanta of energy that must be lost to depopulate the level. Therefore the time-dependent vibrational distribution of the \(X\) state can be directly mapped out using transient Raman spectroscopy.

EXPERIMENTAL

The experimental details have been previously discussed.\(^{(9-10)}\) The picosecond laser is based on a high repetition rate (2 KHz) regenerative laser which amplifies chirped pulses from a Quantronix 416 modelocked laser. The output pulse is then compressed by a pair of gratings which gives a laser pulse with a width of 8 ps and 1 mJ energy at 1.064 \(\mu\)m. Harmonic generation in BBO converts the fundamental laser frequency to the second and third harmonics. A free flowing jet system was used in this experiment. The experiment was performed using pump-probe two color technology. The pump at 532 nm is resonant with the B-X transition in iodine from which photodissociation occurs. The dynamics of vibrational cooling on the \(X\) state potential are probed at 354.7 nm. The laser beams are chopped at 200 Hz which allows the raw two color spectra and one color background to be obtained at the same time in a single scan. The pure transient spectrum is computed by subtracting the one color background spectra from the raw two color spectrum. In order to subtract, the spectrum was normalized to the pure solvent bands at 354.7 nm as an internal standard. This technique is very powerful in that it can recover relatively weak transients in the presence of strong interferences such as Raman bands from the solvent. The various time delays are provided by a computer controlled motorized delay stage.
RESULTS AND DISCUSSION

Figure 1 shows the pure transient Raman spectrum of iodine probed at various time delays of 0ps, 25ps, 50ps and 100ps, respectively, following the 532nm photodissociation. There are two bands shown in each spectrum. The narrower band at 107 cm\(^{-1}\) has been assigned to the transient A/A' electronic state. There are two reasons which support this assignment. First, the frequency of this band is very close to the gas phase value\((^{13-14})\) of 90/105 cm\(^{-1}\) for the A/A' electronic states. Second, this band has the same time dependence found in earlier transient absorption experiments\((^{4-7})\) for the species assigned to these same excited electronic states. A detailed account of the dynamics of the A/A' electronic state will be discussed in a separate publication.

Following photodissociation of iodine, geminate recombination will form the A/A' excited states as well as X state. The broad Raman band in figure 1 is assigned to hot vibrations on the X state. This band spans from 130 to 210 cm\(^{-1}\) in the 0ps spectrum. This feature clearly shows that the X state is vibrationally hot immediately after the recombination, because vibrational population is observed over most of the vibrational levels. Calculations from the gas phase spectroscopic constants\((^{8})\) indicate that these states correspond to vibrational levels \(v=52\) to \(v=3\) and vibrational energies of 9300 to 740 cm\(^{-1}\). This experiment therefore probes significantly higher levels of excitation than previous absorption experiments\((^{4-7})\).

The fact that this band only shows a broad distribution of vibrational states without any detailed structure is a result of Raman scattering from a large distribution of vibrational states with slightly different frequencies. From calculations using gas phase spectroscopic constants the maximum difference between two adjacent Raman frequencies is 2.3 cm\(^{-1}\), whereas the linewidth of an individual Raman band is 23 cm\(^{-1}\). It is therefore impossible to resolve each vibrational level under this experimental condition. However, the distribution of the vibrational states can be directly observed.

The X state dynamics in Figure 1 reveal two important features of vibrational energy decay. First, the maximum of the distribution shifts to the higher frequencies from 0ps to 100ps as indicated by the arrows in the figure. Shifting to the higher frequencies means that the lower vibrational levels of the X state are more populated with time. This unambiguously indicates that vibrational decay occurs during that time. Secondly, the distribution appears to become more narrow at later times. This is a result of populating vibrational states with slower relaxation times which allows the population to collect in the lower vibrational levels. As vibrational cooling takes place one would expect to observe the eventual repopulation of the lowest vibrational level of X state. However, it must be remembered that Figure 1 is a subtracted pure transient spectrum showing only features which are different from the normal relaxed Raman spectrum. As soon as the distribution cools into the lowest energy levels, the spectrum becomes identical to the relaxed Raman spectrum and is removed by the subtraction procedure.

It must be pointed out that the shape of this distribution is obscured due to the uncertainties in the wavelength dependence of the resonance Raman enhancement which will affect the relative intensities of the scattering from each individual level. However, it is expected that the Raman enhancement for any particular level remains constant with time. As a consequence, the data in Figure 1 illustrate the dynamics of the relative populations. A detailed analysis of the population decay will be presented in a separate publication. In addition, 354.7nm is only resonant with the middle part of X state potential, which limits the vibrational levels we can observe. An investigation of the dynamics of the top of the X state potential is in progress and the result will be published else.

CONCLUSION

The iodine photodissociation in cyclohexane is measured using transient Raman spectroscopy for the first time. It is found that the dynamics of photodissociation over the first 100ps is dominated by the X state vibrational cooling.
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Figure 1: Pure transient spectrum of I2 in cyclohexane obtained by subtracting the one color probe only background spectrum from the raw two color spectrum. In order to subtract, spectra have been normalized for transient absorption at 354.7nm using solvent bands as an internal reference. Probe is 354.7nm, 20μJ/pulse, .5mm beam waist. Pump is resonant with the B-X transition at 532nm; 50μJ/pulse .5mm beam waist. Time delay between pump and probe lasers is given in the figure. The band labeled A/A' in each frame corresponds to the excited electronic states denoted as such. Frequencies are in units of cm⁻¹.
Pure transient spectrum of I₂ in cyclohexane obtained by subtracting the one color probe only background spectrum from the raw two color spectrum. In order to subtract, spectra have been normalized for transient absorption at 354.7nm using solvent bands as an internal reference. Probe is 354.7nm, 20μJ/pulse, .5mm beam waist. Pump is resonant with the B-X transition at 532nm.; 50μJ/pulse .5mm beam waist. Time delay between pump and probe lasers is given in the figure. The band labeled A/A' in each frame corresponds to the excited electronic states denoted as such. Frequencies are in units of cm⁻¹.
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ABSTRACT

Photodissociation of iodine in CCl₄ heats the solvent cage immediately surrounding the solute. Picosecond Raman spectroscopy has been used to investigate the dissipation of this energy in the solvent coordinate by monitoring time dependent shifts in the Raman lineshapes of the local solvent cage.

INTRODUCTION

Recent advances in ultrafast laser technology have spawned great interest in the study of solvent relaxation and its role in chemical reaction dynamics. In this paper, iodine in CCl₄ is photodissociated at 532nm resulting in the immediate (<2ps) release of 6300 cm⁻¹ of energy into the local solvent environment. The response of the solvent cage to this excitation is directly observed by measuring the time dependence of the solvent Raman bands using picosecond Raman spectroscopy.

EXPERIMENT AND RESULTS

The experimental details of the transient Raman apparatus have been previously discussed. The laser system comprises a Nd:YAG regenerative amplifier injection-locked to a Quantronix 416 Nd:YAG mode-locked laser. Fiber-grating pair pulse compression is used in conjunction with the regenerative amplifier to produce 15ps, 600μJ pulses at 1.25kHz repetition rate. Frequency doubling and tripling yield the YAG second and third harmonics used as pump and probe colors.

Photodissociation of iodine molecules dissolved in CCl₄ is accomplished by pumping the B→X transition with 532nm pulses of 50μJ energy. By delaying the 354.7nm 10μJ probe pulses with respect to the pump pulses, the time evolution of the resonance Raman spectrum of the transients is monitored. By using a mechanical chopper to turn the 532nm pump pulse on and off several hundred times per second, the spectrometer divides its scanning time between taking a two-color spectrum and a probe-only background spectrum. By subtracting the background spectrum (with only ground state Raman peaks) from the two-color total Raman spectrum (with both ground state and photoproduct peaks), a pure two-color transient Raman spectrum is obtained. Following rapid predissociation from the B state, the iodine atoms undergo geminate recombination onto either the A/A' excited electronic surface or the ground X state surface. The Raman dynamics of vibrational cooling on the X state potential are the subject of a separate paper.

Pure two-color transient Raman spectra are shown in Figures 1A and 1B. Since the one-color background components have been subtracted out of the spectrum, any remaining deviation from the baseline (either positive or negative) is the result of some transient species. For example, the bands at 105, 203, and 301 cm⁻¹ are the fundamental and overtones for iodine in the A/A' excited electronic state. At this point it is appropriate to point out that the subtraction procedure must be corrected for optical density changes due to excited state absorption. In this experiment, the I₂ A/A' state has a lifetime of 2.7 ns and absorbs strongly in the UV, as evidenced by the appearance of resonance Raman overtones in the spectrum. This transient absorption of both the probe laser light and the Raman scattered light means that solvent solvent Raman bands will be less intense when both lasers are present than when only the probe laser is present. When subtracting the one-color spectrum from the two-color, a single multiplicative correction factor (chosen to normalize solvent band intensities) is applied to the one-color spectrum.
If the solvent bands are not modified by the photodissociation of iodine they would be expected to completely subtract out of the spectrum. Contrary to this expectation, transient solvent bands are clearly indicated as the colored-in peaks at 227, 324, and 469 cm\(^{-1}\). By comparing Figure 1A and 1B it can be seen that these peaks decay on the time scale of the laser pulse width. The normal ground state solvent Raman spectrum obtained by a one-color experiment is shown for the purposes of comparison in Figure 1C. No amount of correction can make the solvent bands subract completely out of the spectrum. If the solvent band transients were due to steep wavelength dependence in the transient absorption responsible for the optical density change, then a single subtraction correction factor would drive one solvent band (plus its lineshape change) to the level of the baseline while leaving the other two drastically depleted. Thus the transients lying on the high frequency side of each solvent Raman band are not an artifact of the subtraction technique. The presence of the transient solvent bands is the result of a lineshape change which reflects the response of the local solvent cage to the iodine photodissociation.

**DISCUSSION**

What is the nature of these transient solvent bands? It has been found that the intensities of these bands are linear in iodine concentration. It is therefore unlikely that they result from some undesired coherent laser phenomenon. The bands are therefore assigned to either an I-Solvent complex formed as an intermediate step in the geminate recombination process or transient heating in the solvent. Photodissociated I atoms which escape the cage survive for nanoseconds in the form of a solvent complex. The fact that the transient bands in Figure 1 decay to zero (as opposed to a fixed value with a nanosecond lifetime) suggests that an I-Solvent complex is not responsible for the transient. However since the quantum yield of cage escape is currently under dispute\(^(6)\) this possibility cannot be ruled out. Alternatively, when 6300 cm\(^{-1}\) of energy is released into the solvent as a result of photodissociation it is expected that the local solvent cage will be heated by the absorption of this energy. The temperature effect on the solvent spectrum has been investigated under equilibrium conditions and the results are qualitatively the same as those observed in the transient spectrum.

Equilibrium spectra are shown in Figure 2. Under transient conditions, the picosecond laser probes a hot cage and a cold bulk solvent spectrum. This can be simulated experimentally by taking the change in the lineshape on heating iodine in CCl\(_4\) (Figure 2B) and subtracting off the change in the lineshape on heating neat solvent (Figure 2A). These data are shown in Figure 2C. The results are qualitatively the same as those in the transient spectrum shown in Figure 1A in that all bands shift to higher frequency. This result supports the conclusion that the transient observed in Figure 1 results from local heating in the solvent cage.

The expected temperature increase can be easily calculated assuming 6 solvent molecules immediately surrounding each solute and considering the heat capacity for CCl\(_4\) together with the energy released on iodine dissociation. This calculation gives a temperature jump of 100\(^\circ\) C to 200\(^\circ\) C. The latter represents the effect of additional energy released by X state vibrational cooling. It should be noted that this is an upper limit since the partitioning between A/A' and X state recombination is not accurately known.

**CONCLUSION**

The discovery of solvent Raman lineshape transients accompanying photoexcitation of solute molecules is an important contribution to the study of ultrafast reaction dynamics in the condensed phase. Previously, solvent dynamics have been studied by monitoring time dependent shifts in the fluorescence spectra of solute molecules in polar solvents. In other words, information about relaxation in the local solvent environment is inferred from kinetics observed in the solute fluorescence spectrum. These very useful studies are limited by their reliance on internal charge redistribution in the excited state of the probe molecule and by the necessity of using a polar solvent (which can respond to the changing dipole moment of the solute probe specie). The technique detailed in this paper probes solvent cage relaxation directly by monitoring the solvent Raman spectrum. In the photodissociation experiments described in this paper, the dissipation of collisional energy in the solvent is studied. However, solvent Raman lineshape changes may prove to be a very general direct measure of nonequilibrium solvent dynamics.

Given what is expected for the energy relaxation rate in the bulk solvent, it is remarkable that it is even possible to observe a hot solvent cage with a 15ps pulse. If it is assumed that the energy in the solvent is dissipated at a rate equal to the speed of sound\(^(10)\) in CCl\(_4\), then a rate of (.5ps\(^{-1}\)) would be expected. The fact that the solvent cage is observed to contain a significant fraction of this energy on a picosecond time scale is an important consideration for condensed phase reaction dynamics. This result may also be a relevant consideration for the interpretation of the time dependent fluorescence measurements of solvent relaxation dynamics.
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Figure 1

A) Pure two color transient Raman spectrum of I₂ in CCl₄ obtained by subtracting one color background components from raw two color spectrum. The filled in peaks are the transient solvent bands. Spectra are normalized to the solvent band intensity before subtraction to adjust for transient absorption at the probe laser wavelength. Time delay=0ps. B) Pure two color transient Raman spectrum at time delay=15ps. C) Normal one color Raman spectrum of solvent. Frequency is in units of cm⁻¹. Dotted lines are drawn at the peak maximum of the solvent bands. The bands labeled A/A' are assigned to the electronic states designated as such which are formed as a result of geminate recombination.

966
Difference spectra obtained from normal one color equilibrium solvent Raman spectra. Frequency is in units of cm\(^{-1}\). A) CCl\(_4\)(54°C) - CCl\(_4\)(22°C). The dotted curve represents the normal solvent spectrum at 22°C. B) I\(_2\) in CCl\(_4\)(54°C) - I\(_2\) in CCl\(_4\)(22°C). C) Frame B - Frame A.
Observation of Vibrational Energy Relaxation Following Photodissociation of Cr(CO)\textsubscript{6}
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ABSTRACT

Vibrational energy relaxation following photodissociation of Cr(CO)\textsubscript{6} at 266nm has been observed in both the Stokes and the anti-Stokes spectral regions using picosecond Raman spectroscopy. A 100ps transient is observed which is interpreted as the time required for the vibrationally hot Cr(CO)\textsubscript{5} to reach thermal equilibrium after solvation in cyclohexane.

The photochemistry of Cr(CO)\textsubscript{6} has long been studied as the prototype of metal-carbonyl compounds. In the gas phase, Cr(CO)\textsubscript{6} has been known to lose up to 6 carbonyl groups depending on the excitation energy. In contrast, only one CO group dissociates\textsuperscript{1} under ultraviolet irradiation in solution or matrix. With the development of new techniques such as pico and femtosecond laser spectroscopy, the ultrafast dynamics of Cr(CO)\textsubscript{6} photodissociation have recently begun to be unravelled. However, there exists a controversy over recent studies of Cr(CO)\textsubscript{5} solvation following the photodissociation reaction in solution.

Simon et al.\textsuperscript{2} first reported that photoexcitation of Cr(CO)\textsubscript{6} results in the formation of solvated Cr(CO)\textsubscript{5} which appears in a time of \textless 0.8ps in hydrocarbon solvents. Their picosecond transient absorption results have been supported by similar femtosecond experiments by Nelson et al.\textsuperscript{3} However, the appearance time of solvated Cr(CO)\textsubscript{5} has been questioned by other workers using both UV-visible and IR transient absorption spectroscopy.\textsuperscript{4–5} Spears et al.\textsuperscript{5} claim a much longer solvation time of 100ps. Lee and Harris\textsuperscript{4} suggest that vibrational relaxation controls solvation dynamics on a 17ps time scale.

In this paper we have used transient picosecond Raman spectroscopy to remove the present controversy by directly probing the vibrational coordinates of the photoproducts. There are two processes of interest in the Raman scattering. One is Stokes scattering which monitors the cold vibrational modes by scattering radiation at a longer wavelength than that of the incident light. The other is anti-Stokes scattering in which the effect is the opposite of the Stokes and monitors the hot vibrational modes. If vibrational relaxation occurs, the intensity of the Stokes signal is expected to grow while that of the corresponding anti-Stokes signal diminishes in time. Thus the complementary observations of a growing Stokes band and a decaying anti-Stokes band give unambiguous evidence of cooling in that particular vibrational mode. This technique is therefore very sensitive to vibrational relaxation.\textsuperscript{6} The experimental apparatus has been previously described in detail.\textsuperscript{7–10}

Figure 1 shows the picosecond transient Raman spectra obtained at various optical delays for 266nm excitation of Cr(CO)\textsubscript{6} in cyclohexane. Two 5ps pulses at 266nm are used as the pump and probe pulses in this experiment. Both pulses are produced in the same laser by injecting two seed pulses into the regenerative laser. The delay between the pulses depends on the cavity length of the regenerative amplifier and is measured by a simple autocorrelation technique. The first pulse photodissociates Cr(CO)\textsubscript{6} and the second probes the resonance Raman spectrum of Cr(CO)\textsubscript{5}. The reason for using this wavelength is that Cr(CO)\textsubscript{6} has a strong absorption band corresponding to ligand field excitation around 280nm, while Cr(CO)\textsubscript{5} has a strong ultraviolet absorption band for the metal to ligand charge transfer absorption at 240nm (\(\epsilon = 3 \times 10^4\)).\textsuperscript{11} The pentacarbonyl absorption is known to be relatively insensitive to the solvent at this wavelength. As a result, the magnitude of the transient Raman signal should not depend on solvation. The pump and probe pulses are separated by a variable optical delay which is quoted separately in each frame of figure 1. The spectra contain only pure transient Raman bands after removal of solvent and ground state Cr(CO)\textsubscript{6} bands using a spectrum differencing technique. This was achieved by alternately exciting the sample with a single interrogation laser pulse or the double pump-probe laser pulse sequence mentioned above. The pure transient spectrum shown in Figure 1 is obtained by subtracting the one pulse background spectrum from that obtained in the double pulse sequence. Other pertinent experimental details are given in the figure caption.
Comparing frames A-D in Figure 1, it is readily apparent that a single transient appears with a time scale of roughly 100ps. The metal-CO stretch at 381 cm$^{-1}$ and the CO vibration at 1935 cm$^{-1}$ indicate that the transient is a metal carbonyl complex which is assigned to Cr(CO)$_5$.

The bands marked with asterisks are the result of noise generated by the spectrum differencing technique at the frequencies of the cyclohexane solvent bands. The negative going peaks are ground state Cr(CO)$_6$ bands which appear in the transient spectrum as a result of population bleaching. The ground state 383 cm$^{-1}$ metal-CO stretch of Cr(CO)$_6$ appears as a bleach in the 30ps spectrum and gradually fills in at later times due to the growth of the Cr(CO)$_5$ transient band at 381 cm$^{-1}$. The dynamics of vibrational cooling can be investigated by comparing the Stokes and anti-Stokes band intensities. Figure 2 illustrates the transient anti-Stokes spectrum in the region of the 381 cm$^{-1}$ band assigned to Cr(CO)$_5$. The results indicate that the anti-Stokes signal originates from the hot vibrational state which decays in 100ps. The observation that the Stokes and anti-Stokes spectrum have complementary dynamics is consistent with vibrational relaxation. It may be appear that vibrational relaxation continues until 450ps in the Stokes region. However, it should be noted that as the band grows from the bleach at 30ps to the maximum at 450ps, more than 70% of the transient intensity has developed in 100ps. The appearance time of ground state Cr(CO)$_5$ is therefore believed to represent the time required for the photoproduct to approach thermal equilibrium with the solvent. This conclusion clearly removes the present controversy and also demonstrates the importance of non-equilibrium vibrational energy with relatively long relaxation times in the condensed phase.

It is interesting to consider that our time scale is approximately the same as that observed for the CO stretching vibration in Cr(CO)$_6$, where a relaxation time of 145±25ps was observed in n-hexane. Similar rates would be expected in these two experiments if the latter dynamics represents the time required for energy randomization followed by vibrational relaxation through the entire manifold of vibrational levels. There is no direct way to compare our results to the faster dynamics attributed to vibrational decay in the transient absorption experiment. It is likely that the absorption results represent initial vibrational decay from upper vibrational levels which have not yet been quantified.

In summary three things should be stressed from our results using picosecond transient Raman spectroscopy. First, transient Raman spectroscopy is a uniquely powerful technique for investigating vibrational relaxation since it monitors vibrational coordinates directly. Secondly, the time scale of 100ps for vibrational relaxation of the solvated Cr(CO)$_5$ is remarkably longer than that which might be expected. Finally, the role of vibrational energy can not be ignored in the condensed phase. More details will be presented in a future paper. In particular, the role of the solvent coordination complex in the vibrational decay occurring in Cr(CO)$_5$ is under further investigation.
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Pure transient picosecond Stokes Raman spectrum in cyclohexane obtained by two pulse pump and probe at 266nm as described in the text. The Raman intensity represents a temporal average over the pulse width of the laser which is specified in each frame. The colored-in bands are those assigned to solvent coordinated Cr(CO)$_5$. Asterisks are used to denote noise due to Raman bands of the solvent molecules which have been subtracted out of each spectrum. Laser intensity was 20μJ/pulse at 2kHz in a 0.2mm beam waist. Concentration is 10mM. Frequency is in units of cm$^{-1}$. 
Transient anti-Stokes Raman spectrum obtained under similar conditions to those given in Figure 1. Time delay between pump and probe pulses is given separately in each frame. Ground state bands have been subtracted out of the spectrum as described in the text. Spectra are normalized to the intensity of the ground state chromium band at 532 cm\(^{-1}\) in the un-subtracted spectrum. Frequency is in units of cm\(^{-1}\).
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Abstract

The performance of scanning optical systems in qualitative and quantitative imaging is critically dependent on contrast and sensitivity. This paper describes two specific approaches to amplitude and phase imaging which achieve a significant improvement in these areas. The techniques are based on differential and linear imaging concepts. The methods offer comparable sensitivity to variations across samples, amounting to 1 part in a million, in detecting a variation, and about 3 micro radians in phase changes, both in 1 kHz bandwidth.

1. Introduction

The scanning optical microscope (SOM) (1) belongs to a general class of systems which aims at the non-destructive examination of various materials. The desire for the examination of such materials with the SOM stems from two basic needs: one is either interested in imaging objects which are otherwise hard to "see" with normal techniques, or one wishes to perform precision metrology on these objects on a point by point basis. Regardless of the specific need that one has, the three main criteria for such operations are resolution, contrast and sensitivity. Clearly, in the diffraction limited regime, it is the latter two that can set fundamental limits on the ultimate performance of the system.

In the SOM, it is quite easy to draw a distinction between contrast and sensitivity considerations, and the way they affect the performance of the system. Whereas the former is primarily a function of the background, the latter is determined by both signal-to-noise (S/N) considerations, and system instabilities. This distinction, however, is rather ill-defined in non-scanning systems, as in either case the visibility of the details is affected in similar ways. There have been some notable attempts at improving both contrast and sensitivity in the non-scanning world. These include the central dark ground and Schlieren techniques (2), Zernike's phase contrast method (3), Tolansky's multiple beam interferometry (4), and Nomarski's differential interference contrast (DIC) (5). Some of these techniques improve the contrast by removing the background. Others enhance the image by increasing the relative importance of the desired "signal" compared with the background. The Nomarski system in particular is an enduring technique as it provides for differential imaging of the sample accompanied by automatic cancelation of the background. The image revealed is thus a representation of variations only, a particularly desirable attribute in the examination of almost uniform objects.

2. Differential Amplitude and Phase Imaging in the SOM

We can approach the subject of contrast and sensitivity enhancement in the SOM in similar ways to that outlined above. Yet, it is more instructive to address the issue by considering two categories of amplitude and phase imaging techniques. This paper is thus a short account of two specific approaches to the subject, one involving phase imaging, and the other amplitude imaging. The common bond between these techniques is that they are both differential in nature, and as such they respond only to non-uniformities. We shall show that the use of amplitude for imaging can be as effective as that of phase, and the choice is normally a function of the object under examination.

The SOM can successfully be employed to perform both amplitude and phase imaging. Of these two categories, the former is more straightforward, and will be discussed later. As far as phase imaging is concerned, resort can be made to a number of alternate techniques: (i) the direct effect of the object phase on the signal amplitude due to scattering; (ii) interferometry; (iii) the effect of the polarization of light. In this paper, phase imaging will only be discussed in the context of the polarization of light.

Much attention has been paid to those systems in which the object phase occurs as the epoch of an AC signal (6-12).
A phase sensitive detector is then used to extract this phase. In addition, phase has been imaged using a scanning AC differential interferometer \( (8,12) \). In that system, the phase of the object gives rise to a signal whose amplitude is proportional to the phase.

In common with some of the mentioned techniques \( (7) \), the system discussed in this paper is one which utilizes the polarization of light. We shall now describe the basic technique.

2.1. Scanning Differential Interference

Contrast Microscope

Regardless of its specific implementation, any system utilizing the polarization of light rests on the principle that phase structure of the object (of which birefringence is a special case) can be made to transform the state of polarization of the incident radiation. Thus, a second polarizer (referred to as the analyzer) which is often cross-polarized with respect to the initial polarization, will detect some light. This concept is shown in Fig. 1, where the incident polarization is denoted by \( x \), and the analyzer pass axis is denoted by \( y \). Resolving the reflected light from the sample into two rotational components \( S_1 \) and \( S_2 \), we can write the following expressions:

\[
S_1 = A \exp \{i(\omega t + \theta)\} \\
S_2 = A \exp \{i(\omega t + \theta)\}
\]

where the amplitude of each component is given by \( A \) and, in general, the epoch angles \( \theta_1 \) and \( \theta_2 \) are different. Resolving along the analyzer pass axis, we arrive at the following expression for the intensity of the detected light:

\[
I_{\text{det}} = 2 A^2 \left[ 1 - \cos(\Delta \theta) \right]
\]

where \( \Delta \theta \) is the differential phase between the two components, and \( A \) is a constant. Equation (3) represents the form of the detected output, regardless of whether the eye/video camera is the detector (non-scanning), or a photodiode is used as such (scanning). One can see at once that a major difficulty exists with the output, in that for small \( \Delta \theta \), Eq. (3) reduces to:

\[
I \propto (\Delta \theta)^2
\]

For a given \( S/N \) then, such a system rapidly reaches its ultimate sensitivity for ever diminishing values of \( \Delta \theta \).

To resolve the difficulty, let us assume that it is somehow possible to introduce two sinusoidal, object independent, unequal phase shifts into Eq. 's (1) and (2):

\[
S_1 = A \exp \{i(\omega t + \theta \sin\omega_2 t + \phi)\} \\
S_2 = A \exp \{i(\omega t + \phi \sin\omega_2 t + \phi)\}
\]

It can readily be seen that the new output would consist of a DC term as well as a spectrum of frequencies, which are all harmonics of \( f_2 \). Furthermore, the coefficients of the even harmonics would proportional to \( \cos(\Delta \phi) \) as in the previous case, whereas the odd harmonics would be proportional to \( \sin(\Delta \phi) \). Accordingly, the latter would be linearly proportional to the differential phase. This highly desirable effect is at the heart of the operation of a sensitive phase dependent system. It affords a substantial improvement over the square-law system of Eq. (3).

A particular implementation of this scheme in practice is with the aid of a Pockels cell \( (13) \) placed in front of the object. This electro-optic modulator, when driven sinusoidally at \( f_2 \), performs the phase modulation of the two components, as desired.

To perform differential microscopy using this procedure, we note that if the components \( S_1 \) and \( S_2 \) of Fig. 1 are somehow spatially separated prior to arriving at the object, then the phase difference between the two \( \Delta \theta \), reflection represents a spatial phase differential of the object. This is, of course, precisely what happens in the conventional Nomarski microscope. It also points to the limitations of the conventional system which, as was noted, stems from the cos \( (\Delta \phi) \) dependence of the output. Clearly, the linearization of the output as was described above will also solve the present problem. The essential elements of the resulting system are shown in Fig. 2, where a topographic step is shown as an example of the object phase structure \( (14) \).

The system of Fig. 2, and its fiber-optic counterpart \( (15) \), have been used to image a number of samples. Fig. 3 shows the surface structure of a highly polished stainless steel sample obtained at \( f_2 \) \( (a) \), and the corresponding image at \( f_2 \) \( (b) \), and \( f_2 \) \( =100 \text{ kHz} \). The first striking feature of these results is the substantial superiority of the linear image \( (3) \) This is the experimental manifestation of the expected superior sensitivity of this mode of operation. Another interesting feature is the contrast reversal that can be seen between the two photomicrographs. This is also predicted by theory. Since the odd harmonics are proportional to \( \sin(\Delta \phi) \),
and the even harmonics are dependent on \( \cos(\Delta n) \), in those cases where the phase difference is large enough to be observable with both modalities, this reversal in contrast is expected. Fig. 4 shows the surface of a natural diamond, with its characteristic growth ridges. Fig. 5, by contrast, shows the surface of a highly polished natural diamond; the straight lines across the micrographs are manifestation of the polishing process. Figures 6 and 7 show the surface structures of two different epitaxial silicon wafers. The entire surface of the sample of Fig. 6 is covered by right-angled triangles, which are characteristic of stacking faults. In Fig. 7, there are also some semi-circular patterns originating from the corners of the faults. These are thought to be due to stress induced birefringence. All these micrographs were taken in a 30 kHz bandwidth.

2.2. Differential Amplitude Scanning

Optical Microscope

The second type of system to be discussed in this paper is one which utilizes the amplitude of light for imaging samples. In its essential embodiment, a type 1 differential amplitude scanning optical microscope (DASOM) consists of a simple SOM, modified such that the focused beam on the object performs a local sinusoidal movement (Fig. 8) (16). The amplitude of this movement is kept such that the local excursion of the focal spot is well within the focal diameter. This avoids deterioration of the resolution (the diagram highly exaggerates the spot excursion) (17). Assuming now that there exists a small variation of the reflectivity at the two extremities of the cycle, we can represent the amplitude of the received light by:

\[
S = Ar \left( 1 + e \cos \omega_s t \right)
\]

where \( A \) is the amplitude of the incident light, \( r \) is the mean reflectivity, \( e \) half the fractional variation in the reflectivity, and \( \omega_s \) is the modulation frequency. Noting that the output of the detector is proportional to the intensity of the received light, we have:

\[
I_{\text{out}} = K A r \left( 1 + 2e \cos (\omega_s t) + e^2 \cos (2\omega_s t) \right)
\]

where \( K \) is a constant of proportionality. Thus, for a small \( e \) the signal at \( \omega_s \) is proportional to the fractional reflectivity. If \( e \) is considered to be a function of refractive index variation, we will have the following relationship between \( e \) and the refractive index variation:

\[
e = \delta n \left( n^2 - 1 \right)
\]

Hence the differential signal is linearly dependent on \( \delta n \). It must be borne in mind that the basic function of the DASOM, namely its ability to cancel the background and yield differential images, is not its only attribute. A particularly significant advantage of the technique is in its capability to improve immunity to source fluctuations. Such fluctuations, which are always present to varying degrees can profoundly affect the performance of the SOM. To appreciate this important fact, let us re-write Eq. (8), and this time include a time dependent term, \( \delta A(t) \), representing laser fluctuations:

\[
I_{\text{out}} = K A r \left( 1 + 2\delta A(t) A + 2A \cos \omega_s t \right.
\]

Here, we have ignored the terms in \( e \). One can see that due to the presence of this fluctuation, the desired signal at \( \omega_s \) has an additive noise term \( \delta A(t) \). This introduces an uncertainty with which a given variation can be determined. The fundamental limits of the detection, however, are still set by the signal to noise considerations. This contrasts sharply with the situation pertaining to the SOM. The inclusion of the fluctuation term in the equation furnishing the output of the SOM results in the following:

\[
I_{\text{out}} = K A r \left( 1 + \delta A \cos \omega_s t + \delta A \delta A(t) \cos 2\omega_s t \right)
\]

(10)

It is the second term on the right hand side in this expression that represents the disarmed signal. The third and fourth terms represent the fluctuation induced error. In particular, a comparison of the second and third terms reveals that the SOM, in the presence of fluctuations cannot detect a fractional variation in reflectivity below \( \delta(A)A \), regardless of what the signal to noise calculations may suggest. In the DASOM, sensitivity is not affected, only the accuracy of the detection becomes subject to an uncertainty of \( 2\delta(A)/A \) (17).

Using the DASOM a number of samples have been examined. Fig. 9 shows the surface of a highly polished stainless steel, clearly demonstrating the power of the in DASOM bringing out minute details. This micrograph of grains on steel, half of which was ion bombarded with Si, at a dose of 10^13/cm^2. The bright line in the middle of the micrograph is the demarcation between the two regions of the wafer. The observed contrast in this case is due to the lattice disruption due to the ion bombardment. Both these images were taken in a 30 kHz bandwidth. Other examples of the use of the technique in imaging and metrology are given elsewhere (17).
3. Sensitivity

The ability of the two systems described above in imaging minute variations is now calculated. It can be shown that in the shot noise limit, considerations of S/N yield the following expression for the minimum detectable quantity, $\xi$ (18):

$$\xi = \frac{4h \omega_0 FF/\eta P}{\omega_0^2}$$  \hspace{1cm} (12)

where $\xi$ is the ratio of the signal obtained at $\omega$ to that at DC. Here, $h$ is the Planck's constant, $\omega_0$ is the optical frequency, $F$ is the amplifier noise factor, $\eta$ is the quantum efficiency, and $P$ is the received optical power. In the differential interference contrast technique, we have:

$$\xi = \frac{2J_0(\delta F)J_1(\delta F)}{(1-J_0^2(\delta F)}/(1-J_0^2(\delta F)$$  \hspace{1cm} (13)

where $J_0$ and $J_1$ are zeroth and first order Bessel functions of the first kind, respectively. Thus, for $100 \mu W$ of HeNe, $\delta F$ of 1Hz, $F$ of 2, and $\eta$ of 0.8, and using the optimum value of $\xi$ (17), the minimum detectable $\xi$ is $10^{-7}$ rad. In terms of topography, this corresponds to a height variation of 5fm. For the DASM, $\xi$ equals $2\pi$. Accordingly, for the same parameter as above, the minimum detectable variation of refractive index for glass, as an example, is $6 \times 10^{-8}$.

4. Conclusions

In this paper we have described two techniques which are modifications to the basic SOM: one responds primarily to amplitude, and the other images phase structures. We have shown that by resorting to differential and linear imaging concepts, substantial enhancement is achieved in contrast and sensitivity. The ultimate sensitivities of both these techniques are found to be comparable.
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Fig. 1. Optical axes of the system: pass axes of the polarizer and analyzer (X,Y); two components of the beam and their projections along.

Fig. 2. Linear scanning differential interference contrast microscope.

Fig. 3. Granular structure of polished stainless steel: a) linear image; b) quadratic image

Fig. 4. Surface structure of natural diamond, showing growth ridges and stacking faults.

Fig. 5. Polishing lines on a polished diamond surface.
Fig. 6. Stacking faults and dislocations on epitaxial silicon.

Fig. 7. Stacking faults on silicon: the semicircular patterns are believed to be stress-induced birefringence.

Fig. 8. System configuration of the DASOM.

Fig. 9. DASOM image of grains on polished stainless steel.

Fig. 10. Boundary between undoped and Si-doped silicon wafer.
ABSTRACT

An interferometric method for evaluating the performance of holographic optical elements (HOE's) and holographic materials is described. The method involves recording a spherical holographic lens, which is then played back in a collimating mode. The wavefront arising from the lens is made to interfere with a choice of two reference wavefronts. Analysis of the resulting interferograms provides a direct measure of the optical performance of i. the holographic material, ii. the substrate, and iii. the HOE. All the common measures of image quality can be obtained, including a set of Zernike polynomials that can prove useful in quantifying the performance of the holographic material. The method can be applied for transmission as well as reflection holograms. Test results obtained with silver halide amplitude transmission holograms are presented.

1. INTRODUCTION

Holographic lenses and gratings are finding increasing applications in precision optical instrumentation, such as spectrophotometers and laser scanners. In some cases these HOE's are specified to a wavefront degradation of less than X/4. Hence, techniques for evaluating holographic materials and HOE's are needed which can provide a precise and direct measure of the wavefront quality.

The optical performance of HOE's is often quantified through a set of aberration coefficients arising from different recording and playback conditions [Welford, 1986]. In this type of calculation, the holographic material is assumed to have constant diffraction efficiency throughout the range of spatial frequencies concerned, and to introduce no wavefront distortion. The validity of this assumption cannot be taken for granted. For example, emulsion shrinkage is known to produce astigmatism which is minimized by having the hologram plane normal to the bisector of the angle between the object and reference beams. Also, there are several cases where recording and playback conditions are nominally the same, in which case the ultimate limitation comes from the recording material. It would then be helpful if the performance of the recording material could be characterized through the usual aberration coefficients.

Some of the current methods for evaluating holographic materials include measurement of diffraction efficiency [Lee and Greer, 1971], measurement of the MTF [Jones, 1967], the use of resolution targets [Champagne and Massey, 1969], measurement of the signal to noise ratio [Lamberts and Kurtz, 1971]. Scanning the point image of a holographic lens has also been recently suggested as a means of evaluating an HOE as well as some aspects of the recording material [Plaisted and Granger, 1988].

Unlike all of the above methods, the interferometric technique described here provides a direct measure of the wavefront quality, and makes it possible to isolate the wavefront deformation due to the substrate from that which is due to the photosensitive material.

2. DESCRIPTION OF THE METHOD

A spherical holographic lens is recorded and played back using the setup shown in figure 1. It is possible to record a transmission or reflection lens by appropriate orientation of the film holder. The collimated (B) and spherical (A) wave incident on the film are the reference and object beam respectively. The lens is exposed, processed and placed in the same location for playback. Aberrations due to misalignment can easily overwhelm all other effects [Lin and Collins, 1973], so particular attention must be paid to alignment.

Alignment: There are two cases to investigate. Case one is when the hologram is recorded in the same interferometer being used for the analysis. For this type of hologram, an alignment technique similar to that described by Soares [1979] is used. Both recording beams A and B are allowed through the hologram and their interference is observed. The hologram is then adjusted until the fringes vanish or are minimized. Since both beams travel the same path through the substrate, any wavefront deformation caused by the substrate does not affect the fringes, which then contain the effect of the material alone.
The second case arises when the hologram is exposed in a different system; for example, the equipment necessary to expose and process a novel material may not be available at the testing location. In this case, the previous alignment scheme using beams A and B will not work, because the recording setup (i.e. the reference and object beams and the angle between them) would have to be replicated exactly. Here, a combination of two techniques has been found useful, namely, using a shearing plate (collimation tester) in the reconstructed beam, as well as looking at the interference pattern between the reconstructed beam and reference beam C and trying to minimize the number of fringes. These adjustments are complicated by the fact that the reconstructed beam contains the effect of the hologram substrate, which can add substantial wavefront deformation. (Up to two waves of aberration have been observed with commercial silver halide plates across a 3cm aperture from the substrate alone.) Thus it is sometimes possible to introduce misalignment aberrations which balance to some extent those of the substrate, or in other words, the best resultant wavefront is obtained when the hologram is slightly misaligned. While this condition would then represent the optimum playback for the HOE, it does not allow us to isolate the effect of the recording material. Therefore, if the material performance is required (rather than the HOE), there are only two options: either record and analyze in the same interferometer, as in case 1, or ensure that the substrate is flat within the required experimental accuracy.

Evaluation: There are three interferograms to examine. The interferometer has been set up to allow interference between any two of the three beams A, B, and C, by simply blocking the unwanted beam and re-adjusting the variable beamsplitters for optimum fringe visibility. Beam A is the reconstructed (nominally collimated) beam, containing the combined effect of the material and substrate. B is the undiffracted beam through the hologram containing the effects of the substrate alone, and C is an external reference. Thus, interference of beams A and B gives the effect of the recording material, beams B and C give the effect of the substrate and beams A and C give the aberrations of the complete lens. We can also obtain the effect of the recording material by subtracting the substrate from the complete lens. The subtraction is done by the fringe interpretation software. This latter method must be used if the lens was recorded in a different setup. It may also be more convenient to use because of some practical limitations of the fringe digitization routine. Specifically, the fringes arising from the interference of beams A and B are fixed; there is no means of adding tilt which can help with fringe digitization. On the other hand, beams A and C go through an additional beamsplitter which provides this adjustment.

The equipment used to analyze the above interferograms is shown in figure 2. The frame grabber acquires an image of the interferogram from the CCD camera, and displays that frame on the monitor. We used a commercial fringe interpretation software package from Wyko Corp. to digitize the fringes, fit Zernike polynomials to the wavefront, and calculate the optical path difference, the point spread function, and the modulation transfer function.

3. RESULTS

The first step is to test the quality of the two reference beams C and B (with no plate in the path). This can be accomplished with a collimation tester and by analyzing the fringes resulting from their interference. The reference wavefronts were found to be flat to better than 1/8 across the aperture.

Preliminary results were obtained with silver halide amplitude transmission holograms. We used first a hologram recorded previously in a different setup, for which the Soares method cannot be used. The parameters of the hologram are given below.

**Film:**
- Agfa Holotest 8E75
- Emulsion Thickness 7µm
- Plate Thickness 1.6mm

**Recording Geometry:**
- f/5, 1" Aperture
- Reference to Object Beam Ratio 20:1
- Gaussian Apodization < 10%
- Reference to Object Beam Angle 90°
- Beam to Film Normal Angle 45°
- Range of Fringe Frequencies 2100-2300 lp/mm

**Processing:**
- Standard amplitude hologram

After fringe digitization and polynomial interpolation, the program can display any of several image or wavefront quality metrics, from which we have chosen the Point Spread Function (PSF) for presentation. The displayed PSF gives an immediate appreciation of the image quality expected if the hologram is used in focusing mode. Since there is very little Gaussian apodization, a perfect PSF would be the Airy disk.

Figure 3 shows the modulus of the PSF representing the combined effects of emulsion plus substrate. Figure 4 shows the PSF that corresponds to the degradation arising from the glass substrate alone. By subtracting the wavefront aberration of the plate from that of the film-plate combination, the performance of the film is obtained (figure 5).
In terms of aberration coefficients, the table below shows the first few Seidel terms which are easily calculated from the Zernike terms. Higher order terms are not shown. All values are in wavelengths of wavefront aberration.

<table>
<thead>
<tr>
<th></th>
<th>Substrate + Emulsion (Fig. 3)</th>
<th>Substrate (Fig. 4)</th>
<th>Emulsion (Fig. 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>-.4</td>
<td>.05</td>
<td>-.39</td>
</tr>
<tr>
<td>Coma</td>
<td>.29</td>
<td>.52</td>
<td>.29</td>
</tr>
<tr>
<td>Astigmatism</td>
<td>2</td>
<td>1.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Although the emulsion performance is obtained as the difference between the other two conditions, we cannot expect the difference between the aberration coefficients in the first two columns to give us exactly the coefficients of the third column. This is because i. higher orders are not shown, and ii. the program subtracts the two wavefront phase maps and then performs a new interpolation to determine the Zernike coefficients of the difference.

Preliminary results have also been obtained for holograms recorded and analyzed in the same setup, on Kodak 649F plates, with all other conditions similar. In this case, it is important to establish that the Soares setup (interference of beams A and B) gives the same results for the emulsion performance as the indirect method of subtracting the two interferograms. Our results so far support this conclusion, demonstrating the validity of the method. Complete results will hopefully be published in the future, but the table below gives an example.

<table>
<thead>
<tr>
<th></th>
<th>Substrate + Emulsion</th>
<th>Substrate</th>
<th>Emulsion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spherical</td>
<td>-.1</td>
<td>-.1</td>
<td>0</td>
</tr>
<tr>
<td>Coma</td>
<td>.66</td>
<td>.59</td>
<td>.16</td>
</tr>
<tr>
<td>Astigmatism</td>
<td>-1.9</td>
<td>-2.1</td>
<td>.26</td>
</tr>
</tbody>
</table>

For this HOE, the glass substrate is primarily responsible for the observed optical performance. The values for the emulsion alone were obtained through the subtractive method. The interference of beams A and B should give values very similar to those of the "emulsion" column of the above table. We observed approximately half a fringe across the entire aperture when interfering those two beams. This is compatible with the optical performance expected, but such an interferogram does not lend itself to precise digitization and analysis. To obtain more quantitative measurements, either the beam angle must be increased or the f-number of the HOE must be reduced to the point where substantial degradation is observed from the emulsion, leading to several fringes across the aperture.

4. CONCLUSIONS

The method described provides a direct, precise measurement of the optical performance of a holographic lens in terms of the wavefront quality and aberration coefficients. This information is very useful as holograms are pushed to the limits of their optical performance.

The method also provides a simple yet versatile means of obtaining information about the optical characteristics of a holographic material. The apparatus allows us to record, align, and analyze a holographic lens, and to isolate the performance of the substrate from the performance of the holographic material itself.

The method could prove to give useful insight into the performance limits of holographic materials. The Zernike coefficients might be used to characterize the performance of a given material in a way that allows the system designer to predict the wavefront degradation of the material and attempt to correct it with additional optical elements.
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Figure 1 - Interferometric setup used for recording and analyzing the holographic lenses. VBS: variable beamsplitter, SF: spatial filter, CL: collimator. Arms A and B are used during recording.
Figure 2 - Hardware for interferogram analysis

Figure 3 - Modulus of the point spread function of HOE. The axis scales are in microns. Obtained through interference of beams A and C.
Figure 4 - Modulus of the point spread function of glass plate on which the HOE of fig. 3 was recorded. Obtained through interference of beams B and C.

Figure 5 - Modulus of the point spread function of the emulsion, under the recording and processing conditions mentioned in the text. Obtained by subtracting the wavefront aberration corresponding to the previous two PSF's.
The clinical utilization of low-power laser remains controversial despite investigations of a variety of analgesic and wound-healing applications. Reports of laser treatment to resolve the abnormally low skin resistance patterns that accompany myofascial trigger points prompted this study to compare the treatment of trigger points by laser to that by osteopathic manipulative treatment (OMT). Volunteers in which soft tissue trigger points were palpable on the thoracic dorsum served as subjects. Treatments were: 1) laser alone; 2) sham laser; 3) OMT alone; 4) OMT + laser. The palpable quality of the area was rated on a scale before and after treatment; skin resistance was measured at these same intervals. Qualitative changes due to OMT but not laser were noted on the first day of treatment; by day 2 and 3 subjects having either treatment were equally well improved. No statistically significant changes in skin resistance could be demonstrated during the experimental period although there was a trend toward increasing skin resistance and in no group except sham did skin resistance decrease.

Introduction

Low energy lasers are utilized to treat numerous neurological and musculoskeletal pathologies (1-12). Their acceptance in Europe and the Soviet Union exceeds that in the United States where FDA approval has been withheld for all but investigational applications. Reports of laser treatment to resolve the abnormally low skin resistance patterns that accompany myofascial trigger points prompted this study to compare the treatment of trigger points by laser to that by Osteopathic Manipulative Treatment (OMT). Soft tissue trigger points are indicative of a myofascial syndrome which is characterized by focal sites which elicit pain in response to manual palpation. They are similarly defined in the traditional (allopathic) medical and osteopathic literature as:

1. (Allopathic) a point that elicits referred pain on deep palpation and demonstrates a lowered skin resistance in comparison with that of surrounding tissue.

2. (Osteopathic) a small hypertensive site, that, when stimulated, consistently produces a reflex mechanism that gives rise to referred pain or other manifestations. The response is specific, in a constant reference zone, and consistent from person to person.

Trigger points are routinely treated by direct and indirect manipulative techniques with and without injection of local anesthesia. Low-level HeNe laser treatment alone and in combination with OMT were used in this investigation of soft-tissue trigger points.

Methods and Materials

Volunteer subjects (Figure 1) with palpable trigger points on the thoracic dorsum were randomly assigned to one of the following experimental groups: 1) HeNe laser treated; 2) Sham laser treated; 3) OMT-treated; 4) HeNe laser treated + OMT. An osteopathic physician uninformed as to their status screened each subject for the presence of trigger points and rated the intensity on a decreasing scale from 5 to 1. One of three templates corresponding most closely to the size of the trigger point (Figure 2e) was applied to the overlying skin. The perimeter was traced with non-toxic, indelible ink so that this area could be exactly defined during subsequent treatment sessions. The template was replaced prior to laser and sham treatment and the measured holes used for delivery of the beam or sham to facilitate the accurate standardization of dose.
Skin resistance measurements and physician-rating of the trigger point site were made at the beginning and the end of each treatment session by a technical assistant charged with the maintenance of the "blinded" aspects of the study. Skin resistance was measured at these same times on the dorsal aspect of the upper arm midway between the acromion and the lateral epicondial of the humerus as a control site for all groups (after the presence of trigger points was ruled-out in this area). 

Groups 1 and 3 received laser irradiation to the trigger point area for 15 seconds at 0.95 mW for a calculated dose of 14.25 mJ/cm² trigger point area. Treatment was administered by an investigator goggled to selectively exclude light at 632.8 nm. Subjects in groups 1, 3 and 4 also received OMT directed toward resolution of the trigger point. Physicians were directed to use standard techniques relative to the individual symptomatology since the goal in this study was to optimize the chance for demonstrating efficacious results; not to promote a particular technique. All treatments were given to all subjects; no less than one nor more than three days apart (13,18).

A Dynatron 1120 HeNe laser with a built-in dermometer for recording surface skin resistance measurements was used in this study (Figure 2a). This instrument is classified by the U.S. Food and Drug Administration's Bureau of Radiologic Health as a Class II laser product and a Class III medical device. Class II laser products are limited to visible lasers that are safe for momentary viewing. Class III medical devices include new or modified devices not substantially equivalent to any marketed before May 28, 1976. It is a visible, monochromatic, red laser with a wavelength of 632.8 nm that penetrates tissue without diverging to 0.8 mm and with some divergence to 10 to 15 mm. It is therefore a superficial physical agent (more than 50% of the energy is absorbed by tissue located less than 1 cm below the skin surface). At therapeutic doses for 15 to 20 seconds with a maximum intensity of 0.95 mW, the energy produced is about 14 to 29 mJ, which is substantially below the level that will produce tissue heating.

The beam is conducted through a fiberoptic stylus probe (Figure 2b). The hollow metal tip serves as a transmitting electrode that conducts a small electrical signal used by the dermometer to measure surface skin resistance. The receiving electrode is a silver metal cylinder placed in contact with the subject in a position opposite to the transmitting electrode (Figure 2c).

The digital meter on the dermometer was calibrated in a range between 0 and 100; the lower the number, the higher the resistance. Skin resistance readings generally were recorded between 50 and 30 which corresponds to skin resistances between 150 and 300 Kohms. Sham treatments utilized the same laser placed in sham mode via a switch in the rear of the machine (all lights, sounds and functions were maintained identical to the operating mode excepting the emission of the laser beam). The probe was fitted with a plexiglass guide to standardize the depth to which the metal tip penetrated (Figure 2d). Subjects remained prone on an examination table for all procedures. Ambient temperature and humidity were stabilized throughout the experimental period.

Results

A two-way analysis of variance was used to compare the groups with respect to changes in skin resistance from baseline to days 1, 2 and 3. No statistically significant differences were found at the 5% level, although trends of increasing skin resistance (decreased meter readings) were noted in all but the sham-treated group following the second and third treatments (Figure 3).

A two-way ranked analysis of variance (19) was applied to the changes in trigger point ratings from baseline to days 1, 2 and 3. On day 1 OMT produced significant improvement at the 5% level (69% improved with OMT vs. 12.5% without OMT) whether or not laser was used. There was no observable effect of laser nor was there any significant interaction between laser and OMT. On the basis of this result the data were regrouped and the subjects who had no OMT (i.e. group 1 (laser alone) and group 2 (sham laser) were tested against those that did (i.e. group 3 (OMT alone) and group 4 (OMT + laser) with respect to percent of subjects improved using Fisher's Exact Probability Test. The groups receiving OMT were found to have a significantly higher improvement rate compared to the groups that did not receive OMT (P = .003). The analyses of variance for days 2 and 3 differed from day 1 as they suggested an improvement after both laser and OMT treatments with no interaction between treatments. On the basis of these results the data were regrouped and the subjects who had either laser and/or OMT treatments (i.e. groups 1, 3 and 4) were tested against those who had no treatment (group 2) using Fisher's Exact Probability test. Subjects receiving treatment were found to have a significantly high rate of improvement compared to those receiving no treatment on both day 2 and day 3 (P = .03) (Figure 4) and the effect of either treatment was comparable, i.e. one could be substituted for the other. There appeared to be no interaction between them although this thesis must be further investigated over a longer treatment period. None of the subjects in the sham treatment group showed any improvement on day 2 or 3.
When interpreting the significance of this data it must be noted that the latter comparisons were not preplanned. Rather they were suggested by the data. It appears that the effects of the laser are not as immediate as those seen following OMT. The mechanisms by which low energy lasers may exert their effects are unclear. The latency we observed is in keeping with the "stimulating hypothesis" (20,21) which proposed that certain cellular functions must be induced before the laser effect is expressed. It is difficult to draw clear assumptions from these results regarding alterations in skin resistance after OMT and/or laser therapy. Some of the variability in the individual measurements originated from the design of the dermometer (resistance meter). It is a two electrode system utilizing a 1 mm transmitting electrode with a current limit between 70 and 261 microamps. The resistance of the electrodes is large in comparison to the conducted current. This study will be repeated using alternative instrumentation (Impedance Meter, RJL Systems) for measuring skin resistance that should increase the sensitivity and stability of the measurements and provide for external calibration of the volume through which the resistance changes are measured. Demonstration of the efficacy of either treatment modality would give support to OMT procedures currently utilized clinically and also provide a new modality that may potentiate certain therapeutic effects already achieved.

(This study was supported in part by the Philadelphia College of Osteopathic Medicine and a grant from the Advanced Technology Center of Southeastern Pennsylvania. The laser was loaned by Dynatronics Laser Corporation, Salt Lake City, Utah).
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<table>
<thead>
<tr>
<th>Group</th>
<th>Age (yrs.)</th>
<th>Sex</th>
<th>Weight (lbs.)</th>
<th>Height (ft-in)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I (Laser Alone)</td>
<td>22-34</td>
<td>M:2</td>
<td>F:6</td>
<td>122-190</td>
</tr>
<tr>
<td>II (Sham-Laser)</td>
<td>22-35</td>
<td>M:5</td>
<td>F:3</td>
<td>110-200</td>
</tr>
<tr>
<td>III (OMT Alone)</td>
<td>23-34</td>
<td>M:3</td>
<td>F:5</td>
<td>102-200</td>
</tr>
<tr>
<td>IV (Laser + OMT)</td>
<td>22-31</td>
<td>M:6</td>
<td>F:2</td>
<td>125-200</td>
</tr>
</tbody>
</table>

**FIGURE 1.** PROFILE OF VOLUNTEERS SUBJECTS THAT PARTICIPATED IN THE PILOT STUDY

**FIGURE 2a.** DYNATRON 1120 HeNe LASER; 2b. FIBEROPTIC STYLUS PROBE; 2c. RECEIVING ELECTRODE 2d. PLEXIGLASS GUIDE; 2e. PAPER TEMPLATES
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FIGURE 3. CHANGES IN SKIN RESISTANCE (INITIAL AND FINAL) FOLLOWING TREATMENT/SHAM TREATMENT
FIGURE 4. DIFFERENCES IN TRIGGER POINT RATINGS BY THE OSTEOPATHIC PHYSICIANS
Abstract
Holography is known as a technique for reproducing 3-D images of objects. But holography can do more than that: holography can be used to make lenses, mirrors, ..., or in general: Holographic Optical Elements. This paper gives an introductory review of Holographic Optical Elements. Basic principles are outlined, some attention is paid to the analysis, design and aberrations. It ends with a description of some simple applications.

1. Introduction
Holography is a technique used for the reconstruction of wavefronts. In figure 1-a, a hologram is recorded as an interference pattern between a divergent and a convergent beam. When a reconstruction beam illuminates the hologram, (fig. 1-b), a convergent image beam is reproduced. But you can also look at figure 1-b from the viewpoint of geometrical optics: in that language, the point Q is the image of object point P; in other words: the hologram acts as if it were a lens, imaging point P onto Q. In a similar way, one can construct other optical elements: as e.g. a mirror, or a set of lenses. Consequently HOEs are optical elements which bend light ray by virtue of diffraction, instead of reflection (classical mirror) or refraction (classical lens).

2. Types of HOEs
HOEs are classified in the same way as holograms are classified (ref. 1). We will only speak of those parameters which are relevant for HOEs.

(a) Thin versus thick.
A thin hologram acts as a surface grating: the grating equation \( \Lambda(\sin \theta_1 + \sin \theta_2) = \lambda \) sets the direction of the ray (fig.2a). A thick hologram (fig.2b) adds also some volume properties: the grating on the surface of the hologram sets the direction of the ray, and diffraction from the volume will increase or decrease the energy of the ray, in other words the diffraction efficiency. Maximum efficiency is obtained when the Bragg equation (which is the same as in solid-state physics) is satisfied.

(b) Phase versus amplitude.
The hologram HOE can change the wavefront of the incoming wave, either by absorbing some pieces of it (amplitude hologram) or by changing the phase in each point, according to some specific rules (phase hologram). Because a phase hologram doesn't absorb energy
from the beam, the (theoretical) diffraction efficiency can reach 100 %, if volume diffraction contributes positively. Because it is very important that an optical element transmits as much energy as possible, a HOE is always a phase hologram, and - if possible - a thick one.

3. Properties of HOEs

(a) The reflection of a light ray at a mirror is independent of its wavelength; the refraction in a prism or lens is slightly dependent on wavelength; the diffraction on the other hand is proportional to wavelength! So a HOE, which bends light rays by diffraction is strongly wavelength dependent. This is an advantage when you use the HOE as a dispersive element ("holographic grating"). For general purpose lenses, on the other hand, it is clearly a disadvantage: it is not possible to replace a camera lens by a single HOE. If you want to use the HOE in a monochromatic application, its wavelength dependence doesn't matter: so HOEs are mostly used with lasers, LEDs or narrow band phosphors.

(b) HOEs are very thin (~ 15 µm), even the "thick" ones, and consequently very light weight. This is an important property, when HOEs are used in scanners, in airplanes, or in space applications.

(c) HOEs can be applied on existing surfaces (e.g. on other lenses), whatever be their shape. An example is the HUD: head-up display (see section 5.2).

(d) Multiple optical functions can be combined in one single HOE.

(e) If photographic reproduction is possible, as is often the case, cheap mass-production can be realized.

(f) It is possible to construct a HOE for use in transmission mode, or in reflection mode, or even in both modes at the same time.

(g) Large numerical apertures are possible.

(h) A HOE, being an infinitely thin element, doesn't changes the position of a light ray, but only its angle.

(i) Although diffraction efficiency of a thick phase hologram can reach 100 %, in practice - due to constraints - this theoretical limit is seldom realized.

(j) Because they are mostly used off-axis, and because of their strong wavelength dependence, aberations are very large; this poses often real problems.

4. Design and analysis of HOEs

We have seen that HOEs can be made by simple interference of two (spherical) waves (fig 1). If the reconstruction wave is the same as the reference wave, then the image wave is the same as the object wave. In the language of geometrical optics, we say that the point I is the image of point C. If, on the other hand, we consider another object point C', it is not clear what will happen (fig. 3). In general, its image I' will not coincide with its "ideal" image; in other words: aberations will appear.

4.1 Design and analysis of optical HOE's

As with holograms in general, a HOE can also be considered as being a generalized diffraction grating, formed by the interference of two light waves. At each point of the HOE, the grating vector $K$ is given by

$$K = \vec{k}_1 - \vec{k}_2$$

where $\vec{k}_1$ and $\vec{k}_2$ are the local wave vectors of the two interfering beams.

The change an incoming light wave undergoes at the HOE can be calculated by wave or by a ray analysis.

Figure 3

$$K = \frac{2 \pi}{d}$$

Figure 4
4.1.1 Ray analysis.

When the reconstruction light ray C falls on the surface of a HOE, it is deviated according to the local surface grating, into a direction I (Image), given by the local grating equation; in other words, by the spacing and orientation of the grating "grooves". In a certain way, we can say that Snellius' law is replaced by the grating equation. In this way, a bundle of rays, coming from an object, can be followed through the optical system, and the image can be calculated. This is very similar to the calculation of the path of a ray through classical lenses. In fact, some computer lens design programs do indeed incorporate HOEs in their design package. It is important to note that these calculations tell nothing about the amount of light going into the desired direction, i.e. the diffraction efficiency. The latter property is determined by the volume properties of the HOE (Bragg's law), and/or the blazing properties of the surface grating. It is also important to note that the direction of the image ray I is only determined by the local surface grating, and (in a first order) not by the form of the substrate on which the HOE is made. This is an important property by which a HOE differs completely from a COE (Classical Optical Element): indeed in a COE it is the form of the surface which determines its properties.

An alternative way for ray tracing through a HOE is to consider it as being a lens. It is known that the thinner the lens, the higher its refractive index has to be. So a hologram, which is almost infinitely thin, can be considered as a lens with an almost infinite refractive index (ref. 2). This way of describing a HOE allows the use of normal ray-tracing programs, at least when they allow a very high index of refraction to be used. It has been shown that this method of calculation gives correct answers, even for third order aberrations.

Aberations can now be calculated in two ways (ref. 3):

(a) either you follow a bundle of rays through the system and calculate the intercept of each of the rays with the image plane. Such a ray intercept image is convenient to calculate and visualizes the aberrations.

(b) or you calculate, for each of the rays, the optical path length from the object plane. The surface which connects all points with the same OPL gives the actual wavefront, which has to be compared with the ideal (aberration free) wavefront, which is usually a sphere. This is more difficult to calculate than (a) but, because the real wavefront is known, diffraction effects can easier be taken into account.

![Figure 5](image)

4.1.2 Wave analysis.

It is possible to calculate the diffracted wave by applying diffraction theory. This has the advantage that one has in the same formula the direction of the wave (the image) and the amount of energy (diffraction efficiency) going into it. But of course the formulas are much more complicated than with a ray analysis. Because one knows the real wavefront, it is possible to compare that wavefront with the aberration free spherical wavefront, and so the analytical expressions for the aberrations are known. Those analytical expressions are extremely complicated, among others by the fact that the HOEs are usually used off-axis, which means that even no rotational symmetry exists. In order to say something about it, one makes a series expansion of the image wave in aperture and field coordinates, as is done in conventional optics. Contrary to classical optics, however, one cannot limit oneself to third orders, but often fifth order aberrations have to be taken into account. The great problem here is that the aberration theory is very complicated and not yet fully developed - as is the case with COE aberration theory. So mostly people are simply using raytracing programs.

4.2 Computer Generated HOEs.

As with holograms in general, also HOEs can be computer generated. The basic idea is shown in figure 6. An incoming wave A (x,y) is transmitted by the HOE into a transmitted wave A (x,y) T (x,y), which diffracts to give the desired wave D (x,y) in the image plane.

![Figure 6](image)
One now looks at this set-up from the opposite side: given the desired wave D(x,y), calculate, by inverse diffraction, the transmittance T(x,y) of the hologram for a given incoming wave A(x,y). In order to be able to do the computations, one has to sample the wavefront D(x,y), and so one finds a sampled transmission T(x,y) of the hologram; in other words, one knows the desired amplitude and phase of the transmission function. In order to realize this, one has to choose an encoding technique. Most popular is the detour phase encoding technique. The hologram is divided into cells, and each cell contains a window. The area of the window is made proportional to the amplitude transmission at that point; and the position of the window in the cell depends on the local phase.

Those CGH are first made on a macroscopic scale (e.g. by printing or plotting them in a computer), and are afterwards reduced to the desired small scale. It is also possible to make them immediately at the right scale, by writing them with electron beam lithography. A recent popular way to make CGH is to use a Compact Disc: punch the holes at the right places, and you immediately have a CGH!

5. Some Applications.

Because of their unique properties, HOEs will usually not replace conventional optical elements, but will rather be used in special applications, where they are technically advantageous and economically interesting. We will describe here a few of those applications.

5.1 Holographic night vision goggles.

In normal night vision goggles, the incoming light is amplified and sent to the eyes. However, if a sudden lighting appears, the Image Intensifier Tube IIT saturates, no image is formed anymore and the wearer has to take his goggles off in order to see anything. In order to get rid of that problem, one can mix the amplified image with a direct image. In principle this can be done with a normal beamsplitter, but then you have to make a choice: a high reflection gives a good amplified image, but a weak direct vision, whereas a small reflectivity gives a weak amplified image.

Replace the beamsplitter now by a HOE. It can be designed to give a very good reflectivity exactly at the wavelength of the phosphor of the IIT (often 543 nm), and complete transmission at all other wavelengths (see Fig. 8 from ref. 10).

5.2 Head-Up Displays (HUD) (ref.4 and 5).

In an aircraft a pilot has to look through the windshield in order to see where he is flying, and at the same time he needs to look at his instruments. His job can be simplified when essential flight information is projected on the inside of his windshield, where a beamsplitter combines both images. Next to the problem of reflectivity (which is the same kind of problem as with night vision goggles), there is moreover a problem of image formation. Indeed: the pilot needs a wide field of view. In classical optics this is realized by using large lenses. However, in order to reduce the weight and the dimensions, in an airplane one uses curved mirrors, and the "combiner" is also a curved mirror. Because the curvature is not the same in the x and y directions, much distortion is introduced. The use of a hologram solves a lot of those problems. A HOE can indeed be designed to act as a stigmatic, non-spherical mirror, even if the substrate on which the hologram is made is a spherical glass.

5.3 Holographic scanners.

In a "classical" scanner, the beam is moved by projecting it on a rotating polygon mirror. When this scanning is used for the reading of a barcode or for printing, the beam has to be focussed on the product or on the paper. Rather complicated lenses are necessary in order to obtain a good focussed laser spot over the complete line to be scanned (ref. 6).

Both functions can be replaced by a rotating HOE: the hologram not only deflects the beam, but at the same time focuses it! (Fig. 9)

5.4 Optical pick-up head.

Classical optical pick-up (= CD) heads require eight discrete optical components. In a holographic head this number can be greatly reduced, which makes it more compact and lighter (ref. 7).

5.5 Wavefront correctors.

One of the first applications of HOEs was its use for the correction of the spherical aberration of a lens (ref. 8). A hologram is made of the image through the lens, including its aberrations. When the lens is used afterwards in combination with the hologram, an aberrationless image appears.
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5.6 Multifacet lenses.
In parallel optical processing it is often necessary to make multiple images of the same object. This can easily be done with a HOE. Such a HOE has to function more or less as a fly's eye lens; here however each of the single lenses covers the whole hologram, so all the lenses are superposed on the same HOE.

Optical interconnects are based on the same principle: one beam in, multiple beams out. Those optical interconnects are of great importance for future (optical) computers (ref. 9).
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Abstract

Causing satellites to direct their transceivers at each other simultaneously without communication requires scheduling. We provide schedules with good worst-case upper bounds for link acquisition in the presence of failures and unknown clock skews.

Introduction

This paper investigates the problem of initialization of systems of unsynchronized, dynamic networks using software laser communications. We formalize the notion of periodic schedule sets for networks and define a worst case performance measure $\text{mmax}$ (Maximum Link Acquisition Time) for these schedule sets. The $\text{mmax}$ measures the longest link time for a pair of nodes in the network given the worst state of system synchronization. Our assumptions include that: 1) each node knows the location of every other node, 2) each node has a clock that can give it precise time intervals, 3) the nodes do not have a common time of day, 4) the link acquisition time is bounded if nodes direct their transceivers at each other. We exhibit a scheduling strategy called Block-Interleave scheduling whose schedule sets have good linking characteristics with respect to $\text{mmax}$. These schedule sets give a maximum link acquisition time approximately in the order of $N^2/K$ where $N$ is the number of nodes and $K$ is the number of transceivers per nodes. Finally we examine the conditions under which non-repeating schedule elements can be used (a robustness condition) in Block-Interleave schedules.

Laser transceivers are desirable for space communications for a variety of reasons. Their high bandwidth, security, noise resistance, and ability to concentrate signal power in a very small solid angle make them the communication medium of choice for many space-based applications. Satellites or space vehicles using lasers for communication with each other will participate in a dynamic laser network.

Dynamic laser networks have special properties not found in traditional networks. Traditional networks are typically either static, point-to-point networks or mobile, broadcast networks. Point-to-point networks may experience link or node failures, but their base topology does not change (that is, links may go up or down, but the end nodes of a link are fixed). Broadcast networks may be static or mobile, but have to deal with the medium access problem, since all nodes compete for the same, shared broadcast channel(s). Laser transceivers provide the advantage of not having to share the bandwidth of a channel with any other nodes (space division multiplexing). They also permit a node to change the direction in which the transceiver is pointing in order to acquire a link with a different node, and thus change the base topology. If the nodes are mobile, then the line of sight between two linked nodes may become blocked, necessitating periodic changes in the links to maintain utilization of the transceivers. The problem of selecting which links should be established has been investigated elsewhere as the link assignment problem, and it is in general intractable to determine the best assignment possible. Dynamic laser networks are point-to-point, yet have a changing base topology.

One particular problem in changing the links is coordinating the nodes. Since a link between two nodes cannot be established if either node fails to direct a transceiver at its partner, both nodes must somehow agree to establish the link. If there is already a communication path between the nodes, this problem is mitigated since nodes with free transceivers may negotiate with each other over which links to try to establish. If the nodes do not have alternative communication paths already in place, then the problem becomes much more difficult.
Nodes may not have communication paths in place due to link or node failures partitioning the network, or perhaps because the network was never connected in the first place. Worse, one of the nodes may have failed, and there is no way for the other node to know this. In any case, nodes must use some sort of schedule for aiming their transceivers to attempt to establish links. If there is no node failure and any link is feasible, then each node can simply aim its transceivers at predetermined neighbors. This will not work if there is either the possibility of node failure or link line-of-sight blockage. If all nodes have a common, global clock, then it is easy to set up schedules so that nodes rendezvous in a round-robin fashion, so that even if most nodes are inaccessible to a given node, it will be able to find the other nodes with which it can link. This method will succeed in establishing links in $O(N)$ time, even with only one transceiver. This is not to be confused with the traffic assignment algorithms used in satellite traffic scheduling as in Wu. However, if there is no global clock, this method may fail due to inopportune timing. If a node starts following its schedule out of synchronization with the other nodes, it will never establish a link even though all the other nodes may be viable. This is the problem investigated in this paper.

It is argued that since the orbits of satellites are governed by very accurate and easily calculable quantities that the satellites know exactly where and when to find each other assuming some sort of initialization at launch time with a common clock. Thus the system of satellites itself can be thought of as the timing mechanism by which all aiming calculations are measured. Unfortunately, the resolution of this system may not be sufficiently fine to serve the demands of rapid targeting and retargeting of potential links. However, since the beam dispersion of a communications laser may be such that relative satellite positions are practically constant for the time defined by the area of the beam front and the receiving satellite, this problem may diminish somewhat. In any case, we assume that there is a sufficient degree of initialization to ensure that all satellites can accurately target one another.

We are left with the problem of the satellites running schedules for aiming their transceivers in such a way as to guarantee link acquisition as early as possible. These schedules run on a time scale related to the fastest reliable retargeting time of the aiming hardware and thus no sort of common initialization is possible if this time scale is finer than that of the internal clocks used for position calculation. Also, the finer time scale is obviously much more sensitive to a momentary power irregularity as may occur accidentally or by an agent such as an electromagnetic pulse.

It should be noted that once a link is established, those transceivers used for that link cannot participate further in the initialization process lest they lose the link just established. This strategy assumes that it is most important to dispatch pending information over a newly established link as soon as possible. If this was not the case, then the initialization process could continue to use all transceivers until the process completes. Then the network can set to the task of communication of more than initialization information.

This type of scheduling problem seems to be new as evidenced by the lack of reference material from which to draw although the problem of synchronization is mentioned in Pratt as a requirement for traffic scheduling. This shows the importance of initialization in general. The assumption of no initial synchronization seems to have been ignored in the classical scheduling problems such as job-shop scheduling or deadlock avoidance. Both of these of course can assume the existence of an absolute time standard in terms of which all schedules can be formulated. Garey and Johnson's book contains a long list of scheduling problems none of which addresses synchronization.

In this paper we first define a performance measure for this kind of initialization problem. Our measure gives an indication of the maximum time required for any two satellites of the network to establish a link assuming a completely disconnected network in a state of worst synchronization. We do not attempt to deal with the more complicated issue of the maximum initialization time for the entire network in the case that newly acquired links are immediately put to use for tactical communication. However, in the case that the system has an initialization phase and a communications phase in which the initialization phase continues to use all transceivers (discarding links after clock synchronization), our performance measure does bound the time to establish a completely initialized network.

Next we demonstrate a scheduling strategy we call block-interleaved scheduling whose performance is good with respect to our measure. It achieves a reasonable link time (in the order of $(N-2)^2/(K-2)^2$) with no other restriction placed on the number of transceivers than there be at least three of them.

A recurrent theme in this work deals with non-repeating schedules. We believe that these are potentially valuable from a robustness standpoint. In the case that satellites are being rendered non-functional, schedules that repeat schedule elements run the risk of wasting much time on link attempts. We have therefore included results that address necessary conditions for using non-repeating schedules with block-interleave strategy.

**Schedule Performance Measures**

We turn now to the formalization of the concepts necessary to model the initialization problem for sets of satellites with directional transceivers. We ignore targeting issues such as trajectory calculation as these are well studied in the literature and we concentrate on the scheduling requirements. To make matters precise, we label the satellites or nodes with indices and define acquisition schedules in terms of these indices. The integer $N$ denotes both the number of nodes, and the set $(1, 2, ..., N)$, depending upon the context. $K$ denotes the number of transceivers or link elements per node. $P(n, m)$ is the set of $m$ element members of the power set of $(1, 2, ..., n)$, hence the size of $P(n, m)$ is

$$|P(n, m)| = c(n, m) = \frac{n!}{m!(n-m)!},$$

the binomial coefficient formula. These will be used to define and quantify acquisition schedules below.
The symbol \( S_i \) denotes a periodic schedule for node \( i \); \( p_i \) is the period of \( S_i \). An individual schedule \( S_i \) of period \( p_i \) for node \( i \) within an \( N \) node, \( K \) transceiver system, is a sequence of \( p_i \) elements from \( P(N,K) \) where \( N_i \) denotes the set

\[
N_i = \{1, 2, \ldots, i-1, i+1, \ldots, N\}.
\]

Thus a schedule of period \( p_i \) will be an element of \( P(N,K)^i \),

\[
S_i = [S_i[0], S_i[1], \ldots, S_i[p_i-1]]
\]

For example, \( S_i = ([2,3],[2,4]) \) is a schedule of period 2 for \( N = 4 \) and \( K = 2 \). This schedule aims its two transceivers first at nodes 2 and 3, and in the next time slot aims them at transceivers 2 and 4. Note that it is a waste to use more than one transceiver to point to a given node and therefore we assume that schedule elements do not contain repeated node numbers. It is understood that these schedules repeat, so that the running schedule used \( t \) times for the various rotations can be expressed as

\[
S_i[t] = \{S_i[0], S_i[1], \ldots, S_i[p_i-1]\}
\]

for \( t > N \), \( S_i[t] \) also represents the \( t \) modulo \( p_i \)-th element of \( S_i \). For the example above, \( S_1[3] = S_1[1] = [2,4] \).

The symbol \( SSC(N,K) \) or simply \( SSC \) denotes the class of all sets of \( N \) periodic schedules made of \( K \) element sets. Thus, any schedule set \( SS \) in \( SSC(N,K) \) denotes a set of \( N \) schedules \( S_1, S_2, \ldots, S_N \), one for each node. Since the schedules making up a schedule set may have different periods, the least common multiple of these is the actual period common to all schedules in the schedule set. Only after this period has elapsed can it be determined that a given schedule set does or does not link (see theorem 1). \( P \) denotes the period of a schedule set \( SS \), that is,

\[
P = \text{lcm} \{p_i : 1 \leq i \leq N\}.
\]

Some confusion may arise from the above notation for schedules \( S_i \). We point out here that the \( S_i \)'s as defined above may all have different periods, even though we often think of \( S_i \) as the schedule repeated sufficient times so that its period is \( P \).

**Link Timing**

Let \( SS \) be an element of \( SSC(N,K) \). A link is established between nodes \( i \) and \( j \) during a time slot \( t \) if \( S_i[t] \) contains \( j \) and \( S_j[t] \) contains \( i \). Let \( \text{mlt}(S_i,S_j) \) be the minimum such \( t \) for a pair of schedules \( S_i \) and \( S_j \),

\[
\text{mlt}(S_i,S_j) = \min \{ t : j \text{ in } S_i[t], i \text{ in } S_j[t] \}.
\]

Then \( \text{mlt}(S_i,S_j) \) is the minimum link time for a pair of schedules that are exactly in phase. When the particular schedule \( S \) is understood, we drop the \( S \) and write \( \text{mlt}(i,j) \). For example the schedules

\[
S_1 = ([2,3],[2,4],[3,4]) \quad \text{and} \quad S_2 = ([1,3],[1,4],[3,4])
\]

have \( \text{mlt}(S_1,S_2) = 0 \) since the zero'th element of each schedule targets the other node.

For an integer \( r \), \( R(S_i,r) \) denotes the individual schedule \( S_i \) rotated \( r \) units. For example, if \( S_i \) is as above, then

\[
R(S_i,0) = S_i,
\]

\[
R(S_i,1) = ([3,4],[2,3],[2,4]),
\]

\[
R(S_i,2) = ([2,4],[3,4],[2,3]), \quad \text{and}
\]

\[
R(S_i,3) = S_i.
\]

Rotations will allow us to model nodes whose clocks are skewed relative to one another. Their schedules may begin at different times, so we will rotate one or both of the schedules to find the worst case \( \text{mlt} \) of all the rotated schedules, obtaining an upper bound on the time to acquire a link between a pair of nodes regardless of what their clock skews may be. These minimum link times for the various rotations can expressed as \( \text{mlt}(R(S_i,r),R(S_j,r)) \) for \( r = 0, 1, \ldots, P-1 \). The worst case upper bound is now defined. The Pairwise Maximum Link Acquisition Time (\( \text{pmlat} \)) for nodes \( i \) and \( j \) of a given schedule \( S \) is defined as

\[
\text{pmlat}(S_i,S_j) = \max(\text{mlt}(R(S_i,r),R(S_j,r)) : r = 0, 1, \ldots, P-1).
\]

When the schedule set \( SS \) is understood we may write \( \text{pmlat}(i,j) \). Example 1 (figure 1) illustrates the computation of \( \text{pmlat} \).

To model the worst case time for a pair of nodes to establish a link we use the maximum pairwise link time for all pairs. This gives the longest time required to establish the first link for a completely disconnected network. It may also be thought of as the time required to link a network consisting of two unknown nodes. More precisely, \( \text{mlat}(SS) \) is the Maximum Link Acquisition Time for a given schedule set \( SS \) defined as

\[
\text{mlat}(SS) = \max(\text{pmlat}(S_i,S_j) : S_i, S_j \text{ in } SS, \{i,j\} \text{ in } P(N,2)).
\]

**Theorem 1.** If \( \text{mlat}(SS) \) is finite for some schedule set \( SS \), then \( \text{mlat}(SS) \) is bounded by the common period \( P = \text{lcm} p_i \) of the schedules of \( SS \).

**Proof:** Trivial consequence of the \( P \)-periodic extension of schedules.

We may simply write \( \text{mlat} \) when the particular schedule \( S \) is understood. We illustrate with the examples in Figure 2.
EXAMPLE 1 \((N=4,K=2)\)

\[
\begin{align*}
S_1 &= \{2,3\}, \{2,4\}, \{3,4\} \\
S_2 &= \{1,3\}, \{1,4\}, \{3,4\} \\
S_3 &= \{1,2\}, \{1,4\}, \{2,4\} \\
S_4 &= \{1,2\}, \{1,3\}, \{2,3\}
\end{align*}
\]

\[
\begin{align*}
\text{mlt}(R(S_1,0), R(S_2,0)) &= 1, & \text{mlt}(R(S_1,0), R(S_4,0)) &= 1, & \text{mlt}(R(S_2,0), R(S_4,0)) &= 2, \\
\text{mlt}(R(S_1,0), R(S_1,1)) &= 1, & \text{mlt}(R(S_1,0), R(S_2,1)) &= 1, & \text{mlt}(R(S_1,0), R(S_4,1)) &= 3, \\
\text{mlt}(R(S_1,0), R(S_2,2)) &= 2, & \text{mlt}(R(S_1,0), R(S_2,2)) &= 3, & \text{mlt}(R(S_2,0), R(S_2,2)) &= 2, \\
\text{mlt}(R(S_1,1), R(S_0,0)) &= 1, & \text{mlt}(R(S_1,1), R(S_0,0)) &= 2, & \text{mlt}(R(S_1,1), R(S_4,0)) &= 1, \\
\text{mlt}(R(S_1,1), R(S_2,1)) &= 1, & \text{mlt}(R(S_1,1), R(S_2,1)) &= 3, & \text{mlt}(R(S_1,1), R(S_4,1)) &= 1, \\
\text{mlt}(R(S_1,1), R(S_2,2)) &= 3, & \text{mlt}(R(S_1,1), R(S_2,2)) &= 2, & \text{mlt}(R(S_1,1), R(S_4,2)) &= 2, \\
\text{mlt}(R(S_2,0), R(S_0,0)) &= 1, & \text{mlt}(R(S_2,0), R(S_0,0)) &= 2, & \text{mlt}(R(S_2,0), R(S_4,0)) &= 1, \\
\text{mlt}(R(S_2,1), R(S_1,0)) &= 3, & \text{mlt}(R(S_2,1), R(S_1,0)) &= 2, & \text{mlt}(R(S_2,1), R(S_4,0)) &= 2, \\
\text{mlt}(R(S_2,1), R(S_2,0)) &= 2, & \text{mlt}(R(S_2,1), R(S_2,0)) &= 3, & \text{mlt}(R(S_2,1), R(S_4,0)) &= 3, \\
\text{mlt}(R(S_2,2), R(S_1,0)) &= 3, & \text{mlt}(R(S_2,2), R(S_1,0)) &= 2, & \text{mlt}(R(S_2,2), R(S_4,0)) &= 3, \\
\text{mlt}(R(S_2,2), R(S_2,0)) &= 2, & \text{mlt}(R(S_2,2), R(S_2,0)) &= 3, & \text{mlt}(R(S_2,2), R(S_4,0)) &= 4,
\end{align*}
\]

\[
\begin{align*}
\text{pmlat}(S_1, S_2) &= 3, & \text{pmlat}(S_1, S_3) &= 3, & \text{pmlat}(S_1, S_4) &= 3, \\
\text{pmlat}(S_2, S_0) &= 3, & \text{pmlat}(S_2, S_3) &= 3, & \text{pmlat}(S_2, S_4) &= 3, \\
\text{pmlat}(S_3, S_0) &= 3, & \text{pmlat}(S_3, S_4) &= 3, & \text{pmlat}(S_4, S_0) &= 3, \\
\text{pmlat}(S_4, S_3) &= 3, & \text{pmlat}(S_4, S_4) &= 3.
\end{align*}
\]

Figure 1.

Example 1, computation of \text{pmlat} values.

EXAMPLE 2 \((N=4,K=2)\)

\[
\begin{align*}
S_1 &= \{2,3\}, \{2,4\}, \{3,4\} \\
S_2 &= \{1,3\}, \{1,4\}, \{3,4\} \\
S_3 &= \{1,2\}, \{1,4\}, \{2,4\} \\
S_4 &= \{1,2\}, \{1,3\}, \{2,3\}
\end{align*}
\]

\[
\text{mlt}(R(S_1,0), R(S_2,0)) = \max(pmlat(i,j) : (i,j) \in P(N,2)) = \max(3,3,3,3,3,3) = 3
\]

(from example 1)

EXAMPLE 3 \((N=4,K=2)\)

\[
\begin{align*}
S_1 &= \{2,3\}, \{2,4\} \\
S_2 &= \{1,3\}, \{1,4\} \\
S_3 &= \{1,2\}, \{2,4\} \\
S_4 &= \{1,2\}, \{1,3\}
\end{align*}
\]

\[
\begin{align*}
\text{pmlat}(1,2) &= \max(1,1) = 1, \\
\text{pmlat}(1,3) &= \max(1,\infty) = \infty, \\
\text{pmlat}(1,4) &= \max(\infty,1) = \infty, \\
\text{pmlat}(2,3) &= \max(\infty,2) = \infty, \\
\text{pmlat}(2,4) &= \max(2,\infty) = \infty, \\
\text{pmlat}(3,4) &= \max(1,1) = 1
\end{align*}
\]

\[
\text{mlat} = \max(1,\infty,\infty,\infty,\infty,\infty,\infty,\infty,\infty).
\]

Figure 2.

Examples of \text{mlat} calculation.

Block-Interleave Scheduling

The next few results depend on a particular strategy for forcing links that we refer to as block-interleaved or BI scheduling. With this strategy we can use simple counting and pigeon hole arguments to prove that the schedule sets have finite \text{mlat} values. The idea is that given two schedules, use some number \(B\) of consecutive elements of one nodes schedule to point to the second node, and use every \(B\)th element of the second nodes schedule to point at the first node. We refer to these pointing methods as block-pointing and interleave-pointing, respectively. A schedule element will be termed \(i\)-linking if it contains \(i\).

Theorem 2. Let \(SS\) be a set of schedules all of period \(P\), and let \(B\) be an integer dividing \(P\) such that for every pair of schedules \(S_i\) and \(S_j\) from \(SS\), one of them, say \(S_i\) contains \(B\) consecutive \(j\)-linking elements, and the other \(S_j\) has \(P/B\) equidistant \(i\)-linking elements. Then \(\text{mlat}(SS) \leq P\).

Proof: Since \(S_i\) has \(P/B\) equidistant \(i\)-linking schedule elements, every \(B\) consecutive schedule elements of \(S_j\) has to include an \(i\)-linking schedule element. Thus regardless of rotations, the \(B\) consecutive \(j\)-linking elements of \(S_i\) will execute at the
same time B elements of S_i with at least one i-linking element also execute thus ensuring a link. By Theorem 1, \( mlat(S) \leq P \).

A simple method for generating schedule sets that incorporates the block-interleaved feature is demonstrated by the schedule set of Figure 3 (in the figure, blank element entries indicate that the particular entry is not important). Note that for every \( i \), \( S_i \) block points to all nodes \( j > i \), and interleave points to all nodes \( j < i \). By the preceding theorem, \( mlat \leq P = 0 \). We now investigate the relevant parameters for the block-interleaved strategy with the goal of \( mlat \) minimization in mind.

\[
\begin{align*}
S_1 &= \{2,3,4,5\}, \{2,3,4,5\}, \{2,3,4,5\}, \{2,3,4,5\}, \{6,7\}, \{6,7\}, \{6,7\}, \{6,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_2 &= \{1,3,4,5\}, \{3,4,5\}, \{3,4,5\}, \{1,6,7\}, \{1,6,7\}, \{1,6,7\}, \{1,6,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_3 &= \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_4 &= \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_5 &= \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_6 &= \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_7 &= \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{\ldots\}, \{\ldots\}, \{\ldots\}
\end{align*}
\]

**Figure 3.**

Simple Block-Interleaved Schedule Set.

\[
\begin{align*}
S_1 &= \{2,3,4,5\}, \{2,3,4,5\}, \{2,3,4,5\}, \{2,3,4,5\}, \{2,3,4,5\}, \{6,7\}, \{6,7\}, \{6,7\}, \{6,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_2 &= \{1,3,4,5\}, \{3,4,5\}, \{3,4,5\}, \{1,6,7\}, \{1,6,7\}, \{1,6,7\}, \{1,6,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_3 &= \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{1,2,3,4\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_4 &= \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{1,2,3,5\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_5 &= \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{1,2,3,6\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_6 &= \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{1,2,3,7\}, \{\ldots\}, \{\ldots\}, \{\ldots\} \\
S_7 &= \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{1,2,3,8\}, \{\ldots\}, \{\ldots\}, \{\ldots\}
\end{align*}
\]

**Figure 4.**

A Block-Interleaved Schedule Set Using Non-repeating Schedules.

Theorem 3. For the block-interleaved strategy, it is sufficient that the block size \( B \) satisfies \( B \geq (N-2)/(K-2) \) and that the period \( P \) satisfies \( P = B^2 \) to ensure \( mlat < 0 \). In this case, \( mlat \leq B^2 \). (** denotes the least integer greater than or equal to \( x \).)

Proof: Let \( K(i) \) and \( K_d(i) \) be the numbers of transceivers used in schedule \( S_i \) for block-pointing and interleave-pointing respectively, and let \( R = P/B \) (refer to figure 5 for opposed plots of \( K(i) \) and \( K_d(i) \)).

\[
K(i) + K_d(i) \leq K \tag{12}
\]

for all \( i \). Since schedule \( S_i \) has \( R \) blocks of \( K_d(i) \) block-pointing transceivers to block-point to \( N-i \) nodes, we require that \( K_d(i) \geq (N-i)/R \). Also, \( S_i \) has \( B \) schedule elements with which to fill each of the \( K(i) \) transceivers with interleave-pointing transceivers to interleave point to \( i-1 \) nodes, thus we require also that \( K(i) \geq i-1/B \). The boundaries of \( K_d(i) = (N-i)/R \) and \( K(i) = i-1/B \) highlight straight lines which must not cross if we require (12) (see figure 5). It is therefore enough to require the conditions defining the boundaries to hold only at the extremes \( i=2 \) and \( i=N-1 \). That is, to ensure (12) it is enough to have \( K_d(N-1)B = N-2 \), and \( K_d(N-1)R = 1 \) for the case \( B \leq R \), and for the case \( B > R \) it is enough to have \( K_d(2)R = N-2 \), and \( K_d(2)B = 1 \) (see figure 5). Now the requirement that (12) holds for all \( i \) becomes

\[
\max(K_i(N-1) + K_d(N-1), K_d(2) + K(2)) \leq K, \quad \text{or}
\]

\[
\max((N-2)/B + 1/B^2, 1/R + (N-2)/R^2) \leq K \tag{13}
\]

It suffices that

\[
\max((N-2)/R, (N-2)/B) \leq K-2. \tag{14}
\]

Thus \( B \geq (N-2)/(K-2) \) and \( R \geq (N-2)/(K-2) \) are sufficient. Taking \( B = R \), we obtain \( P = B^2 \).
Block-interleave Scheduling with Non-repeating Schedule Elements

It is possible to use the BI strategy with non-repeating (NR) schedules. Here, non-repeating is intended to mean that no schedule element is repeated within one schedule period, since the entire schedule is repeated periodically. To illustrate we use \( N = 7, K = 3 \), and \( B = 1 \) to come up with a schedule set NRBI with \( \mu_{\text{at}} \leq 12 \) (see figure 4).

We now investigate the additional requirements to be met for a block-interleaved strategy to be used with non-repeating schedule elements. We also define a notion of potential linkage, that is, the number of times a given schedule targets another node. More precisely, \( L(i,j) \) denotes the number of elements of schedule \( S_i \) that contain \( j \). In general, \( L_p(i,j_1,j_2,\ldots,j_p) \) denotes the number of elements of \( S_i \) that target the \( p \) nodes \( j_1,j_2,\ldots,j_p \). Recall the important parameters \( B,R \), the block length and number of blocks \( (R = P/B) \) respectively. We define \( TB(i) = \lceil (N-i)/R \rceil \) and \( TR(i) = \lceil (i-1)/B \rceil \), the per-block and per-interleave targeting requirements, respectively.

Theorem 4. If BI scheduling is done with NR schedules then it is necessary that \( B \leq \min_i L_{TB(i)} \) and \( R \leq \min_i L_{TR(i)} \) be satisfied.

Proof: Consider the linkage requirements of schedule \( S_i \). \( S_i \) block points to \( N-i \) nodes and has \( R \) blocks hence it suffices that each block point to at least \( TB(i) \) nodes. If \( S_i \) is to successfully link with these nodes then we should require that \( L_{TB(i)} \geq B \). More precisely, we require \( L_{TB(i)}(i,j_1,j_2,\ldots,j_p) \geq B \) where \( j_1,j_2,\ldots,j_p \) are the nodes targeted in a given block. A similar argument for the interleave requirements of \( S_i \) yields the condition \( L_{TR(i)} \geq R \). Taking minimums over \( i \), we obtain the conclusion.

The set of sufficient conditions certainly must contain the conditions \( B \leq \min_i L_{TB(i)} \) and \( R \leq \min_i L_{TR(i)} \). Consider again the block pointing requirements of \( S_i \). We showed that \( L_{TB(i)}(i,j_1,j_2,\ldots,j_p) \geq B \) where \( j_1,j_2,\ldots,j_p \) are the nodes targeted in a given block. Let \( l_{TB(i)} \) be another set of \( TB(i) \) nodes to be targeted by another block of \( S_i \). It is possible that some of the \( L_{TB(i)} \) schedule elements used for pointing to \( j_1,j_2,\ldots,j_p \) may also point to \( l_{TB(i)} \) causing a deficiency of elements usable in pointing to \( l_{TB(i)} \). In fact, given a fixed block, each of the remaining \( R-1 \) blocks may require some of the \( L_{TB(i)} \) schedule elements causing an even greater deficiency. In the worst distribution, these \( R-1 \) demands on a given schedule from other schedules are disjoint sets of schedule elements and therefore the total overlap of these other schedules with respect to the fixed schedule is \( L_{TB(i)}(R-1)L_{TB(i)} \). This must be greater than the block size to guarantee sufficient schedule elements for targeting in the worst case.

Conclusion

We have provided a measure \( \mu_{\text{at}} \) of schedule performance well suited to the initialization problem. \( \mu_{\text{at}} \) is measure of link acquisition that realistically treats the problem of unsynchronized satellites by computing the link time for the worst synchronization of every pair of satellites and returning the worst (largest) of these.

We have demonstrated good performance characteristics for the block-interleaved schedules without requiring that \( K \) be inordinately large. Since the period \( P \) is nearly \( N^2K^2 \) we see a trade-off of \( P \) and \( K \) which we may use as we like, probably preferring small \( K \). As for generation of the schedules themselves, it would seem an easy matter of allocation of the number of transceivers for use as block pointers and interleave pointers and then filling in the blanks until the node numbers are exhausted. We have also demonstrated that this strategy can accommodate non-repeating schedules thus providing a measure of robustness lacking in repeating schedules (figure 4).
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Abstract

Wavelength encoded fiber optic sensors typically employ broadband sources and an encoding scheme in which the value of the parameter of interest corresponds to the wavelength at which the transmission of light through the sensor is a maximum. A principal disadvantage of this technique is that the entire spectral distribution of light of the source and sensor output (the modulated signal) must be measured to determine the value of the measurand. A variation of the traditional signal decoding scheme, one using multiple discrete spectral sources and interpolating polynomials, is discussed. Experimental results are presented and compared with theoretical performance predictions.

Introduction

Fiber optic sensors have been developed to measure a number of different parameters such as temperature, pressure, magnetic fields, radiation and rotation. The measurand encoding techniques typically rely on interferometric or intensity modulation methods [1-4]. An alternative encoding technique, wavelength encoding, has been suggested and successfully demonstrated [5,6,7]. With this technique the value of the parameter being measured corresponds to the wavelength at which the transmission of light through the sensor is a maximum. In general, sensors utilizing this encoding scheme use a broadband light source; the wavelength of maximum transmission is determined by normalizing the spectral distribution of the sensor output with that of the source. A particular advantage of using this encoding scheme is that since it isn't specifically based on intensity variation, it isn't affected by variations in the output of the light source, such as intensity fluctuations. If the sensor also utilizes wavelength normalization (i.e., concurrent recording of the input and output spectra) this scheme is also insensitive to shifts in the source's spectral distribution of light.

One disadvantage of wavelength encoding is that to obtain the spectra of the light source and sensor output, a monochromator or similar device must be used, and the expense and bulk of such equipment may be prohibitive for many applications. Spillman and Fuhr used a reflective diffraction grating and a CCD linear camera array combination to obtain the needed spectra [6]. Such optical system designs, while effective, are unfortunately difficult to align and maintain. An alternative decoding scheme described here,
spectral sampling, eliminates the need to record the light source and sensor spectra entirely. While the spectral modulation encoding scheme is the same as in the aforementioned wavelength modulation schemes, in this technique multiple narrowband light sources are used to estimate the wavelength of maximum transmission.

**Theory**

The wavelength encoding sensor is based upon the introduction of a linear retardation into a light beam polarized at 45 degrees to the retardation axes. A typical sensor using this technique is shown in Figure 1. Collimated light from a broadband source is first passed through a polarizer set at an angle of 45 degrees with respect to the retardation axes. The light then encounters a transducer element whose retardation value depends on the parameter of interest, \( P \), and a second polarizer which is set at -45 degrees. For such an optical system with no excess losses, and an initial optical power distribution \( I_0(\lambda) \), the optical power distribution leaving the sensor is given as:

\[
I(\lambda) = \left[ \frac{I_0(\lambda)}{4} \right] \left[ 1 - \cos \left( \frac{2\pi R}{\lambda} \right) \right]
\]

(1)

where \( R \) is the retardation value in nm and \( \lambda \) is the wavelength in nm. The optical systems output spectral distribution \( I(\lambda) \) is therefore modified for various retardation values \( R \). The value of \( R \) can be chosen so that:

\[
R(P_o) = (2n + 1)\frac{\lambda_o}{2}
\]

(2)

where \( n \) is a positive integer and \( \lambda_o \) is the desired wavelength of maximum transmission when the parameter of interest is \( P_o \). The intensity maximum in equation (1) will occur when (setting \( n = 0)\):

\[
\frac{2\pi R}{\lambda_{\text{max}}} = \pi
\]

or

\[
R(P) = \frac{\lambda_{\text{max}}}{2}
\]

(3)

The wavelength at which the transmission of light through the sensor is a maximum can be determined by normalizing the output power distribution, \( I(\lambda) \), with the initial power distribution, \( I_0(\lambda) \), and then using a maximum value detection algorithm. If the wavelength of maximum transmission and the functional dependence of the retardation value of the parameter of interest are both known, the value of the parameter can be determined from Equation (3).

Rather than finding the wavelength maximum directly, it is possible to estimate where it occurs using interpolating polynomials [8]. Multiple narrowband light sources (such as a series of laser diodes) are used to find the relative intensities at several discrete wavelengths, \( \lambda_o, \lambda_1, ..., \lambda_n \) instead of using a broadband light source. Once these relative intensity - discrete wavelength data pairs have been obtained, a polynomial
can be fitted through them using a least squares or Lagrange polynomial algorithm. Mathematically, the encoding process is stated as the expression for the transmission of light through the sensor as a function of wavelength, namely

\[ F(\lambda) = \frac{I(\lambda)}{I_0(\lambda)} = \frac{1}{4} \left[ 1 - \cos \left( \frac{2\pi R}{\lambda} \right) \right] \]  

Given \( n+1 \) data pairs, this function can be approximated with a polynomial of, at most, order \( n \) such that:

\[ F(\lambda) \approx P_n(\lambda) \]  

where \( P_n(\lambda) \) is an \( n \)-th order polynomial. By setting the first derivative of this polynomial equal to zero, and solving the resulting equation using an appropriate root finding algorithm, the wavelength of maximum transmission can be determined. When the wavelength of maximum transmission is known the value of the parameter of interest, \( P \), can then be calculated using Equation (3).

**Experiment**

A fiber optic rotary sensor described previously [6] was used to test the viability of the spectral sampling encoding scheme. The sensor configuration used for this experiment is shown in Figure 2. The output of three lasers (Melles Griot HeNe laser, center wavelength: 632.8 nm, Sharp LT021MD0 laser diode, center wavelength: 781 nm, Toshiba TOLD9201 laser diode, center wavelength 668 nm) were coupled into 100/140 micron fibers, which were connected to a 3:2 splitter. One of the fibers leading from the splitter delivered approximately 10% of the light to a PIN detector; the light from the other fiber was collimated and delivered to a polarizer set at an angle of 45 degrees. The light passed through the transducer element of the sensor, which consisted of a stack of waveplates (total on axis retardation value: 1860 nm), mounted on a rotating base plate. The light then encountered a second polarizer, set at angle of -45 degrees. A second PIN detector was used to record the intensity of light at the sensor output. The retardation value of the transducer element is given by the expression:

\[ R(\Omega) = \frac{R_0}{\cos \Omega} \]  

where \( R_0 \) is the retardation value when the rotation angle of the waveplates, \( \Omega \), is zero. If the wavelength of maximum transmission is known, then the rotation angle can be calculated from the expression:

\[ \Omega = \cos^{-1} \left( \frac{3\lambda_0}{\lambda_{\text{max}}} \right) \]  

The experiment consisted of setting the waveplates to a known rotation angle and then turning on the lasers, one at a time, to determine the relative intensities of light transmitted each wavelength. These data points were plotted, and a second order polynomial was fitted through them. The wavelength maxima were then estimated as described above. Figure 3 shows a plot of the waveplate rotation angle versus the wavelength of maximum intensity for both the theoretical and experimental data. Once the wavelength
maxima were determined, the estimated rotation angles were calculated using Equation (7). Figure 4 shows a comparison between the actual and estimated rotation angles.

For this experiment the rotation angle of the waveplates was restricted to between 15 to 35 degrees (maximum full-scale error of less than 4%) to allow the wavelength maxima to occur in the range between the laser output wavelengths. A larger range of angles could be correctly detected, and possibly greater accuracy, if additional laser sources are used.

Conclusions

A fiber optic rotary sensor using a spectral sampling decoding scheme was demonstrated. The spectral sampling encoding scheme combines some of the advantages of intensity and wavelength encoding. Since the measurand is not directly encoded as an intensity modulation, this scheme is not affected by variations in the light intensity whether it is due to source variations or fiber connector or splice degradation. Demonstrations of the spectral mapping decoding technique with a wavelength encoded rotary position sensor showed performance levels equal to the previously demonstrated grating - CCD systems. The system proved simpler to align and more optically "stable" than the grating - CCD scheme. Rotation angles over a 20 degree range were correctly determined with less than 4% full-scale error. A greater range and accuracy is possible if additional light sources are used.

References

Figure 1. Schematic diagram of a typical wavelength encoded sensor.

Figure 2. Experimental configuration of a sensor using spectral sampling.
Figure 3. Plot of wavelength maxima vs. rotation angle. The solid line represents the theoretical curve, and the dashed line is the experimental data.

Figure 4. Plot of the actual vs. the inferred rotation angle of the waveplates.
Picosecond electrical pulses on coplanar transmission lines generated by femtosecond laser pulses have very sharp rising edges but longer tails dependent on the carrier lifetimes. It is difficult to limit the carrier lifetimes below one picosecond. To obtain enhanced far-infrared power in the frequency band above 1 THz a "frozen wave" design with fast alternation of rising edges from positive and negative lines is proposed. Details of the design are discussed.

Fig. 1: "Frozen wave" pulse generation in a triple strip line.
Opto-electronic Pulses

Opto-electronic pulses are usually generated by a laser pulse focussed between coplanar metallic transmission lines on a photoconductor such as Silicon or GaAs. The metallic strips have widths and separations of a few microns. One of the strips has a dc bias, the other is connected to ground. The charge carriers generated by the laser photons drift in the static electric field between the lines and are collected by the metal strips, thus forming the source of a transient electrical signal on the strips. The duration of this transient pulse is determined primarily by the carrier relaxations in the photoconductor. After completion of the laser pulse, which can be much shorter than a picosecond, the current may continue to rise by a redistribution of the carriers over the band states: carriers originally injected in states far from the band edges, where the mobility may be low, undergo elastic scattering which may lead to an increasing average mobility and lengthen the rise time of the pulse. However, by choosing the best photoconductor and by optimising the laser frequency it should be possible to keep this rise time shorter than a tenth of a picosecond. The decaying part of the pulse, on the contrary, can not be made shorter than about one picosecond. It is governed by the capture time of the charge carriers which is always longer than a picosecond, as shown in a recent review article of D.H. Auston(1). For example, radiation damage caused by bombardment with O\textsuperscript{−} ions can reduce the free carrier lifetime in Silicon drastically, but the effect levels off at implantation doses above \(10^{14}\) cm\textsuperscript{−2} and the limit lifetime is about one picosecond. It follows from these data that opto-electronic pulses have a minimum width of the order of one picosecond but the shape can be asymmetric, with a faster rising and a slower decaying edge. In principle therefore it should be possible to superimpose pulses of different polarity in such a way that a very sharp pulse is obtained. A realisation of this possibility by means of a multiple strip line is discussed in the following section of this paper. The multiple strip line is designed to generate a "frozen wave", a pulse train of which the fundamental pulse width as well as the number of pulses can be varied.

Multiple Strip Line Design

The basis structure of the design is shown in fig. 1.

The structure consists of three parallel conducting lines on a photoconductor substrate, with line widths and separation of the order of 10 microns. The central strip is grounded and the others are polarised with opposite d.c. potentials of the order of ten volts. The outer strips are deposited on a structure consisting of regular alternations of the bare photoconductor surface and insulating pads. The structure is arranged so that the central strip is exposed to currents injected alternatively from left and right. A laser pulse covering a region of many alternations will trigger simultaneously the flow of currents from the contact zones of the outer lines toward the central line and thus generate a "frozen wave" potential alternation which is propagated along the line with the wave velocity of the strip line structure. To obtain a fully developed wave train, with maximum amplitude, the length of the oxide pads must be adapted to the current rise time. For a wave velocity of \(10^8\) ms\textsuperscript{−1} and a current rise time of \(3\times10^{-13}\) s the oxide pads should ideally be 30 microns long. The advantages of this type of optoelectronic generator over the usual type with a single point-like source are obvious:

i) high frequency components of the spectrum are enhanced because the relatively slow current decay is replaced by an opposite current rise
ii) the overall length of the wave train is a design parameter and it is therefore possible to adjust the width of the far infrared spectrum
iii) larger laser powers are admissible because the laser beam is spread over a larger surface area.

A realisation of multiple strip line structures on radiation damaged Silicon on Sapphire was recently completed and the results of the tests will be published in the near future.
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Abstract

The problem is to produce suitable light pulses for time-of-flight laser range finders. These pulses can be achieved with a semiconductor laser and suitable pulsing electronics. The laser pulse should be square and of length 5-10 ns. Its time and amplitude jitter and change in shape should be as small as possible. Two types of transmitter electronics are studied here: an avalanche transistor with a delay line and a combination of an avalanche transistor and a VMOS transistor. Measurement results are shown for both types of transmitter. The latter type is shown to have significant advantages over the previous type and for these reasons provides an especially suitable transmitter circuit for a situation, in which it is desirable to be able to change the pulse current while keeping shape stable.

Introduction

A semiconductor laser is a suitable light source for TOF (time-of-flight) laser rangefinders at short and medium distances (< 100 m from passive targets, < 1 km from active targets) /Ahola82/, /Määtä88/. A laser rangefinder consists of a transmitter, a receiver, timing discrimination electronics and a time measuring unit. The properties of the transmitted optical pulse are important for the operation of the whole rangefinder, as the other parts of the rangefinder demand specific properties with respect to the shape and length of the laser pulse.

The relevant properties of laser pulsers are: fast variations in pulse power (amplitude jitter), slow variations in pulse power, time jitter and variations in the shape of the pulse. The effect of amplitude jitter on range measuring accuracy can be eliminated by using suitable means of timing discrimination (constant fraction discriminator, CFD). Variations in the shape of the laser pulses may affect the resolution and accuracy, because the operation of the CFD is adjusted for a certain shape and length of pulse, so that variations from these values may cause errors. The importance of time jitter depends on the type of time measuring system selected. When a digital time measuring system is used, time jitter is desirable and it often has to be increased by some means, so that the oscillators of the transmitter and the time measuring system are not in the same phase. With an analog time measuring system, however, the time between two successive pulses emitted from the transmitter should be stable. A change of temperature will cause a variation in the optical pulse power of the laser and, especially when avalanche transistors are used, changes in the shape of the pulse. Slow amplitude variations should be compensated for by changing the pulse current going through the laser, if desired, so that the optical pulse power remains unchanged.

The resolution of the distance measurement depends on the slew rate of the rising and falling edges of the pulses and the S/N ratio of the pulses received. In theory, both the rising and falling edges should be as fast as possible when both edges are used in timing discrimination. The length of the pulse should also be as short as possible, so that the temperature of the laser remains sufficiently low and high pulse frequencies can be used. The timing discriminator and the time measurement units usually consist of ECL logic circuits and fast amplifiers. The bandwidth of these circuits is limited to 200-500 MHz and this determines the minimum length of the light pulse. The pulses should be sufficiently long to ensure proper working of the timing discrimination and the time measurement electronics. In practice 5-10 ns has proved to be suitable length.

Fast switching elements are needed to produce fast laser pulses. These are usually avalanche transistors, bipolar transistors driven by fast amplifiers, MOSFETs or thyristors. Vertical MOSFETs are particularly promising components, with characteristics that are improving year by year. Power MOSFETs can handle high powers, currents and voltages and have a wide bandwith, amplification and high input impedance. Also, the turn-off delay in switching operation is short.

This paper first describes the traditional ways of producing current pulses for semiconductor lasers and then presents a new type of circuit, which combines an avalanche-transistor and a MOSFET. Some performance results obtained from the latter circuits are given.
Ways of producing current pulses for semiconductor lasers

Semiconductor lasers can be divided into two groups: CW (continuous wave) and pulsed lasers. A common type of the pulsed laser is the SH (single heterostructure) laser, which typically has a maximum pulse length of 200 ns, a driving current of 1 A - 50 A and a maximum duty factor of 0.2 %. Another type is the DH (double heterostructure) laser, which can be either a CW or a pulsed laser. The maximum duty factor of a pulsed DH laser is large compared with the SH types, 6 % at maximum. The optical pulse powers of the DH lasers vary in the range of 10 mW - 5 W and their driving currents in the range 100 mA - 5 A.

A general method for producing fast current pulses to low-impedance loads such as semiconductor laser, is shown in figure 1. A capacitor C is charged to a voltage V and connected to a laser with a fast switch. The slew rate and the maximum amplitude of the current pulse depend on the voltage switched, the capacitance of the capacitor, the inductances of the connecting leads and the internal resistance of the switch. When large currents are needed, the on-state resistance of the switch is usually the limiting factor. The width of the pulse can be adjusted by changing the width of the driving pulse of the switch (when the switch is a MOSFET), or changing the capacitance of the decharged capacitor (when the switch is an avalanche-transistor). A delay line can also be used as a decharged element, in which case the width of the current pulse is approx. twice the electrical length of the delay line.

A commonly used fast switch is a bipolar transistor, which makes use of the avalanche breakdown between collector and emitter/Silver67/,/Herden76/,/Rein77/ (figure 2). Avalanche transistors are normal bipolar transistors (usually fast switching transistors), which are used at an operating voltage much larger than the normally rated operating voltage. The rising time of a current pulse switched with an avalanche transistor is typically below 1 ns. In /Vanderwall74/ a rise time of 120 ps is achieved with a current amplitude of 40 A. When a capacitor is used as a decharged element and the properties of the avalanche transistor approach those of an ideal switch, the falling edge of the current pulse is exponential. When a delay line is used instead of a capacitor the pulse is square /Waugh81/. The characteristic impedance of the delay line must be adjusted to be the same as the impedance of the load, so that the pulse produced will be as symmetrical as possible, without reflections. The current switched is determined by the impedance of the delay line and the operating voltage. The delay line also has a few drawbacks. When its impedance need to be changed, the whole delay line must be constructed again. The delay line can be fabricated as a microstrip line, from separate components (capacitors and inductors) or from coaxial cables. The delay line is often large in size compared with the other parts of the transmitter. One drawback of an avalanche transistor is that the avalanche properties of a bipolar transistor may vary greatly between types and also between different examples of the same type. The life times of avalanche transistors can also be short, because their operating voltage is significantly larger than in normal operation and they are used to switch large currents.

Power MOSFETs are especially suitable for fast switches, because minority carrier storage time does not cause turn-off delay like as in bipolar transistors. In practice, the limiting factors for the slew rate of a pulse switched with a MOSFET are the time needed to charge the gate capacitances of the MOSFET and the voltage losses caused by the lead inductances. Vertical power MOSFETs, such as VMOSFETs and DMOSFETs, may have small on-state resistances and on the same time reasonable gate capacitances. Because of the vertical structure of the power MOSFETs they have a high current handling capability relative to their circuit area. Power MOSFETs can also tolerate high operating temperatures and their on-state resistance has a positive temperature coefficient, which ensures their safe operation when switching large currents. If it is desired that the rise time of the pulse switched with a MOSFET should be a few nanoseconds at maximum, the charging current of the gate capacitances must be several amperes, because the value of the capacitance between the gate and drain is multiplied by the Miller effect in the linear transfer region of the MOSFET.
Circuit A: a combination of an avalanche transistor and a delay line

The goal was to investigate the operation of several transmitter circuits, which would be suitable for pulse currents between 0.5 A and 5 A. Suitable light sources in this current region are LEDs and CW and pulsed DH lasers. The pulsing frequencies used were between 100 kHz and 1 MHz. The delay lines tested were a) a delay line consisting of two coaxial cables, b) a delay line constructed with capacitors and inductors, and c) a strip-line. The circuits were tested with resistive loads, and in the c) case, a LED. The measurements were made with a Tektronix 2465 oscilloscope with a bandwidth of 300 MHz. The input impedance of the oscilloscope was 50 Ω and the pulse was measured over a 1 Ω resistor connected in series with the load.

The avalanche transistors tested were the types 2N3704, 2N2369, 2N5179 and BFR96, selected on the basis of the literature /Vandre77/,/Andrews74/. The types 2N5179 and BFR96 seemed to be especially interesting. The Motorola 2N5179 transistor was measured to work in avalanche operation at supply voltages between 50 V and 100 V. A suitable voltage proved to be 60 V. The Philips BFR96 is an RF small signal transistor, the avalanche region of which started at a supply voltage of 30 V. A voltage of 48 V was used in the tests.

In the first circuit two 58 cm coaxial cables connected in parallel were used as a delay line, giving a characteristic impedance of 25 Ω. The avalanche transistor was of the type 2N5179 and the supply voltage was 60 V. When the load impedance was a resistor of approx. 20 Ω, the FWHM (full width half maximum) of the current pulse was 6.3 ns and, the rise time 1.3 ns and the pulse current 0.75 A (Figure 3).

In the second circuit the delay line was constructed with 22 nH inductors and 220 pF capacitors, and consisted of three LC pairs. The calculated characteristic impedance was 10 Ω. The avalanche transistor was of the type 2N5179 and the supply voltage was 60 V. The rise time, FWHM and amplitude of the current pulse measured with a 10 Ω load impedance were 2.2 ns, 6.3 ns and 2.3 A respectively (Figure 4). The fall time of the pulse was clearly slower than with the coaxial cables. This may be due to stray capacitances in the circuit. The rise time of the pulses with a separate component delay line was a little slower, than in the situation in which only one capacitor was used as a discharged element.

The third delay line was constructed from 75 μm thick circuit board. The characteristic impedance of this microstrip delay line was 3.5 Ω and the electrical length 10 ns. The characteristic impedance was calculated with the formula presented in /Coekin75/, p. 68. The avalanche transistor selected was of the type BFR96, the supply voltage of which was 48 V. The amplitude of the current pulse was 600 mA, the FWHM 11 ns and the rise and fall times of the pulse approx. 1 ns (Figure 5). The load used in this circuit was a LED of type Asea 1A117DH.

The current pulses achieved with these delay lines were of a suitable shape for transmitters for use in distance meters, but the physical dimensions of the delay lines became too large. This was especially true of the coaxial cable delay line, if small characteristic impedances are desired. One good feature of the microstrip delay line is that the characteristic impedance may be adjusted accurately by changing the line width.

Circuit B: a combination of an avalanche transistor and a VMOSFET

The goal in constructing the combination of an avalanche transistor and a MOSFET was to exploit the good characteristics of both. The large current pulse of the avalanche transistor charges the gate capacitances of the MOSFET rapidly, so that the rise time of the current pulse switched by the MOSFET is small. The load current can be changed by altering the supply voltage of the MOSFET.

The circuit is presented in Figure 6. The pulse to the MOSFET is taken from the emitter of the avalanche transistor. One part of the current going through the avalanche transistor, when switched from the off to the on state, goes through the emitter resistance to ground and one part charges the gate capacitances. Once the MOSFET has moved from the linear region to the saturation region, loading of the gate capacitances has very little effect on the on state resistance of the MOSFET. The
emitter resistance is chosen so that the gate capacitances will discharge at the same speed during switching from on to off as when charging from off to on. The width of the pulse can be altered by varying the value of the discharged capacitor of the avalanche transistor. A square switched pulse can be achieved with a suitable combination of capacitor and emitter resistance in the avalanche transistor.

The MOSFETs tested were Siliconix VN88F and International Rectifier IRF512. The VN88AF in particular has small gate capacitances compared with its high current handling capability and a small on-state resistance. According to the data sheets, the IRF512 reaches the saturation region at a smaller gate-source voltage than the VN88AF. The avalanche transistor was the 2N5179 in the circuit presented in figure 6. The supply voltage of the avalanche transistor was 60 V, which proved to be especially suitable, because the same voltage could be used to the MOSFET. The measurements proved that the larger gate capacitances of the IRF512 slowed down the rise time of the current pulse switched by it considerably. The IRF512 would probably have needed a larger driving current, than the 2N5179 was able to give. Consequently the VN88AF was used in this circuit. The load for measuring purposes was a pulsed DH laser, ITT LB1-02, protected against negative voltage spikes with two fast schottky diodes connected in parallel with it. The pulsing frequency of the circuit was 1 MHz, generated with an ECL oscillator. The outgoing pulse from the ECL circuit was used directly to drive the gate of the avalanche transistor.

The current pulse measured over the current limiting resistor of the laser is presented in the Figure 7. The rise time is 1.4 ns, fall time 1.4 ns and FWHM 6 ns. The effect of the rise time of the oscilloscope is taken into account in these values.

The amplitude of the current pulse to the load is presented in Figure 8. The values are measured using a pure resistive load, without a laser. The amplitude of the current pulse varied in the range 1:3 when the supply voltage of the MOSFET was altered in the range 1:5 (15-75 V). Figures 9 and 10 present measurements of the rise time and FWHM of the current pulse at varying MOSFET supply voltages. Because of the Miller effect, the rise time of the pulse varies a little when the supply voltage is changed.

The rise time, FWHM and amplitude of the current pulse as functions of temperature were measured in the temperature range -15 °C - +40 °C with a resistive load. The rise time and FWHM remained unchanged within the limits of measuring accuracy (Figures 9 and 10), but the amplitude decreased by 5 %, when the temperature was changed from -15 °C to +40 °C (Figure 8). This was probably caused by the positive temperature coefficient of the on-state resistance of the MOSFET.

The temperature dependence of the optical power of the laser was measured in two ways. The first measurement was performed by adjusting the supply voltage of the MOSFET so that the optical power of the laser remained unchanged, when the temperature was changed (Figure 11). The resulting variation in supply voltage was 10 % in the temperature range -40 °C - +20 °C. In the second measurement the supply voltage of the MOSFET was kept constant, in which case the optical power of the laser changed by 45 % in the same temperature range.

The measurement results show that the combination of an avalanche transistor and a VMOSFET produces a practicable transmitter circuit, as the shape of the pulse changes only slightly upon alteration of the supply voltage of the MOSFET or the ambient temperature. The width of the current pulse decreases by 15 % when the pulse current is changed from 1.3 A to 4.5 A. This happens, because the on-state resistance of the VMOSFET increases in larger currents. At the same time, the rise time varies in the range of 1.15 ns - 1.45 ns. This is mainly due to the Miller effect in the operation of the VMOSFET. Changing the temperature does not significantly affect the FWHM or the rise time of the current pulse, but it does affect the peak amplitude of the pulse current. If higher currents are needed, several VMOSFETs can be connected in parallel, but the type of avalanche transistor must also be changed in order to increase the value of the current injected into the gates of the MOSFETs. The properties of the MOSFETs must be matched in some way, otherwise they do not switch on at the same time and the value of the current does not increase. One possibility is to measure the values of the parameters $V_p$ and $I_{on}$ for each VMOSFET and select those components which have same parameter values.
Conclusions

It is concluded, that the first transmitter circuit type, an avalanche transistor with a delay line, has only limited possibilities to change the pulse current. If the width of the pulse must be changed, the whole delay line must be constructed again. Also the size of the delay line is often too large. The new pulser type presented, an avalanche transistor and a VMOSFET, has some advantages over the previous type. The pulse current can be changed in the range of 1 A - 4.5 A without changing the components. In this current range, the shape of the pulse remains almost stable. Temperature variations affect only slightly to the amplitude of the pulse current and no significant effects can be detected in the width or rise time of the pulse. If higher power levels are needed, several MOSFETs can be connected in parallel. At the same time, the current of the driving pulse must also be increased in order to ensure fast switching speeds. The circuit is suitable for a general type of transmitter and for eliminating variations in the optical power of the laser in response to temperature changes.
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ABSTRACT

We have demonstrated that CO2 laser radiation can be used to recrystallize deposited amorphous silicon films into epitaxial layers. Normal furnace annealing of these amorphous silicon films leads to the formation of polycrystals, rather than a single-crystal, due to the presence of impurities and the native oxide at the amorphous/crystalline interface. Using CO2 laser pulses, defect-free epilayers were formed with thicknesses greater than 15000 Å, which is much larger than the previous work reported with Nd:YAG and ruby lasers.

INTRODUCTION

Epitaxial growth of amorphous silicon layers on silicon can be achieved by thermal annealing if the samples have intrinsically clean interfaces [1]. However, when the amorphous films are deposited onto crystalline silicon substrates in a conventional vacuum chamber (10^-6-10^-7 Torr during evaporation), there are contaminants at the interface of the amorphous film and single-crystal substrate. Thermal annealing of these samples leads to the formation of polycrystalline films, instead of epitaxial regrowth. Laser pulses from a Nd:YAG (at 1.064 and 0.532 µm) [3-4] and a ruby (at 0.694 µm) [5-7] laser have been successfully used to induce epitaxial regrowth of amorphous silicon layers that were vapor-deposited onto single-crystal silicon. At these wavelengths the laser radiation is strongly coupled to the amorphous Si, and a thin surface layer having a thickness of several hundred to a few thousand angstroms is heated to high temperatures by the pulse. For pulse-energy densities exceeding a threshold value, the entire film is melted and liquid-phase epitaxial regrowth occurs from the underlying single-crystal substrate. For film thicknesses less than about 5000 Å, one can obtain a defect-free epitaxial layer for Si substrates cleaned by a variety of techniques, including HF oxide removal [3,6], argon ion sputtering [5], and argon ion sputtering followed by a high-temperature anneal [4]. However, for film thicknesses greater than about 5000 Å, it is difficult to deposit enough pulse energy in the amorphous layer to completely melt through the layer without causing surface decomposition due to vaporization.

In this paper results are reported showing that epitaxial regrowth of amorphous Si films can also be achieved using a pulsed CO2 laser operating at a wavelength of 10.6 µm. At this wavelength high-resistivity amorphous Si is relatively transparent, and the energy contained in the laser pulse is absorbed via free-carrier transitions within the underlying doped single-crystal substrate. For heavily doped crystalline silicon, the absorption coefficient at 10.6 µm is in the range of 10^4-10^5 cm^-1, and the pulse energy is deposited within a depth of several thousand angstroms below the amorphous Si film. At sufficiently high CO2 pulse-energy densities, the temperature of the crystalline Si near the amorphous/crystalline Si interface exceeds its melting point (1410 °C). Because the melting point of amorphous Si is about 200 °C less than crystalline Si, the heat transport from the hot (~ 1410 °C) buried layer rapidly drives the melt front from the a-Si/c-Si interface toward the free surface. For all the layer thicknesses studied in this work, the melt front is driven throughout the entire a-Si film whenever there is melting of a portion of the crystalline substrate. Solidification of the molten layer occurs by homoepitaxy from the underlying liquid/solid interface. Using CO2 laser pulses, we have demonstrated that amorphous silicon films having thicknesses exceeding 15000 Å can be crystallized, which is a factor of three larger than the maximum thickness achieved with a Nd:YAG or ruby laser.
EXPERIMENT

The samples used in this study are 340-μm-thick, boron-doped (111) single-crystal silicon which, prior to ion implantation, had a bulk resistivity of 0.0073 Ω-cm. This corresponds to a hole concentration of about 2.3 x 10^19 cm^-3. The samples were ion implanted on one side by 75As+ at an energy of 260 keV to a dose of 2 x 10^16 cm^-2, resulting in an arsenic profile that is peaked at 1410 Å from the surface and has a standard deviation of 540 Å. The arsenic implantation produces an amorphous layer with a thickness of about 2150 Å, followed by a narrow band of dislocations. The samples were next thermally annealed at 873 K for fifteen minutes to induce solid-phase epitaxial regrowth of the amorphous layer and to increase the fraction of electrically active arsenic. This step greatly increases the coupling of the CO2 laser radiation to the arsenic-implanted layer.

The arsenic-implanted wafers were cleaned prior to evaporation by sequential immersions in basic and acidic peroxide solutions to remove organic and metallic contaminants. The wafers were next immersed in a solution of HF:H2O (1:10) and then rinsed in deionized water. Within a few minutes, the samples were loaded into an evaporator. The evaporation was carried out at a pressure of about 10^-6 Torr. High-purity polycrystalline silicon was deposited onto the substrates by an electron-gun vapor source. The thicknesses of the evaporated high-resistivity amorphous layers ranged from 5000 to 35000 Å for the different runs.

Laser irradiation was performed with a gain-switched, TEA CO2 laser operating a wavelength of 10.6 μm. The laser was operated with a low nitrogen content in the gas mix, so that the amplitude of the long tail on the pulses could be greatly suppressed. About 70 % of the energy in each pulse was contained in the form of a nearly Gaussian peak of 60-ns duration (FWHM). The remaining 30 % of the pulse energy was in a second pulse that was delayed by about 300 ns from the first pulse and had a duration of 250 ns (FWHM).

The output pulse was diverged by a spherical convex mirror with a 1-m radius of curvature. The diverging beam was later collimated by a spherical concave mirror with a 2-m radius of curvature. The collimated beam then impinged on a CO2 laser beam integrator which spatially homogenized the beam to within ±10%. The dimensions of the laser pulses were 12x12 mm in the target plane of the integrator. The energy density at the sample surface was adjusted by using additional lenses to change the pulse size and linear attenuators to change the total energy in each pulse. A photon-drag detector and volume absorbing calorimeter were used to measure the intensity and energy of the laser pulses, respectively.

The absorption coefficient of the CO2 laser radiation in the thin (~2500 Å) arsenic-implanted layer is about 5 x 10^4 cm^-1, while the absorption coefficient in the high-resistivity amorphous layer at the surface is less than 100 cm^-1.[8-9] Thus, the deposition of the pulse energy is predominantly near the interface of the ion-implanted substrate and the amorphous layer. (This relatively weak coupling of the CO2 laser light in the amorphous layer is in contrast to the strong coupling of Nd:YAG, ruby, and excimer lasers, where the absorption coefficient in amorphous Si is much larger than the absorption coefficient in crystalline Si.[10])

The samples were irradiated in air by CO2 laser pulses at different energy densities. Cross-section transmission electron microscopy was used to study the microstructure of the near-surface region. Van der Pauw measurements were conducted to determine the electrical properties of the epilayer.

RESULTS AND DISCUSSION

The precise manner in which the amorphous layer changes is best illustrated by cross-section transmission electron microscopy (TEM). The top, middle, and bottom photos in Figure 1 show TEM micrographs of three cross-sectioned specimens that were irradiated at pulse-energy densities (EL) of 4.4, 5.1, and 7.2 J/cm^2, respectively. Each of the samples had a 15000-Å layer of amorphous Si deposited prior to irradiation. For EL=4.4 J/cm^2, the amorphous layer is converted to polycrystalline Si.
The grain size of the polycrystals are smallest near the original a-Si/c-Si interface, and they grow as one moves from the buried interface toward the free surface. With increasing $E_L$, the grain size coarsens and the layer of large-grain polycrystals penetrates through the entire amorphous layer (see Fig. 1b). At still higher values of $E_L$, single-crystal material is produced, although for some samples a few dislocations are present (e.g., see Fig. 1c). For pulse-energy densities exceeding about 7 J/cm$^2$, the microstructure is typically free of extended defects for a 15000-Å-thick amorphous film.

Based on the TEM micrographs shown in Fig. 1, it is possible to envision progressive heating of the amorphous and arsenic-implanted layers as the energy density of the incident CO$_2$ laser radiation is increased. For $E_L$ between about 4 and 6 J/cm$^2$, the region near the a-Si/c-Si interface is heated beyond the melting point of a-Si, but the temperature is still too low for melting of the c-Si. Since the molten

Figure 1. The top, middle, and bottom photos show cross-section TEM micrographs of samples that were irradiated at $E_L = 4.4$, 5.1, and 7.2 J/cm$^2$, respectively.
amorphous Si layer is screened from the single-crystal substrate by its native oxide and contaminants at the interface, epitaxial growth is prevented and polycrystals are formed during solidification. For $E_L$ greater than 7 J/cm$^2$, both the amorphous and arsenic-implanted layers are melted by the pulse. The melt front extends from below the buried band of dislocations in the arsenic-implanted layer up to the free surface. The melting of the amorphous/crystalline interface causes dispersion of the contaminants and native oxide layer initially present at the a-Si/c-Si interface. The melted region recrystallizes from the underlying single-crystal substrate by liquid-phase homoepitaxy, resulting in a defect-free layer at the surface.

Van der Pauw measurements were performed on the specimens to determine the changes in the electrical properties of the epilayer after irradiation. For pulse-energy densities less than about 6.4 J/cm$^2$, the epilayer still had a high resistance, although the TEM images indicated that the amorphous layer had been converted to polycrystals. For higher values of $E_L$, large changes in the electrical properties were observed. For example, at $E_L$=7.2 J/cm$^2$ the electron concentration was 1.68 x 10$^{16}$ cm$^{-2}$, the carrier mobility was 57 cm$^2$/V-s, and the sheet resistivity was 6.6 $\Omega$/sq. These changes in the electrical properties can be understood if the arsenic dopants in the implanted layer were prevented from diffusing through the a-Si/c-Si interface for $E_L$ less than about 6.4 J/cm$^2$. At higher values of $E_L$ so that the arsenic-implanted layer was also melted by the laser pulse, the arsenic atoms contained in the buried ion-implanted layer diffused throughout the entire molten layer, and they were trapped in substitutional sites (i.e., electrically activated) as the liquid-solid interface receded back to the free surface.

Amorphous Si films with thicknesses of 35000 Å were also irradiated with CO$_2$ laser pulses. At a pulse-energy density of 5.5 J/cm$^2$, the amorphous layer was converted to polycrystals, analogous to the results discussed earlier for 15000-Å amorphous films. At values of $E_L$ exceeding about 8 J/cm$^2$, the buried arsenic-implanted layer was also melted, and regions of nearly defect-free single-crystal Si were formed. Unfortunately, the TEM images also revealed several cracks in the epilayer, which are unacceptable for device applications. Since the density of hot and molten silicon is different than crystalline silicon at room temperature, the rapid heating and melting of the buried arsenic-implanted layer causes large thermally induced stress in the epilayer, which is probably responsible for the fracturing of these samples.
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DEFECT FORMATION IN FUSED SILICAS DUE TO PHOTON IRRADIATION AT 5 AND 50 EV
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Abstract

We have compared the paramagnetic defect formation in two types of pure fused silica glass irradiated with intense photon fluxes at 5 eV (KrF laser) and 50 eV (undulator beam from Aladdin Synchrotron Light Source), using electron paramagnetic resonance spectroscopy with a frequency of 9.7 GHz and sample temperatures of 110 and 300K. The 5 eV photons produce approximately $10^{14}$ paramagnetic defects per photon and the 50 eV photons produce approximately $10^5$ defects per photon. The ratio of $E'$ centers to oxygen related centers is 10 times greater for 5 eV photons than for 50 eV photons in type III silica.

Introduction

Intrinsic defects in silicas have drawn considerable attention since Weeks initially identified and characterized the $E'$ center in 1956. This attention results from increased understanding of the scientific and technological importance of defects in a wide variety of materials. Many questions about defects in SiO$_2$ have not been resolved. Defects affect several important applications of silicas. These include optical fibers, both core and cladding regions, and VLSI's (Very Large Scale Integrated Circuits) in which SiO$_2$ functions as an insulator or passivating layer.

Many interesting phenomena have been discovered with improvements of brightness, pulse duration and the wavelength-tunability of light sources. Stathis and Kastrins reported that different defects are created in silicas by 5.0, 6.4, and 7.9 eV photons from excimer lasers whose energies are all smaller than the bandgap energy of silica, which is almost 10 eV. They found that 5.0 eV photons are the most efficient in producing $E'$ centers. They also observed that 7.9 eV photons introduced different defects in dry and wet silicas.

The purpose of this work was to determine the relative and absolute efficiency of 5 and 50 eV photons in producing intrinsic defects in silicas. Five eV photons were produced by a KrF excimer laser and the 50 eV photons were produced by the undulator beamline of Synchrotron Radiation Center at Madison, Wisconsin.

Experimental Procedure

The silica samples consisted of Type III and IV high-purity synthetic silicas, specifically Suprasil W1 (dry), which contains about 5 ppm OH by weight, and Suprasil I (wet), which contains 1200 ppm OH. Total metallic impurities were of the order of 1 ppm.

Samples were cut from a 30 mm diameter and 1 mm thick disk to the dimensions 5 mm x 18 mm x 1 mm. The samples were cleaned, mounted on a sample holder attached to a manipulator, and inserted into an UHV (Ultra High Vacuum) chamber for the 50 eV irradiations. Several samples were mounted on the same holder. The same optical geometry for each sample was achieved by changing the height of the sample holder inside the UHV chamber. The experimental setup is shown in Fig. 1. The vacuum was kept at $10^{-9}$ torr during the 50 eV exposure at room temperature. For the 5 eV exposure, 50 mJ/cm$^2$ unfocused KrF excimer laser beam was used to expose the sample in air at room temperature. The total number of shots was $10^{16}$.

1020
The types and concentrations of paramagnetic defects produced by 5 and 50 eV light were measured by electron paramagnetic resonance spectroscopy (Brucker ESR 200 at 9.7 GHz). The E' centers (singly charged oxygen vacancies) and oxygen-related centers were monitored at room temperature and 110K, respectively. The number of defects in silica was determined by comparison with a standard sample (a Brucker strong pitch secondary standard) whose paramagnetic state concentration was known. The error in the relative numbers of paramagnetic defects was ± 10%. The absolute numbers of paramagnetic centers has an error estimated at ± 100%.

The flux of 5 eV photons incident on a sample was determined through calculations based on measurements of power density and total number of pulses. The total number of 50 eV photons was also calculated from the exposure time and the photon flux. The photon flux was calculated from measurements of current produced in a calibrated gold diode and the photoelectric yield on gold. The flux of 50 eV photon was \( (1.1 \pm 0.1) \times 10^{18} \) photons per mm diameter spot per minute.

The irradiated volume was calculated from the \( 1/e \) penetration depth of 50 eV photons in silica and the beam diameter. The \( 1/e \) penetration depth was assumed to be 3.2 \( \mu m \) and the beam diameter was 1 mm. Seven to fourteen spots were irradiated on each sample. We estimate the uncertainty of the diameter of the beam size as ± 30% when the distribution of photons across the beam is taken into account. The photon energy is lower than the bandgap energy in the case of the 5 eV photons; hence, the irradiation volume is the entire sample.

Results

Paramagnetic resonance spectra of E' centers and oxygen related (OR) centers, including peroxy radicals and non-bridging oxygen hole centers were detected in both 5 and 50 eV irradiated silica. The concentrations of defects of each type in each sample were calculated from measurements of the number of defects and the irradiated volume. The defect formation rate per photon was obtained by dividing the total number of defects by the total number of photons.

The concentrations of defects, the defect formation per photon, the ratio of E' center to OR centers, and the total number of photons used in exposure are all listed in Table I and II.

The 50 eV light created about \( 10^{15} \) E' centers per cm\(^3\) and about \( 10^{13} \) OR centers per cm\(^3\) in both dry and wet silicas. The formation rate of E' and OR centers are \( 10^4 \) and \( 10^5 \) per photon respectively. The ratio of E' center to OR center is three times higher in wet silica than dry silica.

The 5 eV photons introduced about \( 10^{16} \) E' centers in both samples. These photons induced approximately 30 times higher concentration of OR centers in dry silica \( (6.0 \times 10^{13}) \) than in wet silica \( (1.7 \times 10^{13}) \). The formation rate of E' center is about \( 10^{12} \) per photon in both silicas, and \( 6 \times 10^{13} \) and \( 1.6 \times 10^{15} \) OR center per photon in Suprasil \#1 and Suprasil 1, respectively. The E'/OR Center ratio is 50 times higher in wet silica than dry silica and has the same trend as in 50 eV irradiated silica.

Discussion

A flux of \( 10^{16} \) 50 eV photons create the same order of magnitude of E' and OR centers as \( 10^{26} \) 5 eV photons. The absorption coefficient for the 5 eV photons in silica is about \( 7\times 10^{13} \) cm\(^{-1}\) whereas all the 50 eV light is absorbed. Taking this difference in absorptivity into account, the 50 eV light produces \(-10^5\) to \( 10^6 \) more defects than the 5 eV light.

Three possible reasons may explain this difference in defect formation per photon between the 5 and 50 eV photons. First, E' center formation by 5 eV photons may be due to a two photon process. If this is the case, the low absorptivity for a two photon process, which is \( 2 \times 10^3 \) cm\(^{-1}\) would result in an absorptivity of \(-10^7 \) cm\(^{-1}\). Thus, the ratio absorptivities for 5 eV and 50 eV photons is approximately \( 10^{10} \). The ratio of paramagnetic states produced by 5 eV to 50 eV photons is \(-10^{-12} \). Thus, the 50 eV photons produced \(-100 \) times more...
paramagnetic defects than did the 5 eV photons. Second, Arai et al.\textsuperscript{11} suggested that the E' center induced by 5 and 6.4 eV light is through hole capture at precursor sites. At a flux of $10^{19}$ 6.4 eV photons cm\textsuperscript{-2}, the onset of saturation of E' centers was observed. This saturation effect may also occur for 10\textsuperscript{20} 5 eV photons cm\textsuperscript{-2}. In addition, the 50 eV photons may produce new E' and OR centers by Si--O bond breaking. The threshold energy for Si--O bond breaking is about 8.5 eV;\textsuperscript{13} hence, in case of 50 eV photons we assume that their energy is sufficient to break Si--O bonds. Bond breaking process may well explain why 50 eV light produces 2 or 3 orders more defects in silica than 5 eV light.
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Figure 1. Schematic of the Experimental Geometry for 50 eV Irradiation
### Table I Silicas Irradiated by 50 eV Light from Synchrotron

<table>
<thead>
<tr>
<th>Silicas</th>
<th>$E'$ (cm$^{-3}$)</th>
<th>ORC (cm$^{-3}$)</th>
<th>$E'/\text{Photon}$</th>
<th>ORC/Photon</th>
<th>$E'/\text{ORC}$</th>
<th>Total Photons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sup W1</td>
<td>1.1x10$^{15}$</td>
<td>6.4x10$^{13}$</td>
<td>3.0x10$^{-4}$</td>
<td>1.8x10$^{-5}$</td>
<td>17</td>
<td>3.7x10$^{18}$</td>
</tr>
<tr>
<td>Sup 1</td>
<td>3.3x10$^{15}$</td>
<td>6.7x10$^{13}$</td>
<td>4.5x10$^{-4}$</td>
<td>0.9x10$^{-5}$</td>
<td>49</td>
<td>7.4x10$^{18}$</td>
</tr>
<tr>
<td>Error</td>
<td>(±40%)</td>
<td>(±40%)</td>
<td>(±50%)</td>
<td>(±50%)</td>
<td>(±20%)</td>
<td>(±10%)</td>
</tr>
</tbody>
</table>

5.3x10$^{17}$ photons per 5 mins per 1 mm dia. beam size

The penetration depth for 50 eV photon in silica is 3.2 μm

### Table II 5 eV (248 nm) KrF Excimer Laser Irradiated Silicas

<table>
<thead>
<tr>
<th>Silicas</th>
<th>$E'$ (cm$^{-3}$)</th>
<th>ORC (cm$^{-3}$)</th>
<th>$E'/\text{Photon}$</th>
<th>ORC/Photon</th>
<th>$E'/\text{ORC}$</th>
<th>Total Photons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sup W1</td>
<td>6.8x10$^{15}$</td>
<td>6.0x10$^{14}$</td>
<td>6.0x10$^{-15}$</td>
<td>6.0x10$^{-14}$</td>
<td>10</td>
<td>7.8x10$^{26}$</td>
</tr>
<tr>
<td>Sup 1</td>
<td>8.5x10$^{15}$</td>
<td>1.7x10$^{13}$</td>
<td>8.0x10$^{-15}$</td>
<td>1.6x10$^{-15}$</td>
<td>500</td>
<td>7.8x10$^{26}$</td>
</tr>
<tr>
<td>Error</td>
<td>(±40%)</td>
<td>(±40%)</td>
<td>(±50%)</td>
<td>(±50%)</td>
<td>(±20%)</td>
<td>(±10%)</td>
</tr>
</tbody>
</table>

50mJ per cm$^2$ per shot, total shots 10$^{10}$, total photons on .5 x .5 x .3 cm$^3$ = 7.8x10$^{26}$

The absorption coefficient of 5 eV photon in silica is about 7.0 x 10$^{-3}$ cm$^{-1}$

Oxygen Related Centers (ORC) include Peroxy Radicals (POR) and Non-Bridging Oxygen Hole Centers (NBONC)
BOILING PROCESS IN PMMA IRRADIATED BY A CO\textsubscript{2} LASER RADIATION
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Abstract

When irradiated by a low fluence CO\textsubscript{2} laser radiation, a PMMA plate becomes mat. The damage results from the in-depth absorption of the laser light, which yields a microscopic boiling process. The occurrence threshold of this boiling process has been measured as a function of the incident power density. These results allow for the quantitative analysis of the laser burning patterns in order to determine the power density distribution of CO\textsubscript{2} laser beams.

A polymethylmetacrylate (PMMA) plate is widely used by the laser community as a simple diagnostic tool in order to get some information (at least qualitative) about the characteristics of a CO\textsubscript{2} laser beam.

In several cases, the depth (or the volume) of ablated material has been used as a quantitative measurement of the fluence (or the energy) of the beam. The ablated surface exhibits a mat aspect, even if the fluence is small and the ablated depth cannot be measured. In this last case, the currently available information about the beam is only qualitative and the size of the mat surface states only that the laser radiation has hit the plate.

We have studied the cause of the mat aspect of the laser impact on PMMA and measured the fluence threshold of appearance of the mat aspect as a function of the power.

Laser-Induced Boiling in PMMA

When the surface of a CO\textsubscript{2} laser burning on PMMA is observed under a microscope (magnification of 100), it can be seen (fig. 1) that it is sprinkled with small bubbles, the sizes of which are in the range of about 10 micrometers. These bubbles show that the interaction does not consist simply in a surface vapourization, but in a volume boiling process.

Generally, the liquid-to-vapour phase change occurring in laser material interaction is a surface vapourization process, mainly because the absorption depth of the laser beam in the material is very small (in metals for instance).

In several dielectrics, however, boiling processes have been reported\textsuperscript{2,3}; they are caused by the in-depth absorption of the laser light, resulting in a in-depth heating.

Absorption of light, heating and destruction processes

Let us first consider the heating process. The absorption of a monochromatic and parallel light beam by a plate of homogeneous and isotopic material is described by the Lambert-Beer relation: \( I = I_0 \exp (-az) \) where \( a \) is the absorption coefficient (in cm\textsuperscript{-1}). The absorption length \( L = 1/a \) gives the depth in which about half of the beam power is absorbed and transformed into heat. Considering the limit case where the interaction duration and the conduction of the material are small, the heat transfer by conduction can be neglected and the temperature profile is given by:

\[
T(z) = \frac{\alpha I_0 \exp (-az)}{\rho C_p}.
\] (1)

The absorption length \( L \) is the depth of material where the temperature is about half the surface temperature ("thermal wave"); it is independent of the time.

Considering now an opaque material (light is absorbed at the surface); the temperature profile is given by:

\[
T(z) = I_0 D \cdot \text{i} \text{erfc} (z/D)/K
\] (2)

in this expression, \( D \) is the diffusion length, equal to \( D = 2\sqrt{\alpha t} \); \( D \) is time-dependent: the thickness of the thermal wave is proportional to the square root of the time.
The comparison of these two distances L and D allows for determining the time ranges of two regimes occurring successively:

- for short interaction duration \( t \ll 1/(4\alpha^2K) \)
  absorption-dominated process
- for long interaction duration \( t \gg 1/(4\alpha^2K) \)
  conduction-dominated process

Taking now into account the destruction process, let us assume that in all cases, it occurs by surface vapourization at a constant temperature \( T_v \). After the heating phase, the vapourization begins and a steady-state ablation regime builds up. Literal expressions can be found for the steady-state temperature distributions for the two limit cases:

- absorption-dominated process:
  \[
  T_z = A \exp \left( -\frac{C_p I_0 z}{K\alpha} \right) - B \exp \left( -\alpha z \right)
  \]
  \( A \) and \( B \) being two constants depending upon \( I_0 \) and \( \alpha \)

- conduction-dominated process:
  \[
  T_z = T_v \exp \left( -\frac{C_p I_0 z}{K\alpha} \right)
  \]

While the latter gives a continuously decreasing temperature in the material, the absorption-dominated process yields a peak temperature higher than the surface (vapourization) temperature inside the material. A boiling process is then likely to occur on seeds present in the material. For PMMA, these seeds can be the ends of the polymer chains.

Computation of the temperature distribution

The absorption coefficient and the ablation enthalpy have been measured for PMMA and CO\(_2\) laser radiation in order to get input parameters for a numerical calculation of the temperature profile in the material.

The thin samples of PMMA needed for measurement of the absorption coefficient have been obtained by two techniques:

- 1\% PMMA powder is mixed with 99\% KBr powder and pressed together in order to give an IR spectroscopic sample;
- PMMA is dissolved in a solvent, which is then poured on a Hg-filled cup and vapourized in order to get a thin and flat film.

The spectra showed on fig. 2 are obtained and allow for calculation of the absorption coefficient. A value of 250 cm\(^{-1}\) has been measured.

By weighting the mass losses of PMMA samples irradiated by CO\(_2\) laser radiation with a power density of 100 W/cm\(^2\) and different durations, the actual ablation rate has been measured; a value of 2500 J/g has been obtained.

These two experimental values have been incorporated in a numerical computation giving the temperature profile in the material. The assumptions are:

- a one-dimensional phenomenon, with semi-infinite target and constant power density over the whole surface,
- constant thermal and optical parameters,
- the only phase change is a solid to vapour process occurring at a constant temperature at the surface of the material.

One result is shown on fig. 3. It can be seen that the in-depth temperature rises well above the surface temperature. In this overheated depth, the boiling process takes place.

Coming back to the transition between the absorption regime and the conduction regime, it can be noticed that this occurs at a time of \( (4\alpha^2K)^{-1} \), that is about 3 ms.

Qualitative analysis of the boiling process

A high-speed video camera (Spin 2000) the objective of which has a field of view of 0.5 mm allows us to get an insight into the boiling process. The test set-up is shown on fig. 4; fig. 5 shows several views obtained with this device during one test with a power density of 30 W/cm\(^2\).

Three different periods can be seen:

- the heating period, at the end of which a surface vapourization takes place;
- the sudden occurrence of small bubbles trapped under the surface; a short time after, these bubbles grow and burst at the surface: the boiling process begins - a steady state takes place, with a violent boiling at a microscopic scale;
at the end of the irradiation, the boiling material freezes and bubbles remain trapped in the material; the average dimension of these bubbles is about 10 μm. This gives to the surface the characteristic mat aspect.

**Fluence threshold of appearance of the bubbles**

The fluence threshold of appearance of the bubbles and of damage of the surface has been studied as a function of the power density.

The experimental set-up is described by the scheme on fig. 6: a "beam integrator" gives a constant power density on the target. It consists in four plane mirrors mounted in order to form a light channel with a square cross-section. The laser beam is focused at the entrance of this device, with an angle yielding about three reflexions for the outer rays of the laser beam. The statistical mixing of the different rays produces a fairly flat power density distribution at the square exit of the channel. The exit is imaged on the target with a lens allowing for adapting the power density or the size of the laser spot to the target. The main drawback of the device is the overall efficiency of 70 to 75%, due to the losses caused by the large angles of reflexion; however, a constant power density is easily obtained with this device, yielding reliable quantitative results.

... motorized table allows the target PMMA plate to be moved with a constant velocity through the beam; the square of the beam spot is tilted 45° relatively to the movement. On fig. 7, it can be seen that a linear variation of the irradiation duration is obtained on the plate; the width of the damaged zone on the plate gives the threshold irradiation duration for the appearance of the bubbles.

It can be seen on the irradiated samples that the damaged zone exhibits sharp and well-defined edges; this confirms that the sudden occurrence of the bubbles is a threshold phenomenon.

The results on PMMA for different power densities are shown on fig. 8a and b: respectively the threshold times and threshold fluences.

The fluence decreases strongly with increasing power density, especially for power densities smaller than 100 W/cm². Recently, the power density range has been increased up to 600 W/cm², by adapting the PMMA plates on a rotating disc, which is mounted on the motorized table (fig. 9). The velocity of the table is adapted in order to generate a (part of) spiral on the target; the beam velocity on the target varies proportionally to the radius of the spiral; a continuous variation of the velocity is then obtained on the plate and the threshold time (t) is calculated by measuring the radius of appearance of the damage (r₀) and comparing it to the rotation speed (D) and the size of the laser spot (a)

\[ t = \frac{a}{2 \pi r_0 D} \]  

The results are shown on fig. 10a and b.

The threshold fluence is still decreasing, therefore the process can be considered as conduction-dominated in the range under investigation here.

It can be expected however that, for higher power densities, the threshold fluence will no longer decrease; the threshold time has to be smaller than 3 ms, as computed hereover.

Selected values of irradiation times will give burn patterns with well-defined power densities; a set of irradiation times for power densities is given hereafter:

<table>
<thead>
<tr>
<th>Power density (W/cm²)</th>
<th>Threshold time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1.1</td>
</tr>
<tr>
<td>50</td>
<td>0.4</td>
</tr>
<tr>
<td>70</td>
<td>0.22</td>
</tr>
<tr>
<td>100</td>
<td>0.145</td>
</tr>
<tr>
<td>150</td>
<td>0.095</td>
</tr>
<tr>
<td>200</td>
<td>0.07</td>
</tr>
<tr>
<td>300</td>
<td>0.043</td>
</tr>
<tr>
<td>500</td>
<td>0.025</td>
</tr>
</tbody>
</table>
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Conclusion

The PMMA plate burning is widely used as a "finger-print" of the CO\textsubscript{2} laser beam: a low fluence produces a boiling process on the material and the surface exhibits a mat aspect. A quantitative study of the threshold time and fluence producing this boiling enables a quantitative use of the laser burning for the determination of the distribution of the power density.

By controlling the interaction time, several finger-prints can be made, each corresponding to a given power density.
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![Microscope view of a CO\textsubscript{2} laser burning on a PMMA plate](image1)

**Fig. 1**: Microscope view of a CO\textsubscript{2} laser burning on a PMMA plate

![IR spectra of PMMA](image2)

**Fig. 2**: IR spectra of PMMA
\[ I = 60 \text{ W/cm}^2 \]

**Fig. 3:** Computed temperature distribution

![Computed temperature distribution](image)

**Fig. 4:** High-speed video set-up

![High-speed video set-up](image)

**Fig. 5:** Video views during one test, \( I = 30 \text{ W/cm}^2 \)

![Video views](image)

**Fig. 6:** Threshold measurement set-up

![Threshold measurement set-up](image)

**Fig. 7:** Determination of the threshold time

![Determination of the threshold time](image)
**Fig. 8a:** Boiling onset time

**Fig. 8b:** Boiling threshold fluence

---

damage threshold beam sweeping velocity: \( v = 2\pi v_d D \)

damage threshold time: \( t = \frac{a}{2\pi v_d D} \)

**Fig. 9:** Short irradiation time threshold measurement set-up

**Fig. 10:** Threshold times and fluences for high-power densities
IC FAILURE ANALYSIS USING THE LASER SCANNING MICROSCOPE

I. Fritz, R. Lackmann
Fraunhofer Institute of Microelectronic Circuits and Systems (IMS)
Finkenstr. 61, D-4100 Duisburg 1, West Germany

The laser scanning microscope (LSM) is a fairly new device for contactless testing. The nondestructive nature of the laser beam and a minimum of preparation favors its use as an analytical tool. Beside the scanning mode which is useful for material study the laser beam can be positioned in spot mode with a high spatial resolution and a fine focused beam on the probe surface. We introduce some measurement methods based on optical beam induced currents inside the semiconductor and on electrooptical effects in external media. These methods are extremely useful for CMOS circuit failure analysis leading to a complete functionality check. Logic state detection in digital CMOS circuits and signal acquisition from a node inside the circuit are internal probing techniques. To locate and analyze latch-up in CMOS ICs we have developed a fully automated latch-up analyzer coupled with the CAD system.

Voltage contrast was realized using nematic liquid crystals and the electrically controlled birefringence. The usage of LiNbO$_3$ crystals led to an interferometric measurement scheme for internal voltage probing utilizing a phase retardation due to the linear electrooptic effect.

Introduction

The useful range of optical microscopy has been significantly extended to optical resolutions of 0.25 μm with electronically enhanced image magnification by scanning with a fine focused laser beam. A lot of theoretical and practical work has been done to describe and compute the optical properties of confocal and non-confocal scanning systems$^{1-4}$. The application of laser scanning microscopes for material studies has also been demonstrated for different materials and semiconductors$^{5-6}$. However, the special features of a laser light source like collimation, high monochromasy and high intensity made it an attractive alternative for sophisticated semiconductor microscopy and contactless measuring techniques. The growing interest in noncontacting techniques in the semiconductor area can be attributed to the inadequacy of conventional chip diagnostic tools. The usual probing techniques utilizing the electron beam requires a vacuum chamber and therefore circuit environment preparation, though it is doubtless the "state of the art" method in fault diagnosis$^{7-8}$. On the other hand no need of a vacuum, the nondestructive nature of the laser beam and a minimum of preparation favors the laser scanning microscope as an analytical tool, especially when connected to a prober or a test system for IC failure analysis.

To establish the contactless laser probing we have developed an integrated test system for IC failure search, consisting of the LSM connected to a VME based host and coupled to the design data base for automated internal test point localization. The test technique can thus be viewed as an approach towards automated laser beam testing of CMOS circuits. Because the CAD coupling had been described in detail elsewhere$^9$, we concentrate here mainly on the physical aspects of the measurement techniques.

Operating Principles

In contrast to an ordinary optical microscope where an object is illuminated by a wide area light source the image in a laser scanning microscope is taken point by point as the scan takes place. Fig. 1 shows the scheme of the optical system. For the described applications a commercial red HeNe laser at 633 nm has been used leading to a photon energy of 1.96 eV which is well above the Si band gap energy (1.12 eV at 300 K) and therefore to electron-hole pair generation inside an illuminated semiconductor. The light reflected by the specimen is directed to photodetectors. The amplified photomultiplier signal is applied to a TV monitor in synchronism with the x-y deflection. For internal measurements inside the IC we used the spot mode of the system when a fixed point of the specimen is illuminated by the laser beam focused to a diffraction limited spot on the surface (about 1 μm for a long distance 40x objective, NA 0.5.). The laser beam intensity is computer controlled using an acousto-optical modulator (AOM).

Logic State Detection Using OBIC

Logic state detection is done using the OBIC effect (Optical Beam Induced Current). The conductive state of a MOS transistor is determined by irradiating the drain/substrate junction with the laser spot and amplifying the current changes in the power supply of the device under test. Depending on the logic state of the transistor under test, its depleted region at the unsymmetrical pn-junction contains high-intensity electric fields leading to electron-hole pair separation and a slight change of the strength of the current on the power bus line. Thus, the strength of the OBIC serves as an indicator of the transistor's logic state, where a higher induced photocurrent corresponds to the lo-
In contrast to other published detection schemes we propose a low intensity, steady-state illumination of the transistor under test after precedent beam positioning. A discussion of the dynamic aspects of the proposed detection scheme and measurements on typical CMOS structures showed a bandwidth in the MHz regime.
Fig. 3 shows measured internal digital signals inside a frequency divider as part of digital CMOS controller. It consists of a series of D-flip-flops, for each measurement point the laser spot illuminates the gate/drain region of the output transistor. The signal propagation is clearly visible and shows the successful application of our detection scheme.

Fig. 4 shows the cross section of a CMOS inverter with the parasitic bipolar transistors controlled by a programmable microcomputer developed for this task. The microcomputer communicates via IEEE bus with the VME based host responsible for IC positioning. For each given point the laser beam intensity is increased and a possible latch-up is detected by IC current control. If the load current increases due to latch-up firing all power supplies are switched off rapidly to avoid a possible destruction. The next measurement point is localized after power on and data acquisition continues. The VME host stores the measured sensitivity data corresponding to the laser intensity and the position and supports a link to the CAD system. After an initialization the system works fully automated.

Because the inverse laser intensity is proportional to the latch-up sensitivity at a given position after a complete data acquisition run a sensitivity map is generated by the system. A menu driven program running on the CAD work-station allows the user to overlay the map over his design and switch between a color display of the IC layout and the measured data. Fig. 6 shows a part of a CMOS IC with the measured latch-up data (the solid white regions correspond to a high latch-up sensitivity).

Automated Latch-up Sensitivity Measurement

Optical beam induced currents can also be used to trigger some electrical effects in an integrated circuit and disturb its function. One of the most important parasitic effects in CMOS technology is latch-up.

Bulk CMOS integrated circuits contain both parasitic vertical and lateral bipolar transistors. These transistors form a pnpn structure which acts as a silicon controlled rectifier (SCR) and which can latch-up if the possible feedback between the coupled transistors produces regenerative switching. Fig. 4 shows the cross section of a CMOS inverter together with the parasitic bipolar transistors. One possible firing method is photo current generation and several analytical techniques have been suggested to help IC designers to identify the latch-up site and to evaluate its sensitivity in order to correct the layout and avoid the phenomenon. Our approach leads to an automated latch-up sensitivity measurement and a coupling to the CAD layout data. Fig. 5 shows a block scheme of the detection system. Since the AOM can be controlled with an applied voltage the laser beam intensity and therefore the strength of the optical beam induced current is nearly linearly dependent on the applied voltage. The modulator voltage and the current through the device under test are
glass cell and dc or ac voltages are applied and is caused by the interaction of the dipole moment of the molecules being perpendicular to the molecular optic axis and the electric field applied in the direction of the optical axis.

Fig. 7 shows a cross section of the configuration for a voltage contrast display of an IC. A transparent, conducting glass plate is used as a field electrode connected to ground potential. When the electric field between the IC conducting line and the field plate exceeds a critical threshold voltage (typically between 2-10 V, depending on the used NLC mixture) a position dependent deformation occurs. Because the homeotropic alignment is caused by chemical treatment of the bounding surfaces the maximum deformation occurs in the middle of the liquid crystal layer.

The NLC cell shows a position dependent birefringence effect that increases with the applied voltage and appears no longer isotropic. Essentially the molecule rotation leads to a division of the polarized light into an ordinary and an extraordinary state of polarization.

**Voltage Contrast Using Nematic Liquid Crystals**

The qualitative voltage contrast which is observable in any unmodified scanning electron microscope allows a simple localization of defect cells and possible interrupts of conducting lines inside the IC. The same result can be achieved using liquid crystals and a polarizing microscope.

One important electro-optical effect in nematic liquid crystals (NLC) with negative anisotropy (i.e. $\Delta \varepsilon = \varepsilon_{xx} - \varepsilon_{yy} < 0$) is deformation of aligned phases (DAP), also called electrically controlled birefringence (ECB), investigated by Schickel et al. and Soref et al. The birefringence effect that increases with the applied voltage and appears no longer isotropic. Essentially the molecule rotation leads to a division of the polarized light into an ordinary and an extraordinary state of polarization.
extraordinary beam of light, giving a phase difference due to the difference of refractive indices of the partial beams. Because of the phase retardation a given wavelength of light passes through the analyzer in a series of maxima and minima as the voltage is increased. Fig. 8 illustrates the basic principle in reflective mode. Using crossed polarizers one can create a bright image of those conducting IC lines having a voltage above the critical threshold voltage $U_{th}$ which is strongly material dependent

$$U_{th} = \pi \sqrt{\frac{k_{33}}{-\varepsilon_0 \Delta \varepsilon}}$$

with the bend elastic constant $k_{33}$.

Fig. 9 displays a typical experimental result. A part of a CMOS IC for HDTV applications was coated with homeotropic aligned NLC, covered with a glass plate and observed with polarized light. The DAP effect above conducting lines with applied signals and $U_{rms} > U_{th}$ is clearly visible.
Signal Acquisition Using the Linear Electro-optical Effect

Electro-optical sampling (EOS) is an all optical technique that exploits short optical pulses as the sampling gate in electro-optic crystals utilizing the Pockels effect. External EOS using the "finger probe" and internal EOS in GaAs have been demonstrated and showed a very good timing resolution corresponding to a system's bandwidth in the THz regime.

The aim of our approach is to provide a practical solution for IC failure analysis at internal nodes. A commercial HeNe laser at \( \lambda = 633 \text{ nm} \) without a sampling capability is used to detect a voltage change on a conducting line. The experimental setup is shown in Fig. 10. A \( \text{LiNbO}_3 \) crystal is placed above the conducting line with an applied voltage. The crystal's backside is coated with a transparent, electrically conducting TiN layer and connected to ground. This field plate configuration ensures a homogenous field distribution. Since the direction of \( \vec{E} \) is parallel to \( \vec{k} \), the linear electro-optic effect vanishes for most crystal classes. From theoretical considerations one can show that \( z \)-cut \( \text{LiNbO}_3 \) crystals exhibit the Pockels' effect in this case leading to a phase retardation of the incoming light wave (double passage)

\[
\Gamma = \frac{2\pi n_0^2}{\lambda} r_{13} U
\]  

with the ordinary refraction index \( n_0 \) and the electro-optical coefficient \( r_{13} \). The phase retardation is linearly dependent on the voltage \( U \) and can be converted to intensity modulation using an interferometric setup. This leads to a small intensity change at the interferometer output

\[
\Delta I(t) = -2\sqrt{I_1 I_2} \sin\left(\frac{2\pi n_0^2}{\lambda} r_{13} U(t)\right)
\]  

Because the argument of the sine function is small (typically about 0.0114 for a 10 V amplitude signal) the intensity fluctuation is linear dependent on the voltage \( U \). The major problem in our configuration is a low signal/noise ratio which is directly proportional to the incoming laser power and noise effects due to vibrations and power fluctuations. Fig. 11 shows the linearity measurement for a low frequency sine wave which proofs the linear relationship between the intensity change and the applied signal voltage. The values were taken using a current sensitive lock-in amplifier (EG&G, LIA 5209) and a photodiode. An improved interferometric setup is currently under development.

![Fig. 10 Integrated interferometer setup](image)

**Fig. 11 Measured intensity change as a function of the applied signal voltage**

**Summary**

We have discussed the use of electrooptic effects for CMOS circuit failure analysis and treated internal effects caused by optical beam induced currents and external effects in electrooptic media placed above the circuit. Voltage contrast using nematic liquid crystals allows a first qualitative check and failure localization. To determine latch-up sensitive regions in a CMOS circuit we implemented an automated latch-up measurement method. Increasing the laser power can lead to a latch-up firing.

Internal signal acquisition by laser illumination of the MOS drain regions has been demonstrated for digital CMOS circuits. The use of the linear electrooptic effect is a promising method of internal voltage measurements on metal lines inside the circuit.

1036
References

3. V. Wilke, Scanning, 7, 88 (1985)
4. T. Wilson
11. J. Fritz, R. Lackmann, Microelectr. Eng., to be publ.
A new coaxial optical fiber has been fabricated for communication and sensing applications. An experimental system is setup to demonstrate that the coaxial fiber can simultaneously function as a transmission medium for the communication signal and as a vibration sensor. It is also shown that the communication performance is not deteriorated by the simultaneous sensing operation.

INTRODUCTION

Recently, we have demonstrated a fiber optic communication system with sensing capabilities in which a multimode optical fiber is utilized simultaneously as a communication link and as a line sensor.\[1\] The detection scheme for the sensing channel is based on the modulation of the interference pattern projected from the output end of a multimode optical fiber when the fiber is subjected to an external disturbance which changes its optical properties. However, most today's long-distance high-capacity communication systems use single-mode optical fibers because the transmission distance of multimode fiber communication system is limited by intermodal dispersion. In another publication, \[2\] we proposed an integrated fiber-optic communication and sensing system using a single-mode fiber and two lasers: a semiconductor laser at 1300 nm and a He-Ne laser at 633 nm. Its communication capacity is indeed much higher but the length of the sensor is still limited by the relatively high attenuation of the optical fiber at 633 nm.

Our single-arm dual-function system may be optimized by operating at the fiber's low loss regime at a long wavelength such as 1300 nm for both the sensing and the communication channels. A two-core optical fiber is required such that the communication light propagates in a single-mode waveguide to achieve high capacity communication while the sensing light propagates in a multimode waveguide such that mechanical perturbation will cause intermodal interference. However, such an optical fiber was not readily available. These considerations motivated us to develop a new optical fiber for such applications. In this paper, we report the first single fiber communication/sensing system using a novel coaxial optical fiber where the single-mode operation can be maintained for the communication channel while the sensing channel is under multimode operation, and only one laser at 1300 nm wavelength is used. The fabrication process of the coaxial optical fiber is described in the following section and the experiment is reported in the subsequent section.

THE COAXIAL OPTICAL FIBER

The reactive index profile of our coaxial optical fiber is depicted in Fig.1. The preform of the coaxial optical fiber was fabricated by the MCVD \[3\] process. Twenty two cladding layers of silica doped with phosphorous and fluorne were first deposited in a Heraeus model TO-8 16x20 mm quartz tube at 1620°C. These deposited cladding layers give a refractive index below the index refraction of the starting quartz tube. This depression allows a higher index difference without increasing Rayleigh scattering and drawing-induced losses. \[4\] Three tube core layers of silica doped with germanium subsequently deposited at 1700°C. The composite tube was then collapsed into a solid rod preform by heating it up to 2000°C. During collapse, chlorine and Freon-12 were used to reduce the moisture content. \[5\] The preform was then drawn into fiber through a carbon resistance furnace and coated with a layer of 60 μm thick UV-curable coating. The resultant optical fiber has a central core diameter of 4.6 μm. With n=1.468 it is a single-mode waveguide for 1300 nm light. The ring core has an inner diameter of 12.4 μm and a thick-
ness of 4.2 \mu m. The outside diameter of the fiber is 124 \mu m. There is a 0.4% in refractive index difference between central core and inner cladding and a 0.1% difference between those of the ring core and the cladding. The near field patterns of the cross section of the coaxial optical fiber are shown in Fig. 2 and Fig.3 when the fiber is illuminated with an incoherent light source (tungsten lamp and a He-Ne laser, respectively). The coherent light forms multiple lobes in its outer pattern because the ring core is single-mode in the radial direction, but is multimode in the azimuthal direction.

EXPERIMENT AND RESULTS

Our experimental set-up is schematically illustrated in Fig. 4. The semiconductor laser transmitter is a York model SLS-1300 stabilized light source in which a distributed feedback (DFB) laser with central wavelength located at 1308 nm is used as the light source. The bandwidth of the DFB laser is about 100 MHz. The semiconductor laser transmitter is connectorized with a 3-meter long conventional single-mode (at 1300 nm) fiber pigtail. The laser beam coming out from the fiber pigtail is injected, using the butt joint coupling method, into a 500 meters long coaxial optical fiber. The coupling between two fibers is precisely adjusted to an optimal condition so that the output from the coaxial optical fiber has maximum intensity. Downstream the butt-joint point, a mode filter (index matching oil with refractive index n=1.471) is used to strip the cladding modes. The near field pattern of the output from the end of the coaxial fiber has been photographed with a Hamamatsu model C-1000 IR-214 vidicon camera mounted on a Leitz model Metallux II microscope. 

CONCLUSIONS AND DISCUSSION

This is the first time, to our knowledge, that a novel coaxial optical fiber has been fabricated for the application of simultaneous optical communication and sensing. We have also demonstrated an integrated communication and sensing system using this new coaxial optical fiber. It is shown that the communication performance will not be deteriorated by the simultaneous sensing operation. By using the cut-back method, the attenuation measured at the wavelength of 1300 nm to be around 6 dB/km. It is mainly due to a relatively high content of OH- ion in the fiber. Also, since the refractive index difference between ring core and cladding is small, the fiber suffers severe bending loss. The coherence length of DFB laser used in our experiment is about 3 meters with this coherence length, intermodal interference between adjacent modes [6] in the ring core can occur within a propagation distance of tens of kilometers. Therefore, our sensing system is still limited by attenuation as before when 633 nm was used. However, an improvement towards loss reduction in future fabrication of the fiber should change the situations.
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Fig. 2 The cross section of the coaxial optical fiber illuminated with a tungsten lamp.

Fig. 1 The refractive index profile of the coaxial optical fiber.

Fig. 3 The cross section of the coaxial optical fiber illuminated with a He-Ne laser.

Fig. 4 The schematic diagram of the coaxial optical fiber communication and sensing system.
Fig. 5  The near field pattern of the output with 1308 nm DFB laser input.

Fig. 6  Simultaneous signals from the communication (upper) and the sensing (lower) channels when the fiber is not perturbed.

Fig. 7  Simultaneous signals from the communication (upper) and the sensing (lower) channels when fiber is being vibrated.
EPR STUDY OF TEA(TCNQ)$_2$ IN THE FAR INFRARED
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Abstract

In this paper we report on the first EPR results in TEA(TCNQ)$_2$ in the Far Infrared (FIR). The experiment was done by measuring the transmission of a flat sample as function of magnetic field. Three wavelengths, 1.615 mm, 1.900 mm and 1.965 mm, obtained from an optically pumped FIR laser, were used. Magnetic fields ranged up to 7 T, temperature was varied between 1.6 K and room temperature. The results are compared with EPR at X-band, as reported in the literature.

The Samples

TEA(TCNQ)$_2$ (triethylammonium 7,7,8,8-tetracyano-p-quinodimethane) is a quasi one-dimensional organic crystal. These types of crystals are formed by stacks with a strong intra-stack interaction and a weak inter-stack interaction. Consequently, they are very anisotropic and susceptible to phase transitions. A linear chain is unstable; i.e. the energy can be lowered by grouping of the molecules. This is the Peierls transition. The Spin-Peierls transition occurs when the energy of an anti-ferromagnetic Heisenberg chain can be lowered by another regrouping. These transitions can result in a dimerization or a tetramerization of the chains (fig. 1). In such materials Charge Density Waves and the Hopping mechanism contribute to the electrical conduction.

Filhol et al. and Farges have given a detailed description of the crystal structure of TEA(TCNQ)$_2$. Based upon this work, the crystal can very concisely be described as being built from parallel and well separated stacks of TCNQ molecules. The TEA'-groups occupy sites in between these stacks. The TCNQ molecules are essentially planar. Interaction along the stacks make the TCNQ to group into tetramers of the type A-B B-A A... . This tetramerization is reflected energetically in a singlet-triplet level configuration. This singlet-triplet system gives an essential contribution to the magnetic susceptibility of the material together with an "impurity" effect due to structural defects (TCNQ'-ions).

fig. 1: a) linear chain b) dimerization c) tetramerization
The experimental set-up is shown in fig. 2. In an optically pumped FIR laser, vibrational-rotational energy levels of a suited molecule are excited with an appropriate pump laser, usually a powerful grating-tuned CO₂ laser. Inversion can thus be created between two nearby excited levels. This yields radiation at FIR wavelengths. The FIR intensity is stabilized by a feedback mechanism controlling the CO₂ laser length. Some examples of FIR laser lines are given in table 1. A superconducting magnet provides fields up to 7 Tesla at the sample location in the cryostat. The sample temperature varies between 1.6 Kelvin and room temperature. A carbon bolometer at He-temperature detects the transmitted radiation.

![Experimental Set-Up Diagram](image)

**Table 1:** Some examples of FIR laser lines

<table>
<thead>
<tr>
<th>FIR Laser Gas</th>
<th>CO₂ Laser Pumpline</th>
<th>Wavelength (mm)</th>
<th>FIR Laser Gas</th>
<th>CO₂ Laser Pumpline</th>
<th>Wavelength (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₃OH</td>
<td>9P36</td>
<td>1.188</td>
<td>C₂H₃Br</td>
<td>10R20</td>
<td>1.394</td>
</tr>
<tr>
<td>HCOOH</td>
<td>9R20</td>
<td>0.4326</td>
<td>C₂H₃Br</td>
<td>10P26</td>
<td>1.615</td>
</tr>
<tr>
<td>HCOOH</td>
<td>9R28</td>
<td>0.5130</td>
<td>C₂H₃Br</td>
<td>10P20</td>
<td>1.900</td>
</tr>
<tr>
<td>CH₃OH</td>
<td>9P34</td>
<td>0.6994</td>
<td>CH₃Br</td>
<td>10P28</td>
<td>1.965</td>
</tr>
<tr>
<td>HCOOH</td>
<td>9R40</td>
<td>0.7426</td>
<td>CH₃Br</td>
<td>10P10</td>
<td>2.632</td>
</tr>
</tbody>
</table>
Results and Discussion

A pronounced minimum in the transmitted signal versus magnetic field was observed. This is ascribed to paramagnetic resonance absorption. We find $g = 2.00 \pm 0.01$. At lower temperatures, some structure was found around the main line (fig. 3).

Previous EPR experiments were done by Flandrois et al. at X-band frequencies. A central line with a small $g$-factor anisotropy (2.0022-2.0034), was observed with an intensity following a Curie-law. Between 40 K and 80 K two other lines appeared. This was explained by the thermal activation of the triplet state above 40 K. The susceptibility showed also a singlet-triplet effect.

We have not yet seen this effect above 40 K. From the main line in our experiment, we deduce a simple Curie-law but no singlet-triplet behavior is found in the susceptibility (fig. 4). The structure we found, could be due to a singlet-triplet effect at lower temperatures. The three lines show the same line-separation as in the X-band measurements. However, one has to be careful when interpreting this results, as it may be due to interference effects in the sample.

---

**fig. 3: Low temperature scan of transmission versus magnetic field.** Around the central line, two additional lines appear.
Conclusions

We have demonstrated the feasibility of EPR experiments in this material at FIR frequencies, covering the whole temperature range from 1.6 K up to room temperature. At FIR frequencies a behavior is found, different from the reported X-band behavior. It is not yet clear how our results can match with the singlet-triplet model used for this kind of crystals. Further experiments are necessary to study the temperature dependence and the field dependence of the EPR signals and to map the energy levels versus magnetic field.
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Abstract

Unstable resonators with output mirrors of super-Gaussian reflectivity profile represent a valuable solution to generate high energy diffraction limited beams. In this paper we investigate both theoretically and experimentally the properties of such class of resonators. A set of four mirrors with selected super-Gaussian profiles have been designed, fabricated and extensively tested in a pulsed Nd:YAG laser with a positive branch unstable resonator. The measured output energies and the near- and far-field profiles attest that super-Gaussian resonators provide energetic efficiency equal or better than that of traditional unstable resonators, joined to unique beam quality. The resonator modes have been calculated within the geometrical optics approximation and compared to the diffraction theory predictions. The output energies have been evaluated by means of an innovative model that takes account of the effects of the transverse mode profile on gain saturation.

Introduction

A challenging goal in solid state laser science and engineering is the design of high brightness systems. One of the most suitable solution to this problem is represented by unstable resonators with variable reflectivity mirrors.

Such resonators present large mode volumes, typical of unstable resonators, joined to high mode discrimination and smooth beam profiles resulting from the intrinsic apodization provided by the output coupler. These characteristics allow to develop lasers with high energy extraction efficiency, capable to generate diffraction limited beams with excellent divergence properties.

Amongst the proposed reflectivity profiles the most meaningful, from a historical point of view, has been the Gaussian function. However, Gaussian resonators present a mode transverse profile of the same shape as the mirror reflectivity, so that the field intensity spreads to a considerable distance from the resonator axis; therefore, to avoid beam degradation by the effects coming from the diffraction of mode tails over the rod edge, the mode spot size must be restrained by the Gaussian mirror to a dimension significantly lower than the rod radius, thus limiting the rod volume occupied by the mode. This results in an ineffective exploitation of the active medium. To overcome this limitation our group has proposed the super-Gaussian resonators. Within the super-Gaussian family the most meaningful functions are those of high order, presenting short tails and a sharp drop of the reflectivity over a narrow circle. For super-Gaussian resonators too the mode intensity profile resembles the mirror shape, but now it fits much better the rod cross section. For such a reason super-Gaussian resonators, in addition to the advantages of Gaussian ones, have the capability to increase the energetic efficiency near to the theoretical limit, yet preserving appreciable beam quality.

In this paper we present a detailed analysis, in terms of energetic efficiency and beam quality, of unstable resonators with super-Gaussian mirrors. Both theoretical evaluation and experimental tests demonstrate the superior performances of super-Gaussian resonators in comparison with more traditional unstable configurations.

Theory

Mode Profiles

The intensity reflectivity profile \( R(r) \) of a super-Gaussian mirror is expressed by

\[
R(r) = R_0 \exp\left[-2\left(\frac{r}{w_m}\right)^\gamma\right],
\]

where \( R_0 \) is the mirror reflectivity, \( w_m \) is the transverse mode radius, and \( \gamma \) is the order of the super-Gaussian function. This expression allows to calculate the transverse mode profile within the geometrical optics approximation, and to compare it to the diffraction theory predictions. The output energies have been evaluated by means of an innovative model that takes account of the effects of the transverse mode profile on gain saturation.
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where \( r \) is the radial coordinate, \( R \), the peak reflectivity, \( w_m \) the mirror spot size, and \( n \) the super-Gaussian order. The last parameter defines the curve shape, which varies from the Gaussian profile \((n = 2)\) to the hard edge limit \((n \to \infty)\).

Within the framework of the geometrical optics the cavity modes and cavity losses for an unstable resonator with a super-Gaussian output coupler and a high reflectivity mirror can be expressed in analytical form. In fact, for an unloaded resonator (without active medium), the lowest order mode is super-Gaussian of the same order as the reflectivity profile of the output coupler. Moreover the mode spot size varies along the resonator axis according to straightforward geometrical rules. The corresponding round trip energy losses \( \Gamma \) are expressed, independently of the super-Gaussian order \( n \), by:

\[
\Gamma = 1 - R_0/\mathrm{M}^2,
\]

where \( \mathrm{M} \) is the resonator magnification factor. For a detailed discussion about the modes of super-Gaussian resonators we refer to the literature.

To assess the validity of this geometrical optics approach the cavity modes have been calculated also using the Prony method to solve the Fresnel diffraction integral in cylindrical coordinates. The results of several numerical simulations confirm that the geometrical optics solutions are quite similar to the diffractive ones, apart from the high frequency fringes originating mainly from the mode cutting by the rod edge. As an example, Fig. 1 shows the comparison between the geometrical and diffractive mode intensity profiles for a resonator with a mirror of super-Gaussian order \( n=9 \). The diffractive mode results from a numerical simulation executed with a resonator model including a circular aperture to represent the rod edge, which limits the field propagation into the actual resonator.

Output Energy

As the super-Gaussian order is increased the mode profiles become wider, resulting in better filling of the active medium. This is expected to increase the output energy, however, to precisely evaluate the ratio of the output energy versus the volume occupied by the geometrical mode, the effects of the transverse intensity profile on gain saturation cannot be neglected. To this purpose, instead of numerically solving the wave equation in presence of a saturating medium, we have developed an innovative theory that leads to a closed form relationship for the output energy as a function of the transverse mode intensity profile and of the pump energy. Hereafter we will consider the most significant aspects of this theory.

The model originates from the space dependent rate equations of a four level laser

\[
\frac{\partial N}{\partial t} = W_p N_p - WN - \frac{N}{\tau},
\]

\[
\frac{dq}{dt} = \int_{rod} \left(WN \frac{q}{\tau_c} - \frac{q}{\tau} \right) dV,
\]

where \( N \) is the population inversion per unit volume, \( W_p \) the pump rate, \( N_p \) the concentration of active elements, \( W \) the stimulated emission rate, \( \tau \) the total lifetime of the upper laser level, \( q \) the number of photons inside the resonator, \( \tau_c \) the photon lifetime, and the integral in (4) is extended over the rod volume.

Besides the general conditions for the validity of the rate equations approximation, we make the following additional assumptions:

a) The pump spatial distribution is supposed to be uniform.

b) The decay term \( W/N/\tau \) in (3) is negligible because, for our system, both pump and laser pulses are shorter than the Neodymium upper laser level lifetime (230 ns).

c) The energy emitted from the beginning of the pulse to any time \( t \) is proportional to the pump energy in excess to the threshold energy entering the laser up to the time \( t \).

d) The field intensity inside the laser cavity resembles the mode profile calculated for the unloaded resonator in spite of the action of the non-linear gain medium. This hypothesis is legitimated by the effect of the super-Gaussian mirror that strongly reshapes, at each round trip, the profile of the beam circulating inside the resonator. This assumption is sustained by our experimental data and also corroborated by various results (referring to traditional resonators) reported in the literature.

Let \( t=0 \) be the time when the threshold is reached, the initial conditions to integrate the rate equations are:

\[
\text{for } t = 0, \quad q = 0 \quad \text{and} \quad N = N_p = \int_{rod} N_p W_p \, dt,
\]
where \( N_c = \gamma / \alpha_1 \) is the critical inversion, \( \gamma \) are the logarithmic losses per single pass and \( \alpha_1 \) is the length of the laser medium.

The total number of photons leaving the laser can be evaluated integrating equation (4) from \( t=0 \) to \( t=\infty \) and substituting for \( N \) the expression obtained from eq (3) neglecting the decay term \( N/\tau \). After some lengthy algebra we get the result:

\[
\int_{0}^{\infty} \frac{q}{\tau_0} \, dt = \int_{\text{rod}} (N_0 - N_f) \, dV. \tag{6}
\]

In equation above

\[
n_0 = \int_{\infty}^{\infty} N_0 W_p \, dt \tag{7}
\]

denotes the population inversion that would be present in the rod if the laser action was impeded and

\[
n_f = N(t=\infty) \tag{8}
\]
is the final inversion at the end of the laser pulse. This last quantity is expressed by a rather complicated formula containing, in integral form, the time behavior of both the stimulated emission rate (\( W \)) and the pump rate (\( W_p \)). To proceed further with the integration process we make use of the hypothesis \( c \), which can be expressed as

\[
\int_{0}^{\infty} W(x,y,z;t) \, dt = K(x,y,z) \int_{0}^{\infty} W_p(t) \, dt \tag{9}
\]

where \( K(x,y,z) \) takes into account the space variation of the stimulated emission rate. With the above assumption the explicit dependance of \( N_f \) on the pump rate (\( W_p \)) can be removed, further integrations can be performed, and the total photon number (\( \gamma / \tau_0 \)) can be expressed as:

\[
\exp(\int_{0}^{\infty} W \, dt) - 1 \int_{\infty}^{\infty} \frac{p}{\tau_0} \, dt = \int_{\text{rod}} \left[ N_0 - \left( \frac{N_0 + (N_0 - N_f)}{N_f} \right) \exp\left( -\int_{0}^{\infty} W \, dt \right) \right] \exp\left( -\int_{0}^{\infty} W \, dt \right). \tag{10}
\]

Being \( \gamma W \, dt \) and \( \gamma / \tau_0 \, dt \) both proportional to the output energy, equation (10) provides a relationship between the pump energy (\( = N_0 \)) and the output energy. To explicitly express these dependencies we note that:

\[
W = \frac{\sigma}{\hbar \nu} I(x,y,z), \tag{11}
\]

where \( \sigma \) is the emission cross section and \( I=I(x,y,z) \) is the intensity of the two counter-propagating waves inside the active medium. Neglecting the differences among them and the variations along the resonator axis we can remove the dependance on \( z \) and write:

\[
\int_{0}^{\infty} W \, dt = \epsilon U(r), \tag{12}
\]

where \( \epsilon \) is the radial coordinate and, according to assumption \( d \), the transverse intensity profile has been taken to be proportional to the square of the mode amplitude of the unloaded resonator \( U(r) = |u(r)|^2 \), being the output energy enclosed into the proportionality constant:

\[
\epsilon = \frac{2 \sigma E_{\text{out}}}{\gamma_1 \hbar \nu}, \tag{13}
\]

where \( \gamma_1 \) are the logarithmic losses of the output mirror. To obtain the above result the normalization condition:
\[ \int_S U(r) \, dS = 1 \]  

(14)

has been assumed. By using the parameter defined in (13) we obtain:

\[ \int_0^{\tau_0} \frac{q}{\tau} \, dt = \frac{\gamma}{\sigma} \epsilon. \]  

(15)

Moreover we define a normalized pump energy as:

\[ \xi = \frac{N_o}{N_e}, \]  

(16)

where \( N_o \) and \( N_e \) are given by (5) and (7). In practice \( \xi \) represents the number of times by which the threshold is exceeded.

By using (12), (15) and (16), equation (10) can be written as:

\[ \xi - 1 = \frac{\int_S [\epsilon U(r) \cdot 1 + \exp(-\epsilon U(r))] \, dS}{\int_S \frac{\epsilon U(r) \cdot 1 + \exp(-\epsilon U(r))}{\epsilon U(r)} \, dS}. \]  

(17)

Equation (17) expresses the output energy (\( \epsilon \)) as implicit function of the input energy (\( \xi \)) and of the transverse mode profile (represented by \( U(r) \)). It is worth noting that this result is valid for any mode profile, not only for the super-Gaussian ones.

This unusual input/output relationship reduces, for \( u(r) = \) constant, corresponding to uniform intensity profile, to a much simpler form:

\[ \xi - 1 = \epsilon / S \]  

(18)

---

Fig. 1. Comparison between mode intensity profiles (beam incident on the output mirror) predicted by geometrical optics (g) and by diffraction theory (d) for a super-Gaussian resonator. The resonator is made by a flat super-Gaussian mirror \( n = 9, \) \( \text{wm} = 2.03 \, \text{mm} \) and a 100% reflecting convex mirror of radius \( -5 \, \text{m} \) placed at \( 450 \, \text{mm}. \) The magnification is \( M = 1.8. \)

Fig. 2. Measured (dots) and calculated (solid lines) output energies versus pump energy, normalized to the threshold, for super-Gaussian resonators with mirrors of orders 2.8, 5, 9, and 35.
and hence, with the help of (13), the output energy can be explicitly written as:

\[ E_{\text{out}} = \frac{\gamma_1 \ h \nu}{2 \ \sigma} \ S (t - 1), \tag{19} \]

which is a straight line recalling the standard input/output relationship obtained for continuous wave lasers by the rate equation model.

The output energies as a function of the input energy, predicted by (17) and (13) for a Nd:YAG laser using the same unstable resonator with mirrors of orders 2.8, 5, 9, and 35 are shown in Fig. 2. The resonator configuration is described in the experimental section. The mode profiles used for the calculation were obtained by geometrical optics. The use of the geometrical optics fields is validated by the fact that \( u(r) \) is inside an integral that averages the fringes by which diffractive fields differ from geometrical ones. In Fig. 2 the output energy for a mirror of order \( n \to \infty \) is also plotted (dashed line): within the framework of geometrical optics the corresponding mode should be uniform and this line represents the maximum energy that can be extracted from the rod with the given output.

Fig. 3. Experimental near-field profiles obtained by using super-Gaussian mirrors of order 2.8 (a), 9 (b), and 35 (c) and a hard edge mirror (d). Plots e-h represent the corresponding geometrical optics modes.

Fig. 4. Experimental far-field (a-d) profiles corresponding to the near-fields of Fig. 3 (a-d). Plots e-h represent the Fourier transform of the theoretical near-fields of Fig 3.
losses. From Fig. 2 it is apparent that, for a fixed pump energy, the output energy increases with n. However, being the dashed line the ultimate limit which can be reached, we can see that with a resonator of super-Gaussian order greater than 10 one can get an output energy near to the theoretical maximum.

**Beam Quality**

In the previous section the dependence of the output energy on the super-Gaussian order n has been discussed. Let us now consider the effects of n on the beam quality. The first effect regards the fine details of the mode profile and can be appreciated only by means of the diffractive mode calculations: when n becomes very large, the near-field profile is degraded by noticeable diffraction rings coming from the wavelets generated both by the rod edge and by the mirror peripheral area, where the reflectivity undergoes a sharp decrease. This affects the near-field uniformity, but has negligible effects over the beam propagation properties. A second more valuable effect depends on the main features of the beam, obtainable from the geometrical optics mode calculation. For values of peak reflectivity $R_0$ and magnification $M$ such that $R_0M^2 > 1$ a central dip in the near-field appears, which give rise to side lobes in far-field profiles thus limiting focusing properties and on-axis brightness. This consideration can be understood with the help of Fig.s 3 (e-g) and 4 (e-g) that show near- and far-field profiles calculated for super-Gaussian resonators with mirrors of order 2.8, 9, and 35. Therefore two conflicting trends are evidenced in connection with the increasing of n, namely the output energy grows while the beam quality becomes worse.

**Experiments**

**Mirror Fabrication**

Variable reflectivity mirrors have been produced by means of a radio-frequency sputtering deposition technique capable to generate dielectric layers whose thickness is radially decreasing from the center to the periphery. To obtain the wanted peak reflectivity (about 0.5), starting from a plane BK7 substratum, a tapered layer have been deposited over a double layer antireflection coating. The other face of the substratum is wedged by 1° and antireflection coated as well. To deposit the variable thickness layer, a mask with a hole of diameter D has been placed between the target and the substratum at a distance H from the substratum. Due to the shadowing effect of the mask, the reflectivity profiles are always bell shaped and approximated by super-Gaussian curves whose order n and spot size w_o both depend upon D and H.

The measured reflectivity profiles of four different mirrors (denoted by DFI, ...,DF4) obtained by this technique are shown in Fig. 5 (dots). The solid curves in the same figure represent the best fits with super-Gaussian functions of order 2.8, 5, 9, and 35.

**Laser Tests**

The experiments with the mirrors considered above were performed using a pulsed Nd:YAG laser with a positive branch unstable resonator. Except for the output coupler, the configuration was the same for any super-Gaussian order and the resonator was made by a plane variable reflectivity mirror and an high reflectivity mirror of -5 m curvature radius, placed 450 mm apart. The laser head consisted of a close coupling cavity housing a 6.32 X 76 mm rod and was located 130 mm from the convex mirror. The measurements were performed at low repetition rate, so that we could neglect the thermal lens of the rod and the magnification factor was $M = 1.8$. Since the peak reflectivity is 0.49 for all mirrors, according to (2), the geometrical optics round trip losses were 0.85 for all the resonators. The spot sizes of super-Gaussian mirrors have been designed in such a way that the mode intensity profile, for any order, was cut by the rod edge at 2% of its peak value, thus giving comparable diffraction effects.

The output energies have been measured by means of a thermopile detector. The experimental input/output relationships are represented in Fig. 2 (dots) where the predicted values (solid line) are also reported. Since the coupling losses are the same for all the resonators the thresholds are theoretically identical, and experimentally only minor differences have been detected; for this reason the pump energies have been normalized to the threshold pertaining to the resonator with the mirror of order n=35.

It is surprising the excellent accordance of the theoretical curves with the experimental data. This has been obtained by means of the least mean square algorithm applied to (17) with the Neodymium cross section $\sigma$ as free parameter on account of the spread of data reported in the literature for this quantity. The best fit has been found for $\sigma = 4.6 \cdot 10^{-19}$ cm²; this value appears to be acceptable, since it falls within the range of the reported data and, in particular, it agrees with some of them.

Near-field intensity profiles have been recorded by imaging, with a pair of plano-convex lenses of 310 mm total focal length, the output beam on a linear array of 512
photodiodes spaced by 25 μm (Reticon). The far-field profiles have been recorded in the plane of minimum spot size of a long focal (f = 973 mm) converging lens.

The measured near-field profiles obtained with the super-Gaussian mirrors of order 2.8, 9 and 35 are shown in Fig. 3 (a-c). For comparison, the corresponding geometrical optics mode profiles have been plotted. The experimental curves are in close agreement with theoretical predictions. The dip in the center of the beam increases in depth and width as the order n of the mirror is increased. For all mirrors considerable diffraction rings are visible across the whole beam.

The far-field patterns corresponding to the near-field profiles of Fig.s 3 are presented in Fig.s 4 (a-c). The related theoretical profiles, calculated by transforming the geometrical optics near-field profiles (Fig. 3), are shown in Fig.s 4 (e-g). As n increases, beside the central peak, side lobes that carry out a significant fraction of the total energy also appear. Due to this effect the half aperture 90% energy divergence ranges from 0.2 mrad for the lowest order resonator up to 0.35 mrad.

The good agreement shown by measured far-field and theoretically predicted patterns allow to affirm that, for all super-Gaussian resonators, the beams are diffraction limited. To further confirm this observation we have compared the measured far-field profiles with the Fourier transform of the experimental near-fields. To this purpose we have digitized the amplitude profiles and we have assumed a plane phase-front: an example of this comparison for the mirror of order n = 9 is shown in Fig. 6. It can be seen that the measured profile is slightly larger than the transforms of both the geometrical and experimental near-fields; however, the major source of discrepancy is thought to be due to the limited resolution of the silicon detector array at the Nd:YAG wavelength

To compare the performances of super-Gaussian resonators with those of a more common configuration, we have replaced the output coupler with an hard edge mirror (HD2) made by depositing an high reflectivity coating over an antireflection substrate. The diameter of the reflecting area was designed in such a way that the geometrical mode was tangent to the rod aperture. Since the reflectivity is 1 the geometrical optics coupling losses were 0.69 whereas the diffractive ones were smaller (0.57), as expected. The output energy was significantly lower (392 mJ) than that obtained, for the same pump energy (34 J), from the super-Gaussian resonator of the highest order (430 mJ). This confirms that for the hard edge resonator the actual mode is well different from the uniform mode predicted by the geometrical optics and, according to our model, the lack of a complete filling of the rod accounts for the low energy. Indeed, as expected, the geometrical optics is a poor approximation for hard edge resonators due to strong diffraction effects also visible in the near-field pattern reported in fig 4 (d). Moreover the donut mode, resulting from the lack of a transmissive coupling, generate a considerable increase of the side lobes in the far-field pattern visible in fig. 5(d). It is worth noting that we have also operated an hard edge resonator (HD1) with the same geometrical coupling losses as for super-Gaussian resonators, getting an output energy even lower than in the case previously considered.

For a conclusive comparison we have summarized in Table I the output energies obtained, for the same input energy (34 J), from the super-Gaussian resonators and from the hard edge resonators.

<table>
<thead>
<tr>
<th>mirror</th>
<th>DF1</th>
<th>DF2</th>
<th>DF3</th>
<th>DF4</th>
<th>HD1*</th>
<th>HD2*</th>
</tr>
</thead>
<tbody>
<tr>
<td>output energy* (mJ)</td>
<td>280</td>
<td>314</td>
<td>364</td>
<td>430</td>
<td>296</td>
<td>392</td>
</tr>
</tbody>
</table>

* Input energy 34 J
* Hard edge, totally reflecting

Conclusions

The properties of unstable resonators that use variable reflectivity output couplers have been investigated for several mirrors with reflectivity profile covering the whole range of super-Gaussian functions.

The fraction of the rod volume occupied by a significant mode intensity has been shown to increase with the order n; this explains the increment of the energetic efficiency with n, also confirmed by the experimental data, and accounts for the superior performances of super-Gaussian resonators. Going from n = 2.8 to n = 35 the output energy increases by a factor 1.6 and approaches the upper theoretical limit, corresponding to a flat mode into the resonator.

The transmissive coupling of super-Gaussian mirrors and the tapering of the...
reflectivity profile are key points to obtain, from super-Gaussian resonators of any order, diffraction limited beams with smooth profile; however, as \( n \) increases, the central dip in the near-field becomes more and more pronounced, and side lobes appear in the far-field, slightly decreasing the on-axis brightness.

The comparison between super-Gaussian resonator and traditional unstable configurations demonstrate that super-Gaussian resonators present the following advantages: (i) for any order \( n \) they generate diffraction limited beams; (ii) for order \( n > 10 \) the output energy is higher than that obtained from hard-edge resonators; (ii) the beam divergence, although it gets worse as \( n \) increases, is always better than that of hard edge resonators.
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Abstract

We report a new technique which allows to monitor, in real time, pulse to pulse changes of mode size, pulse length, transverse mode distribution of any pulsed laser independently on the pulse length from milli to femtoseconds. Some experimental results relative to pulse length changes in both a mode locked Nd:YAG laser and a free electron laser (FEL) are discussed.

Introduction

In the characterization of picosecond and femtosecond laser pulses many solutions have been proposed and tested in order to overcome the problems related to the limited bandwidth of the conventional detectors. Most of these techniques can be used to reconstruct the actual profile of the pulses but they are based on the measurement of the second or higher order intensity autocorrelation functions, so that they yield only the average pulse shape.

With these considerations in mind, we have proposed for both a free electron laser and flash pulsed Nd:YAG laser with active and passive mode locking, a new technique which allows the simultaneous measurement, in real time, of the pulse-to-pulse changes in mode size and pulse length of laser pulses. One of the major advantages of this technique is that it can be used for any pulsed laser system independently of the pulse length from femtosecond to millisecond. The validity of the results rests on the hypothesis that the power distribution on the transverse laser modes can be arbitrary but constant during the measurement time. Numerical and experimental analyses have demonstrated that this hypothesis is largely verified in FEL systems and in solid state lasers with active mode locking where the transverse distribution is almost a TEMnp Gauss-Laguerre mode. On the other hand, as this hypothesis might be easily not fulfilled, taking advantage of the properties of the S.H.G., we have gained the possibility of removing the previous mentioned restriction. In this improved version our technique allows the real time monitoring of the pulse to pulse variations of mode size, pulse length, and power content of the fundamental mode for any pulsed laser system.

The paper is organized as follows: in Sec.II we calculate the S.H.G. efficiency in different focusing conditions taking explicitly into account transverse mode mixing effects; in Sec.III we propose to modify the above mentioned technique in order to measure mode coupling effects in any laser pulse and report some experimental applications of the technique.

Second harmonic generation with multitransverse mode beams

In this section, we want to carry out a detailed analysis of the main features of the S.H.G. with undepleted pump taking explicitly into account multitransverse mode effects. When the exact transverse distribution has to be explicitly considered, the incoming beam can be expanded in a series of either Laguerre-Gauss or Hermite-Gauss modes the two representation being perfectly equivalent also in view of the conversion formulas derived in refs. Here, we have chosen Laguerre-Gauss modes, because their use permits a noticeable shortening of the time required by the computer code developed to calculate the conversion efficiency. Therefore, the generic TEMnp orthonormal mode can be written as

\[ E_{nm}(r,\phi,z) = \begin{cases} \frac{1}{w(z)} \left( \frac{2p!}{\pi(p+n)!} \right)^{\frac{1}{2}} \left( \frac{r}{w(z)} \right)^n e^{i\phi} & \text{if } n \leq 0 \\ \frac{1}{w(z)} \exp \left[ i \tan \left( \frac{z}{z_R} \right) - \frac{kr^2}{2z_R} \right] \frac{r^{n+2}}{\omega^2(z)} \cos(n\phi) & \text{if } n > 0 \end{cases} \]

\[ n \leq 0 \]
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\[ w(z) = w_0 \left( 1 + \frac{z}{Z_R^2} \right)^{\frac{1}{2}} \quad R(z) = z \left( 1 + \frac{Z_R^2}{z^2} \right) \quad (1) \]

where \( w_0 \) is the waist, \( Z_R = \frac{n_0^2}{2} \) is the Rayleigh length, \( k = 2\pi/\lambda \) the wavenumber, \( P(x) \) the generalized laguerre polynomial, \( p \) and \( n \) are the radial and angular mode numbers respectively. It is obvious that any field distribution \( (E_1) \) of the first harmonic beam can be simply written as

\[ E_1 = \sum_{n=0}^{\infty} \sum_{p=0}^{\infty} a_{n,p} \psi_{np}(r,\phi,z) \quad (2) \]

Taking advantage of a generalization of the approach originally developed by Bjorkholm and by Boyd et al., we can calculate the second harmonic field, generated by any first harmonic distribution. In this way we can write the conversion efficiency of S.H.G. in the undepleted regime for an input first harmonic beam with a multimode transverse field distribution as

\[ \eta = \frac{E_2^2}{E_1^2} \]

\[ = 2Lp^2 \frac{\zeta_1^2}{\zeta_2^2} \frac{n}{L} \sum \left( \frac{Z_R}{\lambda} \right)^n P_n^m(n, p, a_{np}^2) \quad (3) \]

where \( L \) is the length of the crystal, \( \lambda \) is the first harmonic wavelength in vacuo, \( \zeta_1 \) and \( \zeta_2 \) are the impedances of the nonlinear medium evaluated at the first and second harmonic frequencies respectively, \( \omega_0 \) is a number that take into account the waist position in the crystal (i.e. \( \omega_0 = 0.5 \) and \( \omega_0 = 0.5 \) means the waist in the middle of the crystal and one half crystal length out respectively).

\[ \frac{d^2 \psi_{np}/d\xi^2} \quad (4) \]

where \( \psi(\rho,\zeta) = \frac{\rho^2}{\zeta^2} \phi(\rho,\zeta,\phi) \) and \( \zeta = \zeta_1 \rho \). We stress that the optical properties of the crystal are described by the proportionality constants of Eq. 3 while the adimensional function \( Q \) takes into account the influence of the intensity transverse distribution of the first harmonic beam.

We intend, now, to investigate the effects of moving focus on the conversion efficiency in the limiting cases of \( Z_R/L << 1 \) (strongly focused beam) and \( Z_R/L >> 1 \) (columnar beam). This analysis is instrumental, as discussed in the next section, for the mode coupling analysis.

Taking in mind the asymptotic behaviour of the function \( Q \) we can write:

\[ Q[Z_R/L, p, n, p] = q_1 \frac{Z_R/L}{\lambda_1} \]

\[ Q[Z_R/L, p, n, p] = q_2 \frac{L}{Z_R} \quad (5) \]

**TABLE I**

<table>
<thead>
<tr>
<th>( \psi_0 )</th>
<th>( \psi_1 )</th>
<th>( \psi_{01} )</th>
<th>( \psi_{10} )</th>
<th>( \psi_{11} )</th>
<th>( \psi_{02} )</th>
<th>( \psi_{20} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( -0.5 )</td>
<td>3.70</td>
<td>1.295</td>
<td>1.37</td>
<td>0.647</td>
<td>2.41</td>
<td>2.432</td>
</tr>
<tr>
<td>( -0.25 )</td>
<td>4.45</td>
<td>1.294</td>
<td>1.41</td>
<td>0.647</td>
<td>2.32</td>
<td>2.430</td>
</tr>
<tr>
<td>( +0.25 )</td>
<td>2.5</td>
<td>1.288</td>
<td>1.35</td>
<td>0.644</td>
<td>0.091</td>
<td>2.420</td>
</tr>
<tr>
<td>( +0.5 )</td>
<td>1.22</td>
<td>1.282</td>
<td>0.71</td>
<td>0.641</td>
<td>0.03</td>
<td>2.408</td>
</tr>
</tbody>
</table>

**TAB.I** Some values of the constants \( q_1 \) and \( q_2 \) (cf. Eq. 5).
An inspection of Tab. I shows that the constant $q_1$ is more sensitive to the waist position than $q_2$. We explicitly remind that values reported in Tab. I are relative to the single transverse modes. Now, we focus our attention to the case that the first harmonic beam has a transverse field distribution like $E_1 = \sqrt{1-a} E_{00} + \sqrt{a} E_{01}$ where $a$ is the percentage of the power coupled with the mode $TEM_{01}$ of the first harmonic beam so that $a_0^2 = 1-a$, $a_{01}^2 = a$.

In view of the application discussed in the next section we calculate, by an appropriate computer code, the conversion efficiency for a fixed value of the focusing parameter $\zeta = L/Z_R$ but in two different positions of the beam waist with respect to the crystal, versus the mixing parameter $a$. Taking advantage of the previous analysis, we are able to plot the ratio between the conversion efficiency when the waist is positioned near the middle of the crystal and the same efficiency when the waist is out of the crystal. Fig. 1 shows the ratio $\eta_1/\eta_2$ versus $a$ for $Z_R/L = 0.1$, where $\eta_1$ and $\eta_2$ are the efficiencies when the focus is respectively in the center of the crystal and one half crystal length out.

![Fig. 1. The ratio $\eta_1/\eta_2$ (cf. Eq. 8) versus the mixing parameter $a$.](image)

**Experimental Applications**

For the sake of making this paper self contained, we first briefly review the technique in its old version, then we analyze the proposed improvements for the mode coupling analysis. In a nonlinear crystal of length $L$ the peak powers $P_2$ and $P_1$ of the second and first-harmonic beams, respectively, are related by

$$\gamma q_1 Z_R / L \quad \text{for} \quad Z_R / L \leq 1.$$  

$$\gamma q_2 L / Z_R \quad \text{for} \quad Z_R / L > 1.$$  

where $\gamma$ is a constant of proportionality depending on the nonlinear properties of the crystal, $q_1$ and $q_2$ (cf. Sect. II) take into account the transverse intensity distribution of the first-harmonic beam.
Fig. 2. Schematic of the measurement set up. The filter F suppresses the first harmonic. S and L refer to the two channels with short (f_s) and long (f_L) focal length lenses, respectively. DAS means a data acquisition system for the automatic acquisition and elaboration of the experimental results. The dashed line represents the additional channel for the mode mixing analysis, which is not present in the old version described in refs. 3,4,9,10,15.

We explicitly remind that all the detectors, shown in Fig. 2, are requested to have a responsivity time much longer than the pulse length. With reference to Fig. 2, a small fraction of the incident laser beam is sent to the detector D1, which, according to the previous discussion, delivers a signal

\[ i_1 = E_1 = P_{1} t_1 \]

where \( E_1 \) and \( t_1 \) are the energy and the time length of the first-harmonic pulse, respectively. Then the main part of the beam is divided into two parts, by the beam splitter BS. These two beams are sent into two nonlinear crystals (NL) after being focused by the two lenses with focal lengths \( f_s \) and \( f_L \), \( f_L \) is so long that the condition \( Z_R/L_q \approx 1 \) is satisfied, while \( f_s \) is so short that \( Z_R/L_q \ll 1 \). In a similar way to the detector D1, the detectors DS and DL provide current signals \( (i_S,i_L) \) proportional to the energy content of the second-harmonic pulses produced in the nonlinear crystals in the different focusing conditions. Relying on Eq. 6 we can write:

\[ Z_R = \sqrt{i_L/i_S} \]

\[ \tau = \sqrt{i_1 t_1} \sqrt{i_S t_1} \]

which are the basic results of our analysis. Equations (7) show that, through a proper combination of the signals provided by the detectors, it is possible to monitor, in real time, the change of the mode size \( (Z_R) \) and the pulse length \( (\tau) \) (see refs. 3,4,9,10,15 for more details).

As previously discussed the technique, in its old version, can be used only for the real time characterization of pulses delivered by laser systems with no mode fluctuations, although it already proved extremely useful to investigate either deterministic behaviours (e.g., self guiding effects in free electron lasers \(^3,^4\)) or random fluctuations (e.g., mode locked Nd:YAG lasers \(^9,^{110}\)).

Relying on the results obtained in sec. II, an inspection of Fig. 1 suggests a simple technique to monitor the pulse to pulse fluctuations of the power distribution of the transverse modes. In fact, with reference to Fig. 2, in the fourth channel (dashed line, not present in the previous experimental set-up of the technique) the beam is focused in the same way as in the channel with \( Z_R/L_q \approx 1 \), but the focus is positioned outside the crystal so that we can write:

\[ \eta_1 = \frac{P_2}{P_1} \int_{W_p=0.5, \xi \neq 1} \frac{i_S t_1^2 (i_1 t_1)^2}{(i_1 t_1)^2} \]

\[ \eta_2 = \frac{P_2}{P_1} \int_{W_p=0.5, \xi \neq 1} \frac{i_S t_1^2 (i_1 t_1)^2}{(i_1 t_1)^2} \]
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\[ n_i = \frac{n_1}{n_2} = \frac{i_S}{i_S^B} \]

where \( i_S, i_S^B, \) and \( i_1^B \) are the intensities of the current provided by the photo detectors \( DS, DS^B \) and \( D1. \)

Because the focusing parameter is the same for \( n_1 \) and \( n_2, \) the ratio of the currents \( i_S^B \) and \( i_S^B \) is dependent only upon the mixing parameter \( \alpha, \) so we can easily relate the pulse to pulse fluctuations of \( n_i \) to the fluctuation of \( \alpha. \) This goal can be achieved comparing the values of \( n_i, \) normalized to their maximum, with the curve in Fig. 1.

Application to a free electron laser (FEL)

In this section we shortly review the main results obtained by applying the previous technique to look for the experimental evidence of self guiding effects in the free electron laser (FEL) constructed on the MARK III linear accelerator at Stanford.

The output radiation of the MARK III FEL consists of a train macropulses (some microseconds long), each of which contains micropulses (about 500 fs long), spaced 0.35 ns apart.

We have applied the previous technique to analyze the evolution of these micropulses during the buildup of the radiation. The Rayleigh length of the fundamental mode is about 0.75 m, and the distance between its waist and the measurement apparatus is about 8 m. We have used two crystals of lithium niobate with a length of 5 mm. After being focused, the two beams had inside the two nonlinear crystals a Rayleigh length equal to 1.5 cm = 3L (with \( f_L = 1 \) m) and 0.6 mm = 0.15L (with \( f_L = 0.2 \) m). With these parameters, we have derived the results plotted in Fig.3, where both the Rayleigh length and the pulse duration have been put equal to one at the beginning of the macropulse (\( t=0 \)). The dynamic range of our setup is about 30 dB.

![Figure 3](image_url)

**Fig.3.** Evolution of the Rayleigh range \( (Z_R, \) on the top) and of the pulse length \( (\tau, \) in the middle) during the buildup of the radiation \( (\) at the bottom\) in the MARK III FEL at Stanford \( (7,9). \) The signal \( i_1, \) provided by the detector D1, is proportional to the energy of the first-harmonic micropulses. As a reference, we have set \( t=0, Z_R=1, \) and \( \tau=1 \) at the beginning of the macropulse.
Application to a mode locked Nd:YAG laser

We have used this technique to characterize a Nd:YAG laser, which is a flash-lamp pumped laser system with both an active (acousto-optic) and passive (saturable absorber) mode locking. Its output beam consists of pulse trains (repetition rate up to 20 Hz and energy equal to about 3 mJ), each of which is formed by about 12 individual pulses (30 ps) spaced apart by about 7 ns. The output coupler of the laser resonator can be selected among 4 different plane etalons. According to the particular choice, the length of each individual pulse can take any of the following values: 30, 50, 100, and 200 ps. Then, a single-pulse selector extracts the pulse with the highest energy (about 0.7 mJ).

As a first result, we report the variance of the pulse length as a function of the detuning parameter \( \Delta = (f_{\text{AOM}} - f_c)/f_c \), where \( f_{\text{AOM}} \) is the driving frequency of the acousto-optic mode locker and \( f_c = 1/2T \), \( T \) being the round-trip time of the optical resonator. Fig. 4 shows these results in both the cases of an aged and a fresh saturable absorber, by aged saturable absorber we mean a saturable absorber after about 200,000 shots.

Fig. 4. The relative variance of the time duration (\( \sigma_t \)) as a function of the detuning parameter \( \Delta = (f_{\text{AOM}} - f_c)/f_c \) for an actively-passively mode locked Nd:YAG laser. By relative variance we mean the variance of the distribution divided by its mean value. Both aged (circles) and fresh (triangles) saturable absorber have been considered. By aged saturable absorber we mean a saturable absorber after about 200,000 shots.
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Glow discharges with axial gas flow are an efficient technique for the excitation of gas-dynamically cooled CO lasers. We have investigated the scaling laws of DC discharges with flow velocities of several hundred meters per second. In order to increase the stability of the discharge a turbulence was introduced at the upstream end of the discharge tube. In this way it was possible to realize high mass specific input energies at discharge pressures of about 500 mbar.

The experiments proved that in spite of the high flow velocities the discharge can be compared to a classical axial glow discharge with no gas flow. E.g. no dependence of the discharge on the expansion nozzle (which is used for the gas dynamic cooling of the excited gas) was observed. In other words, the discharge is restricted to the volume inside the discharge tube. It could be shown that an optimum for the specific energy input exists and that a pressure drop by a factor of 2 - 2.5 is necessary for the generation of the stabilizing turbulence. The investigations of different discharge geometries revealed that maximum mass specific energies are possible if the mass flow is restricted to small values.

The results of the glow discharge experiments were used to develop a concept for the excitation of a multi-kW-laser.

Introduction

Carbon monoxid lasers can be operated with very high efficiencies (i.e. ratio of laser power and excitation power) if the gas is cooled to cryogenic temperatures [1]. This can be accomplished in a simple and efficient way by the use of a supersonic nozzle. The adiabatic expansion of the gas enables the operation of the laser even at extreme low temperatures (at about 50 K). Due to the very slow vibrational relaxation of carbon monoxid, it is possible to excite the gas before it enters the nozzle [2,3]. In our experiments we applied a DC glow discharge with a fast axial gas flow. Because of the high discharge pressure of several hundred mbar it is necessary to use a special gasdynamic method in order to maintain a stable and uniform discharge. We injected the gas through an annular slit around the anode at the entrance of the discharge tube and generated by this way a strong turbulence at the surface of the electrode with the upstream position. This improved the homogeneity of the discharge properties and allowed a significant increase of the discharge power without giving rise to the formation of streamers.

Fig. 1: Gasdynamic CO laser with closed gas cycle. Fig. 2: Experimental setup.
The results of a system analysis, made for a gasdynamically cooled CO laser with a closed gas cycle (see Fig. 1), showed that it is of utmost importance to operate the discharge at high pressures. By this way it is possible to decrease the pumping speed of the blowers or rootspumps, which are needed for the recompression of the gas. Since the pump size is in direct proportion to the pumping speed, this results also in a reduction of the total laser volume. Furthermore, it could be shown that it is necessary to minimize the pressure drop which is used for the generation of the turbulence at the gas injection. Thereby the overall efficiency of the laser is increased, while less pump stages are needed for the recompression of the gas.

Fig. 2 shows the technical setup, which was used during all our experiments. The anode at the entrance of the tube was displacable so that different pressure drops at the annular slit could be used for the generation of the turbulence. By isolating the nozzle from the rest of the structure it was possible to measure the current into the converging and diverging parts of the nozzle seperately. In all experiments we used a standard mixture of gases, which consisted of 12 % carbon monoxid, 87 % helium and 1 % oxygen and which was found to give best results in respect of discharge and laser power. Unless otherwise stated, the length of the tube was 200 mm and its diameter 16 mm.

Results

Fig. 3 shows the dependance of the mass specific laser energy (i.e. laser power per mass flow) on the mass specific excitation energy for different discharge pressures. The maximum mass specific excitation energy is given at the end of each curve by the occurrence of streamers. Beyond a pressure of 250 mbar the maximum of laser power is realized at mass specific excitation energies of 400-500 J/g. This power input is hard to achieve at pressures of 300 mbar and more. Since the laser should be operated at high pressures, as noted before, it is in general necessary to excite the laser with the highest possible energy.

Fig. 4 presents the characteristic laser parameters as a function of discharge pressure. The mass specific excitation energy in this figure has been chosen in such a way to give a maximum of laser power. This coincides, as mentioned before, with the maximum of discharge energy, if pressures beyond 250 mbar are considered. While the mass specific excitation energy decreases linearly as the pressure rises, the laser efficiency (ratio of laser power and discharge power) increases till a pressure of about 400 mbar is reached. This may be interpreted in a way that the boundary layers inside the nozzle are decreasing for an increase of pressure. The decrease of boundary layers, which are regions of high temperatures, will result in a decrease of the average gas temperature, which will then be followed by an increase of laser efficiency. As result of the loss of mass specific excitation energy and the gain of laser efficiency the mass specific laser energy becomes a characteristic constant (approx. 40 J/g).

Since the flow velocity inside the tube is in the order of several hundred meters per second, it may be anticipated that a large fraction of the discharge current is displaced into the nozzle. The separate measurements of the currents into the converging and
diverging parts of the nozzle however proved that only a minor amount of the total current is drawn into the supersonic part of the nozzle. Fig. 5 shows that more than 92% of the discharge current is restricted to the volume inside the tube. Furthermore, we observed no difference in laser power, when we isolated the nozzle totally and operated it with a floating potential.

![Image](image_url)

**Fig. 5:** Displacement of discharge current by gas-flow.

**Fig. 6:** Maximum specific discharge energy as a function of the pressure drop at the anode slit.

The stabilizing effect of the turbulence at the anode surface is strongly dependant on the pressure drop at the annular slit around the anode. Since the overall efficiency of the laser is affected by the magnitude of the pressure drop, it is necessary to derive the exact relation between the maximum power input without streamers and the ratio of pressures before and after the slit. Fig. 6 shows that at least a pressure drop by a factor of 1.7 is required for the generation of an efficient turbulence. If the ratio of pressures is increased further, it is still possible to increase the power input until a pressure ratio of about 2.5 is reached. In order to design carbon monoxid lasers with high power outputs, the mass flow within the laser has to be increased by an enlargement of the throat area. We have therefore investigated the geometric scaling laws of the maximum mass specific discharge power. Fig. 7 shows the behaviour of three tubes with different diameters, in which the ratio of the throat area and the tube cross section has been kept constant. The strong decrease of discharge power with increasing tube diameter (or mass flow), strongly indicates that the discharge is stabilized by the tube walls.

![Image](image_url)

**Fig. 7:** Maximum specific excitation energy for three different tube diameters.

**Fig. 8:** Excitation efficiency (vibrational excitation/total excitation by discharge) as function of specific excitation energy.
Since the gas flow is choked at the annular slit of the anode, the mass flow remains constant, even if the discharge power (and thereby the discharge pressure) is changed. It is thereby possible to show [4] that the stagnation temperature at the entrance of the supersonic nozzle is proportional to the square of the stagnation pressure. By calculating the stagnation temperature, the distribution of the total energy input into the translational and vibrational degrees of freedom can be derived. Our experiments showed (see Fig. 8) that the excitation efficiency (i.e. the ratio of vibrational excitation and total energy input) is independent of the tube geometry, but it is a function of the specific excitation energy. This is in accordance to the experiments of Daiber [5], who has shown furthermore that the energy losses by the walls are less than 5.5 %. In this way it was also possible to demonstrate that the excitation efficiency is nearly independent of the tube length. This result corresponds to the very slow vibrational relaxation of carbon monoxid.

**Summary and Conclusions**

We have demonstrated that high mass specific excitation energies can be achieved, if the mass flow within a tube (or the throat area of the nozzle) is limited to a small value. The experiments also proved that the excitation of vibrational energy is nearly independent of the flow time of gas within the discharge. For high power CO lasers it is therefore recommended to distribute the total mass flow among several parallel discharge tubes. The small mass flow of each tube can then be excited with high specific energies. Since the relaxation of the excited carbon monoxid is slow, it is possible to reunite the separate mass flow at the entrance of a common nozzle without losing vibrational energy. The nozzle itself may be regarded as independent of the discharge and may be made out of plastic.
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ABSTRACT

Higher order nonlinear scattering and third harmonic generation via an induced SHG-three wave mixing have been observed in the organic crystal (-)-2-(α-methylbenzylamino)-5-nitropyridine (MBA-NP). The third order susceptibility $\chi^{(3)}$ of MBA-NP were determined to be on the order of $10^{-12}$ esu.

The future era of information, signal processing, and optical computation has lead to the search for optical materials which possess extremely large and fast nonlinear coefficients$^1$. The need for efficient conversion of SHG using low power semiconductor diode lasers has increase the search for suitable nonlinear media to improve the storage density of an optical information system$^{1,2}$. Nonlinear optical material Various kinds of $\pi$-conjugated organic materials have the potential to fit these requirements$^{3-8}$. (-)-2-(α-methylbenzylamino)-5-nitropyridine (MBA-NP) has attracted interest because of its high optical damage threshold and fairly large $\chi^{(2)}$.

MBA-NP crystal is a biaxial crystal belonging to the monoclinic crystal class with point group$^5$. The procedure to grow the MBA-NP crystals was described in reference 5. The optical absorption spectrum of MBA-NP is shown in Fig. 1. This curve determines the optical attenuation and spectral region for resonant nonlinearity. The absorption depth at 350 nm is about 2µm.

Figure 1. Absorption spectrum from MBA-NP. The thickness of sample is 50 µm.
In the experiment, picosecond laser pulses at 1054 nm were generated by a mode locked Nd:glass laser with a spectral width of ~ 80 cm\(^{-1}\), peak power ~10\(^{19}\) W and the pulse duration ~ 8 ps. KDP crystal was used to generate the second-harmonic of the 1054 nm laser. The laser beam was focused with a 28.5 cm focal length lens into a 0.6 mm thickness single crystal of MBA-NP. The beam diameter at the sample was about 1 mm. The output signal in visible and UV regions were collected by a 10 cm focal length lens and directed into a 0.25-m Jarrell-Ash spectrograph with a PAR OMA III video readout system for spectral recording and analysis or a 0.5 m Jarrell-Ash spectrometer with a photomultiplier tube for intensity measurement. The output light in near-IR region was measured using either a 0.5 m Jarrell-Ash spectrometer with a Ge-photodiode or a PbS-photodiode detector, or a 0.25 m spectrometer with a CCD camera readout system. Neutral density and color filters were used to adjust the light intensity focused on the sample.

A typical nonlinear spectrum from 300 nm to 600 nm is displayed in Fig. 2. The salient feature of curve displayed indicates that there are four distinct maxima located at 527 nm, 560 nm, 351 nm, and 364 nm. The intensity at THG is about 0.1% of the light intensity at 527 nm (SHG). One key characteristics of the signal is that the intensity ratio of l\(_{560}/l_{527}\) is almost equal to l\(_{351}/l_{327}\) under a large change (4.26\times 10^9 - 1.95\times 10^{10} W/cm\(^2\)) of the incident 1054 nm laser pulse intensity. The intensities at 560 nm and 364 nm are about one tenth of the intensities at 527 nm and 351 nm, respectively. The signal intensity of SHG frequency 527 nm varies as \(_{2w} \approx I_{w}^2\). The signal intensity at THG is found to be almost linearly to that at SHG. The strongest second and third harmonic of MBA-NP was obtained when the polarization of the incident laser is parallel to one of the major axis. The SHG intensity varies periodically as a function of the incident polarization rotation around the incident beam. The period is 180°. Good phase-matched second harmonic generation was not observed. When both incident polarization and the MBA-NP crystal axis were perpendicular to the entrance slit, the signals at 560 nm (2w-\(\omega_p\)) and 364 nm (3w-\(\omega_p\)) were observed. The spectral shift \(_{p} = 992 cm^{-1}\). The signal intensities at 2w-\(\omega_p\) and 3w-\(\omega_p\) have shown a strong dependence on the incident pumping laser intensity at 1054 nm. The intensity of signal at 2w-\(\omega_p\) is plotted in Fig. 3 as a function of incident laser intensity. The addition of 527 nm laser pulses together with 1054 nm into the MBA-NP crystal resulted in an increase in the net intensity at 2w. No significant influence on the intensities at 2w-\(\omega_p\) and 3w-\(\omega_p\) was observed.

Since the absorption depth of MBA-NP at 3\(\omega\) is small, the generation of the signal at 3\(\omega\) arises near the surface. The signal at 3\(\omega\) can be generated from both the third harmonic generation [ \(\propto \chi^{(3)}\) ] and the three wave mixing [ \(\propto \chi^{(2)}\) ]. To find out the process generating the signal at 3\(\omega\), both transmission and reflection methods were used. The experimental results show that the intensity at 3\(\omega\) is linearly proportional to the intensity at 2\(\omega\) for both cases when the input laser
intensity at 1054 nm was high and kept constant. These observations indicate that the signal at 3\omega mainly originates from three wave mixing between 2\omega and \omega. It was estimated experimentally that about 10% of the intensity the signal at 3\omega was generated from THG through \chi^{(3)}. The absorption depths of both MBA-NP and ZnSe are comparable to the coherence length. The well known theories of THG\textsuperscript{9-11} were used to estimate the value of the third-order susceptibility of MBA-NP. It was found that the \chi^{(3)} of MBA-NP is less than one percent of that of ZnSe, about the order of 10^{-12} esu. This size of \chi^{(3)} may explain why some other important nonlinear optical processes such as SPM and XPM were not observed in this sample.

The experimental results showed that the signals at frequency 3\omega-\omega\textsubscript{p} arise from the three wave mixing with \omega and 2\omega-\omega\textsubscript{p}. In this case the signal intensity varies as \textit{I}_{3\omega-\omega\textsubscript{p}} \propto |\chi^{(2)}|^{2} \omega |2\omega-\omega\textsubscript{p}|. Therefore, the ratio of the intensity at 2\omega-\omega\textsubscript{p} over the intensity at 2\omega is identical to that 3\omega-\omega\textsubscript{p} over 3\omega, as shown in Fig. 2.

The most interesting measurements are the observations of signal\textsuperscript{12} generated at 2\omega-\omega\textsubscript{p} which can arise from four possible processes. Firstly, it may be the stimulated Raman scattering of 2\omega. Secondly, it may be the second harmonic of strong stimulated Raman scattering of the pumping laser at 1120 nm. Thirdly, it may be three wave mixing of the incident laser \omega and its stimulated Raman scattering (\omega\textsubscript{p} = 992 cm\textsuperscript{-1}) at 1177 nm. Fourth, it may be stimulated hyper-Raman scattering of the primary pumping laser. When an externally 527 nm laser pulse with an intensity comparable to the SHG generated by 1054 nm passed through the MBA-NP crystal, no signal at 2\omega-\omega\textsubscript{p} was observed. Furthermore, if the incident intensity of the primary pumping laser was kept constant, the output intensity at 2\omega-\omega\textsubscript{p} remained almost constant when the intensity at 2\omega was changed externally. In our experiment, no large peak at 1120 nm or at 1177 nm were observed. This observation rules out the second and third possibilities. Therefore, the signal at 2\omega-\omega\textsubscript{p} could be hyper-Raman scattering by the primary laser \omega. More work is needed to identify these peaks.

This research is supported in part by grants from Hamamatsu Photonics K. K., Organized Research at CCNY and the Professional Staff Congress/Board of Higher Education.

References

DEGENERATE CROSS-PHASE-MODULATION AND PULSE COMPRESSION OF ULTRASHORT LASER PULSES
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ABSTRACT

Temporal profile of a linearly polarized ultrashort laser pulse modulated by a co-propagating perpendicularly polarized strong laser pulse with the same frequency in condensed matter has been modeled. Degenerate-cross-phase-modulation can be applied for femtosecond optical pulse compression without the use of gratings or prisms and signal processing due to the small walk-off between the pumping and signal pulses.

When a weak pulse propagates through a medium whose index of refraction was changed by an intense laser pulse, the phase of the weak pulse can be modulated by the time variation of the index of refraction originating from the primary intense laser pulse. This process is called cross-phase-modulation (XPM). This nonlinear process has important potential applications based on the picosecond and femtosecond technology. Several schemes of nonlinear interactions between optical pulses can lead to XPM. For example, XPM is inextricable to the generation of stimulated Raman scattering (SRS) pulses, second harmonic generation (SHG) pulses, and stimulated four photon mixing (SFPM) pulses. More importantly, the XPM generated by pump pulses can be used to control the temporal, spectral, and spatial properties of ultrashort probe pulses.

In this paper we report on a new class of XPM: degenerate-XPM (DXPM) in which two or more laser pulses with the same frequency but different polarizations interact. Our analysis on the DXPM describes a new way for optical pulse compression in fibers without the use of gratings or prisms.

The optical electromagnetic fields of copropagating pulses must satisfy Maxwell's equation:

$$\nabla \times \nabla \times E = -\mu_0 \frac{\partial D}{\partial t^2},$$

where D can be written as $D = \varepsilon E + P^{NL}$ and $\varepsilon$ is the medium permittivity at low laser intensity, and $P^{NL}$ the nonlinear polarization vector. The nonlinear polarization can be written as:

$$P^{NL}_\omega(\omega_0) = \sum_{jkl} \chi^{(3)}_{ijkl}(\omega_0, \omega_1, \omega_2, \omega_3) E_j(\omega_1) E_k(\omega_2) E_l(\omega_3),$$

where $\omega_4 = \omega_1 + \omega_2 + \omega_3$ by the conservation of energy, $\chi^{(3)}$ has 81 elements in general. In isotropic media there are 21 non-zero elements, of which four can be different and only three are independent. In quasi-monochromatic approximation, the total electric field can be written in the form of:

$$E = \frac{1}{2} \left[ \tilde{A}_x(r,z,t) \exp[i(\omega_0 t - k_x z)] + \tilde{A}_y(r,z,t) \exp[i(\omega_0 t - k_y z)] \right] + c. c. ,$$

Substituting Eq.(3) into Eq.(2) and keeping only the terms synchronized with $\omega_0$, one obtains

$$P^{NL}_\omega = \frac{1}{8} \chi^{(3)}_{xxx} \left[ 3 |A_x|^2 A_z^2 + 2 |A_y|^2 A_z^2 \exp(-i \Delta k z) \right] \exp[i(\omega_0 t - k_x z)],$$

1068
where $\Delta k = k_x - k_y$ is the propagation constant mismatch between the two orthogonally polarized waves. The last terms in Eqs. (4a) and (4b) arise from the degenerate four-wave-mixing. Their contributions to the XPM only appear when both pulses are at the same frequency because of degenerate nature of the polarization components. Their influence to the XPM process depends on the extent of the phase matching of the two orthogonally polarized pulses characterized by the beat length $L_B = 2\pi/(k_x - k_y)$. If the length of medium $L >> L_B$, the contribution of last terms in Eqs. (4a) and (4b) can be negligible. In this case, the DXPM between the two polarization components is similar to that between two waves at different frequencies but same polarization.

The coupling term for the DXPM is weaker than that of XPM where the coefficient for the cross term is 2 for DXPM instead of 6 for XPM6. All the solutions for XPM between two waves at different frequencies are valid to this DXPM case by replacing the factor 6 by 2. Their contributions must be considered when $L$ is small in comparison with $L_B$. To study the properties of DXPM in the later case, phase matching $\Delta k = 0$ is assumed in the following discussions.

Combining Eqs. (1)-(4) and using the slowly varying envelope approximation, one obtains the coupled nonlinear wave equation which governs the two polarization components:

\[
P_{NL} = \frac{1}{8} \chi^{(3)}_{\text{xxx}} \left[ 3 |A_y|^2 A_y + 2 |A_x|^2 A_y + A_x^2 A_y^* \exp(i2\Delta k z) \right] \exp[i(\omega_0 t - k_y z)].
\]  

where $\Delta k = k_x - k_y$ is the propagation constant mismatch between the two orthogonally polarized waves. The last terms in Eqs. (4a) and (4b) arise from the degenerate four-wave-mixing. Their contributions to the XPM only appear when both pulses are at the same frequency because of degenerate nature of the polarization components. Their influence to the XPM process depends on the extent of the phase matching of the two orthogonally polarized pulses characterized by the beat length $L_B = 2\pi/(k_x - k_y)$. If the length of medium $L >> L_B$, the contribution of last terms in Eqs. (4a) and (4b) can be negligible. In this case, the DXPM between the two polarization components is similar to that between two waves at different frequencies but same polarization.

The coupling term for the DXPM is weaker than that of XPM where the coefficient for the cross term is 2 for DXPM instead of 6 for XPM6. All the solutions for XPM between two waves at different frequencies are valid to this DXPM case by replacing the factor 6 by 2. Their contributions must be considered when $L$ is small in comparison with $L_B$. To study the properties of DXPM in the later case, phase matching $\Delta k = 0$ is assumed in the following discussions.

Combining Eqs. (1)-(4) and using the slowly varying envelope approximation, one obtains the coupled nonlinear wave equation which governs the two polarization components:

\[
\frac{\partial A_x}{\partial z} + \frac{1}{v_g} \frac{\partial A_x}{\partial t} + \frac{k^2}{2} \frac{\partial^2 A_x}{\partial t^2} = i \frac{\omega_0 n_2}{c} \left[ \left( |A_x|^2 + \frac{2}{3} |A_x|^2 A_y + \frac{1}{3} A_x^2 A_y^* \right) \right],
\]

where $v_g = v_g = v_g$, $k^{(2)}$ is the group velocity dispersion, and $n_2 = 3 \chi^{(3)}_{\text{xxx}}/8\pi$ is the nonlinear refractive index.

Numerical methods are used to solve Eqs. (5a) and (5b) in general cases. However, analytical solutions can be obtained when the group-velocity dispersion and temporal broadening are neglected.

Denoting the amplitude and phase of the pulse envelope by $a$ and $\alpha$, respectively, $A_j$ can be written as

\[
A_j(t,z) = a_j \exp[i \alpha_j(t,z)],
\]

where $j = x,y$. Eqs. (5a) and (5b) reduce to

\[
\frac{\partial a_x}{\partial z} = -\frac{\omega_0}{3c} n_2 a_x^2 a_x \sin(\alpha_x - \alpha_x),
\]

\[
\frac{\partial \alpha_x}{\partial z} = \frac{\omega_0 n_2}{c} \left[ a_x^2 + \frac{2}{3} a_x^2 + \frac{1}{3} a_x^2 \cos2(\alpha_x - \alpha_x) \right],
\]

\[
\frac{\partial a_y}{\partial z} = -\frac{\omega_0}{c} n_2 a_x^2 a_x \sin(\alpha_x - \alpha_y),
\]

\[
\frac{\partial \alpha_y}{\partial z} = \frac{\omega_0 n_2}{c} \left[ a_y^2 + \frac{2}{3} a_y^2 + \frac{1}{3} a_y^2 \cos2(\alpha_x - \alpha_y) \right],
\]

where $\tau = (t - z/v_g)$. Assuming that $\alpha_x - \alpha_y = 0$, one obtains the analytical solutions for Eqs. (7a)-(7d)

\[
A_x(t,z) = a_x(0,z=0) \exp(i \alpha_x),
\]

\[
A_y(t,z) = a_y(0,z=0) \exp(i \alpha_y),
\]

with

\[
\alpha_x = \frac{\omega_0 n_2}{c} (a_x^2 + a_y^2) z.
\]
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\[ \alpha_y = \alpha_x \]  
(8d)

From these solutions, it can be seen that the initial assumption is satisfied.

The instantaneous DXPM induced frequency chirp can be obtained by taking the differentiation of the phases \( \alpha_x \) and \( \alpha_y \). The envelope of Gaussian pulses at \( z=0 \) are given by

\[ A_x(t,z=0) = \sqrt{\frac{P_x}{A_{\text{eff}}}} e^{-t^2/2\tau_0^2} \]  
(9a)

\[ A_y(t,z=0) = \sqrt{\frac{P_y}{A_{\text{eff}}}} e^{-\left(t-\tau_d\right)^2/2\tau_0^2} \]  
(9b)

where \( P_x \) and \( P_y \) are the pulse peak power for \( x \) and \( y \) polarized waves, respectively, \( A_{\text{eff}} \) is the effective cross section area, \( \tau_d \) is the time delay between two pulses at \( z=0 \), and \( \tau_0 \) is the 1/e pulse duration.

The instantaneous DXPM induced frequency chirp are:

\[ \Delta \omega_x = \frac{2\omega_0 n_2}{c A_{\text{eff}}} \left[ P_x \frac{\tau}{\tau_0} e^{-\tau^2/2\tau_0^2} + P_y \frac{(\tau-\tau_d)}{\tau_0} e^{-\left(\tau-\tau_d\right)^2/2\tau_0^2} \right] \]  
(10a)

\[ \Delta \omega_y = \frac{2\omega_0 n_2}{c A_{\text{eff}}} \left[ P_y \frac{(\tau-\tau_d)}{\tau_0} e^{-\left(\tau-\tau_d\right)^2/2\tau_0^2} + P_x \frac{\tau}{\tau_0} e^{-\tau^2/2\tau_0^2} \right] \]  
(10b)

where \( \Delta \omega_x = \omega_x - \omega_0 \) and \( \Delta \omega_y = +\omega_y - \omega_0 \). The first and second terms on the right hand side of Eqs. (10a) and (10b) are contributions arising from SPM and XPM, respectively. It is interesting to notice that the frequency chirp for DXPM is different from XPM with two pulses at different frequencies and same polarization. The chirp in DXPM is the same for both pump and probe pulses.

More generally, spectral profiles affected by DXPM can be obtained by computing the Fourier transformation of the temporal pulse distribution as:

\[ S_j(\omega-\omega_0,z) = \frac{1}{2\pi} \int a_j(t,z) \exp[i(\alpha_j(t,z))\exp[i((\omega-\omega_0)\tau)] d\tau \]  
(11)

where \( j = x \) or \( y \), and \( |S_j(\omega-\omega_0,z)|^2 \) is the spectral intensity distribution of the pulse.

When an ultrashort light pulse propagates through an optical fiber, its shape changes considerably as a result of the combined effect of group velocity dispersion \( k^{(2)} \) and self-phase-modulation. In the anomalous dispersion regime of fiber, the pulse can be compressed and split, which are characteristic of higher order soliton, at certain critical power level. In the normal dispersion regime, the pulse can develop rapid oscillations in the wings together with the spectral sidelobes as a result of a phenomenon known as optical wave breaking. It has been shown that rapid oscillations near one edge of a weak probe pulse that copropagates with a strong pump pulse can result from the effect of combination of GVD and XPM. However, the interaction length is limited by the walk-off effect.

From solution of pulse shape we show that DXPM can lead to the pulse compression of a weak probe pulse linearly polarized propagating with a strong perpendicularly polarized pump pulse. Since the walk-off effect is small, there is less restriction on the interaction length of the pump and probe pulses. Significant pulse compression of the probe pulse can be achieved in both the normal and anomalous dispersion regimes for DXPM.

To isolate the effect of DXPM from those of SPM in our numerical analysis, we assume \( P_y \ll P_x \) in order to minimize the influence of the intense pulse polarized along \( x \)-axis by the probe pulse polarized along \( y \)-axis and the SPM effect of the probe pulse. By introducing the dimensionless variables

\[ T = \tau/\tau_0 \]  
\[ \xi = z/L_D \]  
\[ U_j = \frac{A_j}{\sqrt{P_j/A_{\text{eff}}}} \]  
(12)

where
\[ L_D = \frac{T_0^2}{|k^{(2)}|} \tag{13} \]

is the dispersion length, over which the pulse duration increase about 40% due to the dispersion effect. Eqs. (5a) and (5b) reduce to

\[ i \frac{\partial U_x}{\partial z} = \pm \frac{1}{2} \frac{\partial^2 U_x}{\partial T^2} - N^2 |U_x|^2 U_x, \tag{14a} \]

\[ i \frac{\partial U_y}{\partial z} = \frac{1}{2} \frac{\partial^2 U_y}{\partial T^2} - N^2 \left[ \frac{2}{3} |U_x|^2 U_y + \frac{1}{3} U_x^2 U_y^* \right], \tag{14b} \]

where

\[ N^2 = \frac{L_D}{L_{NL}} \tag{15} \]

and

\[ L_{NL} = \left[ \frac{\omega_0 n_2 P_o}{c A_{eff}} \right]^{-1} \tag{16} \]

is the nonlinear length. The choice of the sign in the dispersion term depends on the sign of \( k^{(2)} \), a plus sign is for normal GVD \((k^{(2)} > 0)\) and a minus sign is for anomalous GVD \((k^{(2)} < 0)\). For example, \( \lambda < 1.3 \) \( \mu \)m is the normal dispersion regime for silica fibers. At \( \lambda = 0.53 \) \( \mu \)m, the group dispersion \( k^{(2)} \) is about 0.06 ps\(^2\)/m. From Eq. (13), \( L_D < 10 \) m for \( T_0 = 1 \) ps. Given single mode fiber and \( P_o = 1000 \) W, from Eq. (16) \( L_{NL} \approx 0.1 \) m. Substituting these values into Eq. (15), one can find \( N < 10 \). \( \lambda > 1.3 \) \( \mu \)m is the anomalous dispersion regime for glass fibers. At \( \lambda = 1.55 \) \( \mu \)m, \( k^{(2)} = -0.02 \) ps\(^2\)/m. In this case, \( L_D = 50 \) m for \( T = 1 \) ps, and \( L_{NL} = 50 \) m for \( P_o = 1 \) W, \( N \approx 1 \). [ \( N = 1 \) corresponds to fundamental soliton, and \( N > 1 \) corresponds to higher order solitons.]

![Figure 1. Changes in envelope shape of pulse in time under DXPM in anomalous dispersion regime for \( N = 3 \) and \( T_0 = 0 \) along the propagation length. Evolution of the pulse shape for pump pulse is the same as that of probe pulse.](image)

Figure 1 shows a numerical integration of Eqs. (13a) and (13b) for initial pulse shape \( U_j(T,0) = \text{sech}(T) \) for both pump and probe pulses in anomalous GVD regime. In the calculation, \( U_j \) is chosen to be one percent of pump \( U_x \). The
Figure 2. Changes in envelope shape of pulse in time under DXPM in normal dispersion regime along the propagation length. (a) for $N=30$ and $T_d=1$, (b) for $N=30$, and $T_d=2$. Solid lines are evolution of probe pulse shape enlarged by a factor of 10. Dot lines are the changes of pump pulse shape.

Figure 3. Changes in envelope shape of pulse in time under double-pump-pulse DXPM for $N=30$ and $T_d=2$. Solid lines are evolution of probe pulse shape enlarged by 10 times. Dot lines are evolutions of pump pulse shapes.
compression effect is same as the soliton-effect compression\(^9\) except that the frequency chirp of the weak probe pulse is induced by the strong pump pulse. It is obvious that to get the probe pulse compressed, the initial delay between the two pulses must be zero. The pulse compression using DXPM in anomalous regime was observed in organic liquid optical fiber\(^20\).

Figure 2 displays the numerical solution of Eqs. (13a) and (13b) for probe (solid lines) and pump (dot lines) in normal dispersion regime with different delays between the pump and probe pulses. The initial pulse shapes are Gaussian for both pump and probe. The relation between \(U_x\) and \(U_y\) is same as before. The physical mechanism behind the pulse compression is the pump-induced frequency chirp. For our cases, the induced chirp in nearly linear and negative over the leading part of the probe pulse. In the normal GVD regime, compression occurs in the leading part of the pulse, as seen in Fig. 2. The compression effect depends on the initial delay between the two pulses. To improve the compression pulse distortion and the compression effect, one may use two pump pulses to compress a weak probe pulse. The results of numerical simulation of double-pump DXPM is displayed in Fig. 3. The compressed pulse is symmetric and the pulse duration can be reduced by a factor of 2.

DXPM can be applied in optical fibers and crystals. It will be useful for compressing and control weak femtosecond pulses launched together with the intense pump pulses at different delay times.

This work is supported in part by Hamamatsu Photonics K. K., PSC/BHE, and Organized Research at CCNY.
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OPTICAL IMAGING OF QUASI POINT SOURCE INSIDE SEMI-OPAQUE MEDIA USING ULTRAFAST LASER PULSE TECHNOLOGY

L.M. Wang, C. Liu, G. Zhang, P.P. Ho, R.R. Alfano
Departments of Electrical Engineering and Physics
Institute for Ultrafast Spectroscopy and Lasers
The City College of New York, New York, NY 10031

ABSTRACT

Time-resolved imaging of a "quasi"-point source in a semi-opaque medium was measured using ultrafast optical Kerr gate. Spatial resolution of Kerr image was found to be better than that obtained from steady state imaging.

INTRODUCTION

Scientific and engineering communities are interested in detecting hidden objects in semi-opaque random media with a spatial resolution of less than 1mm\(^2\). Ultrafast laser technology can be used to range and image objects in random media\(^6\)\(^7\). A sequence of time resolved 2-dim images can be reformed into a 3-dim image. Using a Kerr gate with a shutter time determined by ultrafast (10\(^{-11}\) to 10\(^{-12}\) seconds) pulses\(^8\)\(^9\), 3-dim structure can be time segmented into a sequence of 2-dim (X,Y) image pictures. This is schematically shown in fig.1. Light propagating in a random medium breaks into two major components: scattered (diffused) part and quasi-unscattered (ballistic) part. The ballistic component travels along the shortest optical path (time) to reach the Kerr gate. To improve the image of a hidden object in semi-opaque media, it is important to filter out the noise caused by the scattered signal generated from surrounding environment from the coherent image. When pump pulse is synchronized in time with a particular plane of the object, only this particular segment can be imaged on the detector plane. The scattered light from the random medium can be reduced by the Kerr gate and the quality of the images can be improved. The coherent image of the original object can be obtained with the help of Kerr gate which is opened when the intense gating laser pulse is synchronized with the nearly ballistic signal image segment pulse. In conventional photography, all the light (ballistic and diffusive) is mixed up to form a distorted image. In an environment with higher opacity, the resulting picture would be severely distorted by the scattering noise.

In this paper, we present time images of a single and a double quasi-points source passing through in polystyrene sphere water solution with different optical densities.

EXPERIMENTAL METHODS

A schematic of the experimental arrangement is shown in fig.2. A 10ps 1060nm pulse was used to open a CS\(_2\) Kerr gate. An 8ps 530nm pulse was used to illuminate the sample. In the first part of our experiment, the 530nm pulse was focused on a ~100\(\mu\)m thickness polydiacetylene (PDA) film. This film was attached to the wall of a sample cell with the thickness of ~10mm and 40mm. The 530nm beam was focused to a quasi-point source of ~250\(\mu\)m. In the second part of the experiment, the 530nm pulse was split into two beams and focused on the PDA film. The spot size for both points was ~250\(\mu\)m with point separation ~300\(\mu\)m. In all case, the absorption loss in the random medium was negligible. An optical image intensifier and a 2-dim CCD camera were used to record the image. This CCD camera signals were recorded and digitized by a 8-bit frame grabber (Data Translation) and then transferred to an IBM-386 compatible mini-computer for signal analysis. Digital and analog information of image pictures can be obtained using a printer and/or a video printer.

EXPERIMENTAL RESULTS

A series of segmental images of single point source at three different gated delay times \(T_D\) are shown in fig.3. At the delay time \(T_D=0\), the picture in fig.3a shows the minimum image spot size and the sharpest edge resolution. The time delayed segmented 2-dim picture at \(T_D=8ps\) is shown in fig.3b. The FWHM of image is about two times larger than that of fig.3a and extra peaks from scattered noise can be seen around the center image. These peaks reduced the sharpness of the true spot image. Fig.3c is a picture taken at \(T_D=19ps\) with the ODC=0.36cm\(^{-1}\). ODC is defined as the OD/(optical path). The loss is mainly attributed to the scattering process from polydiacetylene spheres. The corresponding 2-dim image intensity distribution shows a simple flat disk and the FWHM is broader than the FWHM of figs.3a and 3b.

Time-resolved and steady state images of a double quasi-points fluorescence source in turbid water solutions with polystyrene particles of OD=0.3 are displayed in fig.4. The photographs of the steady state image displayed in fig.4a is blurred and broadened, while two round spots can be clearly resolved from the time-resolved image at \(T_D=0\) in fig.4b.
Fig. 1 Principle of 3-dim Kerr imaging system.

Fig. 2 Experimental set-up of 2-dim picosecond optical imaging system.

Fig. 3 Time-resolved Kerr images of a quasi-point source in polystyrene sphere water solution (OD=0.36) and optical path 10mm at the different gate time $T_D$: (a) 0, (b) 8ps, (c) 19ps. Actual image sizes are ~250um, ~500um, ~800um respectively. Non-symmetrical intensity profiles may be caused from imperfect alignment of the optical imaging system.

Fig. 4 Images of a double-quasi-point source in a polystyrene sphere water solution (OD=0.22) and optical path 10mm. (a) steady state image. (b) time-resolved Kerr image at $T_D=0$.

Fig. 5 Distributions of a point source pulse in clear water (OD=0) and diffusing semi-opaque water solution (OD=0.69). Optical path 40mm.

Fig. 6 Imaging spot size of a point source as a function of 40mm long semi-opaque medium (OD=0.69, 0.87). Spot sizes are larger at longer delayed time.
ANALYSIS

The peak intensity distribution of a quasi-point source as a function of delay time for two opacities using Kerr gate are shown in fig.5. The point TD = 0 corresponds to the delay time when the 1060nm gating pulse overlaps exactly with the image signal pulse in the Kerr cell. When the OD of the random medium is low, the point TD = 0 corresponds to the maximum intensity point. When the OD is high, the maximum intensity point appears at later time (TD > 0) which is similar to that described in Ref.11. In addition, the data in fig.5 shows a longer decay time due to the scattering and diffusion in opaque water. The data indicates the shortest traveling time is approximately the same to the fluorescence decay signal of PDA (fluorescence decay time ~ 10ps)\textsuperscript{12}.

In fig.6, the image spot size of quasi-point source in semi-opaque environment increases when TD and scattering OD increase (fig.6). The fluorescence spherical optical waves are emitted from photoexcited PDA. Portions of the emitted light travel over the shortest route through the random medium as a quasi-ballistic part. This component carries most of coherent information of the original object (the quasi-point PDA fluorescence source). The Kerr gate selects most of the ballistic part (TD = 0) of the fluorescence signal. This segment portion from the Kerr shutter is recorded by the camera. The scattered, diffused, and multiple-reflected noise light arrives at the Kerr cell at later time and will be rejected. At TD = 0, the true image of the object is recorded by the CCD camera.

SUMMARY

The spatial and temporal images of quasi-point sources passing through a semi-opaque random media have been measured using 2-D picosecond optical Kerr imaging technique. When the Kerr gate is opened for ballistic part at TD=0, a clearer image of a quasi-point source hidden in a semi-opaque medium is obtained. When the opacity of the random medium increases, the peak intensity of the signal drops while the decay time and spot size increase. As TD > 0, the spot size becomes larger.
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INVESTIGATION OF THIRD ORDER EFFECTS IN ACETONE
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Abstract

We show experimentally, with a frequency doubled Nd:YAG laser (532 nm, 20 ns pulse width), how the combined stimulated Brillouin scattered and stimulated Raman scattered reflectivity in acetone is a function of pump energy. Decreasing reflectivity from 25% achieved at 100 mJ pump energy was observed. Results from backseeding the cell with a portion of the main pump will be presented.

Introduction

We show experimentally how the combined stimulated Brillouin scattered and stimulated Raman scattered reflectivity in acetone is a function of pump energy. Backseeding the cell with differing fractions of the pump was accomplished.

The short coherence length of the laser precludes operation in the classical steady state regime. However, the effective gain coefficients can be written as

\[ g_{R_{\text{eff}}} = g_{ss} E_p * E_R (1 - \exp(-\Gamma_R t_c)) \]

\[ g_{B_{\text{eff}}} = g_{ss} E_p * E_R (1 - \exp(-\Gamma_B t_c)) \]

where \( g_{ss} \) denotes the classical steady state gain, \( \Gamma \) the dampening coefficients (sec\(^{-1}\)) and \( t_c \) the coherence time of the pulse. Thus the transient gain is a fraction of the steady state gain where the fraction depends on the pump energy, the amount of random signal present, and the length of time over which a correlated input signal is present. Since \( g_{R_{\text{eff}}} > g_{B_{\text{eff}}} \), we expect the Raman scattering to dominate.

Experimental Configuration

The Spectra-Physics DCR3 Nd:YAG laser used had a pulse duration of 20 ns and was frequency doubled to 532 nm. The laser did not have a working etalon so the coherence length was less than 1 cm. The beam profile was Gaussian.

Combined reflectivity data was obtained using the set-up shown in Figure 1. Detector D2 was used to measure the combined SBS (stimulated Brillouin scattering) and SRS (stimulated Raman scattering) return.

The backseeded reflect data was obtained by the set-up shown in Figure 2. Mirrors M3 and M4 comprised an optical trombone to insure overlapping focal volumes within the coherence length of the laser.

Figure 3 shows the set-up used to obtain data comparing energy reflected back from the cell to energy passing straight through as a function of pump energy.

Figure 1: Combined reflectivity in acetone
Figure 2: Combined reflectivity with backseed in acetone

Figure 3: Combined Reflectivity and Forward Scattering
Data

The reflectivity curve shown below in Figure 4 shows that the maximum reflectivity occurs at a pump energy of approximately 100 mJ.

![Graph showing reflectivity curve](image)

*Figure 4: Acetone Combined Reflectivity*

For every data point, the return energy and pump energy were measured. In order to investigate the decreasing reflectivity above 100 mJ pump, the energy passing forward through the cell was collected (see figure 3). The data in figure 5 indicates that the sum of the backscattered and forward energies is consistently 33% of the pump energy. A significant amount of energy is observed scattering from the sides of the cell.

![Graph showing forward and backscattered energy](image)

*Figure 5: Forward and Backscattered Energy vs. Pump Energy*
In an effort to increase the amount of backscattered light, the cell was backseeded with different fractions (roughly 20%, 2%, 0.2%, 0.02%) of the pump. This was accomplished at an input energy of 25 to 30 mJ, well down on our reflectivity curve. Due to the small frequency shift between the SBS and the pump, and the fact that the pump is broadband, the backseed frequency approximates the Strokes frequency. Due to fluctuations in pump energy, several measurements were made and averaged. The standard deviation of the pump and the return was calculated and from that we determined that the random error is less than 7%. Therefore, for backseeding to be observed, an increase in reflectivity of greater than 7% would be necessary. For all fractions of backseed, the combined backscattered light shows no change from the data in Figure 4 within our experimental error.

Conclusion

We have shown that a short coherence length forces backscattered reflectivities to be low. This results from a reduced gain factor \(1 - \exp(-\Gamma t_c)\). In our case, for a coherence length of 1 cm, the observed reflectivities were half of previously published results (reference 1). The shape and energy at which maximum reflectivity occurred are consistent.

Efforts to improve short coherence length reflectivity by backseeding with fractions of the pump were unsuccessful. These efforts will continue with a conjugated backseed. An etalon will be installed in the Nd:YAG laser to increase the coherence length by a factor of five and the experiment will be repeated. We expect to see higher combined reflectivities due to an increase in the gain (see equations 1 and 2). We will also determine the relative amounts of SBS and SRS in the combined return.
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DEVELOPMENT OF A SOLAR-POWERED INFRARED INJECTION LASER MICROMINIATURE TRANSMITTING SYSTEM
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Abstract

A solar-powered infrared microminiature transmitting system is being developed to provide scientists with a tool to continuously track and study Africanized bees. Present tracking methods have limited ranges and lack the capability of continuously tracking individual insects.

Preliminary field tests of a stationary prototypic transmitter have demonstrated a range of 1.1 km. The basic design consists of an array of nine 1-mm² solar cells, which collect energy for storage in a 1.0-μF tantalum chip capacitor. When the capacitor has been charged to a sufficient level, the circuitry that monitors the capacitor voltage level "wakes up" and fires a 5-μs pulse through an 840-nm GaAlAs injection laser diode. The process is then repeated, making the signal frequency (which ranges from 50 to 300 Hz) dependent on solar luminance. The solar cells, capacitor, and laser diode are mounted in hybrid microcircuit fashion directly on the silicon substrate containing the CMOS control and driver circuitry. The transmitter measures ~4 x 6 mm and weighs ~65 mg. The receiving system is based on an 8-in. telescope and a Si PIN diode detector.

Introduction

Since their accidental release from a Brazilian laboratory in 1957, Africanized bees have spread steadily northward through South and Central America; they are expected to arrive in the United States sometime in 1990. While their extremely defensive behavior at the nest site has been responsible for the deaths of both humans and animals and has resulted in their alias "killer bees," the most serious threat to the United States promises to be to the agricultural industry's $20 billion annual production of crops requiring bee pollination. This is a direct result of the fact that while Africanized bees are as much as six times more prolific than European honeybees, their pollination and honey production rates fall far short of those of their more docile cousins.

Previous attempts at controlling the spread of Africanized bees—such as setting up bee traps and "bee-regulated zones"—have proven unsuccessful, leading some entomologists to believe that perhaps the most effective method by which to stop this aggressive strain is disruption of the mating cycle. However, this manner of attack would first require extensive study of the mating habits of both Africanized and European bees to determine how to control one strain without eradicating the other.

Studies of mating behavior have been limited due to the inability to track the flight of individual queens & drones. In previous studies bar codes and numbered, color-coded tags have been used to record flights of bees (1) entering and exiting hives, (2) at experimental feed sites, and (3) in the case of drones) in flight with the use of aerial traps. The spatial distribution of drones has also been tracked with X-band radar. Unfortunately, the two tagging techniques limit the entomologist to studying the bees at discrete points in space and time while providing no clear picture as to what occurs in the interim. Radar allows continuous monitoring of movement but does not permit identification of individual insects.

Early attempts at developing a miniature rf transmitter were shelved when flight tests with bees revealed that even short lengths of 0.001-in.-diam. antenna wire either inhibited flight or were quickly removed by grooming. Clearly, the type of system needed for scientists to gain insight into the mating and foraging habits of honeybees is one that will allow close, continuous monitoring of individual insects without interfering with flight or other day-to-day activities. This paper examines the early development of one such system based on the use of a solar-powered infrared microminiature transmitter. In the following sections we will describe some pertinent design considerations for a "flyable" transmitter; the prototype system configuration, with particular emphasis on problem areas in the transmitting and receiving units; the performance characteristics of the system; and some goals of future work.

1 The University of Tennessee, Knoxville.
2 Now at Science Applications International Corporation.
Design Considerations

The physical characteristics of the average honeybee obviously impose some rather stringent design constraints on any type of "flyable" transmitter. Since the most feasible position for a solar-powered transmitter appeared to be the dorsal side of the thorax, the package geometry was limited to an area of $\sim 4 \times 6$ mm (see Fig. 1). The target weight was set at 50 mg based on load tests by the U.S. Department of Agriculture. Based on these criteria, as well as the fact that planned entomological research will concentrate on the mating and foraging habits of honeybees in controlled areas having a clear field of view, the decision was made to investigate the feasibility of a miniature infrared transmitting system.

System Overview

The transmitter system is a hybrid configuration of solar cells, a laser diode, and an energy storage device (capacitor) assembled on a silicon substrate (chip) that contains the control (wake-up) circuit, a buffer, and a substrate bipolar switch used to fire the diode as shown in Fig. 2. A commercially available 2-µm, 2-poly, 2-metal CMOS process was used to fabricate the control and firing circuitry. CMOS was the obvious choice because of the very limited power budget of the system. The initial concept for the transmitter (Fig. 3) was purposefully kept simple until feasibility could be demonstrated, and in its present implementation the system functions very much like a relaxation oscillator. The design consists of an array of solar cells serially connected to provide enough energy with which to charge a storage capacitor. When the capacitor charges to a sufficient level, circuitry monitoring that voltage level "wakes up" and fires a pulse through an infrared emitter. The process is then repeated, making the signal frequency dependent on solar luminance. The receiving end of the system optically amplifies, filters, and processes the signal detected by a Si PIN diode. Although initial calculations based on benchtop testing of a discrete component model of this system indicated that a range of $> 1$ km was theoretically possible, a number of areas (discussed below) required individual attention before a miniature version could be realized.

Infrared Emitter

Diurnal testing of the transmitter necessitated the use of optical filtering to screen out solar and background noises. A three-cavity bandpass filter with a 12-nm bandwidth and a center frequency set to match that of the particular infrared emitter being used was chosen for this purpose. Infrared LEDs were used for initial benchtop testing; however, their wide bandwidth ($\sim 40$ nm) and isotropic emission worked to our disadvantage in that the signal incident on the detector was attenuated to $\sim 5\%$ of that emitted by the LED. Since a laser diode offers a much narrower bandwidth than an LED and, therefore, more inband power in the optically filtered system, the laser was selected for the initial feasibility demonstration.

The laser diode chosen for the prototype is a low-threshold, continuous wave (cw-operated) gallium aluminum arsenide (GaAlAs) injection laser. This laser diode is an improved version of the RCA C86000E, which is now being fabricated with a metal-organic chemical vapor deposition (MOCVD) process to more accurately control layer deposition. The diode is passivated on the emitting facet with a $\lambda/2$ dielectric coating. On the opposite facet a six-layer coat with 90 to 100% reflectivity is used to increase the front facet output power and also to reduce the lasing threshold. The double-heterojunction design has a typical threshold current of 75 mA, a minimum
output power of 15 mW with a forward current (IF) of 400 mA maximum, and a 2-V maximum forward voltage. It is available in the near infrared range of 830 to 875 nm with a 2-nm bandwidth. The half-angle beam spread to 50% peak intensity is $-10^\circ$ in the plane parallel to that of the junction and $40^\circ$ in the plane normal to the junction. The laser diode chip typically measures $381 \times 165 \times 102 \mu m$ and weighs on the order of 35 $\mu g$ (Fig. 4).

An unpackaged laser diode was used to allow direct mounting onto the large aluminum pads situated on the silicon substrate of the transmitter. The diode was secured to the substrate by placing a small drop of silver epoxy on the mounting pad and carefully positioning the diode on the epoxy with the stripe or ohmic contact facing downward, while taking care not to cover the lasing region. The diode was oriented so that only one of the emitting faces was used, the other beam being directed at the capacitor located at the center of the transmitter.

**Power Source**

Operation of the transmitter required a power source that could supply at least 4.5 V at 50 $\mu A$. Considering the size and weight restrictions, along with the need for continuous operation and strictly diurnal testing, photovoltaic cells were chosen as the most practical method for generating the necessary energy. A serially connected array of nine 1-mm$^2$ solar cells was required to satisfy the size and voltage constraints of the transmitter. Three alternatives were investigated in our efforts to secure an appropriate solar cell array: monolithic cells, commercial cells, and hybrid cells.

Monolithic solar cells—cells that are an integral part of the same substrate as the processing circuitry—were recognized early on as the most efficient form of photovoltaic power, in terms of both fabrication costs and chip real estate. Using the same standard 2-$\mu m$ CMOS process used for the control circuitry, small monolithic solar cells ($-1 \times 1 \, mm$) were fabricated. When tested individually, the cells performed as expected; however, when put in series and connected to the circuitry, they failed to function properly. Careful analysis of the cells revealed that large circulating currents were developing between the wells, primarily because of a lack of isolation. The high substrate doping ($-10^6$) is believed to have contributed significantly to this problem. Even so, the use of monolithic solar cells is not a dead issue; preliminary tests using a different commercially available process have been successful, indicating that such an array is still possible.

Another alternative investigated was a commercially available miniature solar cell. Although our search uncovered at least one potential supplier, the cost per cell was prohibitively high.

The alternative that proved most successful and was eventually used in our field tests involved in-house development of physically separated miniature (1-mm$^2$) photocells custom made in the Solid State Division at the Oak Ridge National Laboratory (ORNL) using a process optimized for photovoltaic cells and crystalline silicon. The cells were fabricated from 0.2 to 0.3-$\Omega$-cm p-type silicon using glow discharge implantation for junction formation followed by a heat treatment to anneal the implantation damage and to grow $\sim 15$ nm of SiO$_2$ for front surface passivation. Aluminum mounting pads (with cuts through the overglass) were included in the layout of the control
Fig. 4. The laser diode currently in use is an RCA CS86000 cw-operated GaAlAs injection laser with a passivated double-heterojunction design.

Transmitter Circuitry

Both the laser diode driver switch and the transmitter control (wake-up) circuit were monolithically integrated in the 4 x 6-mm motherboard silicon chip, which was implemented with standard 2-μm bulk CMOS digital technology. This technology includes double poly and double metal layers and is available through the metal-oxide-semiconductor implementation system (MOSIS) fabrication service in several different chip sizes. The transmitter design is simple in concept, with the control circuit gating on the laser diode driver after the energy storage capacitor (nominally 1.0 μF) has reached a charge state of about 4 V. The capacitor then discharges through the diode and driver switch for a few microseconds until the voltage drops to near 2 V. The driver is then gated off so that the solar cells can recharge the capacitor and repeat the cycle. Thus the transmitter behaves as a relaxation oscillator with an off-on duty cycle of 1000:1 or greater, depending on the solar power input. The transmitter control circuit is called a wake-up circuit because it must maintain the low resistance diode driver gated completely off for all solar power startup scenarios including a slow rise from zero starting voltage. During power-up, all solar cell current is available for charging the storage capacitor except the wake-up circuit bias current, which starts from zero and rises to a maximum of 15 μA as seen in the measurements of Fig. 5. The nominal 4-V threshold level for the wake-up circuit is derived from twice the NMOS threshold voltage plus twice the PMOS threshold voltage, the latter being significantly increased by the body effect in a p-well CMOS process. The wake-up circuit uses 875 squares of p-well resistance (1500 to 3000 Ω/square) and 55 pF of poly-poly capacitance (500 pF/mm²), and requires only 2.4% of the motherboard chip.

The wake-up circuit output drives a standard CMOS buffer (pull-up W/L = 500/4 μm), which in turn controls the base of the vertical NPN bipolar transistor used for the main laser diode driver switch. The NPN base is formed from ten separate 40 x 500-μm p-well regions arranged on 60-μm centers with strips of n' collector contact diffusion placed between the well regions to minimize series collector resistance. Each well contains 14 separate 27 x 6-μm emitter regions flanked on both sides with a strip of p' base contact diffusion to minimize ohmic base resistance. The resulting transistor has demonstrated excellent dc characteristics with current gain maintained well above 200 over more than nine decades of collector current as illustrated by the Gummel plot of Fig. 6. Note also that the near-ideal slope of the base current curve suggests that depletion region generation/recombination effects are practically nonexistent. Even without the benefit of a buried layer, this modest size (~0.4 mm²) vertical NPN switch achieved an ohmic collector resistance of less than 10 Ω as shown in the output characteristics of Fig. 7. A NMOS switch of similar size could have been used to obtain a resistance this low.
Fig. 5. Transmitter bias current during power supply "wake-up."

Fig. 6. Gummel plot for the laser diode driver transistor. VCE = 1 V.

but the high Miller capacitance produced by the inverting configuration would have required one or more additional intermediate buffer stages. Also, the NMOS switch-on resistance would drastically increase during the capacitor discharging interval.

Use of the vertical (sometimes called substrate) bipolar transistor in any single-well bulk CMOS process is restricted to the common collector configuration, which is usually avoided for switch applications because of the inherent VBE difference between the power rail and the load. This is not an issue in this application because the transistor self-saturates due to the collector resistance ohmic drop, resulting in the same total VCE as would be obtained if the same switch were in an inverting configuration. The waveforms of Fig. 8 indicate a peak laser diode current of more than 200 mA with a risetime of less than 50 ns. Fig. 8 also shows the capacitor voltage (positive side ground) discharge pulse to be almost linear except for small steps contributed by capacitor series resistance. This kind of diode driver performance is attainable only if the total ohmic resistance of the capacitor and diode connections can be held to less than 1 to 2 Ω, which has proven difficult to consistently achieve with conductive epoxy bonds to the aluminum chip metalization.
Based on the use of optics for collecting and amplifying the incoming signal, original calculations for the transmitting system pointed to a possible range of 1 to 2 km. The current receiving system (displayed in Fig. 9) is built around an 8-in. Schmidt-Cassegrain reflecting telescope with a 2-m focal length. This telescope was chosen for availability, familiarity, and price. The light-gathering power of this telescope is 1024 times greater than that of the human eye, and it delivers a maximum magnification power of 400. The telescope is mounted on an equatorial mount tripod and aligned by using the eyepiece to center the target in the field of view, then replacing the eyepiece with the detector hardware shown in Fig. 10. The infrared signal enters the telescope, passes through a thin lens with two-sided aspheric correction, and proceeds to a spherical primary and then to a convex secondary mirror. The signal is reflected from this secondary mirror through a central perforation in the primary mirror into a light-tight cylindrical chassis. The cylindrical chassis is composed of two parts: (1) an outer sleeve, which is threaded onto the rear of the telescope, and (2) an inner sleeve, which contains a three-cavity narrow bandpass filter and a silicon PIN diode detector (Hamamatsu S1723-06) with a sensitive area of 1 cm². The inner sleeve is adjusted to position the Si PIN diode at the focal plane of the incoming infrared signal.

Fig. 8. Upper trace is diode current pulse at 100 mA and 1 μs per major division. Lower trace is transmitter power supply voltage (storage capacitor voltage) at 2 V and 1 μs per major division. Zero is at center screen for both traces.

Fig. 9. The stationary prototypic transmitter and receiving system shown above demonstrated a range of 1.1 km during field tests.

Fig. 10. The detector hardware is designed around an 8-in. Schmidt-Cassegrain reflecting telescope. A cylindrical light-tight chassis mounted onto the telescope contains a three-cavity narrow bandpass filter and the silicon PIN diode detector. The inner sleeve of the chassis is adjusted to position the detector at the focal plane of the telescope. The pulse processing electronics are mounted in the box protruding from the end of the cylinder.
The detector signal is amplified by a close-coupled Amptek A-250 charge-sensitive preamplifier, which provides a charge gain of 1 V/pC. This hybrid microelectronic preamp is augmented with an external JFET (2SK152) used as the preamp's input device and biased at 2.75 mA. The preamp is followed by a pulse-shaping amplifier consisting of three conventional op-amp gain blocks (OP-27 devices) providing a total pulse gain of about 430 V/V. The semi-Gaussian pulse shaping is accomplished with three integrating and one differentiating time constants, all of which are 2.5 μs. Total rms output noise of this receiving system is 100 to 175 mV, depending on the light level and the reflectivity of background seen by the telescope. Output noise for dark conditions is 65 mV rms.

Potential Applications

The need for microtransmitting systems has become apparent over the past year as a result of the many inquiries received concerning development of the infrared transmitter discussed here. Even though the system currently under development is strictly a line-of-sight system for tracking Africanized bees or other free-flying insects under sunlit conditions, the availability of a self-powered microtransmitter provides opportunities for a variety of applications. Considerable interest has been expressed in light-weight, self-powered, low-cost transmitters for applications including biological tracking, inventory control, and security and surveillance.

Conclusions and Future Directions

The successful demonstration of a prototypic transmitter at a range of >1 km with a signal-to-noise ratio of 4:1 marked a major milestone in the development of microminiature infrared transmitter technology. However, a number of problems remain to be solved before the system can be considered a practical one for tracking Africanized bees:

1. An automated tracking system needs to be developed. Although initial field tests have been performed by manually positioning the receiving unit to detect the incoming signal from a stationary transmitter, future plans are to use a Si photodiode quadrant detector and microprocessor-controlled stepping motors to provide a closed-loop tracking system. This would allow continuous monitoring of apiary mating habits in controlled testing situations.

2. A method needs to be developed for encoding the transmitted signal to allow tracking of multiple targets. A practical system must be able to distinguish between individual insects and monitor the actions of each. However, adding this capability to the transmitter will both considerably increase the power requirements and complicate the circuitry required for transmitting the signal.

3. The solar cells need to be integrated into the same substrate as the driver and the control circuitry. This would eliminate 70% of the labor (as well as most of the fragile wire bonds) required to fabricate the transmitter, and thus significantly reduce its cost to the end user.

4. Techniques must be developed for spreading the radiated signal into a larger solid angle to increase the detectability of the signal. One approach already being investigated involves putting multiple emitters in the system and firing them in a multiplexed manner. Another possible approach involves the use of miniature lenses or optical coatings with single emitters.
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HIGH-POWER LASER ACTION AT λ = 222 NM UNDER PUMPING BY SELF-SUSTAINED DISCHARGE

A.N. Panchenko, V.F. Tarasenko, E.V. Bukatyi

Institute of High-Current Electronics USSR Academy of Sciences
Siberian Branch
Akademicheskij pr., 4, Tomsk, 634055, USSR

Experimental investigation results of generation in Ne(He)-Kr-HCl mixtures under pumping by UV pre-ionisation transverse discharge are presented. Powerful radiation at λ = 222 nm with storage energy efficiency of ~0.5 % and active laser length of 20 and 60 cm have been obtained. The main channel of KrCl* molecules formation is shown to be three body ion-ion recombination with high energies generation being realized in Ne mixtures by intensive pre-ionization and pumping power ≥1.5 MW/cm³.

1. Lately noble gas halogen exciplex lasers are widely used in different fields of science and engineering. For photochemistry and photolithography problems, short-wave radiation sources are required. KrCl laser at λ = 222 nm is the most prospective for these purposes having both high energy characteristics and when added hydrogen one of the largest mixture life-time resources for the lasers mentioned above [6,7].

However, high cripton concentration in optimal gas mixtures impedes high power parameters realization by fast discharge constriction and higher (in comparison with XeF, KrF and ArF lasers) generation thresholds. So, laser pulse lengths were limited in [1-4] by discharge constriction and at FWHM and total efficiencies were obtained under pumping power densities ≥10 MW/cm³ and Uo/dN ≥ 2.10⁻¹⁶ V·cm² where U₀ is the laser gap breakdown voltage; d - the interelectrode gap; N - particles concentration in mixture.

Different versions concerning the main mechanism of KrCl* molecules formation should also be mentioned here. In [2] KrCl* molecules were supposed to be mainly formed due to harpoon reaction
\[ \text{Kr}^* + \text{HCl} \rightarrow \text{KrCl}^* + \text{H} \]  \hspace{1cm} (1)

In [1, 3] the possibility of KrCl* molecules formation due to some processes:

1) ion-ion recombination \( \text{Kr}^* + \text{Cl}^- \rightarrow \text{KrCl}^* \) \hspace{1cm} (2)

2) harpoon reaction by Kr atoms interacting in upper metastable state with HCl \( \text{Kr}^{**} + \text{HCl} \rightarrow \text{KrCl}^* + \text{H} \) \hspace{1cm} (3)

3) harpoon reaction by Kr atoms interacting in lower metastable state with excited HCl molecules includingly Kr*(IP₂) + HCl \( \rightarrow \text{KrCl}^* + \text{H} \) \hspace{1cm} (4)

was pointed out.

In this case harpoon reaction and ion-ion recombination contribution to KrCl formation have the same order [1]. Investigations results of pumping power, pre-ionisation intensity and active laser length influence on efficiency and generation energy at λ = 222 nm have been presented in the given paper. The work follows investigations where KrCl laser is shown to work effectively at rather small pumping power densities 1.5 MW/cm³ and generation energy of 0.6 J on a output energy and active length of 40 ns at FWHM and total efficiency concerning power storage ~ 0.5 %.

2. Experiments on generation investigations were made on two laser sets. LIDA-KT [9] laser active length was of 60 cm, the interelectrode gap - 3.6 cm, the discharge width - 1.5 cm and DILAN laser's active length [10] was of 20 cm, the interelectrode gap - 1.6 cm, and the discharge width - 0.4 cm. The main discharge width was defined by pre-ionisation discharge width between the mesh electrode and the auxiliary electrode, set under the mesh. Pumping power changed due to the charging voltage and in DILAN laser it also changed due to storage and peaking capacities variations. Alongside with pre-ionisation by the volume discharge, the illumination of rather small intensity from 20 spark gaps, set behind the mesh electrode was used in the DILAN laser. The mixtures consisting of buffer helium gas or neon, cripton gas and halogen donor HCl were prepared in laser chamber. The optical cavity was made of total reflector with Al cover and flat-parallel quartz plate. Radiation energy was measured by calorimeter DM-2N and radiation pulse form - by P12-22 photodiode, the signal from which was applied to the oscillator 6LOR-04.

3. Fig. 1 presents radiation energy and the efficiency plotted against discharge voltage. These dependences were obtained on the laser with an active length of 60 cm in Ne-Kr-HCl mixture. Max. efficiency of 0.5 % was achieved by decreasing the discharge voltage to a value still allowing RU-65 spark gap to act. In this case pumping power density was ~1.5 MW/cm³ and Uo/(dN)~10⁻¹⁶ V·cm². At lower pumping powers buffer neon gas replacement with helium resulted in one or more orders fall of radiation energies.

Fig. 2 shows radiation energy and the efficiency plotted against discharge voltage on the laser with active length of 20 cm, storage and peaking capacities being 5 nF.
Generation is shown to be observed both with buffer neon gas and with helium and the efficiency in neon mixtures achieves ~0.5%. Oscillograms of laser pulses on XeCl* and KrCl* molecules for the given conditions are presented in Fig. 3. Generation pulses have the similar form and peak radiation powers on A = 308 nm and A = 222 nm differ only ~20%. However, the first generation pulse peak on KrCl* molecules has less duration at FWHM for XeCl and KrCl lasers reactions discharge. The comparison of energies obtained on XeCl* are of 4-6 atm energy Kr* energy being 3 large (4.43 eV) the reaction occurring probability in ionising multiplication discharge (e.g. when increasing positive ions concentration), or impedance matching with laser discharge resistance. The main KrCl molecules formation provided generation efficiency increases at Uo/dN decrease due to better pumping generation energies can be obtained (Figs 2 and 3). S.V.Melchenko, A.N.Panchenko, V.F.Tarasenko. Pis'ma Zh. Tekn. Fiz., 12, 171 (1986) (in Russian).

4. How the results obtained should be discussed. As one can see from Fig. 1, KrCl laser operates in two peaks maximum generation power on KrCl* molecules in 2 or 3 times less than on those of XeCl. It should be noted, however, that generation energy on XeCl molecules practically matches the pumping power with the peak pumping power having achieved ~10 kW/cm² in the experiments. Further pumping power increase on DILAN laser resulting from the storage capacity increase up to Cₓ/C₁ = 10 nF, led to suppression of generation at A = 222 nm because of discharge constricting. The same suppression was observed to occur on the KrCl* molecules with maximum storage capacitance being Cₓ/C₁ = 5 nF but pre-ionization intensity being decreased. Two-times pumping power decrease due to storage capacity decrease Cₓ/C₁ = 3 nF resulted in almost one order power and generation energy fall on KrCl* molecules, whereas power and generation energy on XeCl* molecules did not practically change while the efficiency increased ~1.5 times.

To define the main channel of KrCl molecules formation, spontaneous radiation behavior at A = 222 nm, at U₀/dN value change, when pumping by a discharge controlled by an electron beam was carefully studied. The same experiments were made earlier for defining the main channel of XeCl* and XeF* molecules formation. When increasing the discharge voltage from zero to a statical breakdown one, the dependence, similar to that being observed in [11], for XeCl laser, has been obtained. With the discharge without ionized multiplication being available the discharge energy transmitted into active medium, caused no spontaneous radiation power being observed in buffer neon gas mixtures by intensive pre-ionisation and pumping power density 1,5 kW/cm² with active laser length being rather large, e.g. of 60 cm in LIDA-KI laser [9] and of 90 cm in LIDA-101 [5], and volume pumping discharge being provided. Due to a large content of Kr in optical laser mixtures for KrCl laser, one should use effective pre-ionisation systems. In laser with a small active length high efficiency and radiation energies can be obtained (Figs 2 and 3), but in this case one should increase pumping powers. In KrCl laser when sufficient pumping power and volume discharge forming being provided no generation efficiency decrease due to low pumping generator impedance matching with laser discharge resistance. The main KrCl molecules formation channel is the ion-ion recombination with the third particle being available:

\[ \text{Kr}^+ + \text{Kr}^* + \text{Cl}^- + \text{Ne(He)} \rightarrow \text{KrCl}^* + (\text{Kr} + \text{Ne(He)}). \]  

(5)

This conclusion is based on the following facts: a) spontaneous KrCl molecules emission intensity is not changing under pumping with a nonionising multiplication discharge through input energy to the active medium increase in this case with ionising multiplication discharge (e.g. when increasing positive ions concentration), radiation intensity growth at A = 222 nm is being observed; b) HCl molecules dissociation energy being large (4.43 eV) the reaction occurring probability in (1), due to lack of energy Kr* (P₂) is negligible; c) under high pressures (optimal pressures for KrCl-laser are of 4-6 atm), three-body reaction rate is larger than two-body reaction one (2)[12]; d) radiation energy at A = 222 nm in Ne mixtures is essentially higher (~2 times) in comparison with Ne(He) radiation function (2) without KrCl* pumping power to be based to higher energies than those in He (2) which results in larger discharge current (~2 times) in Ne mixtures and respectively on XeCl*, KrCl*, XeF* and KrF* molecules with buffer neon gas shows that radiation energy of XeCl and KrCl lasers increases in 2 times with radiation energy of XeF and KrF lasers being negligibly changed. At present, for XeCl and KrCl lasers reactions (1) and (5) are proved [11,12] to make comparable contribution to the population of an upper laser level and for XeCl laser, reaction (5), is the main one.

So, in lasers with active length of 20 and 60 cm we got a powerful radiation at A = 222 nm with stored energy efficiency ~0.5%. The main channel of KrCl molecules formation is shown to be ion-ion recombination and high radiation energies are realized in buffer neon gas mixtures by intensive pre-ionisation and pumping power density \( \geq 1.5 \text{ kW/cm}^2 \).
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Fig. 1.

Laser radiation energy (a) and the stored energy efficiency (b) plotted against the charging voltage. Laser active length is of 60 cm. Ne:Kr:HCl mixture = 1000:40:1, p = 4.25 atm.
Fig. 2.
Laser radiation energy (a) and the stored energy efficiency (b) plotted against the charging voltage. Laser active length if of 20 cm. 1 - He:Kr:HCl = 700:50:1, p = 3 atm. 2 - He:Kr:HCl = 750:45:1, p = 4,25 atm.

Fig. 3.
XeCl* laser pulses oscillogramm - Ne:Xe:HCl = 750:10:1 (a) and KrCl* laser pulses oscillogramm - Ne:Kr:HCl =750:45:1 (b) with pressure being of 4,25 atm and $U_0 = 40$ kV.
The design scheme of a convergent-electron-beam-pumped laser with an excited volume of 9 \( \mu \text{m} \) is described. A study has been carried out on lasing in Ar-Xe \(( \lambda = 1.73 \mu \text{m} \) and He-Ne-Ar \(( \lambda = 585.3 \mu \text{m} \) mixtures at a beam current pulse duration of 50 \( \mu \text{s} \). It has been demonstrated that the e-beam accelerator allows uniform pumping and provides high deposited energies, the heat loading of the foil not increasing.

Pulsed-repetitive lasers generating long \((10^{-4})\) pulses /3/ are of particular interest in view of their application in technological processes concerning material treatment /1, 2/. More substantially elaborated \( \text{CO}_2 \) lasers because of significant diffraction divergence of the laser beam due to long radiation wave, are incapable of producing high radiation power density. Moreover, their optics is liable to atmospheric influences. These shortcomings can be eliminated in shorter wavelength lasers as the divergence angle \( \theta \) is directly proportional to the wavelength and the radiation power density in the focal plane is defined by the relationship

\[
R = 4p/f\theta^2,
\]

where \( f \) is the lens focal distance and \( P \) is the laser radiation power. Promising for technological applications is a Xe laser with \( \lambda = 1.73 \mu \text{m} \). When being e-beam-pumped from one side, this laser is capable of operating with \( > 1 \) p.c. efficiency and \( \sim 10^{-2} \mu \text{s} \) radiation pulse duration /4-6/ and provides small \( (25 \mu \text{rad}) \) divergence of the beam at a radiation pulse duration of \( \sim 10^{-5} \text{s} /7/ .\) To extract radiation from Xe lasers quartz optics is used.

The paper presents the design scheme of a laser pumped by a radially converging electron beam, which produces more uniform energy deposition into the gas mixture, and the results of a study of lasing in Ar-Xe \(( \lambda = 1.73 \mu \text{m} \) and He-Ne-Ar \(( \lambda = 585.3 \mu \text{m} \) mixtures. To optimize the pumping conditions the distribution of the specific deposited energy over the laser chamber cross section has been calculated by the Monte-Carlo method. The calculations were carried out using the code described in /8/ taking into account the actual geometry of the support grid of the beam extracting system and the electron dispersion in both the foil and the gas. The e-beam pumping was used because the combined pumping at present provides radiation pulse durations of not over \( 10^{-5} \text{s} /9-11/ .\)

THE EXPERIMENTAL SETUP AND TECHNIQUES

The schematic diagram of the laser with an accelerator as the principal unit is shown in Fig. 1. Inside the vacuum chamber 1 on the sectionalized lead - in insulator 2, the plasma cathode 3 and the cylindrical anode 4 are mounted coaxially. The plasma cathode consists of two 70 mm long coaxial cylinders 500 and 350 mm in outside and inside diameter, respectively. These cylinders form the hollow anode of the discharge system. The inner cylinder of the cathode is made netty with the meshes 0.6x0.6 mm in size. Arc plasma generators of the trigatron type, described in /12/, are used to produce the emitting plasma. They are placed in pairs at the ends of the plasma cathode opposite each other. In the hollow anode of the discharge system plasma forms from which through the meshes of the net electrons are emitted into the accelerating gap where they are accelerated to an energy corresponding to the voltage applied between the plasma cathode 3 and the cylindrical anode 4. The plasma generators operate synchronously by simultaneous application of the triggering spark gaps of the plasma generators. The operating voltage of the arc produced amounts to 70-100 V. To make the distribution of the current density over the beam cross section more uniform supplemental nets with 1.2x1.2 mm meshes was used, which were put over the main net in the regions of increased emission current densities. The cylindrical anode 4 with the outside diameter of 150 mm gives support to the outlet unit and at the same time serves as a laser chamber. The anode is perforated in the middle at a distance of 600 mm. The holes 20 mm in diameter are shut off with a 40 \( \mu \text{m} \) thick Al-Be foil. The geometrical transparency...
RESULTS AND DISCUSSION

Fig. 2 shows the specific radiation energy deposited into the Ar-Xe = 100:1 mixture at 1 atm as a function of the beam current injected into the laser chamber for the new developed laser (1) and the planar diode laser (2) which we investigated earlier (4, 5). For the latter the beam current duration at a half width was ~100 μs. It can be seen that using a radially converging e-beam makes it possible to increase the specific radiation energy or to decrease the heat loading on the foil. These curves indicate that for the new laser the energy is deposited into the radiation in the form of a planar diode, with other conditions being equal, when the relationship \( J_2 \cdot C_2 \sim 0.4 J_0 C_0 \) was fulfilled ( \( J_2 \) and \( J_0 \) are the beam current densities and \( C_0 \) and \( C_2 \) are the current pulse durations for the coaxial and the planar diode, resp.).

The total energy absorbed by the chamber operating volume, \( E_{ab} \), calculated for a single electron incident on the foil at a mixture pressure of 1 atm optimum for the Xe laser operation as a function of the initial beam electron energy, \( E_0 \), (Fig. 3a) indicates that the maximum energy is deposited for \( E_0 = 160-190 \) keV. The efficiency of energy deposition \( f_2 = E_{ab}/E_0 \) (Fig. 3b) is sufficiently high ( \( f_2 = 0.45 \)). Increasing \( E_0 \) the deposited energy decreases \( E_{ab} \) because the electrons scatter and leave the operating volume that results in a decrease of \( f_2 \) and increase of the energy loss for heating the foil and the net. The maximum efficiency of energy deposition, \( f = 0.50 \), is achieved on exciting the gas with electrons having energy \( E_0 = 160 \) keV. Measurements carried out with the calorimeter at a current of 50 A and pulse duration \( \tau_0 = 25 \) μs have shown that the total beam energy injected into the gas, \( W_{tot} \), is about 160 J, which is in good agreement with calculation data (\( W_{tot} = 170 \) J).

The measured and calculated radial distributions of the spontaneous radiation and the absorbed energy are given in Fig. 4. From these curves it can be concluded that for \( E_0 = 160-180 \) keV good uniformity is achieved in the central part of the chamber, with the energy deposition in this region being higher that in the case of one-sided pumping. The calculation and experimental data in Fig. 4 are for the AB section of Fig. 1. It should be noted that the values of the absorbed energy near the foil at two diametrically opposite points differ by a factor of 1.5. The calculated and the measured distributions well agree in form in the range \( r = 4 \) cm. The experimental values for the limiting points at which measurements were carried out at \( r = 4 \) cm might be underread because of unprecise setting of the inlet diaphragm into the radiation aperture.

Measurements of the resonator quality (the radiation energy) was measured for the reflection factor of the outlet mirror \( R = 99 \), 33, 27, and 6% have shown that the resonator with \( R = 33 \% \) is optimum. With the vacuum resonator and the outlet mirror 80 mm in diameter, the radiation energy was ~2 J at a 160 kV electron energy and 60 A beam current behind the foil. The lasing efficiency reached ~2% of the deposited energy.

Figs 5-7 present the results of a study of a Penning neon plasma laser operating at a wavelength of 585.3 nm with operating pressures of up to 1 atm. The radiation pulse is delayed with respect to the beginning of pumping and ceases while the beam current continues (Fig. 5). The radiation power increases with pressure (Fig. 6). As this laser is designed for the operating pressure 1 atm, the mixture containing 25% Ne turned out to be optimum. The efficiency of the Ne laser is lower by an order of magnitude than that
of the Xe laser.

In conclusion the e-beam-pumped Ar-Xe laser due to its rather high efficiency of 2% at a relatively short wavelength of 1.73 μm and long radiation pulse of 10^{-4}-10^{-3} s, can be competitive with a CO₂ laser when using in some technological applications. The Xe laser has the advantages that its active medium consists of inert gases, it operates with quartz optics and at a radiation pulse duration of 10^{-4}-10^{-3} s the optimum pressure of its operating mixture is 1 atm.
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Fig. 1. Schematic of the laser with an accelerator.
Fig. 2.

The specific radiation energy as a function of the beam current for the radially-converging-beam laser (1) and the planar-diode laser (2).

Fig. 3.

The total energy absorbed in the laser chamber operating volume (a) and the energy deposition efficiency (b) as a function of the initial beam electron energy. The Ar:Xe = 100:1 mixture at p = 1 atm.
Fig. 4.
Radial distributions of the absorbed energy and the spontaneous radiation energy (dots) for different initial energies: \( o - 180 \text{ keV} \) (1), \( o - 160 \text{ keV} \) (2), \( x - 140 \text{ keV} \) (3). The experimental and calculation data are normalized for a central point at \( E_0 = 180 \text{ keV} \). The source is on the right.

Fig. 5.
Waveforms of the beam current (1) and the per-unit radiation power (2) for the He:Ne:Ar = 70:25:5 mixture at \( p = 1 \text{ atm} \) and an accelerating voltage \( V_a = 150 \text{ kV} \). The transmittance of the outlet mirror \( T = 2 \% \).
Fig. 6.

The radiation power as a function of the mixture pressure. The He:Ne:Ar = 70:25:5 mixture, \( V_o = 150 \text{ kV} \), the beam current \( i = 50 \text{ A} \).
Fig. 7.
The radiation power as a function of the percentage of Ar + Ne in a He-Ne-Ar mixture. Ar:Ne = 1:5, $V_0 = 150$ kV, $i = 50$ A.
A DOPPLER LIDAR WITH CO₂-LASER INTRACAVITY DETECTION

A.P. Godlevskii, doctor, E.P. Gordov, professor, A.I. Zhiliba, doctor, P.P. Sharin
Institute of Atmospheric Optics, Siberian Branch USSR
Academy of Sciences, Tomsk USSR

The study of characteristics of moving objects based on the use of the Doppler lidar is usually performed with application of a heterodyne detection scheme. Another version of a high sensitive Doppler lidar based on the intracavity coherent laser detection is developed. In this paper the Doppler lidar with CO₂ laser intracavity detection in the laboratory and atmospheric experiment is investigated. Vibrations of a retroreflector with amplitude of 50 μm have been detected at distances up to 500 m.

Introduction

Laser radar applications are known to be restricted by task of processing low return signals. The problem has stimulated wide use of conventional heterodyne detection techniques. The latter exhibit very favorable characteristics such as high noise immunity and extremely high sensitivity reaching the quantum noise limit. However, the heterodyne detection appears to require much sophisticated lidar systems and to impose several restrictions on the stability of the reference signal.

On the other hand, it has been pointed out that the laser intensity may be dramatically changed by feeding a portion of the backscattered signal power into the laser cavity. Lasers have also been considered as return signals detectors. Such laser detectors permit the Doppler frequency shifts caused by a target motion to be measured with good precision. Devices based on this principle are used for detection and ranging the moving targets as well as in velocimetry.

Experimental Setup

The setup consists of a CO₂ laser, a transmitting-receiving optical system, and a signal processing unit. The cw CO₂ laser employs a standard sealed-off tube with discharge gap of ~120 cm. The laser output power is about 18 W (line PG20), λ = 10.6 μm.

Laser intensity stabilization is achieved by decreasing the mechanical disturbance of the laser resonator. The current is hold from 4 to 35 μA with precision to one percent at pulsations about 0.2 per cent. Optical tract is formed by Cassegrain telescope with the main mirror of 15 cm in diameter and a focal length of 70 cm. A portion of the laser beam reflected back by Breuuer window of the gas discharge tube is focused by a spherical mirror with focus of 5 cm onto the photodetector.

Experimental Results

The measurements were carried out in the laboratory (at ranges 3 m, 100 m, 500 m). The vibrating objects with different reflectivity were used as the targets.

As shown in Fig. 2 the oscillogram pictured the beat breakdown at the beat breakdown at the extreme point of the sinusoid when the motion stops at the return point. At this point a Doppler frequency shift drops to zero. The interval between these events is one half period T of the target oscillation. The total number of fringes between these reversals represents the maximum displacement of the target in units of half-wave length

\[ x = \frac{T}{4} \]
Here $P$ is the period of the Doppler modulation. Thus, this oscillogram shows that the target is vibrating with the frequency 100 Hz; maximal amplitude is 26.5 μm. The Doppler frequency shift of 2.5 kHz indicates that a maximum reflector velocity is near 1.32 cm/s.

Fig. 2. Reflection from aluminium plate (vibration frequency 100 Hz) - upper trace. Horizontal scale - 1 μs/div. Vertical scale - 100 mV/div.

Fig. 3 shows 5 msec fragment of the Doppler signal from an imitator. The amplitude of motion is 0.25 mm. The targets velocity is 4.8 cm/s.

Fig. 3. Reflection from the imitator of linear motion. Horizontal scale - 15 μs/div. Vertical scale - 100 mV/div. The distance from the laser to target is 20 m.

Using the targets vibrating with a constant frequency and amplitude about 10 series of laboratory measurements are carried out to determine the laser field response and the threshold sensitivity to return signal power fed into the laser cavity. Normalized signal amplitude (oscillating components) vs the signal loss $R_{\text{eff}}$ characterizing the back-
scattered power returned to the laser cavity is shown in Fig.4. The absolute minimum detectable signal power was found to be $4 \times 10^{-7}$ W/Hz. 

Fig. 4. The normalized amplitude of Doppler signal as a function of the effective reflection coefficient

Measurements in the Atmosphere

The studies have included measurements of signal attenuation and fluctuations. The data on the signal-to-noise ratio (SNR) obtained with different targets (with different reflectivities and roughness of surfaces) located at 3 m, 110 m, 500 m from the laser system are presented in table.

TABLE

<table>
<thead>
<tr>
<th>Target</th>
<th>distance (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3</td>
</tr>
<tr>
<td>Aluminium mirror</td>
<td>93-96</td>
</tr>
<tr>
<td>Duraluminium plate with rough surface</td>
<td>63</td>
</tr>
<tr>
<td>Thin roughness aluminium</td>
<td>67</td>
</tr>
<tr>
<td>Wooden surface</td>
<td>40</td>
</tr>
<tr>
<td>Paper cardboard</td>
<td>43</td>
</tr>
<tr>
<td>Emery paper (d 1 mm)</td>
<td>32</td>
</tr>
<tr>
<td>Emery paper (d 1 mm)</td>
<td>30</td>
</tr>
</tbody>
</table>

Fig. 5 shows the oscillogram of Doppler signal from duraluminium target vibrating at 45 Hz frequency. The target was located at the distance 100 m from the laser system. As shown in Fig. 5 intensity modulation frequency which occurs due to atmospheric turbulence and quality of the target surface, is smaller that the Doppler frequency (latter being about 1.3 kHz), the depth of modulation has reached 80 per cent.

The observed strong fluctuations of the signal are caused mainly by disorientation of the reflecting surface with respect to the optical axis of the laser beam.

Conclusions: The above results show high sensitivity of the intracavity laser detection. This approach to Doppler lidar is promising for some fruitful applications.
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Fig. 5. Reflection from duraluminium target. Horizontal scale - 5 ms/div. Vertical scale - 10 mV/div.
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LASER-INDUCED NONLINEAR EFFECTS IN THREE-PHOTON RESONANT IONIZATION
AND ABOVE-THRESHOLD DISSOCIATION OF DIATOMIC MOLECULES

A.I. Pegarkov, L.P. Rapoport
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I.I. Tugov
Institute of General Physics of the USSR Academy of Sciences
117942 Moscow, USSR
Analytical equations have been derived for the differential cross-section and ion yield in three-photon ionization and dissociative ionization. The laser radiation frequency is assumed to be in resonance with the electronic transition frequency.

We have used a vibrational multichannel Green function allowing for the laser-induced nonadiabatic interaction of resonant electronic terms. The photoelectron angular distributions take due account also of the effects which are due to the breakdown of spherical symmetry of the (quasi-) molecular ion field. The results are helpful to explain the observed nonlinear structure in the photoionization spectrum of sodium molecular vapors.

The diatomic molecules multiphoton dissociation is studied within a complex quasi-energy approach. It is shown that the involvement of three-photon above-threshold dissociation eliminates the discrepancy between earlier theory and experimental data for a hydrogen multiphoton spectrum.

A. Three-photon resonant ionization

Three-photon resonant ionization (TPRI) implies 'step-by-step' excitation of a molecule. The process takes place if a molecule has two excited electronic terms if the electronic transition energies and the laser photon energy $\hbar \omega$ are equal. A two-particle system 'molecular ion + photoelectron' or a three-particle system 'atom + atomic ion + photoelecrtion' may form at different radiation frequenices and photoelectron energies:

\[
AB + (N + 3)\hbar \omega \rightarrow \begin{cases} 
AB^+ + \text{e}^- + N\hbar \omega \\
A + B^+ + \text{e}^- + N\hbar \omega,
\end{cases}
\]

Process (2) is a three-photon resonant dissociative ionization (TPRDI).

The last years have seen experimental investigations of sodium vapor multiphoton ionization that have yielded a number of important findings (see [1,2] and the references therein). The following specific features have been established.

- The molecular ionization spectrum, i.e. the yield of the Na$^+$ molecules as a function of the laser wavelength, has resonant peaks that do not coincide with the absorption lines for the Na$^+_2(A^1\Sigma_u^+)$ term.
- Several new peaks emerge with an increasing laser radiation intensity.
- When the intensity $I$ is under $5 \times 10^4$ W·cm$^{-2}$ the Na$^+_2$ ion yield depends on $I$ as $i(\text{Na}_2^+) \sim I^{2.2}$, when the intensity $I$ exceeds $5 \times 10^4$ W·cm$^{-2}$ the relationship is $i(\text{Na}_2^+) \sim I^{1.0}$.
- The strong spectrum line at $\lambda = 602.17$ nm disappears completely at high laser intensities.
- The Na$^+$ molecular ion spectrum and the Na$^+$ atomic ion spectrum have the same structure at any laser intensity.
- Wu et al. [1] presume that this behavior of the ion yield is due to the fluorescence, photoabsorption, and decay processes involving the excited electronic terms. However, we think that the observed effects demonstrate a substantial impact of the resonant radiation interaction on the dynamics of intramolecular motion.

Generally speaking, if a molecule is exposed to visible or UV laser light we cannot employ an adiabatic approximation for separating the electronic and the nuclear motions. For example, for the Na$^+_2$ molecule the electronic transition momenta are substantial (about 10 Deb.) and, as the laser intensity increases, the energy of the radiative interaction of resonant terms becomes comparable with that of vibrational quantum. The rotation-vibration spectra of electronic terms undergo significant changes so that the conventional probabilities for processes (1), (2) cannot be calculated in terms of standard perturbation theory.

For process (1), (2) the probability for ionization can be written as

\[
dP_{fi} = 2\pi \hbar^{-1} |\Psi_f^\dagger |\Phi_0^\dagger |\Phi_1^\dagger |^2 \delta(E_f - E_1) dP_f,
\]

where $|\Phi_1^\dagger >$ is the state of the system 'molecule + electromagnetic field',
$|\tilde{\psi}_f\rangle$ is the state of the system 'molecular (or quasi-molecular) ion + photoelectron + e.f.', these states being the eigenvectors of a Hamiltonian without radiative perturbation $V$, that is written in the second quantization form, $G^+(E) = (E+i\Omega-H)^{-1}$ is the resolvent of a complete Hamiltonian of the interacting system 'nuclei + electrons + e.f.', $H$. In this system an account is taken only the coupling of the molecular terms due to radiative interaction.

The differential cross-section for the TPRI (1) process defined by us as

$$d\sigma = dP_{\Pi}/F, F = o(N + 3)/\Delta L^3$$

($F$ is the incident photon flux), integrated over the photoelectron energy, for $K>>1$, is given by

$$\frac{d\sigma^{KM}_{\Pi}(k_e,\omega)}{d\omega} = \frac{m_ek_e\omega}{\hbar^2\omega^2} I|\sum_{1'm'} |t_{1'm'}^{KM}|^2,$$  \hspace{1cm} (3)

$$t_{1'm'}^{KM} = \sum_{\nu'} \langle \chi_{1'm'}^{\nu'} | \chi_{1'}^{KM}|^2 \rangle_{\nu',\nu} \langle \nu' | V_{\Pi} | \nu \rangle$$

$K$ is the total orbital angular momentum of a molecule, $M$ and $\Lambda$ are its projections onto the OZ'-axis of a laboratory reference system and onto the molecular reference axis OZ. $\chi^O_{\nu'}(R) (\chi^O_{\nu}(R))$ is the wave function of the nuclear motion in unperturbed electronic term of a molecule $AB$ (molecular ion $AB^+$) $U_i(R), B(-\beta\alpha\gamma\epsilon_i)\epsilon_i$ is the phase factor, $\langle j\Omega,\alpha'\gamma'\nu',M',l,m,\beta \rangle$ are Clebsch-Gordan coefficients [3], $d_{ij}(R)$ and $M'_{\alpha'\gamma'}(R)$ are the integrals over all electronic coordinates $\mathbf{r}$, the geometric factor $C_{\nu'}$ depends on the directions of electronic moments and the angle made by the quantization axes (of the laboratory and molecular reference system).

The TPRI cross-section integrated over the direction of electron propagation $k_e$ is

$$\sigma^{KM}_{\Pi}(k_e,\omega) = \frac{m_ek_e\omega}{\hbar^2\omega^2} I|\sum_{1'm'} |t_{1'm'}^{KM}|^2.$$  \hspace{1cm} (4)

Equations (3), (4) involve the nondiagonal component $G^{KM}(R,R';E)$ of a three-channel Green function of the nuclear motion (TCGF)

$$G(R,R';E) = |G^{KM}(R,R';E)|^2, \alpha,\beta = 1,2,3 \text{ [4]. The TCGF fits the matrix equation with a nondiagonal vibrational Hamiltonian } H(R)$$

$$(IE - H(R))G(R,R';E) = I\delta(R-R'), I = \{i\delta_{\alpha\beta}^{KM}$$

$$H(R) = -\frac{\hbar^2}{2\mu} \frac{d^2}{dR^2} + U(R) + V(R),$$

$$U(R) = \text{diag}(U_1^K(R), U_2^K(R), U_3^K(R)), V(R) = \{i\delta_{\alpha\beta}(R)\},$$

$$U_1^K(R) = U_1(R) + (N+3\delta_{11}+2\delta_{31}+\delta_{21})\hbar\omega + \frac{\hbar^2}{2\mu} [K(K+1)-\Lambda^2] + \delta_{41}^2 + \delta_{51}^2\epsilon_e, i = 1,2,3,4,5.$$  

The nondiagonal elements $V_{ij} (R)$ of the Hamiltonian is proportional to the laser field strength. If the matrix of $j^n$-fractions $U(R) + V(R)$ is Hermitian, the TCGF can be written as

$$G(R,R';E) = \frac{2\mu}{\hbar^2} \bigg\{ \frac{\delta_{2}(R)[W^{-1}]*_{i}^+(R'), R>R'} \}$$
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\[ w = \frac{d}{dR} I^1(R) - \frac{d}{dR} I^2(R) - \left[ \frac{d}{dR} I^1(R) \right] I^2(R) = \text{const}, \]

where \( I^1, I^2(R) \) stands for two linearly independent matrix solutions of the homogeneous differential equation

\[ (\mathbf{H}(R) - \mathbf{I}) I^1, I^2(R) = 0. \]  

The regular at the origin function \( I^1(R) \) and the regular at the infinity function \( I^2(R) \), which in principle are the exact solutions of the three-channel system (5), have been obtained analytically on a quasiclassical approximation within the theory of laser-induced nonadiabatic transitions.

**B. Three-photon resonant dissociative ionization. Laser intensity dependence**

For the TPRDI (2) cross-section equations (3), (4) are not changed significantly

\[ \frac{d^3 C_{\text{KM}}}{d\mathbf{k} d\mathbf{q}} = \frac{m_e e^2}{\hbar^2} \mathcal{L} \sum_{l,m'} \mathbf{C}_{\text{KM}}^{l,m'} \mathbf{C}_{\text{KM}}^{l,m} \int_0 \mathcal{L} \mathcal{L}^{*} d\mathbf{q} \mathcal{L}^{*} \mathcal{L}^{*} \mathcal{L}^{*}, \]

\[ C_{\text{KM}}^{l,m'}(\mathbf{k}, \mathbf{q}) = \int_0 \mathcal{L} \mathcal{L}^{*} d\mathbf{q} \mathcal{L}^{*} \mathcal{L}^{*} \mathcal{L}^{*}, \]

where \( \mathcal{L} \) is a maximum kinetic energy associated with the relative motion of the atomic photofragments \( A \) and \( B^+ \), \( \mathcal{L} = \{ j, \Omega, \tilde{\omega}, \tilde{\omega}', l, m \} \).

The ion yield for processes (1), (2) can be defined as

\[ I^1 = I^{\text{nm}}_{\text{KM}}(\mathbf{k}, \mathbf{q}), \]

\[ I^2 = I^{\text{nm}}_{\text{KM}}(\mathbf{k}, \mathbf{q}), \]

where \( I^1 \) is the molecular AB density, \( I^2 \) is the dissociation potential of the molecular ion \( AB^+ \) ground state, \( \mathcal{L} \) is the Boltzmann distribution, where \( \mathcal{L} \) is the energy of the molecule \( AB \) 'dressed' by the laser field [5], \( \mathcal{L} \) is the free molecular ion \( AB^+ \) energy, \( \mathcal{L}^{*} \) and \( \mathcal{L}^{*} \) are the ionization potentials of molecular and quasimolecular ions \( AB^+ \).

It is evident from expressions (3), (4), (6)-(9), the resonant peaks in the spectrum are produced by the Green function poles. The number and the location of the poles depend on the laser intensity. Therefore, if the intensity increases there occur new peaks in the ionization spectrum. If the laser field is strong the resonances will not correspond to the electronic-vibration-rotation transitions. These phenomena are due to the coupling of vibration-rotation states of resonant electronic terms in the laser field. The very interesting result is that the same TCGF's component \( G_{\text{KM}}^{23}(R, R'; E) \) appears in the cross-section equations for ionization (3) and dissociative ionization (6). That is why the atomic and the molecular ion yields have qualitatively the same structure (see (8), (9)). Furthermore the presence of \( G_{\text{KM}}^{23}(R, R'; E) \) in formulas (3) and (6) makes the ion yields (8) and
(9) to be nonpolynomial functions of the laser intensity. Using our analytical equations for the TCGF components [4] and separating the evident intensity dependence in the yields, we obtain a total expression

\[ i \sim I^2 \left| \frac{P_{23}^2 (1-P_{23}^2)}{(1-P_{13}^2)} \right|^2. \]

The probabilities for laser-induced nonadiabatic transitions \( P_{13} \) and \( P_{23} \) within the Landau-Zener model depend exponentially on the laser intensity.

/1/ In a general case, where the probabilities are \( (1-P_{13})^{-1} (1-P_{23})^{-1} \), the laser-intensity dependence of the ion yield is an intricate exponential function (a and b are the constanters)

\[ i \sim I^2 e^{-b(1-e^{-bI})(1-e^{-aI})^{-2}}. \]  

(10)

/2/ Under the conditions \( (1-P_{13}), (1-P_{23}) \ll 1 \), \( P_{13} \approx P_{23} \approx 1 \) it is obtainable from general expression (10)

\[ i \sim I^2 \left( \frac{b}{a^2 I} - \left( \frac{b}{a} \right)^2 \right) \approx I. \]

/3/ In the lower field, where we have \( (1-P_{13}), (1-P_{23}) \ll 1 \), \( P_{23} \approx P_{13} \approx 1 \), the ion yield is

\[ i \sim I^2 \frac{1-(bI)^2}{1-(aI)^2} \approx I^2. \]

/4/ In the last case when \( (1-P_{23})/P_{23} \ll 1, (1-P_{13})/P_{13} \ll 1 \), the laser intensity dependence takes an ideal cubic form defined in terms of the perturbation theory

\[ i \sim I^3. \]

The laser intensity dependence contains three characteristic points of intensity where the ion yield function changes its form: (a) from the cubic to a square law, /4/ \( \rightarrow /3/ \); (b) from the square law to a linear one, /3/ \( \rightarrow /2/ \); (c) from the linear form to intricate exponential form, /2/ \( \rightarrow /1/ \). The second characteristic point intensity \( I_0 \) has been observed in experiment [1].

Subsequent studies of resonant multiphoton ionization of \( \text{Na}_2 \) in fields of intensities \( I > 10^6 \text{ W cm}^{-2} \) and \( I < 10^4 \text{ W cm}^{-2} \) may reveal remaining two points \( I_a \) and \( I_c \).

C. Above-threshold dissociation

In conclusion, we will briefly discuss the possibility to observing of the above-threshold dissociation (ATD) phenomenon under a multiphoton interaction of an intense laser field with a diatomic molecule

\[ \text{AB} + (N + 3)\hbar \omega \rightarrow A + B + N\hbar \omega, \]

using, as example, the hydrogen molecular ion \( \text{H}_2^+ \).

One-photon dissociation of \( \text{H}_2^+ \) has been considered by Chu S.-I. in complex quasi-energy formalism [6]. ATD of the \( \text{H}_2^+ \) molecule can occur if the photon energy \( \hbar \omega \) exceeds the dissociation energy of a given rotation-vibration state of the ground electronic term \( 1s^2 \text{g} \)

\[ \hbar_2^+ (1s^2 \text{g}) + (N + 3)\hbar \omega \rightarrow \hbar_2^+ (2p^2 \text{u}) + N\hbar \omega \rightarrow H + H^+ + N\hbar \omega, \]  

(11)

where \( 2p^2 \text{u} \) is the first excited dissociative term. With due account of three-photon dissociation (11), the intensity-dependence of the photodissociation cross-section is nonlinear and the ATD channels cause appreciable variations in the total amplitude.

We calculated the photodissociation cross-section within the framework of the method suggested by Chu S.-I. The Morse potential vibrational wave functions were taken as a basis [7]. The obtained results indicate that the ATD (11) is the cause of the discrepancy between the recent experimental data [8-11] and the previously calculated results.
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Abstract

In this paper the possibility of confining a gas, contained in a spherical cell, far away from the walls by exploiting the light-induced-drift effect is discussed and the preliminary results reported. A spherical cell filled with few torr of Krypton as a buffer gas and with some metallic sodium distilled in a side arm, is illuminated by three couples of orthogonal laser beams obtained by a broad band long cavity dye laser. The first experimental evidence of LID in a three dimension geometry has been obtained and a compression of the vapor in the center of the cell has been observed as due to the contemporary presence of all the six laser beams. These experiments open new perspectives to the study of gas transport properties and of non-equilibrium vapor conditions.

Introduction

The possibility of modifying the atomic motion and the vapor diffusion by using laser light is one of the most important achievements of laser spectroscopy during these last years. Resonance radiation pressure (RRP), which is due to the photon-atom momentum transfer during the absorption-emission processes, has been successfully used to decelerate and to cool atomic beams and to trap neutral atoms(1). RRP has also been exploited to induce vapor diffusion in a capillary(2) by obtaining the complete displacement of the vapor from a portion of the cell and its compression in the remaining part. In this case RRP is strongly affected by the high collision rate with the cell walls which continuously thermalize back again the vapor.

Light-induced-drift effect (LID), that is instead favored by high collision rate with a buffer gas, is more useful to induce huge vapor density variations and faster drift velocities. The main reason of this difference depends on the fact that in LID atomic momenta instead of photon momenta are exchanged. Moreover LID can both push and pull the vapor. LID was proposed and demonstrated by Shalagin, Gel'mukhanov and coworkers(3,4) in 1979. Since that first experiment a lot of LID observations and measurements have been performed so that the dependence of the effect on atom-wall interaction(5,6), on laser detuning and intensity(7), on laser bandwidth(8) as well as on the kind of buffer gases(9) is well known. Density variations larger than two order of magnitude, drift velocities as high as 30 m/s and, for example, isotope separation(10) have been observed. A detailed analysis of stationary and dynamic regimes of LID at low and intermediate saturated vapor densities has been performed on sodium vapor(11,12). All these experiments have been performed in capillary cells, i.e. under conditions which can be well described by a unidimensional approach. The transverse dimensions of the cells (diameter = 1-2 mm) are comparable with the laser beam cross section and the vapor diffusion is modified only along the major axis of the cell. The vapor can be compressed to either ends of the cell depending on the laser detuning. The interaction of the atoms with the cell walls cannot be avoided under such a geometry, and it imposes some important limitations to LID applications. This restriction can be overcome by performing LID in a three dimensional geometry where the gas is compressed to the center of the cell, far from its walls. This different approach is not straightforward as it requires important modifications of the experimental apparatus as well as the correct evaluation of some experimental parameters. Moreover the possibility of a 3-D LID must be first demonstrated both experimentally and theoretically.

Here we present our preliminary results obtained by using a spherical cell irradiated...
by six laser beams directed along three orthogonal axis. A discussion of new possible applications of LID under these conditions will be presented.

**Qualitative discussion of 3-D LID effect**

LID is observable when an active gas, i.e. resonant with the laser, is immersed in a buffer gas and the laser excitation is velocity selective. When these two conditions are satisfied a drift of the vapor can be observed either along the propagation direction of the laser beam or to the opposite one. The laser can either push or pull the atoms. This macroscopic effect can be explained as follows: laser excitation produces two atomic fluxes, one of excited and the other of ground state atoms, which, when the selected velocity component is not zero, move to opposite directions. As the diffusion coefficients of excited and ground state atoms are in general different, two drift velocities are obtained in the two cases and, as a consequence, a macroscopic induced diffusion of the vapor is observable, whose direction depends on the laser detuning. Drift velocity $V_{dr}$ has a dispersive behaviour as a function of the laser frequency and, in a two level atom, it is zero when laser detuning is zero. The force acting on the vapor can be described by the equation

$$F = C(v_L, \Delta \nu_L, D_g, D_e, \ldots) I_0 e^{-kx}$$

where $I_0$ is the initial laser intensity, $k$ is the absorption coefficient, $x$ the thickness of the vapor column crossed by the laser and $C$ a parameter which is function of all the other physical quantities determining LID: $D_g, D_e$ diffusion coefficients of ground and excited states, $v_L =$ laser frequency, $\Delta \nu_L =$ laser bandwidth etc. It has been demonstrated that when a broad band dye laser instead of a single mode dye laser of the same power is used, a two times larger drift velocity can be obtained under, otherwise, similar conditions.$^{(12)}$ When the optical thickness $k$ is negligible, $F$ is constant along the cell and the vapor moves with a drift velocity independent on the position. In this case and under the hypothesis of infinite length cell, the vapor is not compressed while is diffusing. When, on the contrary, the optical thickness is high, the laser is attenuated along the capillary and the drift velocity depends on the position. The vapor is now compressed and the laser beam behaves like an optical piston.$^{(13)}$

$V_{dr}$ depends on the same parameters affecting $F$ and on the friction of the vapor at the cell surface. The interaction with the cell walls, anyway, can be almost cancelled by adopting special coatings which make possible to increase by three order of magnitude the effective vapor drift velocity.

The previous discussion shows that when two counterpropagating laser beams are sent across a capillary, no appreciable effect can be observed when $k$ is small, while a compression of the vapor to the middle of the cell can be observed in the optical piston regime. In this last case, in fact, the forces induced by the two lasers do not mutually cancel and the two optical pistons work, in first approximation, independently. This situation can be qualitatively extrapolated to a three dimensional geometry, where three couples of laser beams propagating along orthogonal directions push the vapor to the center of a spherical cell and eventually confine it far away from the cell walls. Also in this case the optical thickness must be not negligible to avoid direct destructive interaction between the laser beams. It is therefore possible to imagine the six laser beams working like six optical pistons which compress the vapor and reduce its volume by increasing its density. This approach is qualitative and, in order to have a correct and detailed description, a system of 3-D differential equations describing the light induced diffusion and the laser propagation inside the vapor must be solved, where the boundary conditions imposed by the cell and by the laser overlapping regions must be properly considered. This problem is underway to be solved. In order to show the complexity of the task let us consider the force $F_i$ acting on the vapor volume $V_i$ placed in one point of the cell as it is shown in fig. 1. $V_i$ is subject to a force $F_i$ which is the resultant of the forces $F_1$ induced by the six laser beams. As the optical thickness is assumed to be high enough to attenuate the laser in a distance short compared to the cell radius $r$, the $F_i$ are not equal to each other and $F_i = 0$. By simple geometrical arguments and by considering, for simplicity, a point situated on the plane determined by two couples of laser beams, it results that the
direction of $F_t$ is not directed to the center of the cell but it is a function of $r$ and $\theta$ according to the equation

$$
\tan\theta' = \frac{e^{-k\sqrt{r^2_0 - r^2}} - r^2 \cos^2 \theta}{e^{-k\sqrt{r^2_0 - r^2} \sin^2 \theta}} - \frac{e^{kr \sin \theta} - e^{-kr \sin \theta}}{e^{kr \cos \theta} - e^{-kr \cos \theta}}
$$

(2)

From this equation it derives that $\theta'$ coincides with $\theta$ only for $\theta = n \pi/4$, with $n$ integer, while for all other angles, $\theta'$ is different from $\theta$ by following a dispersive behaviour as shown in fig. 2.

![Fig. 1 - Sketch showing a spherical cell with six laser beams. The arrow indicates the direction of the resultant force $F_t$ acting on the vapor cloud $V_i$.](image)

According to that calculations, the atomic vapor starts moving to the center along curved pathways joining those determined by the laser beam axis. Some sort of vortices seems to be generated whose temporal evolution is difficult to predict without a more detailed approach. It is, anyway, clear that the vapor collapses to the center but it is not evident, without a better definition of the experimental conditions, that a stable configuration can be reached.

Few more considerations may help to better understand the theoretical and experimental difficulties of the experiment. With respect to the unidimensional example given before other differences are present in the 3-D configuration. In this last case, in fact, the vapor density variations scales as $r^{-3}$ and this gives a fast modification rate to the $k$ parameter as soon as the vapor starts to be compressed. This makes difficult to find the optimum initial $k$ value, once the laser intensity is given. If at $t=0$ the vapor is optically too dense, its compression will be negligible; if, on the contrary, it is optically too thin, the laser beams will interfere destructively. Moreover, as the vapor section decreases during the compression while that of the laser beam is constant, the vapor-laser coupling diminishes too, by introducing an other variable parameter to the problem. Many different experimental solutions can be suggested and checked. For example the laser beams could be focused in order to have a density power function of $r$, or the laser intensity...
could be time dependent etc. But in these cases, which are more difficult to treat theoretically, experimental problems must still be solved. Here in the following the preliminary results are reported (14).

Fig. 2 - Dependence of \( \theta - \theta' \) as a function of \( \theta \) as calculated for different \( r \) values.

Experimental apparatus and results

The experiment is performed with a pyrex spherical cell having a 1.5 cm diameter and a reservoir, where some metallic sodium is distilled under vacuum, placed at the end of a short capillary (see fig. 3). The cell, that is filled with few torr of Krypton, is situated in an oven which permits an almost complete view by getting easier its illumination and observation. The LID experiments performed with glass capillaries have shown the determinant role played by the cell walls in the drift of the vapor and to the final equilibrium states. This is essentially dependent on the adsorption energy \( E_a \) of the atoms at the walls which, through the equation

\[
x = r_0 e^{E_a/kT}
\]

where \( r_0 = 10^{-13} \) s, modifies the time that the atoms spend at the surface. A long \( r_0 \) induces both a slowing down of the drift and the production of a sodium layer which has to be removed in order to see any effect in the vapor phase. These problems can be made negligible by adopting a suitable coating having a small \( E_a \). In our experiments the coating is obtained from a ether solution of dimethylpolysiloxane (6) which is chemically attached to the surface and can be heated up to relatively high temperature \( (T_{\text{max}} = 200 \, ^\circ\text{C}) \). These properties permit to work with saturated vapor over a wide range of densities. In the spherical cell, even if the vapor moves orthogonally to the surface, it is important to avoid the formation of the sodium layer in order to speed up the compression process. For this same reason the metal reservoir is not directly inside the cell but at the end of a short capillary whose impedance disconnects, during the compression transient, the cell from the reservoir. This trick simulates a dry vapor condition and it is determinant for the observation of the effect.

The LID effect is strongly affected also by the laser spectral characteristics. We have shown that a broad band laser, with a particular cavity configuration, may give drift velocities two times larger than those induced by a single mode one having the same
The laser has a long cavity configuration which allows small frequency separation between the longitudinal modes and easily adjustable total bandwidth. The control of these two parameters optimizes the laser-vapor coupling by preserving the necessary velocity excitation selectivity. The laser has been obtained by extending a commercial dye laser cavity up to a maximum length of 15m. With this configuration a maximum power of about 200 mW for a 4GHz total bandwidth has been obtained. The laser beam is coupled to a bunch of six optical fibers which are, then, splitted apart and properly positioned around the cell. Output couplers make the beams parallel and with a diameter comparable with the cell diameter. A mechanical chopper switches on or off the laser by allowing the analysis of the LID temporal evolution. LID effect is monitored through the fluorescence intensity variations which are proportional to the atomic density. To this purpose a lens system creates an image of the cell which is analyzed by two optical fibers, one placed in correspondence of the cell center (fiber a) and the other one on the outer part of the cell (fiber b). The fibers are coupled to two photomultipliers whose outputs are amplified and processed by a transient digitizer.

Fig. 3 - Sketch of the experimental apparatus
When the six beams are on, a compression of the vapor to the center of the cell is observed. This produces a decreasing of the fluorescence signal in correspondence of fiber a) (see fig. 3) and an increasing in correspondence of fiber b). In fig. 4a and 4b two signals obtained under the given conditions are reported. In fig. 4a the fluorescence signal decreases to about half of the initial value, while in fig. 4b the fluorescence increases by about 2 times by indicating a huge compression to the center of the cell. The signal of fiber b) is roughly independent on its position along the external perimeter of the cell image, while it depends on its position along the cell radius. When even only one of the six beams is intercepted, the behaviour of the vapor clouds changes completely and, instead of a compression, a drift to the direction of the shut off beam is obtained as it is shown in fig. 4c and 4d.

![Graphs showing fluorescence signals](image)

**Fig. 4**—Fluorescence signals induced by the six laser beams: in fig. 4a signal from fiber b); in fig. 4b signal from fiber a); fluorescence signals obtained with one laser beam switched off: fig. 4c fiber b); fig. 4d fiber a).
The reported signals do not show an effective detaching of the vapor from the walls but they show for the first time LID in a three dimensional geometry. Moreover they indicate that, by properly choosing the experimental conditions, it is possible to have a cooperative effect induced by all the laser beams. Further measurements are in progress to realize a full confinement of the vapor in a volume smaller than that of the cell and new configurations are under study.

Conclusions

Such an experiment shows that it is possible to modify the vapor diffusion in a 3-dimensional geometry. The results support the possibility of achieving a complete separation between the vapor and the cell walls. This condition would permit a new class of experiments where the vapor, that cannot be cooled by RRP because it is in thermal equilibrium with the environment through collisions with the buffer gas, can be driven to a very high supersaturation regime. Once it has been compressed to the center of the cell, it cannot condensate at the cell walls and, if the temperature of the cell is cooled down, clustering or molecule formation processes should be effective. Both processes can be easily studied. Moreover it will be possible to study in detail the transport properties of the vapor in different gases and under different configurations.
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The paper provides estimation of laser welding maximum parameters. Limits for laser beam intensity are determined by high pressure of radiation wave in plasma which results in considerable sputtering of metal during welding. The limit values of joint weld coefficient and impulse duration are determined by maximum intensity and are also limited. Theoretically obtained relation between maximum melt depth $h$ and laser beam power $P$ is in well accordance with the known experimental relation $h_{max} \sim P^{0.7}$.

Application of high power lasers for welding makes it possible to obtain narrow and deep welds, the heat affected zone adjacent to the cut being very narrow. It improves the properties of weld joints and decreases deformation of the construction. Working out laser welding equipment and technology it is desirable to determine the range of the most acceptable technological parameters of the process that satisfy the conditions of obtaining high quality welds with relatively deep penetration. To do this was the aim of the present paper.

It is known that deep penetration laser welding causes vaporization of the metal [1]. Interaction of radiation with the metal vapor results in an optical breakdown thus producing radiation wave in the gas surrounding the welding zone [2]. The pressure of the wave is

$$P_{\nu} \sim \left(\frac{\alpha - 1}{\alpha + 1}\right)^{2} \frac{2}{\sqrt{\pi}} \rho_{0}^{0.5} \sqrt{I}$$

where $\rho_{0}$ = undisturbed gas density, $I$ = radiation intensity, $\alpha$, $\beta$ = effective adiabatic exponent in cold gas and in plasma respectively. For air under real conditions of welding at $I = 10^{7} \text{ W/cm}^{2}$, $P_{\nu} = 50 \text{ atm}$. The greatest disadvantage of plasma formation consists in detachment of plasma from the vaporization surface. Distributing in the gas (in the shielding gas as well) plasma affects the weld-pool and results in liquid metal sputtering and in formation of defects shown in Fig. 1. At the same time vaporization pressure may be high only in a vapor-gas cavity.

Radiation wave pressure limitation up to $10^{-3}$ atm enables to estimate maximum intensity of incident radiation which does not deteriorate the property of weld joints as $I_{0} = 2.10^{7} \text{ W/cm}^{2}$ for steel. Experimental estimation of $I$ based on the analysis of defects produced in variable radiation intensity welding of stainless steel gives $I_{*} = (2\times 10^{4}) \times 10^{6} \text{ W/cm}^{2}$.

A decrease of laser beam intensity is the simplest way to remove plasma. But deep penetration welding requires intensive vaporization [1,3], and it limits the possibilities of the decrease of radiation intensity: $I_{eff} \approx I_{0}$, where $I_{eff}$ = effective (absorbed by the metal) power density, $I_{0}$ = threshold vaporization intensity [3,4]. $I_{*}$ and $I_{0}$ limit the weld form coefficient. Taking that the cavity is of a cylindrical form and radiation is distributed uniformly along its surface we obtain

$$\frac{\pi d^{2}}{4} I_{0} \geq \pi d h I_{eff} \geq \pi d h I_{0}$$

where $h$, $d$ = depth and width of the cavity. Hence,

$$\frac{h}{d} \leq \frac{I_{0}}{I_{*}} \approx 5 \div 15$$

The value obtained is somewhat relative though close to experimental results. The value of $I_{0}$ depends on the material, the form of the cavity is not cylindrical - the front wall receives most of the energy, but (I) shows that the role of $I_{*}$ is principally restrictive.
The suppression of optical discharge plasma could increase the laser radiation intensity and, hence, the weld form coefficient. Actually the fact that a definite time $T_{dev}$ ($30...40 \mu s$ for $I = 2...10^6 W/cm^2$ and $<1 \mu s$ for $I = 10^7 W/cm^2$ [5]) is required for optical break-down to be developed may be of use here. If the time of vapor scattering from the caustic region $T_v = \gamma/\nu$ ($\gamma$ = caustic length, $\nu$ = mean vapor velocity) is less than $T_{dev}$, intense plasma formation at scattering is eliminated. However to achieve deep penetration sausage-type instability cannot decrease too much [6]. An effective means of plasma formation control is pulsing lasing in welding.

Even at continuous lasing lase welding[3,7] is a relaxation-oscillation process that may be represented in the following way. The metal on the front wall surface of the vapor-gas cavity is heated from the temperature $T_{mel}$ to the temperature of vaporization $T_v$. During the time of heating $T_d$ some melt is formed on the front wall of the vapor-gas cavity that is then displaced under the pressure of a steam back-blow from the irradiated zone to the rear part of the molten pool. The time of melt displacement from the irradiated zone coincides with the pulse length of developed vaporization. The front wall free from the melt has the temperature $T_{mel}$ and the cycle is repeated. As in case of steam escape from the caustic, if $T_{op} < T_{dev}$, then "switching off" the laser beam ensures the melt displacement required from one hand, and eliminates the optical break-down, from the other. Such a possibility is one of the main advantages of pulsing welding conditions where the intensity more than $I_0$ is possible, the quality being preserved.

Under steady state welding conditions characteristic times $T_A$ and $T_{op}$ can be evaluated on considering the simplest case of the effect of the laser pulse on the material at the temperature $T_{mel}$[7].

$$T_A = 1 \left( \frac{E}{I_{eff}} \right)^2; \quad T_d \approx T_{vap} = \frac{1}{I_{eff}} \sqrt{v d x \rho F \pi L_0}$$

where $E = \rho (C (T_{mel} - T_{mel}) + H_{mel})$ = density, specific heat, thermal diffusivity, absorption factor at boiling temperature and specific heat of melting respectively; $d = \text{external pressure}$, $r = \text{ray diameter}$. At $I_{eff} = 10^6 W/cm^2$, $x = 0.05$ cm$^2$/sec, $E = 10^4 J/cm^2$, $\rho = 7.8$ gr/cm$^3$, $kL = 1,5 \times 10^4 W/cm^2$ and $d = 1$ mm we obtain

$T_A = 500 \mu s$, $T_{vap} = 25 \mu s$, $T_k - T_{vap}$ relationship is in qualitative agreement with the experiments [8].

For the welding to be efficient and qualitative it is necessary that clearing of the front wall from the liquid phase take less time than heating. Hereupon vaporization losses are small and welds are narrow and deep since the longitudinal melt transfer is so fast that no appreciable heat removal from the weld takes place. Thus, the $T_d < T_A$ condition is a necessary condition of welding. Taking (2) into account it gives

$$I_{eff} \ll \sqrt{v d x \rho F \pi L_0} \quad (3)$$

Substituting numerical values for letters in (3) we get $I_{eff} \ll 2,10^6 W/cm^2$ for steels. The sign $\ll$ means not two or three times but by an order of magnitude less. So the maximum power density absorbed by the metal on the front wall surface of the cavity $I_{eff} \geq 10^7 W/cm^2$. The result obtained does not do for direct application, since light intensity on the metal depends not only on radiation power but on some poorly known geometrical parameters of the vapor-gas cavity. Still having $I_{eff}$ we can determine the minimum pulse duration for welding at pulsing lasing that ensures efficient and qualitative welding. As under such conditions $T_o = T_A$ (to be more exact, $T_o = T_A + T_d$), then for steels

$$T_o \approx \chi \left( \frac{E}{I_{eff}} \right)^2 \simeq 100 \mu s \quad (4)$$

This result is connected only with thermo-physical properties of the material, it does not depend on the optical break-down and is valid for short-wave lasers where plasma effect is immaterial.

It is to be remembered that for the weld form factor to be high it is advisable to have maximum incident radiation intensity $I$ (at the entrance to the vapor-gas cavity) and minimum permissible intensity on the front wall surface of the cavity $I_{eff}$ that for the given $I$ is determined either by the developed vaporization threshold or by the condition $T_d < T_{dev}$, the latter being more important in practice. It is important to note that with $I$ increasing $T_{dev}$ decreases much faster than $T_d$ decreases when $T_{eff}$ is increasing. Therefore the maximum weld form factor is reached at a definite value of incident radiation intensity that is estimated as $I_0 \approx 10^7 W/cm^2$. 
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As mentioned above the condition (2) is that of efficient welding and satisfies the condition of the vaporized mass being infinitesimal. Hence for efficient welding [7]

\[ T_{\text{vap}} \frac{I_{\text{eff}}}{V_{\text{p}}} \ll \frac{H_{\text{vap}}}{\rho} \Delta \]  

(5)

where \( H_{\text{vap}} \) = specific heat of vaporization per unit volume; \( \rho \) = vaporized metal mass to molten metal mass ratio (\( \sim 1\% \)); \( \Delta \) = melt layer thickness on the front wall of the cavity. Duration \( T_{\text{vap}} \) is similar to that of displacement of melt layer of thickness from the zone of irradiations. It may be expressed as follows [7]:

\[ T_{\text{vap}} \approx T_{\alpha} \approx \sqrt{\frac{\rho \Delta d}{\rho_0 I_{\text{eff}}}} \]  

(6)

From (5) and (6) it follows that

\[ \Delta \geq \left( \frac{1}{\rho H_{\text{vap}}} \right)^2 \frac{\rho_0 I_{\text{eff}} I_0 d}{\rho_0} \]  

(7)

Since the process of welding is of an oscillatory nature, both under pulsing and continuous conditions, the speed of welding is to satisfy the relation \( V_{\text{p}} = f \Delta \) that together with (7) gives

\[ f \left( \frac{1}{\rho H_{\text{vap}}} \right)^2 \frac{\rho_0 I_{\text{eff}} I_0 d}{\rho_0} \leq 1 \]  

(8)

where \( f \) = oscillatory process frequency. In continuous welding \( T_{\text{vap}} \ll T_{\text{k}} \), \( f \approx \frac{1}{T_{\text{k}}} \); in case of pulsing conditions \( f = f_\rho \), where \( f_\rho \) = pulse recurrence rate.

Relation (8) connects the main parameters of welding conditions \( (\rho_{\text{eff}}, \sigma, V_{\text{p}}, f) \) with thermophysical properties of the materials and may be considered as a dimensionless criterion limiting the range of most admissible conditions of laser welding. It is evident that equation (8) gives the maximum penetration depth. Consequently at the constant intensity \( I \) and beam diameter \( d \) maximum penetration will take place at the same relationship \( f/V_{\text{p}} \). This deduction is easily checked under pulsing welding conditions by changing \( f_\rho \) at \( I = \text{const.} \) and \( d = \text{const.} \) and determining the frequency that ensures maximum penetration at a given welding speed. The experiment conducted by means of RS-1000 unit in welding steel 08XIGH10 shows that the relationship \( f_\rho/V_{\text{p}} \) corresponding maximum penetration is really kept constant (see Fig.2). Similar results were obtained in welding titanium alloys.

Let us use relationship (8) to estimate maximum penetration depth \( h_{\text{max}} \). In this case as mentioned above, \( \sigma = \frac{\sigma_\rho}{E_\rho} \), laser power \( \rho = \frac{\sigma_{\text{eff}} E_{\text{eff}}}{E_\rho} \), where \( \sigma \) = relative radiation pulse duration \( (\sigma = I \text{corresponds to continuous laserng conditions}) \) and from (8) the maximum welding speed corresponding to the maximum penetration depth is

\[ V_{\text{w min}} = \frac{1}{\sigma} \left( \frac{E_{\text{eff}}^2}{H_{\text{vap}} \rho} \right)^2 \frac{\rho_0 I_0}{\rho_0 I_{\text{eff}}} d \]  

(9)

Let us calculate the penetration depth by the formula suggested in [10]:

\[ h = \frac{h_{\text{eff}} \rho}{E_\sigma V_{\text{p}}} \frac{1}{(1 + 2V_{\text{p}}d/V_{\text{p}} \sigma)^2} \]  

(10)

where \( h_{\text{eff}} \) = the effective efficiency of the welding process.

Then from (9) and (10) we shall get

\[ h_{\text{max}} = \frac{A}{(1 + \sigma E_\rho \rho_0 I_{\text{eff}})^2} \]  

(11)

where \( A = \frac{\pi h_{\text{eff}} \rho E_\rho I_0}{4I_{\text{eff}} \rho_0 I_0 \left( \frac{H_{\text{vap}}}{\rho} \right)^2} \); \( B = \frac{H_{\text{vap}}}{\rho_0 I_{\text{eff}}} \sqrt{\frac{\pi \rho_0 I_0}{4}} \)  

Under continuous conditions \( (\sigma = I) \) for stainless steel and the most "profitable" case of \( I_0 = 2 \times 10^5 \text{W/cm}^2 \), \( I_{\text{eff}} = 10^5 \text{W/cm}^2 \), \( d = 10^{-1} \), \( A = 8 \text{ cm} \), \( B = 80 \), where \( \rho \) is expressed in watts.

The design dependance (11) is shown in Figure 3. For the sake of comparison the figure also shows the experimental dependence obtained in [11] that is approximated by the function \( P_{\text{eff}} \sigma \). The dependence accurately agrees with the experiment in which laser power \( \geq 3 \text{ kW} \). Overstated results for low power may be due to the fact that to attain optimum
flow for fine focusing is required. In this case the caustic length turns to be much shorter than the plasma depth (11), which was not taken into account. On the whole the design curve restricts the range of formation of the most admissible welds.

For the case $G > I$ (pulsing conditions) analogous calculations result in the difficulties based on the uncertainty between $H$ and $h_{eff}$. The increase of $G$, the mean beam power being kept, results in the increase of pulse power and in the corresponding increase of $H$. This gives rise to the decrease of $h_{eff}$ and of the coefficient value $A$. Hence to consider a general case at $G > I$ it is necessary to study relations between $h_{eff}$ and $H$ at different $G$.

Estimation of limit parameters of the conditions and weld characteristics is especially important in developing laser technological equipment and technological processes of laser welding as well as in choosing technological equipment for solving specific tasks. Time and power parameters of laser radiation are determined rather accurately. Determination of the intensity range used in welding different metals, in particular, makes it possible to formulate requirements to radiation and to focusing systems, to determine the range of power and time parameters of pulsing conditions and so on. Estimation of maximum penetrating power enables to predict the scope of technological tasks for this particular equipment.

Conclusion

1. Maximum radiation intensity in laser welding is limited by high pressure of the plasma wave and is $\sim 2.10^9$ W/cm² for steel.
2. In welding under pulsing lazing conditions the minimum pulse duration is determined by thermophysical properties of the material ($\sim 100$ s for steels), the optimum pulse recurrence rate being directly proportional to the welding speed.
3. The maximum penetration depth is determined by admissible intensity absorbed by the front wall of the vapor-gas cavity ($1...2.10^9$ W/cm² for steels) and thermophysical properties of the material.

References

Fig. 1 Characteristic view of weld defects in high intensity radiation welding.

Fig. 2 The change in the penetration form depending on the pulse recurrence rate in the pulsing laser welding.

- Fig. 2a: 
  - $v = 21.3 \text{ mm/s}$, 1: 1660 cps, 2: 1000 cps, 3: 750 cps, 4: 500 cps, 5: 300 cps.

- Fig. 2b: 
  - $v = 31.3 \text{ mm/s}$, 1: 1660 cps, 2: 1250 cps, 3: 1000 cps, 4: 750 cps, 5: 500 cps.

$P = 330 \text{ w}, G = 3$. 
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Fig. 3 The dependence of the maximum penetration depth on the laser radiation power.
1-calculation according to (11)
2-experiment 11; points from 12, 13.
A Nd:glass laser capable of operating in 1/4 to 1 second bursts with 100 kJ energy has been designed for the purpose of evaluating the effect of free-electron lasers on materials. The energy of the burst is limited by the temperature rise of the laser medium, which is determined by its heat capacity. The laser glass is cooled to 180 K before initiation of the laser burst. The temperature at the end of the burst is limited by the thermal population in the lower laser level. At 410 K, the gain loss due to this lower level population is enough to lower the laser output below acceptable levels for 1% Nd doping; pump uniformity dictates low Nd doping. By optimizing flashlamp spectrum, cavity filters, and laser glass, the ratio of heat to available stored energy was reduced to 1.6. From the Nd:glass storage efficiency, heat capacity, and temperature rise, the minimum glass volume in the system can be determined. Minimum length is determined by gain considerations, and minimum area is determined by coating damage levels.

Introduction

A need exists for the development of an understanding of the interaction of free-electron laser (FEL) beams with materials. This paper describes the design of a low-cost, burst-type laser which can satisfy some of the testing needs with a burst energy of 100 kJ and run times between 0.25 and 1 second. The lower limit is associated with the economics of using a multiphase quasi DC power supply in a short pulse, high power mode. The upper limit is associated with gain requirements. Both induction and R.F. LINAC type FEL waveforms can be simulated.

The principle of this type of burst laser is to minimize radial temperature gradients, thus minimizing thermal stress, by heating the rod as uniformly as possible and cooling the rod slowly between pulses until it reaches thermal equilibrium at the initial temperature. The radial temperature differentials can be minimized by balancing the Nd doping and by cavity focusing. Cylindrical focusing by the rod or elliptical reflectors can increase the pumping at the center, while increased Nd doping increases the pumping near the surface. Because pumping is no longer limited by thermal stresses, the burst energy is determined by the maximum allowable temperature of the lasing medium, its heat capacity, and the efficiency of the Nd:glass. Nd:glass efficiencies were discussed in the previous paper(1). Only phosphate glasses were considered because their high gain and low absorption losses are needed for good extraction efficiencies. The energy of the required laser burst defines the minimum Nd:glass volume. However, beam diameter limitations imposed by damage thresholds and rod length limitations imposed by gain requirements make it difficult to achieve the minimum glass volume. The burst laser involves a number of design problems, particularly for the flashlamps, not encountered in other systems. Operation times on the order of a second are very nearly steady state for the flashlamps but the required wall loadings are typically triple those allowed in steady state operation. Also, the flashlamps are operating in a regime where their efficiency is a strong function of wall loading.

Pump Cavity Design

Because the cost of this type of burst laser is dominated by the cost of supplying a burst of electric power to the flashlamps, an efficient pump cavity is required. However, the need for uniform radial pump distribution in the rod dictates low Nd doping in the rod and multiple reflections in the cavity. Maintaining a high optical transfer efficiency with many cavity reflections requires good cavity reflectors, a high aspect ratio cavity, and efficient flashlamps. If cylindrical focusing by the rod is used to flatten the radial distribution of pump energy, diffuse reflectors may be used, and several materials, such as BaSO₄, are 97% reflecting. If multiple elliptical reflectors are used, the best reflectivity can be achieved by silvering the back side of quartz reflectors and sealing the silver with a layer of nickel(2). As will be discussed in the flashlamp section, the wall loading requirements on the flashlamps limit the number of flashlamps, and thus the number of focusing ellipses, so that this type of pump cavity is impractical. The energy distribution as a function of ar, where σ(λ) is the absorption coefficient of the Nd:glass and R is the radius of the rod, is shown in Figure 1(3). The glass doping must be chosen so
that the average absorption coefficient produces a reasonably flat radial energy distribution. This requires $\rho_{md} R$ less than 3, where $\rho_{md}$ is the percent of Nd doping. Because the small number of lamps will produce unacceptable theta distortions at the higher absorption levels, $\rho_{md} R$ of 1 was selected as a design parameter.

**Pump Cavity Efficiency**

The cavity optical transfer efficiency is defined as the ratio of the photon energy absorbed in the laser medium to the energy emitted by the flashlamps. Only one technique, the Monte Carlo method, has been used to calculate the basic transfer efficiency in cavities with diffusely reflecting walls. However, the Monte Carlo methods have proven to be too laborious for the parameter studies required for pump cavity design. The alternative is to treat the Monte Carlo "data" as a primary source similar to experimental data, and use a simpler model which includes a curve fit to the Monte Carlo data for absorption in the active medium. We have adapted the Whittle and Skinner\(^4\) method for our pump code model because the basic data uses rod geometries and the parameter range is applicable.

The simplified model for diffusely reflecting cavity walls considers the light to be isotropic within the cavity. Since all surfaces are equally illuminated, the light absorption at each surface is the product of the area, the absorption coefficient, and the light intensity. Since all light must be eventually absorbed, the proportion of light absorbed on a surface of area $S_i$ having an absorption coefficient $\text{Abs}_i$ is $S_i \text{Abs}_i / S_i \text{Abs}_i$, where the summation covers the entire internal surface of the cavity including the holes and the exposed area of the laser medium. Holes in the cavity wall are treated as surfaces with unity absorption. The lamps are assumed to absorb with unit absorbance, then to emit a fraction $(1 - a)$ of the absorbed energy with the initial spectrum. The capture efficiency of the laser rod was empirically fit to the Monte Carlo calculations as a function of the absorption cross section, index of refraction, and radius of the laser rod.

The Whittle and Skinner model, although very simple, reproduced the Monte Carlo transfer efficiency calculations to better than 5 percent. In our model, the basic Whittle and Skinner method is expanded to allow multigroup wavelength inputs. Spectral modifications are calculated for each photon pass to allow for flashlamp reradiation, and to permit the calculation of total energy absorbed in the rod as well as energy stored available for lasing.

**Computer Models**

The light intensity in the $n$th pass of the flashlamp photon in the cavity is given by

$$I_n(\lambda) = I_{n-1}(\lambda) - I_{n-1}(\lambda)\text{Abs}_{rod}(\lambda) \frac{S_{rod}}{S_{tot}} - I_{n-1}(\lambda)\text{Abs}_{ref}(\lambda) \frac{S_{ref}}{S_{tot}} - I_{n-1}(\lambda) \frac{S_{holes}}{S_{tot}}$$

(1)

where

$I_{1}(\lambda)$ = spectral output of the flashlamps
$S_{rod}$ = surface area of rod
$S_{ref}$ = surface area of the reflector
$S_{holes}$ = surface area of the holes
$S_{lamps}$ = surface area of the lamps
$S_{tot} = S_{rod} + S_{ref} + S_{holes} + S_{lamps}$
$\text{Abs}_{rod}(\lambda)$ = absorption of the rod defined in Equation 2
$\text{Abs}_{ref}(\lambda)$ = absorption coefficient of the reflector
$(1 - a)$ = fraction of plasma input energy emitted in a pulse

\[\text{Abs}_{rod} = (1.1146 - 0.1376 n)(1 - \exp[(-1.868 - 0.2104 n)\sigma Rd + (0.3246 - 0.1180 n)0^2 Rd]} \tag{2}\]

where $\sigma$ is the absorption coefficient of the rod, $n$ is the refractive index, and the $Rd$ is the rod radius. This expression was obtained from a least squares fit of the Monte Carlo results and agreed with them to within 0.01\(^6\). The expression is valid for $1.5 \leq n \leq 2.0$ and for $0 \leq \sigma Rd \leq 3.0$. For $\sigma Rd > 3.0$, the high absorption limit applies:

$$\text{Abs}_{rod} = 1.0711 - 0.1221 n + 0.0166/(n - 0.67), \sigma Rd > 3 \tag{2a}$$
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In a given pass \(i\), the total energy in the rod is found by integrating over the spectrum the amount of energy from the lamps that reaches the rod during the \(i^{th}\) pass times the absorption spectrum of the rod. Computationally, this becomes

\[
(E_{\text{rod}})_i = \sum_m I_i(\lambda_m) \text{Abs}_{\text{rod}}(\lambda_m) \frac{S_{\text{rod}}}{S_{\text{tot}}} \Delta\lambda_m
\]  

(3)  

(The limits on the subscript \(m\) in Equation (3) are those which define the range of photon wavelengths absorbed into the rod, either as heat or as potential laser energy.) Since some of the energy in the rod is in the form of heat, the amount of rod energy available for laser transitions is reduced by further restricting the range of the spectrum to include only those frequencies the rod will accept for upper laser level transitions. In addition, the ratio of the spectral wavelength to the laser transition wavelength, \(\lambda_{\text{trans}}\), was introduced as a factor in the integral to account for the quantum deficit. The useful laser energy stored in the rod during the \(i^{th}\) pass through the cavity is then

\[
(E_{\text{stored}})_i = \sum_m I_i(\lambda'_m) \text{Abs}_{\text{rod}}(\lambda'_m) \frac{S_{\text{rod}}}{S_{\text{tot}}} \frac{\lambda'_m}{\lambda_{\text{trans}}} \cdot \Delta\lambda_m
\]  

(4)  

The cumulative energies after \(n\) passes are simply

\[
E_{\text{rod}} = \sum_{i=1}^{n} (E_{\text{rod}})_i
\]

(5)  

\[
E_{\text{stored}} = \sum_{i=1}^{n} (E_{\text{stored}})_i
\]

The algorithm is executed through as many passes as needed until the amount of useful energy stored in the rod in a given pass is less than 1 percent of the total useful energy stored in the rod. This translates to between 13 and 28 passes for the test cases we performed.

The transfer efficiency is then calculated as

\[
\eta_t = \frac{E_{\text{rod}}}{\sum_i (E_{\text{rod}})_i}
\]

(5a)  

Flashlamps

Probably the largest area of uncertainty in the burst amplifier design is permissible P/A (power per unit envelope area) of the flashlamps. From an efficiency point of view, a P/A of about 2 kW/cm² is close to optimum. Flashlamps with a 6 mm bore and 3 atm Kr pressure were shown to have an efficiency of 60% for radiation emitted between 0.4 and 0.85 μm. Radiation is restricted to this approximate interval with Ce and Sm filters for the UV and IR, respectively. Kr is chosen as the filling gas because it has a better overlap with the Nd absorption lines than Xe. It is important to have the ratio of residual heat to stored energy in the laser medium as low as possible for uncooled burst systems. Because the flashlamp plasma absorbs reflected energy in a cavity, the optimum P/A in an efficient pump cavity is reduced to about 1.4 kW/cm² for pulses of fractional second duration. In a steady state operation, the thermal stress limit on wall loading is given by

\[
P_s = 2R_s/\tau
\]

(6)  

where \(R_s\) is the thermal shock parameter defined as \((1-\nu)kS_\tau/\sigma_E\), \(\nu\) Poisson's ratio, \(\sigma_E\) the expansion coefficient, \(k\) the thermal conductivity, \(E\) the elastic modulus, and \(S_\tau\) the yield stress. For fused quartz \(R_s = 1450\) W/m, and the wall loading at which fracture occurs is 500 W/cm² absorbed in the wall. This flashlamp wall loading would limit the P/A to about 1450 W/cm² for a lamp with 60% radiating efficiency. Of course, the thermal lag and the absorption of the UV in a Ce filter outside of the lamp wall allow the P/A to be increased somewhat. It has been verified experimentally that the flashlamps survive at wall loadings greater than 1,400 W/cm². The amplifier designs require wall loadings between 500 and 1,400 W/cm². Over this range, the efficiency varies from 50 to 56%.
Laser Design

The first step in the system design is to perform an energy audit, using the efficiency information from the previous sections and the laser medium efficiency discussed in the previous paper. The first layer of the energy audit (Figure 2) is the efficiency of flashlamp emission into the 0.4 to 0.85 μm wavelength interval. While this efficiency increases with flashlamp wall loading from 50% to 56%, the largest fraction of energy is pumped at the highest flashlamp wall loading, so that the average efficiency is about 55%.

The transfer efficiency from the lamps to the rod is 32% for a BaSO₄ diffuse reflector and a high aspect ratio cavity (50 cm L. x 2 cm D. rod). As discussed in the previous paper, 39% of the energy absorbed in the rod is available stored energy for Kigre Q-88 and Schott LG-760 laser glasses. The extraction efficiency of the stored energy is a function of the ratio of output flux to saturation flux. Saturation flux is defined as

\[ I_s = \frac{h\nu L}{\tau_f \sigma_L}, \]  

where \( h\nu L \) is the laser photon energy, \( \tau_f \) the fluorescent decay constant, and \( \sigma_L \) the stimulated emission cross section. The extraction efficiency can be kept in the 50% to 70% range, with the higher output flux levels reached by doing polarization double passes in the earlier stages. Finally, mode filling constraints typically cost about 15% of the laser energy. Thus, the design output of 100 kJ requires an input energy of about 3.4 MJ.

Next we will estimate the volume of Nd:glass for a 100 kJ burst laser. The principal limitation is the temperature at which the thermal population of the lower laser level, which is only 0.25 eV above the ground state, becomes significant. The population in the lower laser level, \( N_L/N_0 \), is given by

\[ N_L/N_0 = \exp(-2900/T), \]  

where \( T \) is in K. A temperature rise to 410 K causes less than 5% loss in the gain coefficient, and will be assumed as the upper temperature limit. Because the heat capacity of glass decreases with decreasing temperature, cooling below 180 K adds very little heat capacity. Applying the Einstein model of heat capacity as a function of temperature, about 450 J/cm³ are allowed in the Nd:glass. For LG-760 or Q-88 glass, this corresponds to 450 J/cm³. Assuming a 50% extraction efficiency and 15% mode filling loss, the minimum glass volume for a 100 kJ burst laser is 820 cm³.

It is now necessary to design an amplifier chain with a volume on the order of 820 cm³, which has a sufficient gain to amplify a reasonable output from ~10 cm³ of burst mode YLF preamplifier to 100 kJ, while keeping the beam flux low enough to avoid damage to the glass or dielectric coatings. The small signal gain is given by

\[ G_s = \exp[(-\beta/a)\ell], \]  

where \( \beta = \sigma_N \lambda W/A' \), \( a \) is absorption per cm length, \( \ell \) the rod length, \( W \) the rate at which ground state Nd³⁺ ions are excited to the upper laser, and \( A' = 1/\tau_f + W \). The actual gain of the amplifier stage, \( I_{out}/I_{in} \), is given by

\[ \ell \ln(I_{out}/I_{in}) = (-\beta/a)\ell \ln(\beta/a - (\beta/a - \sigma_L I_{out}/A') (\beta/a - \sigma_L I_{in}/A') - 1) = (-\beta/a)\ell. \]  

Schematic layouts of a 1/4 sec and 1/2 sec burst laser are shown in Figure 3. The output powers of these systems were calculated for a laser glass with \( \sigma_L \) of 4.5 x 10⁻², \( a = 10^{15} \)/cm, and \( \chi = 1.57 \). The input from the preamps was assumed to be 5 kW for the 1/2 sec laser and 10 kW for the 1/4 sec laser. The outputs were 120 kJ and 126 kJ respectively for the two systems.

Power Supply

The requirement for a power supply that can deliver 3.4 MJ in 1/4 to 1/2 sec can be met in several ways. Banks of normal or pulsed batteries are alternatives. Safety, control and switching problems are major disadvantages with standard battery banks. The total energy stored to achieve the required currents and voltages is many orders of magnitude more than required for a single burst. If standard batteries in the bank are replaced by pulsed batteries, the stored energy is more reasonable, but pulsed batteries are not yet commercially available.

An attractive alternative is a six-phase power supply which simulates D.C. by the overlapping of phases, with only a few percent ripple (Figure 4). This type of power supply is relatively inexpensive, safe, and easy to control. Its main disadvantage is the requirement for high power, 3-phase lines.
Conclusions

The heat capacity limited burst laser provides a convenient method for producing energetic laser pulses of a fraction of a second burst width. With the limiting upper temperature imposed by the thermal population of the lower laser level, it is possible to store up to 300 J/cm³ in Nd:glass. This stored energy can be efficiently extracted in systems with reasonable gain, low absorption phosphate glasses currently available. While the uncooled burst laser is not suitable for high repetition rate applications, it is ideal for tests of laser interactions with materials, where a few pulses per hour are consistent with set-up and data handling rates.
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Figure 1. Relative energy density in a Nd:glass rod versus normalized radius in an isotropic cavity as a function of absorption (a) with polished, (b) with frosted cylindrical surface.
Electrical Energy Into Lamps 100 Percent

<table>
<thead>
<tr>
<th>Radiated Out</th>
<th>Heating Lamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>55 Percent</td>
<td>45 Percent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Absorbed in Rod</th>
<th>Absorbed in Cavity</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.5 Percent</td>
<td>37.5 Percent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Available Storage</th>
<th>Heat in Rod</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.8 Percent</td>
<td>10.7 Percent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy Extracted</th>
<th>Fluorescence Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.4 Percent</td>
<td>3.4 Percent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Useful Laser Beam</th>
<th>Irising + Absorption</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9 Percent</td>
<td>0.5 Percent</td>
</tr>
</tbody>
</table>

Figure 2. Energy audit for cavity with 97% reflectors.

Figure 3. Schematic lasers for 1/2 and 1/4 second bursts.
Figure 4. Six phase flashlamp driver.
MEASUREMENT OF LASER GLASS ENERGY STORAGE EFFICIENCIES
J. L. Dulaney and H. M. Epstein
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Columbus, Ohio 43201-2693

Abstract
We have measured the ratio of heat deposited to stored laser energy, $\chi$, for several neodymium doped laser glass rods. Small signal gain measurements of the central portion of the rods were made to determine the stored laser energy. Heat deposition was inferred from interferometrically obtained rod expansion data. One leg of the interferometer was arranged so that the HeNe beam reflected off of both ends of the glass rod under study. The beam was centered on the rod and covered approximately the same area where the small signal gain was measured. The two interferometer paths were recombined to form a circular fringe pattern which was then centered and focused on a silicon photodiode. Note that this method eliminates the need for knowledge of $dn/dT$, the change in index of refraction with temperature. Pumping nonuniformities are averaged. The transient fringe shift was recorded, allowing us to measure the heat absorption for an individual flashlamp pulse. We believe this is the first time that single pulse heat absorption has been measured.

Heat to energy storage ratios less than $1.6$ were found for two of the sample rods.

Introduction
In an effort to identify high-gain/low-heat-absorption laser glass for high energy burst lasers (like the one described in the subsequent paper), we have developed an interferometric method for characterization of laser glass. The optimum glass for laser systems which operate under high thermal stress conditions is the glass with the best energy storage parameter, $\chi$. The energy storage parameter is defined as the ratio of heat deposited to available energy stored in the upper laser level. Measurements of the energy storage parameter have been made in the past$^{1,2}$, but not with a single pulse method such as the one described here.

Determination of $\chi$ requires two separate experiments on the glass: one to measure the available energy stored in the upper laser level and one to measure the heat absorbed by the glass. Stored energy was inferred from small signal gain measurements; and, heat deposition was determined via real-time interferometric measurements of the thermal expansion of the rod as it was pumped. Three different phosphate laser glass rods (Kigre’s Q-88 and Q-98, and Schott’s LG-760) were examined in this study. All of the rods were 10 mm in diameter and 200 mm long with 2 weight percent neodymium doping.

The rods under examination were all studied in the same test cavity with the same flashlamps so that the comparison of $\chi$’s would not be ambiguous. The test cavity was a standard Kigre cavity (Model FD-M170) with a packed barium sulfate reflector and samarium-doped glass filter surrounding the test rod. The flashlamps were 90 percent Krypton, 10 percent Xenon, cerium doped quartz envelope devices with a 15 cm arc length. The pulse forming network supplied -570 μs current pulses measured at the 1/e points.

Energy Storage Experiments
A Q-switched laser pulse (~25 ns) from a neodymium glass oscillator was used to probe the test rod at the peak of its fluorescence. The amplified pulse was always less than 1 percent of saturation fluence, ensuring operation in the small signal regime. A self-irising silicon photodiode (~0.04 cm²) placed after the test cavity and centered on the laser beam was used to measure the gain through the central region of the test rod (see Figure 1). No filters or scatterers were used in front of the diode. The gain was found by measuring the peak diode voltage with and without pumping the test rod. Measuring peak voltage outputs to determine gain is valid because we are operating in the small signal regime. Furthermore, the pulse width and energy output from the oscillator typically varies by less than 2 percent.

Available stored energy can be easily calculated from the following equation:

$$E_{st} = \frac{\hbar A}{0.45 \sigma \ln G},$$

where $h\nu$ is the photon energy, $\sigma$ the stimulated emission cross-section, and $A$ the

* This work was sponsored by the Defense Nuclear Agency and monitored by MICOM under Contract DAAH01-88-C-0481.
cross-sectional area of the test rod (0.785 cm$^2$). The factor of 0.45 is the fraction, $F$, of pump energy residing in the upper laser level at the time of the pulse. A value of 0.63 is calculated in a 1982 Lawrence Livermore report (3), but is believed to be high as shown below.

In the experiment, the timing of the test pulse for the small signal gain measurement was varied to find the time when $n_2$, the population in the upper laser level, is a maximum. This time, when the decay loss equals the pump rate, occurs some time after the flashlamp peak, since the heat measurement includes all photon absorption in the rod during the flashlamp pulse, while the $n_2$ measurement excludes those excitations that decay before the test pulse and those that occur after it. Therefore, it is necessary to correct for these losses of $n_2$ by solving the differential equation,

$$\frac{dn_2}{dt} = P(t) - \frac{n_2}{\tau}, \quad (2)$$

where $P(t)$ is the instantaneous excitation rate and $\tau$ is the fluorescent decay constant. The correction factor, $F$, is then

$$F = \frac{n_2^*}{\int_0^{t'} P(t) dt}, \quad (3)$$

where $n_2^*$ is the maximum value of $n_2$, and $t'$ the flashlamp pulse time. The factor $F$ depends on flashlamp pulse shape, but for a typical flashlamp pulse Lawrence Livermore Laboratories calculated the value of $F$ as a function of the ratio of flashlamp pulse width to decay time of the $n_2$ excitations. Using this method, $F$ was found to be 0.63 for the parameters of our experiments. However, if one looks at the actual optical pulse shape of the flashlamps in the present experiments, as shown in Figure 2, and simulates the pulse by a triangle, a more accurate value of $F$ can be calculated.

The analytical solution to Equation (2) for a triangular power pulse is

$$n_2 = P_m \frac{\tau}{t_p} \left( t_p - \tau + \tau e^{-t_p/\tau} \right) e^{-t/\tau}$$

$$+ P_m \tau + P_m \frac{\tau}{t_p} \left[ \tau - (\tau + t_p) e^{-t/\tau} \right], \quad (4)$$

where $P_m$ is the peak excitation rate, $\tau$ is the decay constant, $t_p$ half the base length of the pulse shape triangle and $t$ the time measured from the peak, but less than the time to zero power. We can find the time, $t_{opt}$, where $n_2$ is at its maximum by setting $dn_2/dt = 0$,

$$t_{opt} = \tau \ln \left( 2 + e^{-t_p/\tau} \right). \quad (5)$$

From Equations (3), (4), and (5), the calculated value of $F$ is 0.45. This value is appreciably lower than the values in Reference (3), probably because the risetime of the flashlamp FFNs is not as sharp as those used by Livermore Laboratories. The value of $F$ was also calculated by numerical integration of Equation (3) with the measured pulse shape. The two methods for determining $F$ agreed within 5 percent.

The value of $\gamma$ is measured with a low energy test pulse which depopulates only a small fraction of the excited states. The total heating of the laser medium would be greater if the population were highly depleted by a laser pulse. There is no difference in the heat deposition resulting in a de-excitation by spontaneous emission from that by stimulated emission. The heat measurements are made after the populations have reached ground state. Some slight difference may exist due to the absorption of emitted photons. The photons spontaneously emitted can be multiply reflected in the pump cavity and have a higher absorption in the laser medium than the laser beam photons. This effect would be very small because of the low absorption cross section at 1.05 $\mu$m and would result in a very slightly lower $\gamma$.

Table 1 shows the values of the measured gain and the calculated values of $E_m$ for all three glass samples.

Heat Absorption Experiments

Figure 3 depicts the interferometer experiment used to measure the heat absorbed in the test rods during flashlamp pumping. A HeNe laser was used to reflect off both ends of the test rod in one leg of the interferometer. The beam was centered on the rod and covered approximately the same area where the small signal gain was measured. The two interferometer paths were recombined to form a circular fringe pattern which was then...
centered and focused on a silicon photodiode. Note that this method eliminates the need for knowledge of $dn/dT$, the change in index of refraction with temperature. Pumping nonuniformities are averaged.

Typical output from the interferometer is displayed in Figures 4, 5, and 6 for Q-88, Q-98, and LG-760 glasses. The end of the flashlamp pump pulse is taken to be 1.2 ms after the initial flashlamp trigger since more than 99 percent of the flashlamp energy has been emitted by this time. Fringes are counted from time zero to 1.2 ms. The fringe amplitude variation is due to the detector's slow response time. The minimum fringe amplitude corresponds to the peak pumping rate. Note that the fringe spacing and amplitude increase toward the end of the pump pulse as the lamp radiation falls to zero. Apparent expansion past 1.2 ms is most likely due to the rod inertia (stretching) after rapid expansion. However, the additional stretching is less than 5 percent of the total expansion (< 0.25 fringes) and the resulting uncertainty in determining the total number of fringes due to thermal expansion is less than 5 percent. Thermal diffusion from the outside could be a small factor but the diffusion depth for 1 ms is only approximately 10 μm, which is a negligible contribution to the heating at the center.

The temperature rise in a rod is related to the measured fringe shifts by the equation:

$$\Delta T = \frac{m \langle \cos \theta \rangle}{2n a L}$$  \hspace{1cm} (6)

where $\lambda$ is the HeNe wavelength, $m$ the number of fringe shifts, $n$ the index of refraction of air ($n = 1$), $a$ the thermal coefficient of linear expansion, and $L$ the pumped part of the rod length. The average of the cosines is defined by:

$$\langle \cos \theta \rangle = \frac{1}{2} (\cos \theta_1 + \cos \theta_2)$$  \hspace{1cm} (7)

where $\theta_1$ and $\theta_2$ are the angles of incidence of the HeNe beam on the rod ends and are approximately equal. The energy deposited as heat is given by

$$E_h = \rho V C_p \Delta T$$  \hspace{1cm} (8)

where $V$ is the volume of the pumped part of the rod (flashlamp arc length multiplied by rod area). Since the length factor in $V$ cancels $L$ in Equation (6), the value of $L$ is unimportant. $C_p$ and $\rho$ are the heat capacity and density of the glass, respectively. Results for $E_h$ and the ratio $\chi = E_h/E_{\text{abs}}$ are listed in Table 1.

Table 1. Storage Efficiency of Phosphate Glasses

<table>
<thead>
<tr>
<th>Glass</th>
<th>G</th>
<th>$E_{\text{abs}}$ (J)</th>
<th>$E_h$ (J)</th>
<th>$\chi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-88</td>
<td>3.75 ± 0.12</td>
<td>10.86 ± 0.28</td>
<td>17.00 ± 0.93</td>
<td>1.56 ± 0.10</td>
</tr>
<tr>
<td>Q-98</td>
<td>4.17 ± 0.15</td>
<td>10.44 ± 0.28</td>
<td>26.13 ± 1.37</td>
<td>2.50 ± 0.16</td>
</tr>
<tr>
<td>LG-760</td>
<td>4.46 ± 0.18</td>
<td>11.69 ± 0.34</td>
<td>17.93 ± 0.99</td>
<td>1.53 ± 0.11</td>
</tr>
</tbody>
</table>

Discussion and Conclusions

Both the stored energy and heat absorption measurements were carried out under identical conditions: without actively cooling the test rod (only air was in contact with the glass), the pumping energy was the same, and the same central area of the rod was studied. This ensured that the energy ratios would be valid. Also, note that any flashlamp pumping nonuniformities were averaged out in both measurements since both measurements use the entire length of the rod. Therefore, $\chi$ is not affected by pumping nonuniformities.

The reported errors in the stored energy measurements stem primarily from the pulse to pulse variation of the probe pulse, which was relatively small (<2 percent). The major source of error in the heat absorption experiments is in determining the "end of pumping" time (taken to be at 1.2 ms), which results in an error of approximately 5 percent in the number of fringes. None of the errors reported in Table 1 include errors inherent in the glass constants. The glass constants used in $\chi$ calculations, listed in Table 2, were supplied by the manufacturers.
Table 2. Properties of Phosphate Laser Glasses

<table>
<thead>
<tr>
<th>Glass</th>
<th>n</th>
<th>$a \times 10^{-7}/K$</th>
<th>$C_p$ (J/gK)</th>
<th>$\rho$ (g/cm$^3$)</th>
<th>$u \times 10^{-2}$ cm$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-88</td>
<td>1.545</td>
<td>104</td>
<td>0.81</td>
<td>2.71</td>
<td>4.0</td>
</tr>
<tr>
<td>Q-98</td>
<td>1.555</td>
<td>99</td>
<td>0.80</td>
<td>3.099</td>
<td>4.5</td>
</tr>
<tr>
<td>LG-760</td>
<td>1.508</td>
<td>125</td>
<td>0.75</td>
<td>2.60</td>
<td>4.2</td>
</tr>
</tbody>
</table>
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Figure 1. Experimental arrangement to measure energy storage.
Figure 2. Flashlamp optical pulse shape.

Figure 3. Interferometer experiment used to measure heat absorption.
Figure 4. Fringe shifts for Kigre Q-88.

Figure 5. Fringe shifts for Kigre Q-98.

Figure 6. Fringe shifts for Schott LG-760.
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Professor Brau:

Thank you, Frank. I would like to welcome everybody to the panel on Strategic Defense, our bi-annual affair. Today, Frank Duarte and his committee have assembled what I think is an exceptional panel. The structure of the panel discussion will be as follows: we’ll have a series of prepared remarks, which will take place prior to the break. The break will then be followed by a question and answer period. The charter of the panel, as we were given it, is to discuss the question of what is the progress on strategic defense and especially lasers, of course, in the last three or four years. The prepared remarks will be about 10 minutes for each person, give or take a little, and to maintain schedule, what I’m going to ask is that the questions during the prepared remarks be restricted to those questions which are for clarification. Questions of substance I hope you will bring back after the break time so that we can have a lively discussion. The first speaker today is going to be Dr. Kent Johnson. Kent is from Lawrence Livermore National Laboratory, where he’s been for the last 17 years. He is leader of the Strategic Applications group. That group has as its focus Weapons System Analysis. He is not a laser jock as we would say. His scope is somewhat larger than that. So, he’s going to make a few remarks on the general architecture of strategic defense, as well as some of the things that are going on in Livermore.

Dr. Johnson:

Thanks, Charlie. I’m going to be commenting on three different areas, two of them having to do with current directed energy programs at Livermore relevant to strategic defense. The third thing I will talk about is some ideas about policy objectives for defense and their implications for directed energy weapons in general.

First, let me talk about military applications of x-ray lasers, which is a subject I don’t think many of you have heard too much about in at least the last few years. The charter for the Department of Energy’s role in understanding military applications of nuclear directed energy weapons was spelled out in a memorandum jointly signed by then Secretary of Defense Weinberger and Secretary of Energy Harrington in 1985. It states that one purpose is to understand the threat, the counter defense threat that a Soviet or other offensive x-ray laser might pose to a U.S. defensive deployment. A second purpose is to understand the feasibility and impact that such a concept might have on our deterrent forces if deployed in a Soviet SDI-like system. And a third is to explore nuclear-directed energy options as SDI possibilities, to see if they offer some unique advantages and opportunities not afforded by other technologies.

Let me remind you of a few of the characteristics of a nuclear-driven x-ray laser, which is the particular focus of nuclear-directed energy work at Lawrence Livermore. The energy form is a directed beam of x-rays; obviously, it is a single pulse operation. The spectrum is a line source rather than broad band. The lethal effects are dominated by blow-off impulse and subsequent lethal shock mechanisms. The engagement arena is exclusively exo-atmospheric, above roughly 100 kilometers. The basing modes primarily considered by the program are from sea or land-based locations. In principle, such a device could be based in orbit, violating at least one additional treaty beyond that of other SDI systems. But in practice, the program has been almost totally oriented toward looking at so-called pop-up applications. This includes understanding, from the red team side, the defense suppression and anti-satellite options, and from the U.S. defense side, the opportunity for defense reconstitution. If parts of, for example, a space-based interceptor constellation were taken out in a precursor ASAT attack, XRLS could pop-up rapidly to be ready to engage against ICBM’s, SLBM’s and post boost vehicles. In principle, the weapon could be used against re-entry vehicles, but the mission is not as compelling.

It seems to me, at least, that the really dominant reason for looking from a defense point-of-view at x-ray lasers is because of the possibilities they offer in land or sea-basing for survivability and for intercepting during the boost and post boost phases of the engagement. They have high leverage. In principle, multiple beams can be effective against some fairly large number of targets per weapon. They are compact in size -- and the reason for the compact size is twofold. One is the (still amazing) energy-per-unit weight that’s available from a nuclear source, roughly a millionfold compared to a conventional chemical source. And the second is just the fundamental difference in wavelength between an infrared photon and an x-ray (factor of 1,000), so that operating in interesting diffraction limited regimes implies apertures on the order of centimeters instead of on the order of 1-10 meters.

Finally, because of the light-weight energy source, it might be expected that such a weapon could be inexpensive. This chart shows a cartoon for possible operational deployment on a strategic defense submarine. There was a study conducted by SDI three years ago called the SDI Maritime Adjunct Study, examining possible missions for a so-called strategic defense submarine. Several different weapon concepts were examined for deployment on such a submarine. One of those was a nuclear-pumped x-ray laser. By and large, the study did support the possibility, in principle, that launch timelines could be met with rapid national command authority decision. It leaves open the possibility that the x-ray lasers could combine with orbital kinetic kill vehicles to form a strategic boost phase defense dyad, or when coupled with ground-based or Conus-based systems, the possibility of even thinking about a strategic defense triad, each with its own unique options, survivability features, and difficulties to counter measure.
We've also studied the threat of an entry-level x-ray laser as a counter defense weapon. Some brief estimates similar to those done in the American Physical Society DEW study indicate that the technical requirements for a counter defense weapon are likely to be less than those for a defensive weapon. The fundamental advantages include the possibility of quite a short timeline, since the x-ray laser could be boosted to a point just above \(-100\) kilometers, and take its shot rather than flying all the way to the defense platform. This eliminates some of the defensive tactics that such a satellite might have. It makes shoot-back difficult, although not impossible for some classes of weapons. Also, it makes it very difficult to maneuver in time or to deploy shields in the very rapid timeline.

As far as the program goes, the funding has been very largely dominated by spending on the Department of Energy's side of the house, with some additional money coming from the Directed Energy Office at SDIO. This chart is kind of a summary of where the program stands now. It's still viewed to have potential as a high leverage U.S. defensive weapon, and as a possible threat to the U.S. deterrent, if developed by the other side. We have demonstrated substantial progress in obtaining key performance milestones. We have particularly made very significant advances in understanding better the physics that we're looking at in underground tests. Not an easy thing to do. We've had a program worked jointly with SDIO to look at critical engineering technologies required to build a weapon. We've also had some discussions with DNA to understand the possibilities for effects testing someplace down the line. In general, of course, progress is contingent on continued DOE and DOD funding. That's under stress, just like for some of the other directed energy weapon technologies.

Switching gears once, I want to review what was done on Lawrence Livermore's Free Electron Laser Program during the last year, and where that's going now after the White Sands decision has gone to the Boeing/Los Alamos team. People may recall that it was in 1985 that our electron test accelerator was used to drive the first high-powered tapered wiggler operating at 35 gigahertz. The power gain with the tapered wiggler was demonstrated with peak power levels above the gigawatt. The rather remarkable thing about those experiments was the extremely efficient energy extraction that was observed, that is, 40 percent of the electron energy was converted to photons. During the last 2 1/2 years, we've been working at the Advanced Test Accelerator, the high current, medium energy 50 MeV facility about 20 miles east of Livermore, working on the Paladin experiment operating at 10.6 microns. Experiments were done at 5 and 15 meters, but during the last six months, a 25 meter wiggler set of experiments was also done. In these experiments, we demonstrated the gains that I mentioned, including an extraction efficiency measured at 1 1/2 percent, which to my understanding is the highest extraction efficiency observed in that frequency regime. It looks as if there will be no more work in that area during fiscal year '90.

There is currently work on a different project, however, and that's using the free electron laser as a microwave source for heating of the plasma in a tokamak. The Alcator B Tokamak from MIT has been transferred to Lawrence Livermore, and experiments are going on there now. They use the ETA2 machine, a 6 MeV machine capable of operating at roughly three kiloamps. We're in the middle of those experiments now. We have observed peak power levels of about 5 gigawatts, at a frequency of 140 gigahertz. The goal for the heating program is about 250 GHz.

"Phase One"-like defense may have application over a broad range of strategic objectives

<table>
<thead>
<tr>
<th>Objectives</th>
<th>Program implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Technological deterrence&quot;</td>
<td>Vigorous R&amp;D, technologies on shelf</td>
</tr>
<tr>
<td>Improved intelligence/ warning/offense response</td>
<td>Significant deployment of space-based sensors &amp; Improved C³</td>
</tr>
<tr>
<td>Accidental/unauthorized launch protection</td>
<td>3-5 ERIS sites and/or 100's of SBIs; requires ABM Treaty modification</td>
</tr>
<tr>
<td>Enhance deterrence</td>
<td>ERIS and/or SBI cost competitive with offense options vs. constrained threat</td>
</tr>
<tr>
<td>Limit damage</td>
<td>&quot;Phase One&quot; with preferential defense: - saves many targets - can't meet long term goals vs. responsive threats</td>
</tr>
<tr>
<td>Role for DEWs</td>
<td></td>
</tr>
</tbody>
</table>
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Moving to my third subject, I wanted to discuss some thoughts about defense architectures. I think something that's worthy of note has been the recent interest in Congress and within the Defense Department about quite a range of roles for a strategic defense, including in particular those for a much less than perfect defense. Quite a different emphasis than during, for example, the Fletcher Panel in 1983, which was laying out the road map for R&D for SDI. Some of the policy objectives that a strategic defense system or components thereof might perform are listed on the first chart. This is not an exhaustive list but it's perhaps a typical one. The first box might be roughly where we are now, a form of technological deterrence with a vigorous R&D program, perhaps with some technologies on the shelf, but with concern for the ABM treaty and on costs for deployment, perhaps not going any further. Moving along, there have been discussions over the last year about the possibility for deployment of sensor systems which could significantly enhance intelligence gathering capabilities, providing early warning of either tactical or strategic attack, and the possibility of giving some aid to an effective offensive response to such an attack. It would require significant actual deployment of space-based sensors and improved C3, particularly if retargeting of offense assets were one of the rationales. The amount of money, and perhaps I shouldn't speculate on that too much, would certainly be nontrivial, but less than that associated with weapon deployment. Next: there has been quite a bit of interest by Congress, and in fact, explicit requests by Congress to SDI for reports on the possibility of an accidental or unauthorized launch protection system. These requests have often been couched in terms of treaty compatible, or ground-based systems. There certainly are other possibilities on the horizon, too. Now, this is my own personal point-of-view, but I think an effective accidental launch protection system under the current conditions of the ABM treaty is not possible. If by that treaty, I mean one which constrains the U.S. by the 1975 protocol to basing only in Grand Forks. I think the kinematics for ground based interceptors based in Grand Forks against submarine launches from either mid-Pacific or mid-Atlantic just not going to be feasible with the radar track time that you might expect to have. Nevertheless, in principle, on the order of three to perhaps five sites for long range interceptors — and I used ERIS in a generic sense on this chart — could be sufficient, especially in a world where the other side has not decided to deploy a great array of penetration aids, recognizing that this system is really only effective against accidental or low-level launches. Another possibility is for the deployment of perhaps on order of 100, maybe a few hundred, depending on exactly what you're trying to protect against, space-based interceptors, whether they be Brilliant Pebbles or the Phase 1 type of interceptors presented by SDIO to the Defense Acquisition Board several years ago or some hybrid. Nevertheless, on the order of hundreds looks like a possibility. Certainly, that would require ABM treaty modification and rewriting. It doesn't seem as impossible to achieve such an understanding now perhaps as it may have once seemed.

Along the line of increased capabilities in defense, we examine enhanced deterrence. I will show a chart on ideas for enhancing deterrence; in particular, the idea of enhancing deterrence in the sense not of disrupting the attack but of being cost effective in providing an assured retaliatory capability. Maybe what I should have written in this box is providing guaranteed retaliation, and I'll expand that on the next chart.

Then finally, of course, we come to the mission which many would think is the only right mission for SDI, but others might not. That's to provide a very high capability of damage limitation. Now it is interesting that a Phase 1-like system consisting of a mix of ground-based and space-based interceptors, using preferential defense, actually can save many targets and much value (in a systems analytic sense) against a rather capable threat. It certainly can't meet long-term goals of greater than 90 percent of targets protected against very responsive threats, and that's been viewed as an obvious role for directed energy weapons.

I'm going to say just a couple of words on this idea of kinetic energy weapons in protecting military assets. Chris Cunningham, at Lawrence Livermore, has done some interesting calculations. In particular, he looked at two threats which I call START-constrained, since that's about the number of RV's that he looked at in the threat, 4,000 to 5,000. I'm going to show results for two threats. One is a mix of evolutionary and fast-burn ICBM's with what I call first-generation decoys on most systems; that is, they might be fairly capable against medium resolution optical systems, but might not be particularly capable against ground-based radar, for example. A radar system has usually been associated with deployment of the ground-based interceptor. Threat 2 is all fast-burn ICBM's, evolutionary SLBM's and a more advanced set of decoys. The results are shown here in kind of a convoluted figure of merit, but one I find interesting. It's warhead equivalents saved in a counter-military attack. Now what's a warhead equivalent? Well, in the case of an attack on an asset which actually contains warheads, like an MX silo, the warhead equivalent is the number in the silo, ten for MX for example. For other parts of the target base, there has been work in various parts of the community to try to make some equivalence, and Chris has relied on this work to derive a value structure. What I've done here is talk about the cost, or the savings, rather, in warhead equivalents in an attack, per million dollars spent on the defense components (on the left). On the right, I show the similar cost in deploying presumably survivable offense assets. The effectiveness of the defense is critically dependent on discrimination, measured by the K factor of the system's sensor elements. The boxes for Threat 1 correspond to a range of K factors between (4,3) — very good and (2,1) — fairly good. The pair of numbers refers to (radar, optical sensor) capability. For Threat 2, we used (1,0) — corresponding to excellent decoys. For the best discrimination, a ground-based interceptor (GBI) concept can go up to as much as a warhead saved per million dollars spent, and that is very effective. It is a much more effective expenditure of dollars in preserving retaliatory capability than actually spending that money to put
KEW options could provide cost-effective protection of U.S. retaliatory assets

![Diagram]

- K factors are for [GBR, GSTS]. For Threat 2, K = [1,0] is shown.

warheads on Trident submarines. I think that is a really provocative result. The second defense is a mix of ground-based interceptors and space-based interceptors and the third is space-based interceptors alone (for a particular class of space-based interceptors). Now, these costs can go up and down; in particular, I don't have Brilliant Pebbles numbers folded into this analysis. They would look better than that. Nevertheless, several messages are clear. There's about a factor of 3 to 5 decrease in performance of the defense between Threat 1 and Threat 2; and defense can be competitive in terms of spending money on one additional warhead asset compared to offensive options such as Trident 2 or a mobile U.S. missile system.

What are some of the implications of thoughts like these — and I refer back now to this whole range of policy objectives — on a so-called Phase 2 Strategic Defense System, based now on directed energy weapons in addition to a presumably initially deployed kinetic energy weapon system. Well, it seems to me that it's unlikely that directed energy weapons are going to make the cost cut for the mission of enhancing deterrence alone, if by that phrase I really mean providing secure retaliation versus the cost of deploying one additional survivable offensive warhead. And the figure of merit that DEW folks have to shoot for, I think, looks like something on the order of .05 warheads saved per million dollars if they want to make that case. The evaluation also has to be against advanced threats that are too tough for the kinetic energy weapon systems. In some sense, the Directed Energy Weapon advocates may be in a box in the phase space of policy objectives and capabilities. It's recognized that, at least for a Phase 2-like strategic defense system, the capability to protect greater than some number, maybe 50 percent, maybe 70, maybe 90 percent of target value that would otherwise be taken out in a large attack, is a mission, a national goal. It may be realizable by kinetic weapons against some threat, a rather constrained threat, as you've seen by my analysis of Phase-1-like systems. Perhaps deployment of larger numbers of kinetic energy weapons may be effective against tougher threats. So the threat's got to be stressing enough to justify the DEW's against the kinetic weapons, but it can't be too tough or the cost and/or the technological requirements for the DEW start to go through the roof. So that's one part of the box. The second is: What should it cost? Well, there are proposals on the table for Phase 1-like systems in the $20 billion to $30 billion class; I refer to General Abrahamson's valedictory speech in January. Many of you have seen some rough analyses on cost for large deployments of DEW weapons. They typically reach at least into the $100 billion regime. When we think about national budget trends, the Phase 2 system better not branch too far into the right-hand side of this phase space. In conclusion, I think that it still remains to directed energy advocates to make the case for this kind of a future in which they're able to deal with these boxes of threat and cost, or perhaps to jump out of them by making a case for other possible attributes in terms of survivability, innovative techniques, resistance to counter measures and so on. Perhaps in these areas they could look competitive and interesting compared to kinetic energy weapons.

Professor Brau:

Thank you, Kent. Is there a question in the nature of clarification before we go on? Well, I think that that pretty much lays down the challenge for the rest of the speakers. The second panelist on our program today is going to be Kumar Patel. At the present time, he is Executive Director of Material Science and
Dr. Patel:

Thanks, Charlie. First of all, let me thank the organizers of this panel for including me in this discussion, which relates primarily to the directed energy weapons. I also want to observe that when I look at this panel, I can imagine how the gladiators felt when they were thrown among the lions. Almost everybody on this panel is in some way or the other associated with SDI. I'm not. But nonetheless, I'm an interested observer on the issues surrounding SDI. My colleagues are committed in one way or another. As an aside, let me tell you the distinction between being interested and being committed. That's the difference between the chicken and the pig when it comes to a breakfast of eggs and bacon. The chicken is interested, the pig is committed! (laughter) Let me come to the issues. As I mentioned, and as Charlie mentioned, my connection with SDI directed energy weapons technology essentially was in connection with the American Physical Society report when that report was issued a little over two years ago. That connection ended at least on a formal basis, but I've continued to keep myself abreast of what's going on. An observation I would like to make is that many of the issues which are raised in that report, and those issues identified as being crucial ones, are still relevant today. Let me give you a few of those examples. For chemical lasers, high powers were seen to be necessary except in some very least demanding type of applications. And the alpha laser, which was described by Colonel Meyer, clearly moves us in that direction, the direction of providing us with a technology, a machine that might produce higher powers. Beam quality at highest powers needed was also identified as a critical issue. In the areas of ground-based free electron lasers, several physical concepts, such as optical guiding and harmonic control of the output, were seen as critical issues, as well as the issue of obtaining very high CW powers and high pulsed powers at short wavelengths. Now we have seen that efficiencies, as well as very high powers, are obtained at longer wavelengths, wavelengths longer than 10 microns. The critical issue is if we want to take advantage of the ground-based free electron laser, the short wavelengths are very crucial because that determines the size of the space-based optics. For neutral particle beams, the issues of beam current scaling, beam voltage and duty cycle scaling, pointing accuracy and the needed retargeting rates were crucial issues. None of those have disappeared, as we heard this morning. For lasers of all kinds, whether they are ground-based or space-based, there is a need for an optical chain which includes phase control techniques for combining outputs of different modules, if one cannot build a module of sufficient size. Dynamic phasing of telescopes to obtain large effective apertures, high reflectivity coating which are resistant to damage when exposed to intense out-of-band radiation, radiation for which the mirrors are not designed, and high-energy lasers, the high-energy lasers for the long residence time, these are some of the important issues. I'm not concerned about counter measures at the present time except for the fact that the counter measure includes out-of-band optical radiation. For ground-based lasers, there are issues of phase correction techniques for compensating for the atmospheric aberrations. These were seen to be important — that will seem to be an important issue both in terms of increasing the resolution, the number of elements that one might use for correcting such an aberration, as well as its operability at the high powers needed for the SDI applications.

Regardless of what scheme one uses in connection with defense against ballistic missiles, the detection and acquisition of ICBM launches for boost phase intercept requires both high detection capability, as well as low false alarm rates. For that particular application, there is a very critical requirement on active tracking, tracking such that the target can be destroyed during the available time. For mid-course intercept, active discrimination is required to distinguish between re-entry vehicles and penetration aids. The point is that for a fully deployed system which has substantial amount of directed energy weapons as its component, there will be substantial amount of space-based assets in form of satellites, space-based mirrors, lasers, etc., which can be threatened by directed energy weapons of the other side. And one such issue was pointed out by Dr. Johnson just a little while ago, which is the threat from the enemy-launched x-ray pop-up lasers. So survivability and reliability of space-based assets clearly needs to be examined in greater detail.

But these are the issues dealing with components. What we are really talking about is a large system, assuming that the size of the system is what one talked about in the early days of SDI, which is a more or less complete defense against ballistic missiles. If one were to scale back from that kind of defense to defending either point sites or not defending large land areas, then of course the demands on any type of technology used for strategic defense goes down. And therefore, it's a mistake to assume that what is possible on a small scale is immediately applicable to a full-scale defense application. From a systems designer point-of-view, there is very little past experience that we or anybody else has for controlling, designing, and fielding a system of that size. Not that it can't be done, but it is an important issue.

There are a couple more observations. Until about two years ago, the nuclear pumped x-ray laser was seen to be one of the principal, if not the principal weapon — a very important part of the strategy. I think it still remains the case, but there is very little heard in terms of where the technology stands and what the important issues are that need to be resolved. We are even led to believe that deployment of such systems was only around the corner. Clearly, it wasn't around the corner, not in the two-year time period
that we have seen. Similarly, in that time scale, excimer lasers were also seen to be important and were being seriously considered. The reason I bring out these issues is not because one should not change one's view regarding what technology is going to be useful, but the observation illustrates the problem, that is, at what point does one make a decision about what specific technology should be developed for engineering demonstrations. As we learn more about the systems, we'll find out better ways of doing things, perhaps cheaper ways of doing things. And more importantly, we'll find out in a more reliable sense what technologies ought to be pursued and what should not be pursued. I'm pleased to note from the talks this morning that there is a continuing progress that's being made in many of the technologies, whether they be lasers, neutral particle beams, or detection. Yet, there are a number of open issues which remain to be resolved at the R&D stage. Issues dealing with reliability and survivability clearly need considerably greater attention, especially for the space-based assets.

Let me close by saying that nothing that I have heard in the two years since the APS report was released forces me as an individual to quarrel with the conclusion that was reached in that report. The conclusion said that a decade or more of intensive research will be required to provide the technical knowledge needed for an informed decision about the potential effectiveness and survivability of the directed energy weapons systems. Note that that conclusion dealt with a fully deployed system. It did not deal with encountering a limited type of attack. If one is willing to scale back the size of offense that one is going to face, then many of the conclusions have to be revised. If one is to encounter only one enemy ICBM, clearly, what one needs to do is very different from the actions required to face a full-scale attack. All of this, of course, assumes that the world that we live in and will live in is what it was rather than one which is unfolding day after day, both in the Soviet Union as well as Eastern Block countries. I'm not qualified to comment about any of this. Clearly, for the policy-makers, there are important decisions to make, but not for what R&D ought to be carried out. I think R&D ought to be carried out on many of the issues that deal with high-energy lasers and energetic particle beams, detection of launches, discrimination, tracking and so on. These issues will continue to be important for a long time.

Professor Brau:

Thank you, Dr. Patel. Are there any questions of clarification at this time? If not, then I'd like to go to the third member of the panel, who is Tom Meyer. Tom is the director of the Directed Energy Office in SDIO. I have in my remarks that it looks like he's been there for 75 years, actually, it's greater than five years. But sometimes it seems like it's been forever. Tom has been in SDI before SDI, in fact, he was at DARPA in those days. Tom's going to sort of continue, I guess, his remarks of this morning.

Colonel Meyer:

I hate to be reminded of my age, Charlie. There are certainly people who have worked on lasers longer than I have sitting on the panel. I'd like to really quickly summarize again what I talked about this morning. I don't want to belabor the point, but the topic that we are addressing is what's happened in the last four or five years. I have a single chart here, I think, on each of the major weapon systems that pretty much should convince you that we've progressed way beyond the physics questions in demonstrating this technology, and we are in the engineering integration phase of determining whether something's feasible or not. The question that Dr. Patel raises is — is it cheaper to do a thing one way than another? I think in the chemical laser it's clear that we have the scaleable technology. We have the Alpha laser, which is a technology scaleable to the weapons level systems that we need. We have the LAMP mirror, a segmented mirror scaleable to larger apertures if we want. We know how to do the beam control that goes with all this. The question now is integration at the sub-scale on the ground first, and then in space, to show that all these pieces fit together and work as we expect them to in an engineering sense. In the NPB program, again, we have the ion source at the current and brightness levels that we want for the weapon we're going to build, the RFQ, and the drift tube LINAC. We have demonstrated the magnetic optics, as I showed you this morning, and the neutralizer, another amazing thing, as I was pointing out, an engineering achievement. We no longer require complicated gas cells, but merely a simple piece of foil to neutralise the beam, and of course, we've demonstrated beam sensing. We're pressing on to demonstrate on the ground the higher energies that we require, and of course, we've already done a space experiment that determines whether or not space craft charging is a problem, and if there are other things that may be surprises which we were not aware of. With regard to FEL, there were several talks by John Madey and Kent Johnson about the progress made there. We've proceeded quite a way toward understanding how to build bright electron beams at the current we need to build a weapon. We have chosen a particular approach to achieve this. We have large and very sophisticated codes that model the performance we'll get out of these machines, and they're very predictable, and we're pressing on to build a machine at White Sands. We also have built a lot of the components for doing the atmospheric compensation. We understand — on the laboratory scale and in the real atmosphere — how to do turbulence correction. The question that we're pressing on to resolve now is the interaction of turbulence and thermal blooming in the atmosphere, a topic that you've heard several papers presented on this week. And finally, the topic of how do you acquire and track these objects in space and how do you identify them. There are several experiments in this area, as I talked about this morning.

With our LACE and RME spacecraft, we'll do experiments to determine how you establish the relay links for the ground-based laser and how well it is being propagated through the atmosphere to those targets. Starlab is an integrated experiment that will identify remaining issues for acquiring and tracking boosters as they
come up through the atmosphere. It will show active tracking at the required resolution, and the sub-micro
radian tracking precisions necessary to scale to, first of all, sub-prototype levels, and finally to the
full prototype systems that we need. So I think, as I said this morning, the progress is substantial; we're
in the stages now of doing technology integration at subsystem levels so that we can scale to the higher
power levels, higher capabilities levels, when this country decides to do that, if it decides to do that.
So I wanted to gain some time and that's all I had to say, Charlie.

Professor Brau:
Thank you. (Applause) Do you have any questions of clarification? If not, then I'd like to introduce our
fourth panel member, who is Marlan Scully. Professor Scully divides his time between teaching physics at
The University of New Mexico in Albuquerque, being director of the Max Planck Institute, and ranching in the
beautiful highlands of New Mexico. Marlan's going to bring a little different perspective to this panel.
As an academic, he's going to talk about the relationship between SDIO and universities. I would say to you
that Marlan could bring a different perspective to almost any discussion. Marlan.

Professor Scully:
Thank you, Charlie. We've been involved with these kinds of questions for some time. I always tell my
students that it's important to do two things when they're in graduate school. One is to learn to enjoy
physics, and the other is to learn to employ physics. I'm sure it must not have been much fun to learn to
read. But once you've learned physics and you are able to begin to investigate interesting problems, it's
a great thrill.

High-power laser physics is a wonderful example of an area in which there are interesting problems and
problems which are fun, as well as — I'm going to avoid the use of the word relevant, but fun as well
as interesting. I remind myself of the famous oxygen iodine laser. And the fact that these incredible
molecules live for 40 minutes in the excited state of, for example, singlet delta oxygen. Look, if you
will, at the wonderful progress which has been made in the free electron laser arena; these devices are
even a component to the economy of New Mexico.

Now, from the interesting applications to bizarre possibilities, I'd like to mention the new ideas of lasing
without inversion. Here we could have a laser such that there could be more atoms in the ground state than
the excited state by orders of magnitude. Utilizing quantum interference, as will be discussed in talks
tomorrow, we can effectively render atoms in the ground state invisible so that one atom in $10^6$, say, in
the excited state would be enough to make a system lase. Obviously, for very rapidly decaying x-ray
transitions, that has certain fascinating possibilities.

Now given that high-power lasers do exist, the possibility of doing physics with them is both immediately
and potentially fascinating. Perhaps one day soon we will see a panel discussion of this
group directed toward problems in the arena of disease and other problems we would all like to address in
the not-too-distant future. I'd like to conclude with the observation that his beautiful work on free
electron lasers applied to medical physics is supported by SDI. Right, Charlie?

Professor Brau:
That's right.

(Applause)

Thank you, Marlan. Are there any questions on this talk? All right. If not, let me introduce the next
member of the panel, who is Richard Gullickson. Richard is the Chief of Electromagnetic Applications
Division of DNA. Previously, he was Deputy Chief Scientist at SDIO. Dick has really, in his time, made
the rounds of all the important places to be. AFWL, LLNL, AFSOR, DNA, DARPA, and now DNA again. He's
gotten every list of letters in the alphabet. Dick, take it away.

Colonel Gullickson:
Thank you, Charlie. What I'd like to do in my few minutes here in these opening remarks is to cover, I hope
briefly, the points that several of my predecessors have made in terms of where we stand in the advances of
the strategic defense technology, especially in the directed energy area. But now because of my new
affiliation with the Defense Nuclear Agency, where we support the Strategic Defense Program in the area of power technology, I want to go off a little bit into that field just to describe to you some related advances and some related applications of that technology. I’d like to follow the guidance of Charlie Brau a little bit here, too, and if I can remember as I go through, to make several additional points. One is to identify those things which, in comparing where we stand now in 1989 versus where we were in 1984, have really been surprises in terms of technical advances. Another thing that I’d also like to do to make it a lot more interesting, is to talk about disappointments and regrets. I think primarily that you will find that my disappointments relate to pathways where we have started very interesting programs, gone a certain distance down those paths, and have been unable to continue due to resource limitations. Many examples come to mind and I’m sure that I’ll get to several of them in the talk. They include excimer lasers in particular, both discharge and electron beam pumped, which, as Dr. Patel mentioned a while ago, were thought to be the leading candidate for the ground-based laser back in 1983, 1984, and still in fact have lived up fully to their technical promise. Only the surprises of the great advances in free electron lasers have made us go beyond that excimer technology to other possibilities. Also, one of the themes that I want to make here is that for better or worse, SDI has become the funder of last resort of many key directed-energy technologies. And as a result of that, and also because of the promise of these technologies, we find that there are many joint-use applications, many civil spin-offs. The things that come to mind again, because of my connection with an agency that does power programs, are things like the Superconducting Magnetic Energy Storage program, SMES, which provides power for the ground-based free electron laser. Another example is the SP100 space reactor, where it is clear that there are missions within SDIO that are enhanced by having this key technology involved, but where there are also even more compelling missions in the civil arena. So let me go through now very quickly and talk about some of these things. The first thing that I’ll do is to kind of mimic what Tom Meyer did in his view graphs that are kind of like wiring diagrams of advances. And I hope as I go through my three charts, I’ll focus on one new point in each of those areas. These charts, by the way, appear in last year’s proceedings, but they have been updated since then. To me there are several surprises/miracles that have developed within the strategic defense program. And one of them is the great advance in non-linear optics. And to me, that made all the difference, or much of the difference in terms of the viability of the chemical laser, which I consider to be an extremely promising candidate for strategic defense. The ability to use phase conjugation, to reduce the tolerances in optics, to be able to have schemes where one can have beams that are self-pointed, to do atmospheric compensation, and overtone lasing in chemical lasers are examples. Very fundamental basic research has led to significant practical implications for big systems. In the case of the ground-based laser, I consider the big surprise to be the free electron laser. You’ve heard many testimonials toward that fact here in the talks that have preceded mine. To be able to produce high gain with an induction device, to be able to produce very high efficiency with the RF driven devices, the ability to do both gain and optical guiding, that is, to be able to
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Demonstrate that one can make the electron beam act like a fiber optic light pipe and guide the amplifying optical beam all the way down a 25-meter wiggler or longer, well beyond the diffraction limits, and still be able to keep that beam confined within this fiber optic-like electron beam. I think is a real considerable advance and surprise. In the case of the neutral particle beam technology, I would simply point to the progress in integrating these systems. Nothing here has been any one big surprise, but the fact that we've been able to, in so short a time, go from a program which was funded at the rate of about a million dollars back in 1982/1983, and to go to a demonstration in July where an integrated system, albeit a short pulse system, has been able to really demonstrate all phases of the operation of that system in its natural environment, namely space, is certainly remarkable. Starting from prime power, going all the way up through the neutralizer, I think, is a remarkable demonstration. So let me shift gears now and get off a little bit into the field of power systems, and make a few points there, too. I think this is different from the theme of much of what you've heard about at this conference. Certainly, in the case of the neutral particle beam...
that we just talked about, and also the free electron laser, which is also a space system as well as a ground system, one of the key issues is that components in these systems operate at very high voltages. The negative ion source in the neutral particle beam system may operate at minus 60 kilovolts. The klystron, or klystron in the case of both the RFFEL and the neutral particle beam accelerator may operate at 100 kilovolts. One is operating these systems in an environment, because of the ionospheric plasma, the outgasing and the effluents from the spacecrafts themselves, their power systems, and their attitude control thrusters, where one may be near the minimum in the paschen curve in some cases. And so there have been a series of experiments conducted by SDIO and DNA. The SPEAR (Space Power Experiments Aboard Rockets) series is another where we have looked at the ability to design systems, to be able to prevent those breakdowns, and to do so in a way which really wasn't brute force, that is, didn't involve putting something in a high-pressure can or in a liquid filled can, which would have been prohibitive from the standpoint of high weight for the system. So designing systems that have insulators that operate in vacuum take advantage of the vacuum in space, avoid breakdown surface flash-over, avoid these things that are induced by the outgasing of the vehicle and the production of effluents by an attitude control system or power supply. So that's been a theme of much of our activities. I'll also point out that in addition to these breakdown issues, that we also have the problem that the signatures and the ability to do surveillance from these platforms may be degraded by the fact that the effluent coming out can be excited, can be ionized, can be a source of infrared, and either make a big signature which one wants to avoid, or limit the possibilities of being able to look in it case of the surveillance platform. So those two are issues that have to be examined. This viewgraph shows the SPEAR experiment conducted by both DNA and SDIO in 1987. This was a conceptually simple experiment. You can see in this Y-shaped object and over here in the vacuum chamber test on the right, a 20 centimeter diameter aluminum sphere, operated at 46 kilovolts in space. You can see the high-voltage bushing that successfully held off the full voltage above 100 km. SPEAR flew to an altitude of 370 kilometers on a Black Brant 10 and did successfully demonstrate that one can design and operate these high-voltage systems in space. It also led to a lot of interesting plasma physics. This is a calculation done by Ira Katz and with his co-workers at SQ in San Diego that shows the bipolar sheaths that form around these things. Now, when I show a slide like this, I'm always tempted to digress into a much longer explanation than my time will permit, but it suffices to say that one of the interesting features of these experiments is that if you have one part of the spacecraft at +46 kilovolts, the body can float to a very high negative potential. And whether or not this floats to a very high negative potential depends upon whether you have an ionizing beam that comes out, as in the case of the BEAR experiment, where in that case, the body only floated to a few hundred volts, or whether one merely has high voltage, as in the case of this experiment, in which case the body floated to 11 kilovolts. In this particular case, minus 11 kilovolts. And there are a lot of implications about the sheaths that form, the charged particles which bombard the spacecraft, the life of the components, and so forth. Tom Meyer talked about BEAR and how it demonstrated that one can build an integrated system and propagate the beam. I'll just point out further that another thing that BEAR demonstrates is that we can build the power systems, in this case, a low voltage, solid
state power system, indicated there by red where we have two 60 kilowatt solid state transistorized amplifiers that provide the 425 megahertz that, in this case, drives the accelerator structure. And this again is done strictly with solid state, low-voltage systems, and then so, at a level of about a gram per Watt. That is very economical in terms of weight. Here is an example of the next experiment in our series, SPEAR 2, which takes that same theme, that is of designing high voltage systems operating in vacuum, does so with a high impedance load operating at 100 kilovolts of the kind that would be used to power either an NPB or free electron laser, and also has a low impedance load, a high current load that powers a plasma accelerator like a rail gun. And this thing will fly in April. And then again, we'll look at some of these issues about high voltage, high power in space. This system is already being tested right now in a space chamber. It will go on into other directions. I'd like today about the ground-based free electron laser. This is another one of those technologies which is really a mouthful, the Superconducting Magnetic Energy Storage. There are various versions of this, both solenoidal or toroidal. This is a solenoidal version that we're building. This is kind of a small one about 100 meters in diameter using niobium titanium conductors. This would store about 20 megawatt hours or about 72 gigajoules of energy, and could be used to power, for example, a technology integration experiment for the free electron laser. But it could also be used to load leveling for utilities. And we've demonstrated at least in pieces of the conductor about a meter long that we can operate at that—at one of the concepts, the 200 kiloamps and above that we need to be able to do this. In fact, 270 kiloamps. So the basic pieces of this concept have been established. This device sits in a trench so that the radial forces outward are restrained by the earth. I'll just talk for a second about SP100. This is the space reactor that is all things to all people. It is designed to cover the range of 10 kilowatts to hundreds of kilowatts. It's a fast reactor, uses liquid lithium, uses thermo-electric conversion, operates for a 7-year lifetime, would be used in the case of directed energy systems for station-keeping power or in conjunction with power storage for high power burst mode applications. The most significant advances here are demonstrating uranium nitride fuel operated in a reactor, and the thermo-electric conversion system. Similar thermoelectric elements are operating as a part of a radiotopic generator on the current Galileo probe going to Jupiter. But the point that I wanted to make along the theme of civil applications is that here's an example of a program, partially funded by SDIO, also NASA and DOE, where in the case of the SDI missions, this is a nice thing to have that enhances the survivability of the system and makes it very small and very compact. But in the case of applications like the Mars Mission, such technology makes the mission possible. The Mars Mission has a lunar base as a part of the step where one goes to the moon, has a reactor system which then can be used to produce liquid oxygen from lunar material, which can be the oxidizer for a chemical fuel rocket, which can then be used to fly the crew to Mars in a short time and another nuclear rocket system, using the same technology, can fly a cargo vehicle using electric propulsion thrusters to Mars in a slower time scale. There are many other applications, too, such as air traffic radars at high altitude. But it's really an enabling technology for many of those applications.

I will give one more example. I can recall at Los Alamos back in the 60s, when a capacitor stored three kilojoules. Now as a result of developments, the same size can have 500 kilojoules through the development of magnetic and high-voltage techniques. There are many civil and space applications for that technology. So let me finally end with this slide. I will try to hit a few of these points again. I think you've seen the maturity of the directed energy technology. I've pointed out on several occasions the civil applications, and you've heard about things like the fusion plasma heating using the FEL device and the medical applications there. To me, the surprises in the program have been things like what really is a very high tech, physics based system, the free electron laser, working as well as it does, the fact that it does do optical guiding, the non-linear optics, which we haven't talked about much here but have been talked about at this meeting, I think are a real miracle and have just overwhelming implications for directed energy systems. The disappointments that I have mentioned are all of the technologies which are so promising, but resource limitations have prevented us from developing. Devices like the emerald excimer laser, the series of Northrup discharge excimer lasers, the MIRACL system developed by the Navy, the chemical laser, which although it is still being developed, is not really used as well as it could be. I also include more work with the induction LINAC, FEL technology which is one of the many promising pathways which we just haven't had the resources to go down. And I hope that there will be sufficient SDI resources in these technology areas in the future. I've said enough and thank you.

(Applause)

Professor Brau:

Thank you, Dick. Are there any questions of clarification at this time? If not, I'd like to introduce our next speaker, who is Leroy Wilson. Leroy was at the Air Force Weapons Lab for 20 years, where he was head of the High Energy Lasers Branch, that dealt with chemical lasers, excimer lasers, iodine lasers, all kinds of lasers. For the last two years, he's been Director of Laser Projects at Rockwell International.

Dr. Wilson:

Thank you, Charlie. I had previously seen Colonel Meyer's talk and so I knew that he was going to do an excellent job of reviewing the current technology status. I would like to add a few comments to his review. The United States understands the chemical lasers and how to scale them to high power. The progress has been excellent. Excimer lasers are understood as well. They have met their performance goals. They are very large lasers. The physics of Radio Frequency free electron lasers has been demonstrated. We have
built all of the parts that are necessary to put together a large system. Next we have to engineer an increase in the average power. The country is now in the position of being able to move from the higher energy laser demonstration business toward useful laser systems.

Since I really did not want to repeat all the technical information that Tom Meyer and Dick Gullickson have pointed out, I thought I would address my remarks today to the future of the strategic defense initiative (SDI). In the face of current world events with the potential for nuclear arms reduction, strategic defense initiative is going to grow in strategic importance! If there is a finite reduction in the number of nuclear weapons and missiles, the arguments made to date for strategic defense have not changed at all.

In fact, a reduced threat makes strategic defense technically more feasible because there are less delivery systems to deal with. Less also makes SDI more affordable. Secondly, nuclear and ballistic missile delivery systems are proliferating so much at a rate that in 20 years, many nations will have the capability, to accidentally or deliberately deliver a weapon to any spot on the earth. Concepts like the SDI accidental launch protection systems (ALPS) will grow in importance. Another difficult defensive problem that must be faced is tactical ballistic missile systems and cruise missiles. They are significant threats and they will also proliferate. Recently, I experienced several days of chaos after the San Francisco earthquake. There was misinformation and the civilian infrastructure fell apart. I now appreciate how much trouble this country could be in if there were a limited, but effective, disruption of our national command authority.

There are good reasons to continue the technological search for strategic defense. In the future, optical verification activities, to space, and from space will increase. Moderate- to low-power laser systems such as illuminators, laser radar, imagers, atmospheric compensation systems will be growth technologies. We will also need high-power optical, early warning and discrimination systems. The threat will come from all directions, not just over the pole. I would like to quote a Harvard professor. He contends that nuclear weapons are stabilizing or destabilizing, depending on the eye of the beholder. And I'll quote — "The British coulddeliver every city in the U.S. eastern seaboard if they wanted to. And that probably doesn't worry anybody. The French could, too. That might worry some of you." (End of quote) (Laughter) My question to the audience is, what if Cuba could deliver nuclear missile weapons to anywhere in the world. Would that worry you? Lastly, in my eye's view, we need new SDI concepts and new technology into the next century. I hope that defense becomes as exportable as offensive weapons are today, resulting in a good, strong strategic defense by all nations. A step toward lasting world peace. The current events of Eastern Europe are phenomenal, promising, unstable, exciting. And on the surface, it appears Gorbachev has been a man of our times. We wish him and his country continued long-term success toward a more peaceful world, and perhaps international exchanges such as this will convey to Russia and the other countries of the world that strategic defense will benefit all nations in the long term. Thank you very much.

(Applause)

Professor Brau:

Thank you, Leroy. Any questions on this talk? If not, then I'd like to introduce our next panel member, who is Joe Miller. He is Assistant Manager of the Applied Technology Division at TRW. That's the division in charge of directed-energy propulsion, space payloads, and a variety of other high-tech kind of things. The first time I met Joe was many years ago when the free electron laser program first started, and I was telling him all about this exciting stuff that we were doing. They were doing it, too. And he said well — you know, I was in the accelerator side of things and laser side of things. And he said yes, he was in the combustion side of chemical lasers and they started off with lots of combustion engineers and one optician, and before long, they have 10 opticians for every combustion engineer, and he said it was going to be the same in free electron lasers. And he was right. I have the highest regard for Joe. So, let's hear your remarks.

Dr. Miller:

Thank you, Charlie. The subject is an assessment of progress in directed energy for strategic defense. And we've heard quite a bit of discussion that says there has been some substantial progress, and there has, indeed. Neutral particle beam flights have clearly moved us into an engineering world in which we have designed and operated space payloads involving beam generators and the systems that control the beams. The alpha chemical laser has come on line and has addressed subjects that used to be called issues and now just get called subjects. The free electron laser has advanced to the point where the nation has made a commitment to go ahead and build a high average power device at White Sands Missile Range, and it had its increase in the average power. The country is now in the position of being able to move from the higher energy laser demonstration business toward useful laser systems.
they are historically on shaky ground. We can ask a different question. We can ask have we done as much as we can or should have to this point in time. And my personal opinion is no, we haven't. And I think there are a significant number of technologies and technological objectives that are important on which progress is slow, and then tend to be the things we haven't discussed here. And we could all make a substantial list of those things. But the kinds of things I'm talking about are solid state lasers, for instance, for mid-course discrimination purposes. High efficiency, reliable, low-cost diodes to pump the solid state lasers. The use of those technologies in very high data rate optical communication systems.

The applications of the non-linear optical phase conjugations to relieve optical aberrations and stabilization requirements in large optical systems. Related advanced technologies for the imaging and surveillance purposes. Advanced technologies and alternatives for atmospheric propagation subjects. So I think there are a number of subjects we haven't heard about, that aren't on the table that we could have been working on and making substantial progress on. I think the people who say that we are technology limited, not funding limited, are not very close to the program and don't appreciate the number of subjects that really need no introduction. Additionally, where we are working hard and have made excellent progress, the work is clearly not completed. Really, we've heard about a lot of progress on advanced components and subsystem technologies, but the advanced technologies haven't been integrated into complete systems that achieve design and performance goals, while operating in realistic environments. There are significant technology developments required to do this. Some of the more mature technologies have been brought together. Here I'm thinking about things such as the MIRACL laser where we have integrated the laser, beam control, acquisition pointing and tracking systems, and have taken the first steps in very substantial demonstrations, and they've been reported this year. But we need to do the same and the necessary advanced technologies with the advanced technologies won't really be taken seriously -- and by that I mean full scale engineering developments won't be options for consideration until and unless the technology development has progressed to reasonably complete, integrated, large-scale experiments. In my opinion, that's the major tradeoff subject with regard to kinetic energy weapons, not cost or effectiveness. I would take a lot of issues with the cost analysis that we saw, and the trade-off. I think the major issue between kinetic energy weapons and directed energy weapons has been the feeling that the kinetic energy weapons are near term, and the directed energy are a very advanced technology that's long term. I submit that as the calendar moves, that story is changing. Changing substantially. I think the capabilities of the directed energy systems and their effectiveness is really very high for the missions that are considered. The programs that are aimed at tying all the technologies together, therefore, are very important and really deserve the support of the technical community that is working in behalf of the directed energy systems. I'd like to make one additional point. The SDI addresses defense principally against inter-continental ballistic missiles. When we ask how is directed energy doing in context with strategic defense, I'd like to broaden the concept of the word strategic. I think there are other strategic threats that require defense, and I think there are other strategic weapons that we'd better worry about. I would like to see us addressing a broad range of defense applications for directed energy technologies in space, airborne, land, naval, and submarine assets that contribute to our strategic positions or constitute strategic threats. An extended definition of strategic defense would involve additional directed energy technologies, and certainly, a difference in emphasis among the current technologies. When I say that I'm thinking about things like thick atmospheric compensation techniques. Different forms of the chemical and free electron laser technologies. Different scenarios for imaging and surveillance, detection and tracking, which lead to different technologies. And in specific different lasers. For instance, blue-green lasers might loom larger if we considered the submarine more in context with the degree to which it is realistically a threat.

So I think we should encourage this broad view of strategic defense, recognize the fact that there are missions that are strategic in nature that go well beyond the set that the SDIO considers right now. And then again, as a community, we ought to support that kind of a view. Thank you.

(Appause)

Professor Brau:

Thank you, Joe. Are there any questions on this talk? If not, this bring us to our last panel member, who really needs no introduction. Edward Teller is Director Emeritus of the Lawrence Livermore National Laboratory. His present base of operations is the Hoover Institute, but to identify him with any one institution is to defy sociology, if not Heisenberg's uncertainty principle. Truly a scientist of the world. At lunchtime, we were having an interesting discussion and Dr. Teller admitted that some years ago, when he was giving a talk in Kansas, he had been favorably compared with his countryman, Zsa Zsa Gabor, but he wasn't sure what the years had done in between. To which I would only say where is Zsa Zsa Gabor today.

(laughter)

Dr. Teller has promised that he would give us some not just interesting but provocative remarks. I look forward to it. In minus five minutes. Take as long as you like.
Dr. Teller:

I'd like to take a lot of time. I always imagine I have a lot to say, but I say it very briefly. There is one point that has been often mentioned, but I feel it needs some emphasis that I ought to give it, and that is Brilliant Pebbles. I don't like it. Merely to collide with something rather than to use the most advanced form of lasers -- it's a scandal. It turns out that if we utilize sensors every few milliseconds, the best of computers and (more than anything else) miniaturization, we can hit a bullet with a bullet. It seems that we can put such an object into orbit for less than a million dollars. And of those objects, 10 percent will be in the position to find and bodily collide with any missile in its boost phase.

All this has been developing from the beginning. But only for a little more than one year has the discussion been out in the open. There was a lot of unnecessary secrecy, and so the subject did not get enough of an airing. As I see the situation now, the obvious and right answer is, as General Abrahamson has suggested, to put up four, five, six thousand objects of this kind. They will be a very good defense against an accidental launch or a really small attack.

Here I want to stop for a moment and say: to my mind, the real danger is not nuclear war. The real danger is missile war. If the missiles carry nuclear weapons, much the worse. But even without nuclear weapons, they may carry nerve gas, they may carry bacteriological components. There is a real danger from many sides, and it is in the common interest, not only of the United States but of everybody, to be defended against missile war. and their sudden fury. I believe that we have a strong answer to that, a good answer that will turn out to be inexpensive. It is the Brilliant Pebbles.

I believe that the lasers have performed as promised. I was delighted to hear the positive comments on the FEL. I believe that FEL deserves every support, and I believe it does not get enough support. But I will try to give you a realistic picture.

We give Brilliant Pebbles priority No. 1, I am happy about it, and it is the right thing, even though it is not the most elegant defense. That leaves lasers unfortunately in second place. But there is nothing that can completely stop a big nuclear attack. It is probable that with the nuclear armaments that now exist, even with all that the Brilliant Pebbles can do, a considerable number of missiles will come through. But we will know with the help of the Brilliant Pebbles where they will arrive and we can do something about terminal defense.

I would like to make a proposal, and, in sharp distinction to what I have said so far, this proposal is completely mine. I'm just talking about what I imagine. What is the reasonable position that lasers, FEL's, the best of them, can play in the near future. And I want to give you an example for I think a good reason. I want to defend Southern California. (laughter) Guess why? Because there are living in Southern California more than 10 million people. Because the value involved is more than a trillion dollars. These two are obviously not sufficient reasons. The third reason is that I am worried about space lasers, I am as happy as others are about ground-based lasers together with mirrors that are thrown aloft when an attack is coming. And for that, it would be very good to have good weather. And Southern California is my choice because it has these three things together: people, investment and good weather. I mean the weather in the Western Mojave Desert. There is where I would like to see one or two or three, 100-megawatt lasers. With rubber mirrors, appropriately adjustable mirrors, in readiness.

Such an arrangement would serve a minor role and a major role. The minor role is that with the 100-megawatt laser, giving it energy, it can participate in the discrimination of oncoming objects from a distance of 1,000 miles and thereby make contributions to the defense of much of the West Coast. That's a minor point. The major role is that in direct defense in that location, a 100-megawatt laser could destroy from a distance of approximately 100 miles many incoming missiles. By rapidly reorienting the mirrors, you probably could stop, actually destroy, hundreds of incoming missiles.

I am talking here about an estimated cost of at least a billion dollars per laser. Probably it will amount to 10 billion dollars for a system of three lasers plus mirrors and launching equipment. This program could be executed, I believe, before the year 2000.

This would be one of several things that we should be doing to defend important locations against the missiles that escape destruction by Brilliant Pebbles in the booster phase. In other words, it is reasonable to use Brilliant Pebbles. It is necessary to realize that they won't do the whole job.

Now, I would like to make one last remark. There is this Glasnost and Perestroikas. It is nonsense to disregard changes. It is also nonsense to believe that we can draw firm conclusions. Actually, there is a danger of premature relaxation. There is an opportunity for new initiatives because Gorbachev is not only highly intelligent, he is highly imaginative, and he is willing to make initiatives. Therefore, he possibly is willing to listen to initiatives. We should stick to the statement that SDI is not an effort to defend the United States. SDI is and should be a method to defend everyone. If we could find a way how to do that, not by cooperation between the Soviet Union and the United States but by cooperation between everyone who is capable to cooperate. Then I believe we can talk about very real progress. Thank you very much.
Professor Brau:

I certainly wasn’t disappointed. Thank you. Are there any questions on this last talk? Okay, if not, then I want to remind you that following the break for which we’ll take 20 minutes, that is until 10 after 4, there will be a question and answer session where you can ask anything you like — within limits, of course. I would like to say that I’m going to broaden the charter of this panel to include the question of the impact on SDI technology of the recent events in Eastern Europe. So do come back.

QUESTION TIME

Professor Brau:

I’d like to call together the second half of the panel discussion for this afternoon. Before starting out, I’d like to make one announcement to remind you that there is going to be a cajun cocktail party tonight at 6 o’clock in Hall C. The questions that are before us for this discussion are nominally, what has happened in the last few years in SDIO, and in particular, I think that those things that have happened that changed the complexion of SDIO in one way or another are most important. Although there have been lots of interesting things that have happened that don’t change the complexion or the strategic balance. To that I would add the question of what is the effect on SDI technology of the events in Eastern Europe in the last few months. I think that the changes are remarkable. It appears that the changes are going to be permanent, and SDIO should adapt to them, and I think that the technology may change in significant ways. If we have a complete nuclear disarmament, do we need SDIO? What does that do to the technology? So I open the panel to questions from the floor. And let’s hear what you have to ask.

Question:

Would you comment on the impact of lasing without inversion?

Professor Scully:

The physics or the political impact? (laughter) Well, since you are a friend for many years, I’m sure that’s a friendly question. And so can I respond with another friendly comment, namely, tomorrow at 8:30, there will be a 30-minute discussion of precisely that point. But the bottom line is simply that if you have two transitions that end in one common state, then you can — not can, but must add probability amplitudes before you square. And in that sense, you can have quantum interference and cancellation of absorption.

Dr. Teller:

You must do that, and you get an interference phenomenon if the two states have a phase relation.

Professor Scully:

The two lower states, yes sir. Only if the two lower states have an appropriate phase relation, right.

Dr. Teller:

Fine. If you have one upper state and two lower states with a phase relation, then I understand you have a new situation. How do you get that phase relation?

Professor Scully:

Good point. Because if you have collisions, for example, you would expect that phase relation to be washed out. It turns out that if you use coherent Raman preparation, you can produce a stable phase relation which persists even in the presence of collisions. And this has actually been done in the laboratory. That’s the exciting part.

Dr. Teller:

Please excuse me for asking a question. But after all, physics should come first.

Question:

Would somebody address the offensive potential of strategic defense?
Dr. Patel:

Let me answer the first question. The question was, can the directed-energy weapons or some other SDI technology be used for destroying the stable, relatively stable space-based assets of the other side? The answer is yes. As a matter of fact, both power levels, as well as the operational capabilities required for destroying space-based assets are significantly lower than what you would need for destroying incoming ICBMs or re-entry vehicles. There are many reasons for this. You know where the satellites are. They go in predetermined orbits. In addition, the satellites are not as well hardened against attack as would be, for example, a re-entry vehicle. So clearly, that potential does exist. And that potential is even more serious for a pop-up x-ray type of weapon, if and when such a thing exists. So the answer to your question is yes, that opportunity always exists for offensive/strategic defense weapons.

Dr. Teller:

I would like to look at it a little differently. Anything can be used as an offensive weapon. The SDI weapons are specifically designed against specific targets. They are not weapons of mass destruction. The one specific target which I think is the most important to destroy is an offensive weapon coming at you. There are other specific targets that one might destroy, and as Kumar has correctly pointed out, one such vulnerable target is a space asset. I would say that there are many other ways to destroy space assets. We can do it today with existing weapons with the greatest ease.

I believe that the main role of a defensive weapon is defense. They can be used for offense as well. But to design these things, to use them when we have more effective weapons for the same purpose does not make much sense. So the development of defensive weapons is clearly for the purpose for which it is stated. For offense, we have terrible things like the hydrogen bomb, which is a million times more effective than SDI. But for the specific purpose of SDI, SDI is the best.

Professor Brau:

Any other response to that question? If not, is there another question from the audience? Go ahead.

Question:

Could someone comment on the negative aspects of using directed-energy weapons for tactical applications.

Professor Brau:

Who would like to respond to that?

Dr. Teller:

I'd rather respond to the response.

(laughter)

Dr. Miller:

So would we all.

Professor Brau:

I wonder if you have a specific negative aspect in mind that we could deal with more easily?

Dr. Teller:

Let me try to put it this way. We prepare for conventional war. A hundred years ago, it would have been highly unconventional, but today, a tank battle is conventional. I can change Brilliant Pebbles, I believe, in such a way that it can be used against tanks. A million dollar tank can be destroyed by a $200,000 Brilliant Pebble. If I have that weapon and the opponent does not have it, then I can win a tactical engagement. In this sense, it is a tactical weapon. If, on the other hand, we use this opportunity of the common menace to all humanity to develop whatever we are developing internationally with the participation of all, including the Soviet Union, then the result of Brilliant Pebbles, which is anti-tank, will be that the tanks will go out of fashion.

Professor Brau:

Any other responses to the question?
Dr. Miller:

There are some other dimensions. I think in general, the fact that lasers are pinpoint-like devices and are very precise and relatively expensive as objects mean that they're useful when you have a very precise target you want to go after, and it is worth going after with a system of the value of the laser. The other side of the economics is once you've established that system, it is not very expensive for each shot because you're using the consumables that feed the laser, and it trades off well in comparison to missiles that carry bombs on their warhead and things of that type. That's true in the tactical arena, as well as in the strategic arena. So it has its place. A weapon is a weapon. A weapon can be offensive. It's an offensive weapon if it's in the wrong hands, which is what Dr. Teller was saying in essence when he was waving his knife at me. (laughter) The laser, in my opinion, affords one of the more careful uses of a weapon by its inherent characteristics.

Dr. Patel:

Let me comment on something that has come up twice today. It has to do with the cost of Brilliant Pebbles. I've heard two numbers, one something like $200,000 to a million dollars. But it doesn't matter, that factor of five I'm not worried about. People who are in the business of making reliable systems, and I consider myself in that business, I'm in the business of making underwater light wave repeaters for the trans-Atlantic cable, and I know what reliability costs. Systems have to be reliable, and these systems have the high-technology requirement that has been placed on it. The Brilliant Pebble is far more technologically complex than an underwater optical repeater. Unless we make tens of millions of these, there is no way — and I'm willing to stand on it — there is no way that you can make one of these things for a million dollars. So let's just not bandy around a million dollar number because nobody has costed these out. I suspect that reliability requirements for space applications will not allow that kind of cost figure to be met.

Dr. Teller:

Just one slip to be corrected. Nobody has talked about tens of millions of these objects. We have talked about a few thousand, and rather than repeating earlier arguments about science and engineering and reliability on which we do not completely agree, I would like to add something about Brilliant Pebbles which is not established but which is a direction in which I'm looking. I would like to see Brilliant Pebbles not with a lifetime of 30 years, which could be done, but with a lifetime of three years. I would like to have reliability for a shorter time, which is easier to establish. At the same time, the field in which we are moving is so new that in three years, what we put up is probably obsolete and can be replaced by something better or more reliable.

Quite obviously, the difference between me and the previous speaker is a systematic difference between an optimist and a pessimist. And I would like to add to that a definition. My definition of a pessimist is a man who is always right but doesn't get any enjoyment out of it. (laughter) On the other hand, an optimist is a person who imagines that the future is uncertain. And I claim that if we are optimists, we might even do something about reliability.

Dr. Patel:

I'll just make only one comment on that. (laughter) I'm neither a pessimist nor an optimist, I'm a realist because I deal with a situation in which every day when I get up in the morning, I have to make sure that the Japanese or other competitors haven't done something that has made my business obsolete. Which means it is dollars and cents and nobody's going to bail me out. So I do know something about engineering designs to reduce costs.

Dr. Miller:

I think the systems that we're talking about sometimes call for imaginative solutions, and they may not be borne in the past. If reliability is so very expensive -- and I agree, it is -- why don't we forget about it? And one of the ways you might think in context with Brilliant Pebbles, if you have a lot of these things, a hundred of them up there and you only need one or two to do your mission, you only need 2 percent reliability, you know. So I'll compromise at 80 or 90 percent, everybody agrees. That's not expensive like the five nine's reliability is expensive. And I think there are other solutions to these subjects that we close our minds to at times, and we need to open our minds to those. And they change these arguments.

Question:

Do the other countries agree that SDI should be for the defense of the world and not just the United States?
Dr. Teller:

So far, the United States has offered cooperation, generally, and we have today written agreements with Great Britain, West Germany, Israel, Italy and Japan. Now, the two problems are the Soviet Union and of course, France.

(Laughter)

Professor Brau:

Are there any other responses? Marlan?

Professor Scully:

I had the pleasure of talking with a Soviet colleague at the coffee break and we were discussing some particular aspect, and I said what do you suppose Teller would say to that? And so we said, let's go and ask him. And he made a very interesting remark. Maybe I can get him to make it in public concerning war being something different than peace, etc, etc.

Dr. Teller:

Peace is not the absence of war. Peace is cooperation which removes the reasons for war. And that is the opportunity we have in the joint development of defensive weapons. And I hope that this can be made effective enough and persuasive enough so that individual countries, like Libya, won't find a way to stay out of it.

Colonel Gullickson:

Leroy has encouraged me to make a few comments about the international nature of the SDIO program. I guess I would like to follow Dr. Teller's remarks about the various international collaborations by saying that some of the advances that you heard about today in the directed-energy program, for example, the ability to operate neutral particle beam systems with continuous power are now being implemented in what's called the continuous wave deuterium demonstrator. Some of the other long-term advances on NPBs are related to the ability to make a CW negative ion source, which has been a joint project with the U.S. and Cullum Laboratory in the UK. Certainly some of our advances in being able to simplify manufacturing procedures for large mirrors relate to the (German) Schott process for spin casting of large optical blanks for mirrors for telescopes. That's been a very important process. We have promising activities going on with regard to short wavelength chemical lasers in Israel, for example. There are several other interesting developments, as well. So I guess a point that I would make is that not only do we have these international collaborations, but have gotten great benefit from them. And so there are many good examples of how these things are contributing to a united, universal SDI system.

Dr. Patel:

One point of clarification I would like to ask those of the panel members who have said that there are international collaborators in the SDI effort. Do any of these countries put in their own money into supporting SDI?

Colonel Gullickson:

I would like to respond to that one. The Ministry of Defense, specifically the Royal Aircraft Establishment, funded the ion source development for what was to have been called the Neutral Particle Beam Integrated Space Experiment, for which SDIO awarded a contract to McDonnell Douglas several years ago. Unfortunately, that was one of the victims of the funding limitations that we had, but it was funded by the Ministry of Defense of the UK. If I sit here long enough, other examples will occur to me.

Dr. Teller:

Let me perhaps put in a factual answer to Kumar. An answer that I think cuts in both directions. The example I have in mind is Israel. It is a very interesting case in that it is SDI that is the department that made the agreement, but the menace is the SS21 rocket. So it is clearly a case of rocket defense rather than nuclear defense. Now, I have been arguing for that, and I have been in a funny position because I did make Kumar's point that we should support the Israeli effort, but only if the Israeli's made a contribution. The original U.S. position was that it should be done on a 50/50 basis. The Israelis found it impossible to accept that. The program does go ahead now and it is an official treaty. The Israeli contribution is 20 percent. The manpower comes from Israel, and the result, the defense against short-range missiles, is of course of vital interest to them. It is also of interest to us directly because of the possibility of offshore submarines. So Kumar will obviously say 20 percent is nothing. And I will obviously say that 20 percent is something.
Professor Brau:

Are there any more questions from the audience? Yes.

Question:

Is there another alternative defense that we should consider?

Dr. Johnson:

Well, I comment that it's the very short timescale and, heretofore, the impossibility of defending against ballistic missiles that has been viewed as the worst condition associated with nuclear weapon stability. It certainly has been a stated goal associated with SDI to eliminate the threat of ballistic missiles, and so it may be asking too much for the SDI program to do more than that. I guess I would consider that prompting that kind of reaction would have been a great success for the program. Nevertheless, it raises the kind of overall policy issues that you mentioned, especially in light of the lack of a major program in air defense, for example. But certainly the change in the timelines is an important one. And it at least seems to be addressing perhaps the most difficult part of the problem first.

Professor Brau:

Are there any other responses to that question? If not, are there any further questions in the audience? (inaudible question)

Professor Brau:

I'll try to summarize that question. It seems that the situation is changing, and if you regard a proper defense as a balanced defense, based on the threat you see, as the threat seems to change, why are we saying that the defensive means should be the same? Who would like to respond to that? Edward first?

Dr. Teller:

I am quite eager to respond to that because to my mind, the answer is quite straightforward. For decades, the United States made a horrible mistake, the mistake of completely neglecting defense and setting all the deterrents on the one point of retaliation. The result was a badly unbalanced situation. Officially, a change in that situation was proposed in March 1983. But in the meantime, we continue to spend much more money on weapons of retaliation than on weapons of defense. My answer to the question is yes. We should reduce our military budget. But it is not the defensive aspect that we should reduce. We should reduce the effort on further expenditure on retaliation. And the reason for that is that we still have not adjusted the imbalance between defense and offense. The second reason is that defensive work is the one thing that can stimulate cooperation so that we defend not only ourselves but others as well.

Professor Brau:

Leroy, have you got a comment?

Dr. Wilson:

My observation of strategic defense is basically that there is no deployment in strategic defense. There are no decisions to that. We are not, in fact, doing or accomplishing these sort of systems. We're doing the research to see what the feasibility is. We're doing the things to try to understand what's going on, and I believe that we should continue to do that research and expand that so that we can come up with better ways to do this than we really see conceptually at this point in time. I don't believe we should escalate at all unless there is a threat that would allow us to — or demand that escalation. All you've really seen is research today.

Professor Brau:

Next question. The question is what should be the relative role of IST in SDI. IST is Innovative Science and Technology?

Colonel Gullickson:

Well, let me focus on — first of all, there is no one left here who directly represents SDI so we can all say what we want to. At DNA, we get a little bit of our money from SDI from the Innovative Science and Technology office, as well as from other offices there. So first of all, I would say that there are various camps, and I'm certainly firmly in the middle of the research forever camp, and therefore, advocate the largest possible share of the budget for innovative science and technology. By the same token, having been at an organization like that, a "6.1" (the DOD budget category that denotes basic research) organization in
the DOD, the Air Force Office of Scientific Research, having been at DARPA, and having been at SDI, the thing that I would say makes the difference is the ability of SDI to do integrated experiments. We are kind of at the boundary right now where barely can the SDIO afford to mount these major experiments in space. And I think that makes all the difference — the ability to do those things in space, to do the Zenith Star Chemical Laser experiment, to do the large neutral particle beam shuttle-based experiments, to do the pointing and tracking experiments, to do these space activities like the homing overlay and the delta series that involved intercepts in space. And I think those crucial technology integration experiments are the difference that really is central to determining the feasibility of these concepts. And I wouldn't like to see that ability slip away by giving all of the money to basic research, but clearly, there isn't enough for it right now.

Dr. Miller:

I'd like to respond to both of the last two questions, the prior one which sort of made a statement about what our position was, that I don't feel represents what many people here have been saying and what I've been saying. I think the people in general working on directed energy are working on the longer term technology, and they're interested in the more basic subjects and the longer pull. And it's obviously a very difficult trade-off from within the government, and probably everybody at this table is not competent to deal with the trade-off between deployment decisions and nearer term systems that have other benefits and the directed-energy bit. In general, the people working on directed energy are really interested in basic advance technologies that have play in the longer range. I'd like to carry that a step further. I think that in the IST, there are some technologies being supported, and I'll pull out as an example, super conducting electronics, both the development of materials and the reduction of those to circuits and electronic systems, that are enormous long-range potentials, and in my opinion, they are under supported, period. Obviously, there are all these pressures, but I would push that the United States of America and the defense establishment in particular should be supporting more enthusiastically and more strongly these advanced technologies that will make the major difference in the future.

Dr. Wilson:

I'd like to make a comment. When I was in the government, basically, it was in the business of doing technology, trying to understand the physics and the chemistry of the various laser systems. Those technology efforts no longer exist. They simply are not supported anymore, so there is not a broad base of support in the business at this particular point-in-time. And that's one of the things — one of the dilemmas that we have with SDIO.

Dr. Teller:

I would like to make a remark, not in answer to any question. With my last chance to say anything, I want to mention the x-ray laser. It has played a role in an attempt at defense, which is promising but clearly as yet quite incomplete. At the same time, the x-ray laser gives opportunities to get a three-dimensional picture, a hologram of a living cell, not only because it can get a better resolution, but because its penetration through the cell. Even without extreme resolution, it would already give considerable biological information. We have not used nuclear experimentation for research to a great extent because of unnecessary secrecy. I find now a climate in Washington where a program of open research with the help of the x-ray laser on biological questions could be stimulated and could be put into effect. That is only one of many examples how nuclear explosives could be used openly in service of research.

I would like to leave with you a point: It may be worthwhile to consider an integration whereby nuclear explosives can be put into service of research, and this will be the more easily accomplished, the more our efforts toward peace will be based on an international effort rather than on an isolated effort.

Let me say that I am very grateful to have had the opportunity to be here and also particularly to address these points. I believe that a changed situation gives some hope that there will be progress in this field in the next few years.

Professor Brau:

I think that brings us to 5 o'clock, and on the note of a thermonuclear microscope, I think we're not going to come up with any more provocative ideas than that, so I declare this session at an end and invite you to come up and talk to these people individually. Thank you very much for your questions.

(Applause)
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