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Analytic Ray Tracing Using Ermakov Invariants

1. INTRODUCTION

The impetus for developing a computational technique capable of rapidly producing ray traces and ionograms came from the requirements of an experiment designed to measure HF propagation in the ionospheric E–F<sub>2</sub> duct in situ. In the experiment, a receiver placed on a polar orbiting satellite is to detect 6-30 MHz signals injected into the duct either by means of naturally occurring ionospheric gradients or by scattering from an artificially heated ionospheric volume. Since a time delay vs frequency ionogram will change depending on position in the orbit, a capability for producing essentially real-time ionograms is needed to direct the experiment efficiently.

Programs exist that can numerically integrate the differential equations of motion (such as the Haselgrove Hamiltonian equations) that describe a propagating ray. Depending on the path length, the time required to produce an ionogram on a mainframe computer can run from 20-200 minutes. The time required to evaluate an ionogram using the analysis to follow will require less than 100 seconds and can be run on small computers.

(Received for Publication 14 Nov. 1989)

The method developed here starts from a description of propagating HF waves by the scalar wave equation in the paraxial approximation, which is valid if changes in the ionosphere are small over distances on the order of a wavelength ($\lambda = 10-50$ m). By redefining $z$, the distance along the great circle path as a time coordinate, the paraxial equation can be cast in the form of the time dependent Schrödinger equation.

The time dependent Schrödinger equation has recently been shown to be soluble for a certain class of potentials by Ermakov invariant theory. This class consists of potentials obtained by canonical transformations that are parametrized by functions that obey a set of time-dependent differential constraints. By approximating a path-dependent ionospheric potential, such that it satisfies these constraints, exact time-dependent scalar wave solutions to the approximating ionospheric potential may be obtained.

Since it is difficult to find soluble double-well potentials that can approximate the ionosphere over extended ranges, as a practical matter it is necessary to join two (or more) single-well potentials at a common boundary to model the total ionospheric potential. A consistent calculation can then be made in the ray approximation, which corresponds to solving Newton's equations of motion for a particle in a time-dependent one-dimensional potential well. By approximating the ionospheric potential along a great circle path by joined single-well potentials, such that each satisfies the differential constraints of Ermakov theory, the solution to the ray tracing problem is mapped onto the problem of solving for the equations of motion of a particle in a static potential.

By choosing the fitting potential to be a combination of Morse and linear potentials or quadratic and linear potentials or any potential with known solutions that when shifted and scaled conforms to the ionospheric potential over the chosen range, a good approximation for the entire ray tracing problem may thus be obtained analytically. The approximations that inhere in this method of tracing rays in a model ionosphere enter through the choice of the fitting potential, the paraxial approximation, and the fact that the differential constraint equations are only approximately obeyed.

The outline of this report is as follows: In Section 2 we indicate how the paraxial approximation to the scalar wave equation may be viewed as a time-dependent Schrödinger equation. The use of Ermakov invariant theory for solving the time-dependent Schrödinger equation is then outlined. In Section 3 we discuss how the application of the time-dependent Schrödinger formalism may be applied to the ionospheric ray tracing problem by using Morse and linear potentials to fit the ionosphere. The possibility of using double-well potentials obtained through the Darboux transformation is also discussed. In Section 4 we discuss the relation of coherent states of the time-dependent Schrödinger equation and rays for the Morse potential. The possibility of multiple focusing of rays is pointed out. This behavior is analogous to convergence zones in the case of ocean acoustic ducts and provides an explanation for both cases. In Section 5 we discuss ray tracing in the potential wells provided.

directly by IONCAP.\textsuperscript{3} Examples of ray traces and ionograms calculated both by the Jones-Stephenson ray tracing program using IONCAP and by the present method are given.

2. RAY TRACING AND THE TIME-DEPENDENT SCHROEDINGER EQUATION

Our description of ionospheric HF propagation starts from the scalar wave equation for a transverse electric field component. For propagation along a great circle path this can be written as

\[ \frac{\partial^2 E}{\partial r^2} + \frac{1}{r} \frac{\partial E}{\partial r} + \frac{1}{r^2} \frac{\partial^2 E}{\partial \phi^2} + k_0^2 n^2(r,\phi) E(r,\phi) = 0 \] (1)

with \( k_0 = \frac{\omega}{c} \).

Assuming a solution of the form

\[ E(r,\phi) = E(r,\phi) e^{i\beta \phi} \] (2)

This can be written as

\[ \frac{\partial^2 E}{\partial r^2} + \frac{1}{r} \frac{\partial E}{\partial r} + \frac{1}{r^2} \frac{\partial^2 E}{\partial \phi^2} + 2i \beta \frac{\partial E}{\partial \phi} - \frac{\beta^2 E}{r^2} + k_0^2 n^2(r,\phi) E(r,\phi) = 0. \] (3)

In terms of the coordinates for height \( x \) above the Earth's surface \( x = r - R_0 \) where \( R_0 \) is the Earth's radius, and range \( z \) along the great circle path at the Earth's surface \( z = R_0 \phi \), this can be rewritten as

\[
\frac{\partial^2 E}{\partial x^2} + \frac{1}{(R_0 + x)} \frac{\partial E}{\partial x} + \frac{1}{(1 + x/R_0)^2} \frac{\partial^2 E}{\partial z^2} + \frac{2 i \beta k_0}{(1 + x/R_0)^2} \frac{\partial E}{\partial z} - \frac{\beta^2 k_0^2 E}{(1 + x/R_0)^2} + k_0^2 n^2 E = 0
\]  

(4)

where the angular momentum \( \tilde{\beta} \) has been re-expressed as

\[ \tilde{\beta} = \beta k_0 R_0. \]  

(5)

Since derivatives in height occur on a scale of tens of km, the term \( \frac{1}{(R_0 + x)} \frac{\partial E}{\partial x} \) may be neglected in comparison with the term \( \frac{\partial^2 E}{\partial x^2} \). If we assume that changes in \( n(x,z) \) (and \( E(x,z) \)) occur on a scale much larger than the wavelength \( \lambda \) \( (= 2\pi/k_0) \) of the propagating wave, then we may neglect terms operated on by \( \partial/\partial z \) in comparison to those multiplied by \( i\beta k_0 \). Expanding the remaining terms to lowest order in \( x/R_0 \) yields the approximate wave equation

\[ \frac{1}{k_0} \tilde{\beta} \frac{\partial \epsilon}{\partial z} = -\frac{1}{2k_0^2} \frac{\partial^2 \epsilon}{\partial x^2} - \left[ \frac{n^2(x,z)}{2R_0} - \frac{\beta x}{R_0} - \frac{\beta^2}{2} \right] \epsilon(x,z) \]  

(6)

which is in the form of the time-dependent Schroedinger equation with \( k_0^{-1} \) replacing \( \hbar \), \( z/\beta \) replacing the time variable \( \tau \), and with the time-dependent potential \( V_\text{f}(x,\tau) \) given by

\[ V_\text{f}(x,\tau) = -\left[ \frac{n^2(x,\tau)}{2} - \frac{\beta x}{R_0} - \frac{\beta^2}{2} \right]. \]  

(7)

For the ionosphere, the dielectric constant is given by

\[ n^2(x,z) = \epsilon(x,z) = 1 - \frac{\epsilon_p^2(x,z)}{\nu^2}. \]  

(8)
where \( v_p(x,z) \) is the local plasma frequency and \( v \) is the wave frequency. Methods have been developed within the past few years for dealing with time-dependent Hamiltonians by using the method of Ermakov invariants\(^2\) or equivalently by a rescaling of space and time variables in conjunction with a unitary transformation of the wave function.\(^2,4\) The most general potential that can be dealt with by these methods must be expressible in the form

\[
V_e(x,\tau) = v \left[ (x - \sigma(\tau)) / \rho(\tau) \right] / \rho^2(\tau) + g_0(\tau) + x \cdot g_1(\tau) + x^2 \cdot g_2(\tau).
\]

(9)

Where the scaling function \( \rho(\tau) \) and shift function \( \sigma(\tau) \) must obey the differential constraint conditions

\[
\dot{\rho}(\tau) + 2 g_2(\tau) \rho(\tau) = \kappa / \rho^3(\tau)
\]

(10)

\[
\dot{\sigma}(\tau) + 2 g_2(\tau) \sigma(\tau) + g_1(\tau) = 0
\]

(11)

with \( \kappa \) an arbitrary constant and with \( g_0, g_1, \) and \( g_2 \) arbitrary functions of time.

The equations of motion for a ray (or a classical particle) equivalent to the wave Eq. (6) with a potential given by Eq. (9) are

\[
\frac{d^2 x}{dt^2} = -2 g_2(x) x - g_1(\tau) - \frac{d v(x,\tau)}{dx} \frac{1}{\rho^3(\tau)}.
\]

(12)

The Ermakov invariant for this system is given by

\[
I = \frac{1}{2} \left[ (x - \dot{\sigma}) \rho - \dot{\rho} (x - \sigma) \right]^2 + v ((x - \sigma)/\rho).
\]

(13)

If $x$ and $t$ are transformed as

$$x' = \frac{x - \sigma(t)}{\rho(t)} \quad (14)$$

and

$$\tau' = \int_0^\tau \frac{d\tau''}{\rho^2(\tau'')} \quad (15)$$

the equations of motion and Ermakov invariant are transformed to

$$\frac{d^2x'}{d\tau^2} = -\kappa x' - \frac{dv(x')}{dx'} \quad (16)$$

and

$$I' = \frac{1}{2} \left( \frac{dx'}{d\tau'} \right)^2 + \frac{1}{2} \kappa x'^2 + v(x') \quad (17)$$

respectively.

We will call the \{x', \tau'\} coordinate system the local frame and \{x, t\} the global frame. From the equation of motion for $x'$ given by Eq. (16), it can be seen that in the local frame (for the case $u = 0$) the scalar, linear, and quadratic portions of the potential proportional to $g_1$, $g_2$, and $g_3$ drop out and that only the potential $v(x')$, which can be thought of as being centered about the time varying position of its minimum $x_{\text{min}} = \sigma(t)$, affects the particle motion. The local coordinate $x'$ is thus simply related to the original global coordinate $x$ by a time varying shift $\sigma(t)$ (which locates a potential extremum or minimum) and a time varying scale factor $\rho(t)$.

The expression for the Ermakov invariant in terms of local variables given by Eq. (17) appears in the form of a total (local) energy that is conserved. It should not be confused with the total energy of the system given by
\[
E(\tau) = \frac{1}{2} \left( \frac{dx}{d\tau} \right)^2 + V(x, \tau)
\]  

which is time varying.

For the wave equation the Ermakov invariant becomes an operator with the replacements

\[
\frac{dx}{d\tau} \rightarrow p = -i \frac{\partial}{\partial x}
\]

and

\[
\frac{dx'}{d\tau'} \rightarrow p' = -i \frac{\partial}{\partial x'}.
\]

The respective invariants

\[
I_{op}' = -\frac{1}{2} \frac{\partial^2}{\partial x'^2} + \frac{1}{2} xx'^2 + v(x')
\]

and

\[
I_{op} = \frac{1}{2} \left( \rho p - \dot{\rho} x \right) - \left( \dot{\rho} p - \dot{\rho} \sigma \right)^2 + \frac{\kappa}{2} \left( \frac{x - \sigma}{\rho} \right) + v \left( \frac{x - \sigma}{\rho} \right)
\]

are related by a unitary transformation^2

\[
I_{op} = e^{i\Phi} I_{op}' e^{-i\Phi}
\]

where
\[ \Phi = \frac{\dot{\rho}}{\rho} \left( \frac{x^2}{2} + x \right) - \sigma x. \]  

(24)

By using the constraint Eqs. (10) and (11), it can be shown that both \( I_{op} \) and \( I \) are truly invariant, that is,

\[ \frac{d}{dt} L_{op} = \frac{1}{I} \left[ L_{op} H \right] + \frac{d}{dt} I_{op} \]  

(25)

and

\[ \frac{d}{dt} I = 0. \]  

(26)

3. A MORSE POTENTIAL MODEL FOR THE E-F LAYER TROUGH

In order to apply Ermakov invariant theory to the ionospheric ray tracing problem, the ionospheric potential function \( V_1(x,t) \) given by Eq. (7) must be cast into the form of the time dependent function \( V_E(x,t) \) given by Eq. (9). Neglecting for the moment the presence of an \( F_1 \) layer, an effective ionospheric potential will resemble the double-well potential \( V_{CH}(x,t) \) shown in Figure 1 that was formed by superposing \( E \) and \( F_2 \) layers approximated by the Chapman function

\[ f_{CH}(x) = e^{1/2(1-x-e^{-x})}. \]  

(27)
In terms of the layer half-widths $y_e(z)$, $y_f(z)$ heights $x_e(z)$, $x_f(z)$ and frequencies $v_e(z)$, $v_f(z)$ (provided by IONCAP) this effective ionospheric potential including the curvature term is written as

$$V_{CH}(x,t) = -\frac{1}{2} \left(1 + \frac{x}{R_0}\right) + \frac{v_e^2}{2v} f_{CH} \left(\frac{x-x_e}{y_e}\right) + \frac{v_f^2}{2v} f_{CH} \left(\frac{x-x_f}{y_f}\right).$$

(28)

Finding a potential function approximating $V_{CH}(x,t)$ with known analytic solutions and separately adjustable well parameters would seem to be a remote possibility. If the requirement of separately adjustable well parameters is relaxed, it is, however, quite possible
that very good approximations to the potential of Figure 1 could be found by employing the Darboux transformation. The effect of the Darboux transformation given by

$$\tilde{V}(x) = \phi_0(x) \frac{d^2}{dx^2} \left( \frac{1}{\phi_0(x)} \right)$$

is to transform a single-well potential $V(x)$ with known solution $\phi(x)$ into a generally non-symmetric double-well potential $\tilde{V}$ with solution $\tilde{\phi}$. By its construction, however, the Darboux transform does not allow either well to vary independently of the other, thus limiting its usefulness for ionospheric ray tracing where the ground-E layer and E-F$_2$ layer potential wells do vary independently.

In order to insure independent variation of the potential wells (brought about by the independent variation of the constitutive ionospheric layers), it is thus necessary to piece together truncated wells or layers along common boundaries. In this section we will look at an example of approximating the ionospheric potential by piecing together two potential wells truncated at $x_e$, the position of the E-layer peak: while in Section 5 we discuss approximating the ionospheric potential by piecing together either inverted Morse potentials or parabolic layers connected by straight line segments.

While piecing together two truncated potentials leads to difficulties in generating solutions to the wave (Eq. (6)) for states near the top of the barrier separating the two wells due to tunneling and mixing, these difficulties do not exist for solutions to the equation of motion (Eq. (12)) describing ray trajectories.

The steps for ionospheric ray tracing employing the results of Ermakov invariant theory for potential wells formed by joining together separate soluble sectors are the following:

1) Choose a form $V_E(x,t)$ [Eq. (9)] that can closely approximate the ionospheric potential $V_1(x,t)$ [Eq. (7)] over its entire range by varying the scale, shift and level functions $\rho(t)$, $\sigma(t)$, and $g_0(t)$ appropriate to each sector with $g_1(t)$, and $g_2(t)$, set to zero.

2) On the scale of a wavelength of the propagating wave, $\tilde{\phi}$ and $\tilde{\rho}$ are assumed to be negligible. For a given great circle path $\rho(t)$, $\sigma(t)$, and $g_0(t)$ appropriate to each sector can thus be approximated by fitting $V_E(x,t)$ to $V_1(x,t)$ for each range point $t_i$.

3) Launching a ray at some point $(x_0,t_0)$ in $V_E(x,t)$ at a given incidence angle and frequency determines the Ermakov invariant $I$ for that potential sector and, assuming the solution to the

---

equation of motion [Eq. (16)] (with $\kappa = 0$) is known, the ray path is determined up to the point where the ray crosses a boundary into another sector of the potential.

4) At a boundary crossing using the known $x$, $\dot{x}$, $\sigma$, $\dot{\sigma}$, and $\dot{\rho}$, the Ermakov invariant is calculated for the new sector of the potential and motion in this sector is determined as in step 3. Any rays that hit the ground at $x = 0$ are assumed to be perfectly reflected.

5) The final ray path $x(t)$ is found by inverting Eqs. (14) and (15) and piecing the ray paths in the various sectors together.

Instead of treating the entire ionospheric potential at once, we shall first focus on the potential well formed by the E and F$_2$ layers and the propagation of rays in this E–F$_2$ duct. From the graph of $V_{CH}(x,z)$ in Figure 1 it can be seen that the E–F$_2$ potential is asymmetric, with a slope that is steeper above the minimum than below it. A soluble potential that can be adjusted to fit the E–F$_2$ is the Morse potential given by

\[ V_M(x') = \gamma^2 \left(e^{\alpha x'} - 1\right)^2 \]

and plotted in Figure 2.
For $E' < \gamma^2$ the solution for ray paths are given by\(^6\)

$$e^{-ax'} = x_{CO} - A'(E') \cos \left( \omega_c(E') \tau' \right)$$

(32)

where

$$x_{CO} = \gamma^2 / (\gamma^2 - E')$$

(33)

---

\[ A (E') = \left( \gamma^2 \cdot E' \right)^{1/2} / \left( \gamma^2 - E' \right) \]

(34)

and

\[ \omega_c (E') = \left[ 2 \alpha^2 \left( \gamma^2 - E' \right) \right]^{1/2} \].

(35)

For \( E' > \gamma^2 \) the solutions are given by the same expression with \( \omega_b = |\omega_c| \) replacing \( \omega_c \) and \( \cosh \) replacing \( \cos \).

While the main purpose of this section is to model and examine the motion of rays in the E-F_2 duct, a simplified ground E-layer potential will be added on in order to have a rough model available for launching rays from a ground transmitter. The ground E-layer potential will thus be approximated by a simple linear potential with slope \( g = 1/R_0 \) from \( V_m = -\frac{1}{2} \) at \( x = 0 \) to \( V_M = -(1 + \sigma_1/R_0) \) at the minimum \( x = \sigma_L \) and a positive slope \( g = g_\tau \) for \( \sigma_L \leq x < x_e \). The right side of this potential will be constrained to equal the value of \( V_{CH} (x_e) \) at \( x = x_e \), thus, the position of the minimum \( \sigma_L (t_i) \) is determined by the intersection of the right and left sides of the potential and will move lower (higher) as the value of \( V_{CH} (x_e) \) increases (decreases). The general solution for a ray in this potential is given by

\[ x' = \frac{1}{2} g \tau'^2 + v_0 \tau' + x_0 \]

(36)

where

\[ g = \begin{cases} -1/R_0 & x' < 0 \\ g_\tau & x' \geq 0 \end{cases} \]

(37)

To cast the E-F_2 potential well into the Ermakov form, the Morse potential is fit at each range point \( t_i \) by a least squares approximation. It is assumed that \( g_1 (t), g_2 (t), \) and \( n \) are zero.

At the initial range point, \( \sigma \) and \( \gamma^2 \) are determined by least squares fit with \( \rho (0) = 1, g_0 (0) = 0 \) and \( \sigma (0) = x_{min} \). At subsequent range points, \( \sigma (t_i), \rho (t_i), \) and \( g_0 (t_i) \) are fit by minimizing
\[
\int_{x_1}^{x_f} \left[ V_{1n} (x, \tau) - \gamma^2 \left( e^{a(x - \sigma (\tau))/\rho (\tau)} - 1 \right)^2 / \rho (\tau) \right] \, dx
\]

(38)

where \( x_1 \) and \( x_f \) bound the E-F\(_2\) potential as described Reference 7.

Having determined the parameters \( \alpha, \gamma^2 \), and the set of values for \( \{ \sigma (\tau) \} \) and \( \{ \rho (\tau) \} \), the path for a ray launched in the E-F\(_2\) duct at some arbitrary point (at \( x = x_e \) if it arrived by passing over the E-layer peak) will be given for all subsequent range values by Eq. (32) until it leaves the duct, either by passing over the E-layer peak at \( x = x_e \) or at an analogous point \( x = x_f \) which is taken as representing the F-layer peak. The Ermakov invariant \( I_M \) determined by the values of the quantities \( x, \rho, \) and \( \sigma \), the potential \( V_M ((x - \sigma) / \rho) \) and the first derivatives \( \dot{x}, \dot{\rho}, \) and \( \ddot{\sigma} \) at the launch point, can then be used to determine the velocity at the exit point as

\[
\dot{x} = \frac{dx'}{d\tau'} / \rho + \sigma + \rho \dot{x}'
\]

(39)

where \( dx'/d\tau' \) is related to \( I_M \) by

\[
I_M = E' = \left( \frac{dx'}{d\tau'} \right)^2 + V_M (x').
\]

(40)

If the ray crosses over into the ground-E potential well, the new invariant

\[
I_O = \frac{x^2}{2} + [x (\tau_b) - \sigma_M (\tau_b)] \* g_r
\]

(41)

with \( \tau_b \) the range at the boundary crossing, is conserved as long as the ray propagates in the ground E-layer potential. If we were able to treat the ionospheric double-well potential exactly in the Ermakov formalism, there would be only one invariant. As we have divided the potential into sectors, there will be an Ermakov invariant connected with propagation in each sector and crossing from one to the other will entail a new calculation of the sector just entered. Since \( \rho \) and \( \sigma \) for the Morse potential can change independently of \( \rho (-1) \) and \( \sigma \) for the ground E-layer potential, there is no necessity for \( I_M (\tau_1) \) to equal \( I_M (\tau_2) \) if the ray has propagated in the ground E-layer potential at some range between \( \tau_2 \) and \( \tau_1 \). A similar statement holds true for \( I_O \).
The details of numerical fitting the Morse potential wells and plotting ray paths are discussed in Reference 7. We note that since both the E and F\textsubscript{2} layer peaks have been approximated by functions that have non-parabolic slopes at \(x_e\) and \(x_f\), there will be no Federsen high rays.

4. COHERENT STATES AND RAY PATHS FOR THE MORSE POTENTIAL

While the discussion in Section 3 was concerned with determining solutions of the classical equations of motion for ray paths, the same time-dependent theory can be applied to solutions of the wave [Eq. (6)] if the operator form for the Ermakov invariants, Eq. (22) or (23) is used. Dhara and Lawande\textsuperscript{8} have shown that the Feynman propagator for a time-dependent system that obeys the constraint conditions [Eq. (10) and (11)] may be written as

\[
K_0(x_b', \tau_b'; x_a', \tau_a') = (\rho \rho_0)^{-1/2} e^{iK_0(x_b'-x_a')}K_0(x_b', \tau_b'; x_a', \tau_a')
\]

(42)

where \(K_0\) is the propagator in the local potential \(v(x')\)

\[
K_0(x_b', \tau_b'; x_a', \tau_a') = \sum_n \left| \int_{\tau_a}^{\tau_b} e^{iE_n(t') dt'} \phi_n\left(\frac{x_b' - \sigma(t_b')}{\rho(t_b')}\right) \phi_n\left(\frac{x_a' - \sigma(t_a')}{\rho(t_a')}\right) \right| (43)
\]

and where \(E_n\) are the eigenvalues of \(I_{op}\) with

\[
x = \frac{\dot{x}^2}{2p} + x (\sigma - \sigma \dot{p}/p) - \frac{1}{2} \int_{0}^{\tau} p^2 (\tau') \frac{d}{d\tau'} (\sigma/p)^2 d\tau'.
\]

(44)

Since

---


\[ \psi(x_b, \tau_b) = \int dx_a K_0(x_b, \tau_b; x_a, \tau_a) \psi(x_a, \tau_a). \] (45)

The propagator of Eq. (43) projects the wave function \( \psi(x_a, \tau_a) \) into a sum of 'local' eigenfunctions \( \phi_n \left( \frac{x - \sigma}{\rho} \right) \) each of which has its phase increased according to its 'local' energy eigenvalue \( E_n' \) times the local time

\[ \tau' = \int_0^t \frac{dx''}{\rho^2 (\tau'')}. \] (46)

If an appropriate soluble double-well potential could be found that would model the ionospheric potential (F₁ layer neglected), then the above propagator would convey all of the information necessary for mapping and for wave propagation. Since it is extremely difficult to find a soluble double-well potential that can model a time-path-dependent ionosphere, a practical measure is to piece together truncated soluble single-well potentials as outlined in Section 3. The resulting total wave function can be approximated by appropriate superpositions of wave functions belonging to each well. If eigenfunctions and eigenvalues can be found for each truncated well separately, the combined potential wells may be described by the same formalism that is used for treating coupled optical waveguides.⁹

If we can confine our attention to low lying states in each of the potential wells separately, the details of how the potentials are truncated should not greatly affect these states. For low lying states in the E-F₂ potential that can be described by the Morse potential [Eq. (31)] the eigenvalues and eigenfunctions are given by¹⁰

\[ E_n = E_0 \left[ 2\lambda \left( n + \frac{1}{2} \right) - \left( n + \frac{1}{2} \right)^2 \right] \] (47)

with

\[ E_0 = \hbar^2 \alpha^2 / 2m, \lambda^2 = \gamma^2 / E_0 \]  

(48)

and

\[ \phi_n = N (n, \lambda) \phi_0 (y') \]  

(49)

\[ = \left[ \frac{\alpha (2 \lambda - 2n - 1)}{\Gamma (2 \lambda - n)} \right]^{1/2} \frac{\Gamma (n + 1)}{\gamma (\lambda - 1/2 - n)} e^{-y/2} \text{L}^{(2 \lambda - 2n - 1)}_n (y) \]

with

\[ y = 2\lambda e^{-\alpha x} \]  

(50)

where \( \text{L}^{(\mu)}_n \) is a generalized Laguerre polynomial.

**4.1 Coherent States of the Morse Potential**

It has been pointed out by Schrödinger\(^{11}\) and subsequently by several other authors\(^{12}\) that for wave packets formed to minimize the position-momentum uncertainty for a harmonic oscillator, the expectation value \( \langle x \rangle \) will follow the classical motion of an harmonic oscillator. Subsequent authors have generalized such minimum uncertainty states to coherent states that can be defined either as eigenstates of the annihilation operator

\[ a = \left( p + \frac{m\omega x}{i} \right) / \sqrt{2m\omega} \]  

(51)


such that \[ a | \alpha > = \alpha | \alpha > \], or as a displacement by \( \alpha \) of the ground state \( | 0 > \).

For the harmonic oscillator the two definitions are equivalent due to the special circumstance that the oscillator frequency is independent of energy, with eigenenergies equally spaced. For the Morse potential these conditions do not hold as can be seen from the expression for the frequency [Eq. (35)] which is energy dependent and from the expression [Eq. (47)] for \( E_n \) which depends on \( n^2 \).

By treating

\[
X_c = e^{-\alpha x} - \frac{\gamma^2}{(\gamma^2 - E)} = A(E) \sin \left[ \omega_c(E) \tau \right]
\]

and

\[
P_c = \alpha P e^{-\alpha x} = m \omega_c(E) \cos \left[ \omega_c(E) \tau \right]
\]

as an appropriate pair of classical (but not canonical) variables for the problem, since their classical equations of motion are the same as the harmonic oscillator, Nieto\(^{12}\) formed minimum-uncertainty coherent states that minimize \( \langle \Delta X_c \rangle^2 \langle \Delta P_c \rangle^2 \). In tracing out this subsequent time evolution of these states it was found that after a few cycles the wave packets would tend to break up and disperse. More recently Gerry\(^{13}\) has shown that the Morse oscillator may be treated as an harmonic oscillator evolving in a curved phase space with a transformed time parameter

\[
\tau = \int_0^t dt' e^{-\alpha x(t')}
\]

The coherent states can thus be formed as minimum uncertainty states in the transformed harmonic oscillator representation. When projected back into original variables, \( \langle x(t) \rangle \) for these coherent states should follow the classical path for a Morse oscillator.

4.2 Focusing Properties of the Morse Potential

It has been noted for many years\(^\text{14}\) that underwater sound channels exist in the oceans that can play the same role for acoustic waves as ionospheric ducts do for HF electromagnetic waves.\(^\text{15}\) In the underwater sound case there exists a focusing phenomenon shown in Figure 3 wherein rays launched from a source near the sound axis will be repeatedly focused as they travel downrange in the sound channel. The regions where this quasi-focusing occurs are called convergence zones. The sound speed profile for underwater sound channels is well-approximated by the Munk profile\(^\text{16}\)

\[
\frac{c(x) - c_0}{c_0} = 2 \left[e^\eta - 1\right], \quad \eta = x - x_0
\]

shown in Figure 3. Near the origin the Munk profile can be seen to be quite similar to the Morse potential for small \(\eta\). Writing the Morse potential as

\[
V_M = \gamma^2 \left(e^\eta - 2 e^{\eta/2} + 1\right)
\]

and expanding only the second term to first order, that is

\[
-2 e^{\eta/2} = -2 - \eta
\]

yields an expression which is identical to the Munk profile. Repeated focusing could therefore be expected to occur in the case of ducted ionospheric propagation described by the Morse potential.


As it turns out, repeated focusing in the Morse potential can be exact, that is real point focusing as opposed to progressively wider convergence zones. To see this we first note that to have repeated focusing, the propagation constants $\beta_n$ must satisfy

$$\beta_n - \beta_{n'} = \text{I}_{nn'} \cdot \frac{2\pi}{L}$$

(58)

where $\text{I}_{nn'}$ is an arbitrary integer function and $L$ is the focal length. There exist families of refraction index profiles that are finite at spatial infinity and have the focusing property described by Eq. (58), for example

$$V_f(x) = \text{sech}^2 \left( A \left( x - x_0 \right) \right) \quad \text{where} \quad \beta_n = n \cdot k_0.$$  

(59)

For the Morse potential, which does not fit this category since $V_M(x)$ is unbounded as $x \to +\infty$, it is still possible to satisfy the focusing condition [Eq. (58)] due to the presence of the

---

(n + 1/2)^2 term in the expression for the energy eigenvalue given in Eq. (47). In order to satisfy condition \( l_{nn'} = 1 \), \( \beta_n \) can be written as

\[
\beta_n = p + q \cdot n. \tag{60}
\]

This relation will then hold if \( p^2 = n_0^2 / 2 \), where \( n_0^2 / 2 \) is the magnitude of the potential well minimum. From the ionospheric paths that so far have been fitted by the Morse potential it appears that this condition can be met, but only for frequencies in the range of 6-10 MHz.

Since only a portion of the E-F2 ionospheric duct can be modeled by the Morse potential, repeated focusing cannot be expected to hold for weakly bound ducted modes, but should apply to the tightly bound modes. From the correspondence between rays and coherent states discussed in the previous section it is expected that repeated focusing will thus hold for low angle ducted rays.

It can also be seen that repeated focusing will be an invariant of an ionospheric duct; if repeated focusing holds true in the local frame, a somewhat distorted repeated focusing will hold in the global frame. Thus, rays leaving an initial point

\[
x_0 = \sigma (\tau_0) + x_0' \cdot \rho (\tau_0) \tag{61}
\]

at range \( \tau_0 \) will refocus at

\[
x_1 = \sigma (\tau_1) + x_1' \cdot \rho (\tau_1) \tag{62}
\]

at range \( \tau_1 \), where \( \tau_0 \) and \( \tau_1 \) are related by

\[
L = \int_{\tau_0}^{\tau_1} \frac{dt}{\rho^2 (t)} \tag{63}
\]

providing the differential constraint conditions [Eq. (10) and Eq. (11)] are satisfied. In the global frame the focal length is a function of \( \rho (\tau) \), and the mapping of an interval \( a \leq x \leq b \) will be displaced by \( \sigma (\tau_1) - \sigma (\tau_0) \) and enlarged or reduced depending on whether \( \rho (\tau_1) \) is greater than or less than \( \rho (\tau_2) \).
5. RAY TRACING IN THE IONCAP IONOSPHERE

The ionospheric electron density profiles provided by the IONCAP program consist of $E$, $F_2$ and an optional $F_1$ layers, joined together by straight line segments. The parabolic layers are described by the plasma frequency

$$v_p^2(x) = v_0^2 \left[ 1 - (x - x_0)^2 / y_0^2 \right]$$

(64)

where $v_0$, $x_0$, and $y_0$ are the peak plasma frequency, layer height and half width respectively with the refractive index $\varepsilon(x) = n^2(x)$ related to $v_p^2(x)$ by

$$\varepsilon(x) = 1 - v_p^2(x) / v^2.$$  

(65)

The base of the $E$-layer is set at $h_1 = 90$ km. The straight line that models the valley between the $E$- and $F_2$- layers, starts at a point $h_2$ where the plasma frequency is $0.8516 f_{0E}$ and ends at a point $h_3$ where the plasma frequency is $0.98 f_{0E}$. This yields

$$h_2 = x_{0E} + y_{0E} \sqrt{1 - (0.8516)^2}$$

(66)

$$= 120.48 \text{ km}$$

and

$$h_3 = x_{0F_2} - y_{0F_2} \sqrt{1 - (0.98 f_{0E}/f_{0F_2})^2}.$$  

(67)

The effective ionospheric potential is that given by the sum of curvature correction term

$$\delta V_E = -\frac{\beta^2}{2} \left( + \frac{2x}{R_0} - \frac{3x^2}{2R_0^2} \right)$$

(68)
and

\[ V_E^0 = -\frac{1}{2} \left( n^2(x, \tau) + \beta^2 \right) \]  \hspace{1cm} (69)

where \( \beta = \cos(\theta) \), with \( \theta \) the launch angle with respect to the horizontal direction. The resulting potential well is shown in Figure 4. If the ionospheric potential is thought of as two separate wells joined at the F-layer peak as in the case of the Morse oscillator model of Section 3, each separate well is then composed of parabolic and linear pieces, and would not be in the class of potentials soluble by Ermakov theory since the shape of the well cannot be expressed as a single function \( V[(x - \sigma) / \rho] \).

Figure 4. Plot of the IONCAP Effective Ionospheric Potential \( V_E(x) \) as a Function of Height \( x \).
If, however, the ionospheric potential is broken up into sectors as shown in Figure 5, Ermakov theory may then be applied to each of the four potentials. The potentials in Sectors II and IV are not what one usually thinks of as potentials since they have no local minimum, but they are valid potentials for Ermakov theory and have recently been shown\textsuperscript{18} to have coherent states that follow the classical motion. For an inverted parabola centered about $x = 0$ the classical solutions are

\begin{equation}
 x (\tau) = x_0 \cos (\omega \tau) + p_0 \sin (\omega \tau)
\end{equation}

for $E = 1/2 (p_0^2 - x_0^2) \leq 0$

and

\begin{equation}
 x (\tau) = x_0 \cosh (\omega \tau) + p_0 \sinh (\omega \tau)
\end{equation}

for $E > 0$.

Figure 5. The IONCAP Potential of Figure 4 Broken up into Sector Potential Wells I through IV.

Since $v_0$, $x_0$, and $y_0$ are provided by IONCAP at each range point, $\sigma(z)$, and $\rho(z)$ can be found algebraically and need not be determined by the fitting procedure that was necessary for the Morse potential. The tradeoff for not having to fit the parameters $\sigma(z)$, and $\rho(z)$ is that there are now more boundary crossings (three vs one for the Morse case) where the portion of the range step that is in each sector must be determined; for example for $x(z_1)$ in region II and $x(z_1 + 1)$ in region IV it is necessary to find $z_b$ such that $x(z_b) = h_3(z_b)$. Determining $z_b$ is straightforward for the above example (complicated somewhat by the fact that the $h_3$ boundary is a function of range). If the ray did not reverse direction between $z_1$ and $z_1 + 1$. If there is a velocity reversal in this interval then three possible cases must be considered as depicted in Figure 6 below.
To distinguish between them it is thus necessary to calculate the turning point.

One further situation where care must be exercised is for rays that cross very near the peak of the nighttime E-layer. The peak of the parabola representing the E-layer electron density will, upon being added to the curvature term to form the effective potential, be shifted to a lower altitude by an amount

$$l_e = -\frac{\nu_0^2}{2R_0} \left( \frac{\nu}{v_e} \right)^2$$  \hspace{1cm} (72)$$

as well as being shifted down in magnitude by an amount.
It is possible for the potential peak to be shifted down (in altitude) so far that the effective potential between \( h_1 \) and \( h_2 \) is the mapping of a topside segment of the inverted parabolic potential and does not contain the peak. A ray that crosses from \( x < h_1 \) to \( x > h_1 \) may then find itself on the topside region of an inverted parabolic potential even though its energy is negative with respect to the shifted peak. While unexpected, such behavior is easily dealt with simply by checking whether

\[
h'_i = \frac{(h_1 - \sigma(\tau_b))}{\rho(\tau_b)}
\]  

is greater than or less than zero. For \( h'_i < 0 \) the E layer boundary is still left of the peak in local coordinates, while for \( h'_i > 0 \) the ray is on the topside of an inverted parabolic potential.

The testing to determine initial conditions occurs only for range steps where the ray crosses a boundary. Thus given the ionospheric parameters for a given great circle path from IONCAP, tracing rays employing Ermakov invariants essentially amounts to joining up the analytic solutions in each sector. The only real numerical work involved is in the calculation of the fractional range step remainders in crossing sector boundaries. For an around-the-world path there can be on the order of 20 complete oscillations in the EF potential well which would require 40 numerical minimizations to determine the range step remainders. These may be accomplished very efficiently using standard Newton's minimization methods so that a complete round-the-world ray trace may be carried out in approximately one-half second. An ionogram for the same path covering angles from 0° to 40° in one-half degree steps and the even frequencies from 6 to 30 MHz takes approximately 3 minutes to calculate.

The \( F_1 \) layer as modeled by IONCAP may also be straightforwardly included in the ray tracing code as a third parabolic (or linear) layer centered at the \( F_1 \) layer height. This will entail the calculation of one more boundary crossing for motion between the E and \( F_2 \) layers. Since a ray may become trapped between the \( F_1 \) and \( F_2 \) boundary, the same checking for one-step ray reversals at the \( F_1-F_2 \) boundary must be carried out as was done for the case of the \( F_1-F_2 \) boundary described above. Thus an approximate 10 percent–30 percent increase in computation time could be expected by turning on the \( F_1 \) layer.

Some examples of ray tracings and ionograms made using the methods outlined above are shown in Figures 7 through 11 along with results obtained using the Jones-Stephenson program for the same IONCAP parameters.
Figure 7. Ray Traces Using Current Model vs Jones-Stephenson's\textsuperscript{1} Program for Frequency = 16 MHz, Takeoff Angle = 7.1\textdegree.
Figure 8. Ray Traces Using Current Model vs Jones-Stephenson's program for Frequency = 16 MHz, Takeoff Angle = 6.7°.
Figure 9. Ray Traces Using Current Model vs Jones-Stephenson's Program for Frequency = 16 MHz, Takeoff Angle = 6.4°.
Figure 10. Ionogram Produced Using Current Ray Tracing Model with Transmitter Location and Time as Shown in Figure 7.
Figure 11. Ionogram Produced Using Jones-Stephenson\textsuperscript{1} Program with Transmitter Location and Time as Shown in Figure 7.
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