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RESEARCH OVERVIEW

This report covers the period from April 1, 1983 through September 30, 1983. The research discussed here is described in more detail in several published and unpublished reports cited below.

A better understanding of the limiting mechanisms in heterojunction transistors is leading to improved devices. Installation of an MBE system will allow production of the first samples in December 1983.

Bipolar transistors have been fabricated on recrystallized silicon films for the first time. These are designed to study the properties of the film. A fully self-aligned JCMOS device has been fabricated with partial success. Another three-dimensional device structure, the staggered CMOS device, has been plagued by leaks in the oxide under the recrystallized layer.

A high-performance FIR filter has been designed at the logic level, as a test bed for retiming and size optimization algorithms. In a related effort, progress has been made on a technique for automatically testing adherence to a design methodology. Among the things checked are threshold drop limits, pullup network topology, information sources and sinks, charge-sharing faults, and races.

Several improvements to the PI placement and interconnect program have been made, including automatic power/ground routing. The program will receive study at an industrial test site. About a dozen systolic-array transformations have been identified as potentially important to designers. One, retiming, has been shown to be computationally feasible. Transformations between two-dimensional and three-dimensional interconnect structures have been derived.

After a disappointing production run of SCHEME-81 chips, with an abnormally high diffusion resistance, that yielded no working chips, a second production run produced some chips that appear to work almost completely. Reliable sequencing, conditional branching, dispatching, and memory references have been observed. These chips appear to be fast, supporting a clock rate of 1 MHz. Much of the user interface of the Schema system has been implemented, along with the basis for the DC analysis. The underlying data base appears to be reliable.

A list of some of the published and unpublished papers appears after the detailed descriptions of the various projects. Some of these are reprinted with this report.
HETEROSTRUCTURE-LOGIC TECHNOLOGY

Fabrication of triply implanted heterojunction npn bipolar transistors has continued with some improvements in performance seen but gains remaining low. In particular, the excessive base-collector junction leakage, which has dominated the characteristics of all earlier devices, was eliminated in the latest devices by removing the sputtered SiO₂ dielectric film covering the devices and etching ~400 Å off the exposed (In,Ga)As surfaces. At the same time, however, the gain was decreased to approximately 0.2. This severe degradation can only be explained by increased lateral emitter-base injection which results in a large decrease in emitter efficiency. An attempt will be made to confirm this explanation by etching a mesa around these devices. If this proves to be the correct explanation, an n⁺-collar will be tried, to defeat this lateral injection while maintaining a planar structure. The elimination of the collector-base leakage is a very significant and important advance because it shows that the damage in this doubly implanted junction (n-implant into p-implant) is low enough to give low leakage diodes. It remains to be seen if the minority carrier diffusion length in the implanted base will be long enough to give the desired gains of 10 to 20.

Little progress has been made on improving the gain of the lateral pnp transistors, first reported about a year ago. We understand the importance of the surface better now, however, and feel it plays a crucial role in determining the gain of these devices. We are presently fabricating lateral pnp transistors having a field plate (MIS gate) over the base region. This electrode will allow control of the surface potential, and thereby the surface recombination velocity at the exposed base region surface. This should allow both a quantification of the role of surface recombination on the lateral transistor gain and control of this loss mechanism. If large surface recombination is the cause for the low gain (~4), a shallow n⁺ implant may solve the problem as it will tend to shield the minority carrier holes from the surface.

During this report period fabrication of grown junction npn transistors has started. These devices are made by first growing an epitaxial n-InP, p⁺-(In,Ga)As, n-(In,Ga)As heterostructure on an n⁺-InP substrate. Liquid phase epitaxy is being used to grow the layers and manganese is being used as the base dopant. A multiple energy Be implantation is done to provide access to the p⁺ base, ohmic contacts are applied, and mesas are etched to separate the devices. With heavily Mn-doped bases, low gains are seen on both the three-terminal heterojunction transistors just described and on phototransistors, devices lacking the base access implant. Recent devices grown from melts containing less Mn, show significantly better phototransistor gain (estimated at ~100) but the HJBT gain improves by very much less (still < 5). Present work directed at understanding this discrepancy is focusing on the bottom implanted emitter-base junction. This wide band gap homojunction is supposed to be blocking rather then conducting when in parallel with the E-B heterojunction; an attempt will be made to demonstrate whether this is or is not the case, and if it is not, to understand how to make it function as it must. This point also affects the lateral pnp transistors and is a critical issue.

The work on ion implantation, particularly on improving the effectiveness
of the post-implant anneal, has led to continued study of the use of a high intensity arc lamp to do rapid isothermal anneals of implanted layers. This work began with GaAs, because the vast literature on this material gives a good benchmark with which to develop the basic arc lamp annealing procedures. Next, work centered on InP and now, arc lamp annealing of (In,Ga)As (see publications).

During this report period, an undergraduate thesis was completed (see publications) in which the first measurements of specific contact resistance on p-type (In,Ga)As were made. It was found that contact resistances in the low 10^{-6} could easily be obtained. At the same time the apparent specific resistance was smaller for smaller area contacts. Both of these preliminary observations are very important for devices; these measurements are now being repeated and extended.

Finally, the molecular beam epitaxy system was delivered in July and assembled in September and October. While there are still pieces back-ordered from the manufacturer, cell back-out procedures can now be started. It is hoped to have the cells baked-out and loaded by the end of November and the first GaAs and (Al,Ga)As layers grown in December. The work will move on to InGaAs after the first of the year. Dr. Al Cho of Bell Laboratories has agreed to provide several graduate students training on (In,Ga)As growth on his systems in January.

THREE-DIMENSIONAL DEVICES AND INTERCONNECTIONS

Two different self-aligned 3-D structures have been pursued. The first one is a stacked CMOS gate (JCMOS) and the second is a staggered CMOS latch. The first structure is primarily applicable in random logic, while the second is primarily suitable for static-RAM applications. The emphasis in this research at this point is on development of novel structures that take advantage of silicon-on-insulator (SOI) technology rather than the development of the SOI technology itself.

A partially successful fabrication of the JCMOS structure has been completed. The key novel feature is that the joint gate is self-aligned to both the upper and lower channel regions. Thus, the structure is scalable in lateral dimensions. Laser recrystallization of the topmost layer which forms the NMOS channel region was used. Since this project does not have a laser apparatus, the recrystallizations were done at the Sperry Research Center in Sudbury, MA. It appears that laser melting is the only practical technique for recrystallization of stacked structures at present. Recrystallizing the top polysilicon layer without affecting the integrity of the two underlying thin gate oxides remains a significant challenge. This step is by far the most important yield limiting step. Working JMOS inverters have been obtained, but the apparent mobility of the NMOS device which resides in the recrystallized layer is very low, of order 10^{-6} cm^2/V-sec. This effect is now being investigated, along with a modified version of the JCMOS which promises to yield a more planar surface than the current version.

Fully functional staggered CMOS devices have not yet been obtained. So far these devices have been plagued by leaky oxides which result from the thermal shock of the laser recrystallization. In fact, there is little doubt
that melt-induced recrystallization is not going to be a practical technique for production of any kind of 3-D devices. However, it still is the only usable technique for our experiments. Certainly, considerable effort must be placed on the development of a practical non-melting single crystal SOI preparation technique.

During this reporting period bipolar transistors in zone-melt recrystallized filters have been demonstrated for the first time. This effort although not in the mainstream of 3-D devices was undertaken as a study of SOI films. Reasonably good recombination lifetimes were found (30-50 ns), but they are surprisingly lower then independently measured generation lifetimes from deep depletion capacitance recovery. These latter lifetimes were of order of 1 microsecond. At this point it is not clear whether this is a real property of these films or whether the recombination lifetime is lower because of the more involved process for bipolar devices.

**VLSI CIRCUIT PERFORMANCE**

Anne Park has completed the logic level design of a high speed digital FIR filter to be implemented in 3um cMOS. Each chip will contain several filter stages. A typical image processing application will require on the order of four chips. The throughput goal is several hundred megabytes per second. In addition to the fabrication of some fancy hardware, this project has several high level goals. The first goal is to try out several theories and tools, developed at MIT, in the context of a high performance circuit design. For instance, Leiserson's retiming techniques have been used to develop the initial logic level diagram. Mark Matson's optimizer for circuit level design will also be used. The other high level goal is to explore methodologies for the expeditious design of high performance MOS circuits.

Isaac Bain has been making good progress on a tool for methodology verification of hierarchically described VLSI circuits. The program is embedded in SCHEMA. The objective is the be able to specify a circuit methodology at the start of a design, and have the program check conformance to that methodology as the design progresses. This will relieve the designer of the need to write a new methodology checking program for each time the design style is changed. Wiring operators are used to help capture the designer's intent. The program implementation is now showing signs of life and can check simple circuits created in a wide range of methodologies. Typical checks include the number of threshold drops in a pass transistor network, pullup network topology, Vdd to ground shorts, information sources and sinks, multiple pullups, charge sharing faults, and races.

**ROUTING AND COMPLEXITY**

Professor Ronald Rivest has worked extensively on the problem of estimating required channel densities, on the average, given the number of nets known to be present in the channel. The primary motivation for this research is to estimate the magnitude of the "economies of scale" enjoyed by large channels relative to small ones. Suppose the "efficiency" of an instance of a channel routing problem is measured as the ratio of the channel
density of the instance to the number of nets in that instance. For small channels, this ratio is nearly one on the average, whereas for large channels it approaches 0.5.

This has some surprising consequences for routing gate arrays and standard cell arrays: it may be more efficient to avoid the usual "divide and conquer" approach which tries to balance the number of nets appearing in each channel, and instead use a strategy of trying to maximize the number of nets in (say) the even channels and minimize the number of nets in the (say) odd channels, since the savings on the even channels may more than compensate for the lossage on the odd channels.

The combinatorics of this problem are believed to be previously unstudied. In this work (joint with Chuck Fiduccia) a channel is modeled as a set of 2n pins in a row, paired up into n two-pin nets. All the pins are assumed to be on the same side of the channel, so that there are no vertical conflicts. (This assumption is not unreasonable, given that channel density is being used as the measure of routing complexity.) It is also assumed that each possible pairing is equally likely to occur. While this assumption is clearly a bit unrealistic in the usual context where some care has been paid to module placement, it is a plausible first approximation that should be usable to help quantify the magnitude of the economies of scale enjoyed by the large channels. Preliminary results indicate that an n-net channel should have an expected channel density of

\[ n/2 + O(n^{**c}) \]

where c is a constant (yet to be determined) between 1/3 and 2/3.

The PI system is developing smoothly. The placement code has been completed and revised. The "min-cut" and "hardening" phases of this phase run quite quickly and give pleasing results. The special ad-hoc code for pad placement is running smoothly, and does a good job of determining the number of sides to use for pads.

The PI power/ground code is being revised to incorporate a new algorithm that runs the VDD tree inwards from a power ring placed just inside the ring of pads. This is expected to result in a substantial improvement in the quality of the resulting power/ground tree. The previous iteration of the power/ground algorithm was presented at the Design Automation Conference, June 1983, by Andy Moulton.

The stretching/resizing code is being substantially revised to generate better results. In particular, two new features have been added to this code: secondary constraints and biases. A secondary constraint is a constraint which is desired, but optional. The constraint-solving code will violate a secondary constraint if necessary to satisfy the primary constraints. This has a number of uses, among the most interesting of which may be the use of secondary constraints to preserve if possible the "nice alignment" of modules which have a number of pins facing each other across a channel. The notion of "bias" also has a number of uses, and quantifies the notion of resolving slack in a favorable direction. The node-elimination algorithm used to solve the constraint graph manipulates bias in an interesting way so that some global consideration can be given to minimizing wire resistance, etc.
The new crossing placement algorithm, developed by Chuck Fiduccia and Rivest, as described in the last progress report, is being implemented and included in PI. This code is still being developed; no experimental results to report yet.

The channel routing algorithm proposed by Burstein, which uses a hierarchical approach, is being implemented. This code is also under development; no experimental results to report yet.

A large number of test examples have been run through the portions of the PI system that are operational. The results are generally quite quickly produced and of good quality, although there is a perceived need to polish the channel routers and improve their overall success rate.

The PI system has been exported to the GE Research Lab in Schenectady, NY, where it is being studied for possible use.

Professor Charles Leiserson has been developing his ideas about systolic and semisystolic design. He has identified over a dozen transformation techniques that can aid in producing efficient systolic and semisystolic architectures. He has started developing models for understanding some of the phenomena. For example, he has added multiplexors to the register/combinational logic model used in his work on retiming.

Leiserson has also been experimenting with designs for complex arithmetic. With a student Ray Hirshfeld, he has designed a fixed-point complex multiplier that is more compact than one can get by routing together four normal multipliers. Now being studied is whether a three-multiplier version, which saves area, can be made to run as fast as a four-multiplier complex multiplier.

Leiserson has started a software project with Miller Maley and some undergraduates to build a layout compactor. The compactor will do one-dimensional compaction with automatic jog introduction. The jogs will be introduced optimally using a polynomial-time algorithm. The theoretical basis for the compactor is being developed and the algorithm improved. The reason a software project is necessary is because the real-world performance of the algorithm would seem to be much better than the current-best theoretical analysis.

With Sandeep Bhatt, Leiserson showed that a problem of orientating rectangles in slicing floorplans was polynomial-time solvable.

Professor F. Thompson Leighton is studying several VLSI-related problems, including: conversion of 2-dimensional layouts into 3-dimensional layouts, design of networks for very fast parallel computation, upper and lower bounds for sorting and packet routing, bounds and algorithms for channel routing, and the problem of decomposing a graph into a small number of stacks.

In the area of 3-dimensional placement and routing, Profs. Leighton and Rosenberg (Duke University) have developed algorithms for transforming a 2-dimensional layout with area $A$ and maximum edge $L_2$ into an $H$-level 1-active-layer layout with volume $V=O((A/H)\log A)$ and maximum edge length $L_3=O(L_2/H)$. These bounds are close to the best possible. Moreover, the
results indicate that, for many circuits, the added ability to locate transistors on multiple layers (as opposed to only wires) does not decrease the volume needed to embed a circuit in a chip.

In the area of parallel computation, Prof. Leighton has developed a simple network (the mesh of trees) that can solve a variety of problems (including sorting, Fourier transform and matrix multiplication) in \(O(\log N)\) steps. Current research is directed towards finding additional applications for this network as well as for the related multidimensional mesh of trees and the shuffle-exchange graph. Particular effort is being devoted to finding fast, area-efficient networks for packet routing and sorting. As such networks can efficiently simulate an "ideal computer," their discovery could have important applications to the design of supercomputers. Initial work in this area has also led to the discovery of improved lower bounds for the communication complexity of sorting.

In the area of channel routing, Dr. Baker (Bell Labs), Sandeep Bhatt (a contract-supported graduate student) and Prof. Leighton have developed a linear-time approximation algorithm for Manhattan routing. Unlike the many heuristics previously discovered for Manhattan routing, the new algorithm is guaranteed to produce a routing that has channel width at most a constant factor times the optimal channel width. As part of the work, Baker, Bhatt and Leighton formalized the notion of channel flux which (like channel density) is a lower bound on channel width. Initial work with Dr. Pinter (Bell Labs) on the related problem of unrestricted 2-layer channel routing suggests that it may be possible to route any 2-point net problem with density \(D\) in a channel of width \(D + O(D^{2/3})\). This is nearly a factor of 2 better than the best previous bound and seems to require only a few unit-length vertical wire overlaps per net.

In the area of graph decomposition, Dr. Chung (Bell Labs) and Profs. Leighton and Rosenberg (Duke) are studying methods for "embedding a graph into a book" so that the nodes of the graph are arranged in a line along the spine of the book and so that the edges are drawn without crossing on the pages of the book. The problem is to minimize the number of pages needed as well as the size of the pages. Advances on this problem (which is known to be NP-complete) will have direct application to a variety of wire routing problems for which no good solutions are known. In one application, each page of the book corresponds to a layer of interconnect on a chip. In two other applications, each page corresponds to an electrical last-in-first-out stack of transistors on a chip.

**ENGINEERING OF INTEGRATED SYSTEMS**

The SCHEME-81 chip has been tested and found to be functional.

The first chips were received from M27PAI almost 9 months ago. Jon Taft made a beautiful interface for using a SCHEME chip as a computer, interfacing the scheme chip with a sophisticated clock generator, single stepping hardware, history capturing hardware, and main memory cards from the lab's production run of Lisp Machine memories. The first chips were tested with very discouraging results. There seemed to be little life in them and it was hard to tell what had happened. The voltages coming out of the chip were very
low. The highest outputs were about 2.3 volts -- barely triggering the TTL circuitry. This made the testing very difficult. After much deduction and testing, it was hypothesized that the problem was that the high diffusion resistance (45 ohms per square in M27PA1) was the source of the problem. The high diffusion resistance problem was accentuated by the very good $K^*$ of the transistors in the three micron process. This led to high currents in the inverters, and hence more voltage drop in the ratioed logic paths.

The pads, between the pad ring transistors and the pad logic, were stretched to accomodate the huge ground bus of the chip, but the pad electronics was powered by diffusions which cross the ground bus. Since two inverters occupy the pad logic, one or the other was always on. Simple calculations of voltage drop across the minimum width diffusion showed that this was the source of the low output voltage for the pads in the "high" logic state. The same source of voltage drop also affected the internal logic high levels on some critical tri-state pads outputs. For a while, it was thought that these bad internal levels were the reason the parts were nonfunctional.

The observed failures could not be correlated with this theory, however, and eventually the real problem was discovered. The diffusion resistance also affected the zero level on superbuffer drivers for the main microcode PLA OR-plane. The voltage drop through the "ground" diffusion was calculated at about .9 volts under normal conditions -- far above what is necessary to destroy the logic zero level needed in the PLA. The machine could be sequenced and would do simple things if $V_{bb}$ was carefully adjusted to raise the threshold of PLA transistors, compensating for the bad zero levels, but this only worked marginally, since the one levels were also bad. (The same cells would have worked fine on the SCHEME-79 process where the diffusion resistance was only 10 Ohms per square and the transistors had a lower beta). The message here for other designers in the 3 micron process should be clear: Don’t ignore the parasitic diffusion resistances in power, and especially ground lines. Even small numbers of squares of diffusion can be enough to destroy the logic zero levels in the gates.

After this problem was discovered, the cells were redesigned to improve the performance on high diffusion-resistance processes. This is now complete, and simulation is in progress, in preparation for submission of the revised design.

This is where things stood until a few months ago when 11 bonded chips of the original design processed on M33MBA1 were received. The diffusion resistance on that process is about half of the resistance of M27PA1. These chips were tested and they appear to show vastly improved behavior, vindicating the hypothesis. The new chips have reasonable high levels (4 volts) and have reliable behavior. One of them almost works completely! It can sequence reliably, conditionally branch, dispatch on data stored in the registers, and make memory references. It fails in some states, though this is probably a random processing failure. The initial yield was expected to be low, so it is not surprising that no chip works perfectly, but in a large collection of such chips a few good parts would be found. The other good news is that the chips appeared to be fast, with a reliable clock time of 1 microsecond. This meets the original design spec of the chip and would admit a very impressive performance in running scheme programs.
In using RNL on the redesigned layout, the parasitic resistances of the clock distribution network became apparent as a major performance limiting factor. Others should be concerned about the parasitic clock distribution resistance in large designs if they are after performance.

A trick used in most industrial design, which has not migrated into the university community is to use the buried contact layer as a lower resistance interconnect in processes with shallow high resistance diffusion layers. The buried contact, since it is doped with phosphorous rather than arsenic, tends to diffuse much more deeply, and hence be much lower in diffusion resistance than the normal shallow arsenic diffusions. For power distribution, and for clock crossovers this can be a valuable technique in reducing the parasitic resistance. Expect 7-10 ohms per square for buried contact material, rather than the 40-60 ohms per square for shallow dif.

During the past six months work has accelerated on the Schema system. The overall specification has been completed and work has turned to implementing the system. The system is divided into three layers. The first layer consists of the databases and tools for interacting with the databases. The second layer contains analysis routines, while the third layer contains the synthesis software.

The first layer of software is essentially in place and usable. Besides the databases for dealing with topological specifications, there is a schematic capture system that allows the designer to graphically specify the topology. Appropriate mechanisms exist for representing waveforms, device models (including process corners) and interacting with different simulators. Work is proceeding on completing and polishing the databases and graphics system and enhancing it in several ways. Much of the polishing is being done by Jeff Eisen. Kent Pitman has begun studying the problem of dealing with a distributed design database. Doug Alan has been developing a procedural representation for simulation specification.

The design of the analysis layer software has begun. This layer is split into several components. The component currently being worked on is responsible for DC analysis. The purpose of DC analysis is to allow the designer to specify DC electrical parameters (voltages, currents, power, noise margins) which the system will use to deduce initial values for device sizes. In addition it will derive these DC parameters from a completely sized schematic (with the help of SPICE). Naturally, as the design is polished this has two advantages. First, topological specifications are insulated from process variations. And second, although the initial device sizes may be modified as the design is polished the Schema has available detailed electrical information about the intent of the designer which can be used to validate the final design.

The key problem in doing constraint based circuit analysis, as described by Stallman and Sussman, is solving the system of non-linear equations that results. Unlike bipolar devices, the first order device equations of MOS transistors are polynomials. This allows use of the Grobner basis algorithm for ideals to manipulate the constraint equations. This is a far more effective technique than the resultant techniques used by Sussman. Hand simulations indicate that these techniques should allow dealing effectively with circuits of a dozen or so transistors easily.
Completion and integration of DC analysis system will proceed this fall, and attention will then be turned towards AC analysis during the Spring as the simulation subsystem is completed.

**PUBLICATIONS LIST**
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ABSTRACT

In 1982 A. L. Rosenberg introduced by example the Diogenes approach to the design of fault-tolerant VLSI processor arrays. In this paper, we uncover the principles underlying the approach, and we derive from them a strategy for producing Diogenes designs for arbitrary interconnection networks. We use the strategy to derive optimal Diogenes designs of trees, grids, X-trees, and Boolean n-cubes, as well as surprisingly efficient designs of Benes permutation networks.
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ABSTRACT. In [15], Rosenberg introduced by example the Diogenes approach to the design of fault-tolerant VLSI processor arrays. In this paper, we uncover the principles underlying the approach, and we derive from them a strategy for producing Diogenes designs for arbitrary interconnection networks. We use the strategy to derive optimal Diogenes designs of trees, grids, X-trees, and Boolean n-cubes, as well as surprisingly efficient designs of Benes permutation networks.

1. INTRODUCTION

We study here one facet of the problem of designing fault-tolerant microcircuits in an environment tailored to a popular VLSI architecture: arrays of identical processing elements (PEs). Our specific problem is the following.

The \( P(A,p,u) \) Problem. We want to construct an \( n \)-node array \( A \) of identical PEs. By using conservative design rules, we may assume that we can fabricate wires and switches perfectly. But we wish to design PEs aggressively, to maximize density and speed. As a result, the PEs experience debilitating faults independently, with probability \( p \). We want to design a fault-tolerant array of PEs, that:

* can be configured to simulate the array \( A \);
* utilizes at least the fraction \( u \) of the fault-free PEs (so we fabricate \( n/(1-p^u) \) PEs to get the desired \( n \)-PE array);
* admits an efficient layout; and
* utilizes a switching mechanism that is simple (in structure and in ease of configuration).

Our specific objective is to study and extend the Diogenes [16] approach to the \( P(A,p,u) \) problem. The qualities of the approach — notably, transparency to the PE designer, simplicity of configuration, and high utilization of fault-free PEs — suggest the desirability of studying the approach with an eye to applying it to a wide variety of interconnection networks. The first fruits of our study are reported here. Related theoretical issues occupy [17].

We proceed as follows. By analyzing a sample design, we uncover the principle underlying the Diogenes approach. We use that principle to derive a strategy for producing Diogenes designs of arbitrary interconnection networks. We illustrate the strategy by deriving optimal Diogenes designs of arbitrary trees, of grids, of X-trees, and of Boolean n-cubes, as well as surprisingly efficient designs of Benes permutation networks.

Diogenes:
A METHODOLOGY FOR DESIGNING
FAULT-TOlERANT VLSI PROCESSOR ARRAYS

Fan R.K. Chang* P. Thomson Leighton†
Bell Laboratories MIT
Arnold L. Rosenberg‡
Duke University

* Bell Laboratories, Murray Hill, NJ 07974 USA
† Mathematics Department and Laboratory for Computer Science, MIT, Cambridge, MA 02139 USA
‡ Department of Computer Science, Duke University, Durham, NC 27708 USA
One wishes to solve the $P(A,p,a)$ problem for some given array $A$. One begins by fabricating $4/(1-p)a$ PEs in a (logical, if not physical) line, with some number of "bundles" of wires running above the line of PEs. One then scans along the line of PEs to determine which are faulty and which are fault-free. As each good PE is encountered, it is hoisted into the bundles of wires through a network of switches, thereby connecting that PE to the fault-free PEs that have already been found and preparing it for eventual connection to those that will be found. One stops looking for good PEs once $|A|$ have been found. (Alternatively, one could look for all the good PEs, and build the largest array of the given structure that one can.)

For illustration, consider an example from [10], a 7-node complete binary tree. This simple network structure needs only one bundle of wires, and that bundle needs contain only three wires.

Note. To simplify exposition, we depict arrays with unit-bandwidth communication links. Removing this restriction is just a clerical matter.

One cell of a Diogenes layout of the tree appears in Fig. 1(a).

Note. The lines above the PE are the single bundle needed for the layout. The switches, represented for simplicity by pass transistors, are set by two control lines, GOOD that is high when the PE is fault-free and low when it is faulty, and LEAF which is high when the PE is to act as a leaf of the tree and low otherwise. Figs. 1(b)-(d) indicate how the switches are set.

The layout of Fig. 1(a), described in terms of a depth-d tree, was derived as follows. We start out with the PEs in a line. We construct a single bundle with wires numbered 1,2,..., $a$. We test the PEs so that we know which are good and which are faulty. Next, we proceed down the line of PEs from right to left. As we encounter a good PE that is to be a leaf of the tree (a simple mathematical formula tells us which should be leaves), we have it connect up to lines 1 in the bundle (thereby preparing it to connect to its father in the tree); simultaneously hoisting lines 1 through $d-1$ "shift up," to "become" lines 2 through $d$, respectively; switches disconnect the left parts of the lines from the right parts so that node-to-node connectivity remains correct. The bundle has thus behaved like a stack being PUSHed; see the left side of Figs. 1(c,d). When we encounter a good PE that is to be a nonleaf of the tree, we connect it to the stack/bundle in two stages. First, we have the PE connect up to lines...
1 and 2 of the bundle (thereby connecting the node to its sons in the tree), simultaneously having lines 3 through 6 "shift down" to "become" lines 1 through 2, respectively; again switches ensure that proper node-to-node connectivity is maintained. The bundle has been behaved like a stack being POPped; see the right side of Fig. 1(d). Second, we have the PE PUSH a connection onto the stack, to prepare for eventual connection to its father in the tree. The process we have described here lays the tree out in preorder (cf. Fig. 2).

Hence, a d-wire stack/bundle suffices to lay out a depth-d complete binary tree.

Note. Our design strategy will require highlighting certain edges of the network being laid out, as well as adding new edges to it. Highlighted edges in Figs. 2-4 are represented by bold lines; added edges are represented by dotted lines. The significance of both kinds of special edges will be explained in Section 4.

The preceding example should suffice to introduce the Diogenes approach. The designs in [18] simplify the problem of configuring the network by organizing their wire bundles as either stacks (as our example) or queues. For example, two bits of information (a control line) per PE suffice to configure a line ofPEs into any depth complete binary tree: one bit tells whether or not a PE is good; the other tells whether or not it's a leaf. A less structured bundle (e.g., a crossover) would require a number of bits per PE proportional to the depth of the tree.

2.2. Stack-Induced Layouts

The Diogenes design approach is distinguished from other external-switch approaches (e.g., [4,18,21]) in its structuring switches so that wire bundles behave as stacks or queues. It is this organizing principle that we exploit to extend the approach to arbitrary interconnection networks.

We restrict attention here to Diogenes design that organizes wire bundles as stacks. Stack-bundles are (as pointed out in [18]) easier to implement than queue-bundles, thereby reinforcing our quest for easily applicable results. Moreover, it is our experience that learning to reason about stacks helps one to reason about queues.

Finally, as avenues for simplification. The Diogenes "recipe" has two parts: a faulty PE is passed by without hooking it into any stack/bundle; a fault-free PE is hooked into the bundles in some relatively complicated way. The former prescription is not interesting; one ignores bad PEs by straightforward use of the good control lines that appear in every Diogenes design (cf. Fig. 1).

The interesting aspect of Diogenes designs is how they use stacks to realize interconnections among the good PEs. Recognizing this, we simplify our study by ignoring the Good lines and their role in network configuration. This relates to the background fault-tolerating aspect of the motivating problem and concentrates solely on the problem of how to use stacks to configure a line of (fault-free) PEs into any desired array structure.

The essence of having a wire-bundle act as a stack is that inter-PE connections made using that bundle never cross. (This is both necessary and sufficient.) Our topic of study thus reduces to the following. As is customary, we view arrays as undirected graphs (cf. [12]).

The Formal Layout Problem. To partition the edges of the graph G and to lay G out in the plane in such a way that:

* the vertices of G lie on a line;
* all edges of G lie above the line;
* no two edges in the same block of the partition cross.

In view of our earlier remark, it is clear that our problem of realizing arrays using stacks is equivalent to the formal problem just stated. A third formulation will be useful for insight.

The graph G is outerplanar if its vertices can be placed on a circle in such a way that the edges of G are noncrossing chords of the circle.

Proposition 1. [8] A graph is realizable with one stack if, and only if, it is outerplanar.

We are, thus, studying multi-outerplanar graphs:

The graph G is k-outerplanar if it is the union of k outerplanar graphs whose outerplanarity is witnessed by the same layout of Vertices(G) on a circle.

Proposition 2. [6] A graph is realizable with k stacks if, and only if, it is k-outerplanar.

2.3. The Quality of a Diogenes Layout

Three parameters measure the quality of a Diogenes layout of a graph G:

1. the number of stacks employed in the layout;
2. the (a) individual and (b) cumulative (stack) widths (w number of lines) of the stacks used in the layout;
3. the number of control bits needed to configure the layout: given the layout, each vertex v of G has an associated vector of pairs of nonnegative integers, called its type.

Figure 2. (a) The depth-3 complete binary tree. (b) The width-3 Diogenes (preorder) linearization of the tree.
Our layout of the n-node complete binary tree is optimal with respect to all three quality measures: its one stack respects the outerplanarity of the tree [Prop. 1]; its log n width respects the lower bound of [3]; and its two control bits per PE respects our insistence on fault tolerance. We can do almost as well with arbitrary trees.

Fact 1. (a) Any n-node k-ary tree admits a Diogenes layout with one stack of width \( \log n + \frac{k-1}{k} \log n \).

(b) There is a fixed layout using a single width-\( \log n \) stack and using \( 1+\log(k+1) \) control bits per PE, that can be configured to any k-ary tree having \( n \) or fewer nodes.

Proof Sketch. Let \( G \) be a graph. One adds a fringe to a vertex \( v \) of \( G \) by appending to \( v \) line of (possibly 0) vertices:

\[ v - v_1 - v_2 - \ldots - v_s - v. \]

Concentrate on one vertex \( v \) of \( G \). Say that when \( G \) is laid out, \( v \) is blanked by vertices \( u \) and \( w \). Let \( v \) have two fringes, \( v_1, \ldots, v_s \), and \( v_1, \ldots, v_s \) (one or both can be empty). Lay the fringes out in the indicated order, between either \( u \) and \( v \) or \( v \) and \( w \). To choose the sides and stacks, look at \( v \) types. Put the first fringe on the side and the stack having the smallest integer entry in \( v \) type; place the second fringe using the smallest entry in \( v \) (now altered) type. This increases the cumulative stackwidth by at most 1, while leaving the stacknumber unchanged.

Fact 1 now follows by verifying that any k-ary tree \( T \) can be "built" by levels, by starting with a single vertex and "double"-fringing the graph \( \frac{k+1}{2} \log \[7] \) times. The number of control bits follows from counting the number of distinct vertex-types when all vertices have degree at most \( k+1 \).

4. A GENERAL LAYOUT HEURISTIC

The layout technique of Fact 1 builds explicitly on the structure of the graphs being laid out. It would be useful to know what to look for in an interconnection network's structure to help one find efficient layouts of arrays of that structure. Experience from numerous Diogenes layouts has led us to the following heuristic.

The graph \( G \) is Hamiltonian if it has a cycle in the graph that meets each vertex just once. The graph \( G' \) is an augmentation of the graph \( G \) if \( G' \) is obtained by adding \( k \geq 0 \) edges to \( G \).


To find a Diogenes layout for \( G \):

1. Add edges (if necessary) so that it has a Hamiltonian cycle.
2. Cut the cycle to obtain a layout of \( G \) in a line.
3. Assign edges to stacks using edge coloring as in (a).

As one example of the heuristic, our layout of complete binary trees results from applying the procedure to "pruning" augmentations of the trees. (See Fig. 2(a), the chosen cycle consists of bold and dotted lines.) Other one-stack layouts of trees exist (see [7]), but none has smaller width or number of control bits.

4.2. Origin of the Heuristic

The heuristic had two origins. First, the heuristic embodies the proof of Proposition 1. Second, it embodies the proof of the following generalization of Proposition 1 to a wide class of planar graphs.

A graph is subhamiltonian if it has a planar Hamiltonian augmentation.

Proposition 2. [6] The graph \( G \) is two-stack realizable (= 2-outplanar) if, and only if, it is subhamiltonian.

4.3. Applications of the Heuristic

Square Grids

The augmented cycle formed by row-by-row sweeps in a square grid, as indicated in Fig. 3(a), leads to the layout of Fig. 3(b), which is optimal in number of stacks (the grid is planar but not outerplanar), stackwidth (see, e.g., [18]), and number of node types (the layout distinguishes only between east-to-west and west-to-east rows of the grid).

Fact 2. The nxn square grid admits a two-stack Diogenes layout with stackwidth \( n \) and with two node types. This realization is optimal in all three parameters.

X-Trees

The depth-d \( X \)-tree \( X(d) \) is the augmentation of the depth-d complete binary tree that adds edges going across each level of the tree; see Fig. 4(a).

\( X(d) \) has cutwidth \( d \) and is subhamiltonian, but not outerplanar. Thus the best possible Diogenes layout would use two stacks of width \( d \). It is very hard to find a two-stack layout of stackwidth smaller than roughly \( 2^d \). (All obvious hamiltonian cycles lead to this enormous width.) The hamiltonian augmentation of \( X(d) \) of Fig. 4(a) leads to the stackwidth \( 2d \) two-stack layout of Fig. 4(b).

Fact 3. \( X(d) \) admits a Diogenes layout with two stacks, one of width \( 2d \) and one of width \( 3d \). This realization is optimal in stacknumber and within a factor of 3 of optimal in stackwidth.

The only subtlety here is to verify the claimed stackwidths. As part of our sketched verification, we describe the layout more formally. We proceed by induction. Say that we have a layout of \( X(d-1) \) with the claimed parameters and the following form. We depict the layout schematically by its linearization of the vertices, together with a few relevant edges. For simplicity, we draw edges in stack 1 above the line, those in stack 2 below the line.

Layout 1.

Here r.a.t are, respectively, the root of \( X(d-1) \) and its left and right sons; \( n, a, b \) are the strings comprising the rest of the trees' vertices. Assume for induction that in Layout 1: (1) the left spine nodes \( [n] \) leftmost nodes at each level) of \( X(d-1) \) appear in leaf-to-root order in \( a \); the right spine nodes \( [b] \) rightmost nodes at each level)
appear (nonconsecutively) in root-to-leaf order in \( \Sigma \); (2) the nodes r.a.l. and all of the left and right spine nodes are spaced from the bottom, in the sense that no edges pass totally under them; (3) the width of stack 1 is \( \leq 3k-3 \); (4) the width of stack 2 is \( \leq \) below the left spine nodes and is \( \leq 3k-3 \) to the right of the level-(d-k-1) spine nodes. Take a second copy of Layout 1:

Layout 2.

The layout of \( X(3) \) (whose vertex-set is the union of the vertex-sets of its two depth-(d-1) sub-X-trees, plus a root node \( r' \)) is obtained from the indicated layouts as follows:

Layout 3.

A careful analysis of the composite layout extends the induction. Analysis of small trees completes the induction, which establishes our claims.

Benes Permutation Networks

Let \( n \) be a power of 2. The \( n \)-input Benes network \( B(n) \) is defined inductively as follows: see Fig. 5(a).

\( B(n) \) is the complete bipartite graph \( K_{n,n} \) on two input vertices \( i_1, i_2 \) and two output vertices \( o_1, o_2 \).

\( B(n) \) is obtained from two copies of \( B(n/2) \), \( n \) new input vertices, \( i_1, i_2, \ldots, i_n \), and \( n \) new output vertices, \( o_1, o_2, \ldots, o_n \). For each taken, one adds edges creating one copy of \( K_{n,2} \) with "inputs" \( i_1, i_2, \ldots, i_n \) and "outputs" \( o_{k+1}, o_{k+2}, \ldots, o_{2k} \) and one copy of \( K_{2n} \) with "inputs" \( o_{k+1}, o_{k+2}, \ldots, o_{2k} \) and "outputs" \( o_{2k+1}, o_{2k+2}, \ldots, o_{3k} \) (pruned vertices come from the second copy of \( B(n/2) \)).

Benes networks are nonplanar, hence require at least three stacks. We have not yet achieved this bound, but we have found a six-stack realization, by means of the hamiltonian cycle that alternates running up and down the "columns" of inputs and outputs of \( B(n) \): see Fig. 5(a). We use three stacks to connect each "column" of vertices to the next; and we alternate sets of three stacks as we proceed along the graph. It is surprising that any family of graphs capable of realizing all permutations can be laid out with a fixed number of stacks.

Fact 4. \( B(n) \) admits a Benes layout using six stacks, each of width \( n \). This realization is within a factor of 2 of optimal in stacknumber and within a factor of 5 in stackwidth.

The same layout strategy yields layouts of comparable efficiency for structural relatives of \( B(n) \), including (log n)-stage cycle shifters.

The Boolean n-Cube

The Boolean \( n \)-cube \( C(n) \) has as vertices the set of all length-\( n \) binary strings. String-vertices are adjacent just when they have unit Hamming distance. Thus \( C(n) \) has \( 2^n \) vertices and \( n2^n \) edges. Since \( C(n) \) is hard to visualize for \( n > 3 \), we describe its efficient layout in terms of strings rather than the graphical medium of hamiltonian cycles.

Fact 5. \( C(n) \) is \( n \)-stack realizable, with one stack of width \( n \) for each \( G = C(n) \). This realization is within a factor of 2 of optimal in both stacknumber and cumulative.

---

Figure 3. The square grid and its Diogenes linearization.
Figure 4. (a) The depth-4 tree \( X(4) \). (b) A two-stack, width-4 Diogenes linearization of \( X(4) \).
The lower bound on stack number is immediate from three facts: (a) Stacknumber(C(n)) ≥ the number of outerplanar graphs into which C(n) can be decomposed; (b) an N-vertex outerplanar graph has at most 2N edges; (c) C(n) has 2^n = N \log_2 N edges. The lower bound on cumulative stackwidth is easy to derive.

The upper bound is seen most easily by describing inductively the linearization of C(n)'s vertices.

*C(1)'s vertices are laid out as follows.

0 1
so one width-1 stack suffices.

* Assume that C(n) is realized with a stacks of widths
  Lb₁b₂...bₙ
  each bᵢ being a distinct length-n binary word. The
  following layout for C(n+1):
  0b₁,b₂...0b₁,b₂...1b₁,b₁
  uses just one more stack, of width N=2^n. This
  extends the induction.

9. OPEN PROBLEMS

1. Is there a fixed number S such that all planar graphs are S-stack realizable?

2. Is there a fixed number S such that all N-node outerplanar graphs can be realized with S stacks of width proportional to log N?

  The depth-n ladder L(n) is an n x n grid. (a) L(n) is outerplanar, hence one-stack realizable. (b) Any one-stack realization of L(n) has stackwidth n/2. (c) There is a two-stack unit-width realization of L(n).

3. Is there a fixed number S such that all N-node planar subcubic planar graphs can be realized with S stacks of width proportional to \(N^{3/2}\)?

4. Can Benes networks be realized with fewer than six stacks?
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Abstract

This paper discusses the motivation and proposed functionality of an expert system to aid the design of VLSI systems. We present some guiding principles for the construction of such a system and discuss the organization chosen in our particular system, SCHEMA.

Introduction

Much of the current VLSI research in universities concentrates on those aspects of the design process that enable one to turn an idea into a set of masks as quickly as possible. Converting those masks into fully functional parts with adequate performance and acceptable yields is an arduous task that often requires at least as much, effort as the initial design. This task is often left undone, and the consequent degradation of functionality, performance and yield is chalked up as a cheap price to pay for participating in the VLSI revolution. In certain situations these costs are small when compared with size and reproducibility benefits over a comparable MSI implementation, but one cannot casually ignore a factor of 10 improvement in performance.

It is always easier to incorporate functionality at the beginning of a project than spicing it in after completion. This is surely true of performance and yield considerations also. It is our belief that with proper tools, designers will be willing and able to take these aspects of the design into account early in the design process. At first tape-out, the designer of an integrated circuit should not only be confident that the design has the desired functionality, but that it also meets the performance goals that have been set.

Furthermore, the designer should not need to relax the project’s performance goals to use the design system. The design system must not sacrifice performance or area (yield) significantly. Otherwise, the system would be used only for the “unimportant” projects. In our opinion this design system should initially act as a designer’s assistant, keeping track of the details the designer does not care about and performing the monotonous, repetitive operations that would be delegated to apprentice designers. Examples of monotonous, repetitive operations designers request of human apprentices are: Does this inverter have a trip point of 2.3 volts? Does the bootstrapped node boot?

Or: Does this adder operate properly after a stretched clock cycle? Using tools that can answer these questions as a basis, more powerful and reliable design synthesis tools can be built.

Such a design system needs a more sophisticated model of the circuits and of the design than is incorporated in most VLSI design systems. It would embody a fair amount of “expertise” in circuit and system design. By virtue of “knowledge” contained in the system and the variety of ways that information can be used, such a system would be considered an expert system in VLSI (circuit) design.

Criteria for Expert Systems

We are building a system called SCHEMA that attempts to deal with these issues and provide the sort of environment just described. The following paragraphs describe some of the design criteria we are using to organize SCHEMA and some of its proposed functionality.

Much of SCHEMA’s organization is based on our experiences with MACSYMA (a very large system for performing symbolic mathematical calculations) and its shortcomings. The following three design criteria have been suggested for knowledge-based systems in other areas, and we feel they are a good guide for what should be expected from current knowledge-based systems.

First, the system should provide an integrated, user-friendly environment. For instance, a schematic should only be entered once, and the system should be able to check it against the layout or any other constraints. Though this is mostly for the users’ benefit, we have observed that any operation a user might want to perform eventually will be required by a program. Integrated facilities greatly ease later development of software and design tools.

Second, the system’s internal semantics must match those of the final user as closely as possible. The internal routines must be able to deal with concepts like equilibrated differential signals, nodes that need to be bootstrapped and low impedance outputs. If these semantics are not used then it is very likely that inconsistencies will creep into the system. These inconsistencies will be hard to rationalize to human designers.

In the same way, it is important to let the designer...
provide information in whatever form is most appropriate for the problem. Often the way the information is specified can be used to guide later computational strategies (the system knows what the user feels is important). For instance, in specifying an inverter the designer should only need to specify a few of the following interrelated parameters: pullup/pulldown transistor width and length, pullup/pulldown shape, DC gain, inverter trip point, low output DC current, noise margins and rise/fall time for a given load. Existing systems require the designer to to specify transistor widths and lengths. Often the designer is more concerned with one of the electrical parameters, like DC current. In this case, the designer should not be required to specify transistor sizes to achieve the DC current parameter, but the DC current should be specified directly, while the system computes the transistor sizes. The inverter operates properly if these electrical parameters are achieved, something the system can check and maintain.

Third, the system must be able inform the designer of the basis for its choices. It must be able to provide the designer with the reasons why circuits have the topological or physical structure they have and why certain structures were rejected. If the system generates a surprising or unusual circuit, it is important that the designer be able to determine the system's rationale if she/he is to use it confidently.

These principles, especially the last two, lead to a different sort of design system from that found in current silicon compilers or other synthesis tools that are being developed. When design fragments are synthesized, additional information must be produced to explain the purposes of the design's components. This additional information is nearly always missing in silicon compilers, which generally only produce a final layout or circuit diagram. Consequently it is difficult for designers to modify the design if it doesn't meet the desired performance levels or if it fails to meet the specification for some other reason. Since design is an evolutionary process, these sorts of modifications are inevitable.

Design Synthesis in SCHEMA

A large number of tools that help synthesize designs are already in common use. These range from simple PLA generators to datapath generators and silicon compilers. All of them convert a design specification into final artwork or a final circuit diagram. If the design does not behave as desired, then it is necessary to modify the original specification and apply the synthesis tool again. There are two major flaws with this approach.

First, designs evolve. The goals for a module are constantly changing, and the design must be modified. If the design is directly modified then all the expertise contained in the synthesis tool is lost. Instead, the change must be made to the design's specification. Consequently, the

Figure 1: Proposed Synthesis Process in SCHEMA specification language must be able to deal with all conceivable types of constraints on the final design.

Second, if the synthesis tools are to produce high performance designs they must incorporate the functional requirements provided in the specification and the low level details that affect performance (subthreshold conduction, junction leakages, etc.). All of these details must be juggled in producing the final design. Developing such an omni-scient piece software can be quite difficult. We don't expect human experts' first try to be completely correct. They are expected to use simulators and other analysis tools to determine functional and performance problems. It is important that analysis tools be carefully coupled with the next generation of synthesis tools and silicon compilers.

The model of synthesis used in SCHEMA is shown in figure 1. The synthesis process uses two modules and relies on analysis tools contained in SCHEMA. The first module converts a design specification into a first cut at the design. This initial guess is analysed and all deviations from specified behavior are noted and fed to a correction module. The correction module modifies the design, in an effort to improve its behavior. The modified design is then reanalysed and recorrected, iteratively converging on an acceptable final design.

The designs produced as initial approximations by SCHEMA must contain more than just the topology and device sizes of the circuit. The correction module needs to know the circuit's desired behavior and each device's contribution. This information is the behavioral description of the circuit. The behavioral description is currently organized as a collection of voltage and current signals at different nodes of the topology and causal information connected to the parameters of these signals. The signals them-
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Simulators produce all of the details of how a circuit works, but it takes time and effort to determine if the waveforms it produces are what the designer wanted. The analysis tools will need to be more than just simulators. The analysis tools planned for SCHEMA will make use of conventional simulators but they are intended to answer the questions the designer wants answered. They will either indicate that the design passes all the specified tests or, if it doesn’t, what portions of the circuit fail and hopefully give some clues as to what the possible causes of the failure are. The tests that are applied to the design come from both the design specification and also the behavior specifications of the library modules that were used. For instance, the system should verify that the noise margins of the logic gates remain adequate under the test situation and that bootstrapped nodes actually do bootstrap as high as desired.

The correction module of figure 1 will initially be the human designer, but it is clear that if the analysis tools yield the type of information described above it will be easier to build correction modules to handle the simpler adjustments. In other situations circuit optimizers may prove to be the most effective means of adjusting the design.

Behavioral Circuit Descriptions

The bootstrapped AND gate shown in figure 2 is an example of a circuit that is extremely useful, but requires some care when used. We envision an inexperienced designer using the circuit as it comes from a library. SCHEMA’s analysis tools notices when the circuit is being used improperly (based on its behavioral description) and warns the designer. The following paragraphs describe a portion of this circuit’s behavior description.

The signals used for the behavioral description are constructed from simple levels and ramps as shown. Here we are only concerned with the portion of the model that deals with the final high voltage of the output. The parasitic capacitance on node \( B \) is denoted by \( C_p \), and we denote the gate-to-channel capacitance by \( C_g \). For simplicity, assume both capacitances are constant. Then the final output voltage will be

\[
V_{OH} = \min(V_{OH}, V_{B1} - V_T).
\]

\( B \) is bootstrap voltage is denoted by \( \alpha = V_{B2} - V_{B1} \) and is controlled by the constraint

\[
\alpha = \frac{V_{OH} - V_{EL}}{C_g + C_p}.
\]

and the voltage \( V_{B1} \) is constrained to be \( V_{AH} - V_T \).

These constraints tie the circuit’s expected internal voltages to the external stimuli, the transistor’s threshold voltages and two capacitances \( C_p \) and \( C_g \). If the output of this circuit is other than expected, the system can compare expected with observed internal waveforms, isolate differences and propagate these differences through the constraints to see what physical parameters are incorrect. If the output were lower than expected, and only \( V_{B2} \) is somewhat low, then only the last constraint (for \( \alpha \)) would fail to hold. Since \( V_{AH} \) and \( V_{EL} \) are both as expected we must conclude that there is some problem with the capacitances.

This type of model and reasoning process seems to be adequate for describing most first-order phenomena, if care is taken when matching observed transient signals to the piece-wise linear signals used in the model. It narrows the circuit problems to manageable size and provides the designer with guidance in correcting the problem.

Conclusions

We have discussed some the ways in which a VLSI design system can help deal with problems of performance in design and have outlined some of SCHEMA’s features that incorporate these ideas. Also, some general criteria for expert systems and how these criteria relate to VLSI design systems were discussed. The key guideline in this endeavor has been to try to ascertain what information the designer really wants to know and develop a system that can provide the information.

This work was supported by DARPA grant N0014-80-C-0622.
Well organized large systems tend to consist of a large number of small pieces of code each of which captures a single semantic unit. These pieces of code are strung together to form larger semantic phrases, which are in turn components of even larger phrases. The smallest semantic units in a polynomial manipulation system might be the routines that add and multiply the coefficients of the polynomials. These routines are combined (used as subroutines) to form the routines that add and multiply polynomials, which are components in the factoring and greatest common divisor routines.

When a system is built in a top-down manner, the larger phrases are formed first and are used to define the semantic components of the smaller phrases. Bottom up software design begins with the small phrases and generates the large phrases. In practice a combination of these two approaches is often used. The manner in which the routines are initially connected is usually simple, but in time the addition of new capabilities and features, and the necessities of performance enhancement generally cause the dependency structure to become quite complex.

A good example of this sort of complexity is when a new, "higher performance" representation of some data structure is introduced for critical uses (caching and hash tables examples of this optimization). In building an input/output system for a computer, we might initially specify a stream to be a simple, character at a time structure. When this structure is used for file operations and networking it becomes necessary to add buffering, but it would be unwise to use the buffered stream for terminal I/O. These two types of streams could share large amounts of code if the manner in which the lower level routines are "glued together" is sufficiently powerful. For instance, the only difference between the routines which close the stream is that the buffered stream must flush its buffers and return them to the buffer pool.

We are particularly interested in the "gluing together" process which is used to form large systems. In this paper we will describe a system called Capsules which we feel provides a more natural and more powerful combination mechanism than discussed previously. This system was originally an attempt to simplify the construction of an algebraic manipulation system, but we are now applying it to the development of a VLSI design system and investigating its utility in organizing the I/O system of a complex personal computer.

1. Philosophy

In most systems, when a piece of code is written it is given a name. In the earliest programming languages (Fortran, Basic, Lisp 1.5), when the user wants to perform some operation (like pushing an element on a stack or outputting a character), it is necessary to find a piece of code that implements the desired operation and refer to it using its name. In some systems (CLU [Lis77], Flavors [Wei81], Loops [Bob82], Smalltalk [Ing76, Xer81]), an extra level of indirection is introduced that allows the binding of the piece of code to an operation name to be delayed until after the code is written. This approach has been called data abstraction. In compile-time languages like CLU, the association of the code with the abstract operation is made at compile or link time. The Lisp and Smalltalk versions of these approach delay the binding until runtime. In either case, an extra level of indirection has been provided between the name representing an abstract operation and the piece of code that implements that abstraction. There is still no tie between the abstract operation as a semantic unit that the user wants to use and the piece that implements the operation.

In the Capsule system, the user specifies the desired behavior of the operation and the system is responsible for finding the piece of code that implements that operation and is compatible with previous constraints. If a more efficient piece of code is written that implements some operation, the system will use the more efficient code as long as it meets the user's specifications. This is a result of (1) the user referring to code fragments by their semantic purpose rather than their name, and (2) the system being responsible for matching the the semantic requests with the code fragments in the system.
2. Capsules

In the capsule system we have assumed that all actions occur by sending messages to objects—this is the object oriented viewpoint. Taking the dual point of view, where objects are passive and the correct function is chosen by the compiler, merely moves the mechanism we are discussing into the compiler. This is the fundamental difference between the Lisp Machine's flavor system which takes the object oriented viewpoint, and CLU which is function oriented.

By an object we will mean something to which a message can be sent. This will result in one (or more values) being returned and the internal state of the object being changed. The action caused when a message is sent to an object is called an operation. A message is a string used as the name of some operation. It contains no internal structure. The piece of code executed when a message is sent to an object is called a method. Objects may also contain internal state which is kept in instance variables that may be referenced by the methods.

Every object belongs to a class of equivalent objects that have the same methods and the same set of instance variables. This equivalence class is called a collage. Objects are created by calling the function MAKE-OBJECT on a collage. The methods are actually part of the collage, so as operations are added to the collage, the objects of the collage also acquire them.

The specification for how a method is to be constructed is kept in a structure called a capsule. When a capsule is added to a collage, the code within the capsule is incorporated in one or more of the methods of the collage. Capsules also contain information describing what their pieces of code expect of the collage to which they are added (what operations and instance variables there are, for instance).

The design of the capsule system was based on our experience with some very large software systems, and it is in the construction of large systems that its power is most apparent. The following paragraphs use a small example to explain the mechanisms and terminology of the Capsule system. As such, the Capsule mechanisms may seem to be overkill. The reader is asked to treat this small example as what it is, and to map the capsule mechanisms onto whatever large software system is familiar.

The small example we use is the implementation of a stack. A stack is an object that accepts two messages, PUSH and POP. These messages have the obvious meaning. We will additionally introduce an operation called TWIDDLE which interchanges the top two elements of a stack. Two implementations are given for stacks. One uses a list to implement the stack, while the other uses an array.

An operation is the specification of an action. It includes specifications for the number and type of arguments and return values as well as a specification of what the action will accomplish, called the semantics of the operation.

The current implementation does not interpret the semantics in any manner. The semantics fields are checked for equality to ensure that two operations perform the same action.

To implement our stack example, the first thing we need to do is specify the operations that will be used, PUSH, POP and TWIDDLE.

(DEFOPERATION PUSH
  (ARGUMENTS NIL)  
  (RETURNS)
  (SEMANTICS PUSH-ELEMENT-ON-STACK)
  (DOCUMENTATION "Adds an element to the top of a stack")
)

The ARGUMENT field indicates that PUSH takes exactly one additional argument, its type is unspecified. No values are returned. The semantics field has the atom PUSH-ELEMENT-ON-STACK in it. Since the the semantics field is not really interpreted by the current version of this system, this atom is used as a placeholder. We will leave out the semantics fields in the following examples. The documentation string is used by the run-time documentation system.

(DEFOPERATION POP
  (RETURNS NIL)
  (DOCUMENTATION "Removes and returns the top element of a stack")
)

(DEFOPERATION TWIDDLE
  (DOCUMENTATION "Exchanges the top two elements of a stack")
)

The default assumptions are that an operation takes no arguments and returns no values. These assumptions are used in the specifications of POP and PUSH.

Protocol's are used to specify the characteristics of a collage. A protocol is a list of (1) operations (including their semantics), (2) axioms, which specify relationships among operations, (3) instance variables, and (4) attributes, which are other characteristics. The following protocol captures the notion of a stack.

(DEFFPROTOCOL BASIC-STACK
  (OPERATIONS PUSH POP)
  (AXIOM
    (STACK-PUSH-POP-AXIOM PUSH POP)))

That is, a stack accepts two operations, PUSH and POP (as described above) and these two operations obey the STACK-PUSH-POP-AXIOM, which means that a PUSH followed by a POP returns the value originally pushed and all the inductive variations of that statement. As with the semantics portions of operation specifications, the current system does not attempt to interpret the axioms in more primitive terms, but treats them atomically.

The following slightly more complex protocol illustrates how the mathematical abstraction of an algebraic ring may be specified.
The LIST-STACK capsule implements a stack in terms of a list of the elements of the stack. It makes no assumptions of the collage to which it is to be added. When it is added to a collage, the BASIC-STACK protocol is added, along with an instance variable STACK and the two pieces of code given in the DEFALGORITHM. In addition, an attribute is added to the collage that indicates the stack is implemented using a list.

The capsule that implements stacks in terms of arrays, is quite similar (we have ignored the problem of running off the end of the array for simplicity here).

(DEFPROTOCOL RING
 (OPERATIONS PLUS MINUS ZERO TIMES)
 (AXIOMS
 (COMMUTATIVE-LAW PLUS)
 (ASSOCIATIVE-LAW PLUS)
 (ASSOCIATIVE-LAW TIMES)
 (ALGEBRAIC-IDENTITY PLUS ZERO)
 - (ALGEBRAIC-INVERSE PLUS MINUS)
 (DISTRIBUTIVE-LAW PLUS TIMES))
 (ATTRIBUTES
 (CHARACTERISTIC)))

It is assumed that the DEFOPERATIONS for the specified operations appear elsewhere. This specification indicates that there is a ZERO operation that returns the additive identity. An alternative implementation might require ZERO to be an instance variable. Any collage that adheres to this protocol is an abstract ring. Any piece of code that depends only on this protocol can be added to an abstract ring. This is somewhat closer to the mathematical understanding of abstraction than previous systems.

The DEFOPERATION form defines a protocol that contains a single operation and nothing else. The name of this protocol is the same as the name of the operation unless specified otherwise. This conveniently allows the use of operation names and protocols interchangeably.

All code is put into capsules. Capsules consist of four basic parts, (1) a required protocol, what the capsule expects of the collage it is to be added to, (2) an asserted protocol, things to add to the protocol of a collage when the capsule is added, (3) performance information about the algorithm contained in the capsule, and (4) the code itself. It often happens that more than one capsule could be added to a collage to satisfy some requirement. The performance information is used to break those deadlocks.

In order to allow incremental compilation and debugging, the specification of a capsule is separated into two pieces. A DEFCAPSULE form is used to indicate the first three parts of the specification while separate DEFALGORITHM forms are used for each piece of code. (In the terminology used in the flavor system, capsules are extensions of flavors, and algorithms are methods. Our algorithms can be more complex than the simple pieces of code that flavor methods must be, but it would take us too far afield to discuss these capabilities here.) The following implementation of the BASIC-STACK protocol illustrates this.

(DEFCAPSULE ARRAY-STACK
 (ASSERTS
 (PROTOCOL BASIC-STACK)
 (INSTANCE-VARIABLES
 (STACK (MAKE-ARRAY '(100)))
 (INDEX 0))
 (ATTRIBUTE STACK-IMPLEMENTED-BY-ARRAY)))

(DEFALGORITHM (ARRAY-STACK PUSH) (ELEMENT)
 (SETF (AREF STACK INDEX) ELEMENT)
 (SETQ INDEX (+ INDEX 1)))

(DEFALGORITHM (ARRAY-STACK POP) ()
 (SETQ INDEX (+ INDEX 1))
 (AREF STACK (+ INDEX 1)))

The function MAKE-COLLAGE is used to create collages. It takes an arbitrary number of arguments, each of which is either a capsule or the name of a capsule, or a protocol or the name of a protocol. Thus the following forms can be used to construct stack collages of the two type defined thus far.

(SETQ C1 (MAKE-COLLAGE 'LIST-STACK))
(SETQ C2 (MAKE-COLLAGE 'ARRAY-STACK))

The form (MAKE-COLLAGE 'BASIC-STACK) would result in an error because it is ambiguous. There are two capsules that can be used to create a collage with the BASIC-STACK protocol and there is no reason to prefer one over the other. (In this situation we have seriously considered just picking the first capsule. The user hasn't given any reason to prefer one capsule over the other so why not pick one at random?)

Once we have a couple of collages to work with, we can create stacks using the MAKE-OBJECT function. Its first argument is either a collage or the name of one. Additional arguments are passed to the initialisation method if there is one. The following forms, create a stack from the collage C1 and push two elements onto it.

(SETQ STACK (MAKE-OBJECT C1))
(SEND STACK 'PUSH 1)
(SEND STACK 'PUSH 2)

Now, (SEND STACK 'POP) will return 2.

Though we have defined what is meant by the TWIDDLE operation, no capsule implements it. The following capsule provides an algorithms that "TWIDDLEs" the top two elements of an abstract stack.
new ode, while previously it would have used the routine TWIDDLE operation variables STACK and INDEX, and that they can be inter-2. Daniel H. H. Ingalls, "The Smalltalk-76 Programming and POP operations. It only assumes that there are instance

precisely this.

Thus it can only be combined with collages that already possess the PUSH and POP operations. It can be added to any abstract stack.

The routine ADD-PROTOCOLS is used to add protocols to collages. Its first argument is a collage and the rest of its arguments are protocols that the user wants the collage to meet. Thus the form

(ADD-OPERATION Cl 'TWIDDLE)

adds a TWIDDLE operation to Cl. More precisely, each collage contains a table that gives the relationships between message names and pieces of code. Each object constructed from a collage contains a pointer to this table. When an operation is added to a collage, the system isolates a capsule that both provides the desired operation and which can be added to the collage. The code portion of the capsule is then added to the collage's method table. Thus all objects of the collage are now extended with the new operation.

It is easy to define a slightly more efficient version of TWIDDLE for arrays. The ARRAY-TWIDDLE capsule does precisely this.

(DEFcapsule ARRAY-TWIDDLE
  (requires
    (attribute stack-implemented-by-array))
  (performance 2)
  (assert
    (protocol twiddle))
  (dealgorithm (array-twiddle twiddle) ()
    (let ((temp)
      (setq top (send self 'pop)
        (send self 'push top))
      (send self 'push second)))

This capsule has a required protocol, BASIC-STACK. Thus it can only be combined with collages that already possess the PUSH and POP operations. It can be added to any abstract stack.

The routine ADD-PROTOCOLS is used to add protocols to collages. Its first argument is a collage and the rest of its arguments are protocols that the user wants the collage to meet. Thus the form

(ADD-OPERATION Cl 'TWIDDLE)

adds a TWIDDLE operation to Cl. More precisely, each collage contains a table that gives the relationships between message names and pieces of code. Each object constructed from a collage contains a pointer to this table. When an operation is added to a collage, the system isolates a capsule that both provides the desired operation and which can be added to the collage. The code portion of the capsule is then added to the collage's method table. Thus all objects of the collage are now extended with the new operation.

It is easy to define a slightly more efficient version of TWIDDLE for arrays. The ARRAY-TWIDDLE capsule does precisely this.

(DEFcapsule ARRAY-TWIDDLE
  (requires
    (attribute stack-implemented-by-array))
  (performance 2)
  (assert
    (protocol twiddle))
  (dealgorithm (array-twiddle twiddle) ()
    (let ((temp)
      (setq top (send self 'pop)
        (send self 'push top))
      (send self 'push second)))

Notice that this capsule does not actually use the PUSH and POP operations. It only assumes that there are instance variables STACK and INDEX, and that they can be interpreted to form a stack. This is the purpose of the STACK-IMPLEMENTED-BY-ARRAY attribute.

With this capsule added to the system, adding the TWIDDLE operation to an ARRAY-STACK collage will get the new code, while previously it would have used the routine in BASIC-TWIDDLE.

As a final note, if a message is sent to an operation that does not possess a handler for that message then a default-handler is run. One of the default handlers with which we have been experimenting attempts to add the desired operation to the object's collage and then tries again. Thus if a stack did not have a TWIDDLE handler, a TWIDDLE message could be sent to it anyway, since one could be created for it and installed on the fly. If the stack was an ARRAY-STACK then the efficient ARRAY-TWIDDLE capsule would be added, otherwise the BASIC-TWIDDLE can be used.

There are two points to notice about this scenario. First, when new functionality was added to a collage, the user specified only what the desired semantics were and did not specify, directly or indirectly, a particular piece of code. Second, the functionality could be added dynamically while the system is running. In some domains, there are several algorithms for performing an operation and it can be very expensive to decide which to use. It is better not to pay that price until it is truly necessary.

3. Conclusions

When the capsule system was used to describe a portion of the stream code used in the LISP Machine, we noticed that the protocol specifications seemed more verbose than we would have liked. Closer examination revealed that many of the comments we had penciled into the version of the code that used flavors were being translated into protocols. This reinforces our impression that the capsule system is partially an attempt to force the programmer to make the code that is written more precise.

We feel that if the programmer makes this effort, the programming system will be in a much better position to aid in the development of large software systems. The Capsule system is a partially successful attempt to provide mechanism through which the programmer can truly express what the program is intended to do.
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Abstract: The hypercube and its derivative networks (e.g., the shuffle-exchange graph and the cube-connected-cycles) have long been known to be powerful networks for parallel computation. Recently, an entirely different class of networks has been discovered that appears to rival the hypercube-based networks in usefulness. In this paper, we describe the new networks (which we call meshes of trees), and we show how they can be used to solve problems such as sorting, matrix-vector multiplication, discrete Fourier transform, transitive closure, minimum spanning tree, integer multiplication and matrix multiplication in \(O(\log n)\) or \(O(\log^2 n)\) steps.

1. Introduction

Graphs such as the hypercube, the shuffle-exchange graph [S71, S80] and the cube-connected-cycles [PV79] have long been known to be very powerful networks for parallel computation. In fact, most of the fast parallel algorithms known for problems such as sorting and discrete Fourier transform are based on the unique structure of these networks.

Recently, an entirely different class of networks has been discovered that appears to rival the hypercube-based networks in their usefulness. The new networks are known by a variety of names (including the orthogonal trees and the orthogonal forests), but we call them meshes of trees. The structure inherent in meshes of trees can be found in algorithms that are up to ten years old, but the networks themselves have only recently been defined. Three groups of researchers are responsible for independently formalizing the definition of a mesh of trees:

1) Nath, Maheshwari and Bhatt [N82, NMB83] showed how the networks could be used for sorting, discrete Fourier transform, transitive closure and minimum spanning tree.
2) Cappello and Steiglitz [CS81] showed how the networks could be used for integer multiplication, and

3) Leighton [L81, L83] obtained optimal bounds for laying out the networks on a VLSI chip and showed how the networks could be used for sorting, discrete Fourier transform and matrix multiplication.

In this paper, we describe algorithms for all of these problems. In some cases (such as for matrix multiplication [PV80, L83] and integer multiplication [CS81]), the algorithms were known previously and we have included them for completeness. In other cases (such as for sorting and transitive closure), the algorithms are new and consume less of some resource (e.g., time, area or processor size) than did the previously known algorithms. Except for the graph problems (which take $O(\log^2 n)$ steps), all of the algorithms require only $O(\log n)$ steps to execute.

The paper is divided into five sections. In Section 2, we define the 2-dimensional mesh of trees and attempt to provide some intuition as to why it is a good network for parallel computation. We also review the VLSI layout results that are known for the network. In Section 3, we show how the $n$-by-$n$ mesh of trees can be used to sort $n$ numbers in $O(\log n)$ steps. We also show how pipelining can be used to decrease processor size, increase data rate, and decrease layout area. In Section 4, we describe algorithms for matrix-vector multiplication, Fourier transform, transitive closure, minimum spanning tree and integer multiplication. In Section 5, we discuss multidimensional meshes of trees and show how the $n$-by-$n$-by-$n$ mesh of trees can be used to multiply two $n$-by-$n$ matrices in $O(\log n)$ steps. We also define the powerful shuffle-tree graph and explain why it can efficiently simulate algorithms designed for hypercube networks as well as those designed for meshes of trees.

Throughout the paper, we assume that nodes which are linked by an edge can communicate in a single time step. This assumption is made in many of the papers in the literature. (An exception is [NMB83], which assumes logarithmic communication time.) If longer communication times are required, then the number of steps calculated for algorithms in this paper must be scaled up accordingly.

2. The 2-Dimensional Mesh of Trees

2.1 Definition and Properties

The 2-dimensional mesh of trees $M_{2,n}$ is constructed as follows. Starting with an $n$-by-$n$ grid of nodes (where $n$ is a power of two) and adding nodes and edges as specified, construct a complete binary tree in each row and column of the grid. The trees should be constructed so that the leaves in each tree are precisely the
nodes in the corresponding row or column of the original grid. In particular, the 
(i, j) grid node (i.e., the node in the ith row and jth column of the grid) should 
double as the ith leaf of the jth column tree and the jth leaf of the ith row tree. 
(The ith leaf is determined by counting from left to right in the canonical drawing 
of the complete binary tree in the plane.)

As an example, we have drawn $M_{2,4}$ in Figure 1. The nodes in the original 
4-by-4 grid are represented by dots. The nodes that were added to form row trees 
are drawn as small triangles while those added to form column trees are shown as 
small squares. The row tree edges are drawn with solid lines while dashed lines 
represent column tree edges.

![Figure 1: The 4-by-4 mesh of trees $M_{2,4}$.](image)

It is not difficult to show that the n-by-n mesh of trees $M_{2,n}$ has $N = 3n^2 - 2n$ nodes, $4n^2 - 4n$ edges and maximum node degree three. More importantly, the graph has a small diameter; that is, every pair of nodes in the graph can be linked 
by a path of length $4\log n = \Theta(\log N)$. This means that any pair of processors in 
a mesh of trees network can communicate in a short (logarithmic) amount of 
time, an indication that the network will be useful for parallel computation.

In addition to having a small diameter, the mesh of trees also has a nice 
recursive structure. For example, if we remove the roots of the row and column 
trees of $M_{2,4}$ and the edges incident to them, we are left with four copies of 
$M_{2,2}$, one in each quadrant of the original grid. (For example, see Figure 2.)

In general, if we remove the nodes and edges in the top k levels of the binary 
trees in $M_{2,n}$, we will be left with $2^{2k}$ copies of $M_{2,n/2^k}$. This property is 
important for two reasons. First, it means that the mesh of trees is particularly well suited for use with algorithms that are based on the divide-and-conquer paradigm. (This is another reason why the mesh of trees is such a powerful network for parallel computation.) Second, the fact that $M_{2,n}$ can be decomposed 
into four disjoint copies of $M_{2,n/2}$ by the removal of $O(n)$ nodes and edges means 
that $M_{2,n}$ has a $2^{l/2}$-bifurcator of size $O(n)$. (A graph is said to have a
Figure 2: $M_{2,4}$ with row and column roots removed.

$2^{1/2}$-bifurcator of size $F$ if it can be partitioned into disjoint subgraphs by the removal of $F$ edges. The subgraphs, in turn, must have $2^{1/2}$-bifurcators of size $F/2^{1/2}$. The subgraphs need not be identical in size, but after $2\log F$ levels of recursion, the graph must be completely decomposed into isolated nodes. See [BL83, L82] for more information on bifurcators and their applications.) We will use the fact that $M_{2,n}$ has a $2^{1/2}$-bifurcator of size $O(n)$ in Section 2.3 where we discuss VLSI layouts for the mesh of trees.

2.2 Relationship to the Complete Bipartite Graph

Just as the shuffle-exchange graph, cube-connected-cycles and related networks derive their computational power from the structure of the hypercube, the 2-dimensional mesh of trees can be seen to derive its power from the structure of the complete bipartite graph. The relationship between the $n$-by-$n$ mesh of trees $M_{2,n}$ and the $2n$-node complete bipartite graph $K_{n,n}$ can best be explained by illustration. In Figure 3a, we have drawn $K_{4,4}$. In Figure 3b, we have drawn $M_{2,4}$ in a way that conforms to the structure of $K_{4,4}$. The nodes and edges of $M_{2,4}$ are drawn according to the same conventions followed in Figure 1.

Figure 3: a) the complete bipartite graph $K_{4,4}$; b) the 4-by-4 mesh of trees $M_{2,4}$. 
The illustration makes clear the correspondence between rows and columns of $M_{2,n}$ and nodes (left-hand side and right-hand side, respectively) of $K_{m,n}$, and between grid nodes of $M_{2,n}$ and edges of $K_{n,n}$. Given this correspondence, it is not at all surprising that the 2-dimensional mesh of trees is a powerful network for parallel computation.

2.3 VLSI Layouts

Although our primary emphasis in this paper is on the structural and computational properties of the mesh of trees, it is worth mentioning the results relevant to Thompson grid model layouts [T79, T80] for the mesh of trees.

A quick glance at Figure 1 suggests a natural $\Theta(n^2 \log^2 n)$-area layout for $M_{2,n}$. This layout also has $\Theta(n^2 \log^2 n)$ wire crossings and edges of length $\Theta(n \log n)$. Mathematically speaking, it is within a constant factor of optimal in area [L81, L83] but is suboptimal in other respects. For example, the fact that $M_{2,n}$ has a $2^{1/2}$-bifurcator of size $O(n)$ means that there is a recursively defined layout for $M_{2,n}$ that has area $O(n^2 \log^2 n)$. $O(n^2 \log n)$ wire crossings and maximum edge length $O(n \log n / \log \log n)$ [BL83, L82]. In [L81, L83], we prove that these bounds cannot be improved by more than a constant factor.

In addition to achieving the optimal area, crossing number and edge length bounds, the bifurcator-based layouts described in [BL83, L82] have a number of other useful properties. For example, the same bounds can be achieved for networks in which every node is replaced by an $O(\log n)$-by-$O(\log n)$-size processor. In fact, the area required for a layout with $s$-by-$s$-size processors is $\Theta(n^2 (\log n + s)^2)$. The layouts described in [BL83, L82] are also fault-tolerant in the sense that the same bounds can be achieved in the presence of faulty processors. Lastly, the layouts allow space for variable-size transistors to power signals across long wires. Without this feature, the assumption that communication across a long wire can be accomplished in unit time is less realistic.

Since any layout for $M_{2,n}$ has perimeter $\Omega(n \log n)$, it is possible (at least mathematically) to connect the $2n$ roots of $M_{2,n}$ to pins on the exterior of the layout without affecting any of the results mentioned above. This fact allows us to input data to the network through the row and column roots at a rate of $2n$ items per computational step. (For large values of $n$, this assumption may not be realistic given the current fabrication constraints on pincount. In such cases, the data must be entered at a slower rate and multiplexed to the row and column roots.)
3. Sorting Using the 2-Dimensional Mesh of Trees

In what follows, we describe three algorithms for sorting using the mesh of trees or simple variants thereof. All three algorithms are based on a simple scheme described by Muller and Preparata in [MP75]. The algorithms essentially consist of comparing every number to every other number, computing ranks (i.e., positions in the sorted list), and then permuting the numbers according to rank. All three variants sort a list of \( n \) numbers in \( O(\log n) \) steps but each uses pipelining to reduce some other measure of complexity. In Section 3.1, we describe an implementation of the algorithm on the mesh of trees using processors that can only compute a constant number of 1-bit operations in a single time step (i.e., in one bit step). In Section 3.2, we show how to implement the algorithm to sort \( p \) lists of numbers in \( O(\log n + p) \) steps (but using \( O(\log n) \)-bit-size processors), thereby increasing the data rate of the computation. In Section 3.3, we show how to implement the algorithm on a simplified mesh of trees in order to decrease the area necessary to sort \( n \) numbers in \( O(\log n) \) steps. The latter algorithm is also reported in [NMB83].

3.1 Pipelining to Reduce Processor Size

In many models of computation, it is assumed that processors can perform a constant number of \( O(\log n) \)-bit word operations in a single step. In what follows, we restrict ourselves to consider processors that can perform only a constant number of 1-bit operations in a single step. In particular, we will show how to pipeline \( M_{2,n} \) in order to sort \( n \) \( O(\log n) \)-bit numbers in \( O(\log n) \) bit steps. For \( m \)-bit numbers, the algorithm requires \( O(\log n + m) \) steps, although this is suboptimal for \( m > \Omega(\log n) \).

Let \( w_1, \ldots, w_n \) denote the \( n \) numbers to be sorted and let \( r \) be the rank function for the list. (Formally, \( r(i) \) is the position of \( w_i \) in the largest-first sorted ordering of the list.) Starting at the roots, input \( w_i \) bit by bit (leading order bit first) into the \( i \)th row and column trees for each \( 1 \leq i \leq n \). Pass the bits down each tree so that after \( \log n \) steps, the leading bit of \( w_i \) has reached each leaf of the \( i \)th row and column trees. At this point, the \((i, j)\) grid node sees the leading bits of \( w_i \) and \( w_j \). If they differ, the grid node halts and stores the value 1 if \( w_i > w_j \) and 0 otherwise. If the leading bits of \( w_i \) and \( w_j \) are identical, they are discarded and the \((i, j)\) grid node next compares the 2nd leading bits. Comparison of \( w_i \) and \( w_j \) continues in this fashion until they are distinguished or until they are found to be identical on all the bits. If equal, then the grid node halts and stores the value 1 if \( i > j \) and 0 otherwise.

After a total of \( \log n + m \) steps, every grid node has halted and stored a value indicating whether or not the number entered into its row tree was larger than the
number entered into its column tree. For example, if the four numbers to be sorted on \( M_{2,4} \) were (in binary) 101, 001, 101 and 110 (in that order), the values stored in the grid nodes would be as shown in Figure 4.

\[
\begin{array}{cccc}
101 & 1 & 0 & 0 \\
001 & 0 & 0 & 0 \\
101 & 1 & 1 & 0 \\
110 & 1 & 1 & 0 \\
\end{array}
\]

Figure 4: The values stored in the grid nodes of \( M_{2,4} \) after all comparisons are completed.

Notice that \( r(j) \) can be found by summing the values stored in the \( j \)th column tree. (For reasons that will soon become apparent, we require that the values of \( r(j) \) range from 0 to \( n-1 \) instead of from 1 to \( n \).) This is because the \( i \)th leaf of the \( j \)th column tree contains a 1 precisely when \( w_i > w_j \) or when \( w_i = w_j \) and \( i > j \). These values can in fact be summed in \( 2 \log n \) steps as follows. At each step, each node in the tree stores a bit and transmits a bit to its father in the tree. The transmitted bit (or parity bit) is the least significant bit of the sum of the bit stored in the last step and the two bits being transmitted from its sons. The stored bit (or carry bit) is the most significant bit of the same sum. A node starts transmitting bits only after it receives transmitted bits, and stops once it has transmitted its carry bit and its sons have stopped transmitting. (The single exception to this rule is that the root never transmits its last carry bit, which is necessarily a 0.) Initially, the stored bits of non-leaf nodes are 0. The algorithm commences when the leaves transmit their stored values.

As an example, we have shown the sequence of steps taken by the 2nd column tree in Figure 5. Numbers inside the nodes indicate stored bits. Numbers on the edges indicate transmitted bits. Nodes are marked with X's after their last transmission. After \( 2 \log n \) steps, the sum is output bit by bit (least significant bit first) at the root (where it may be stored in a \( \log n \)-length stack of nodes).

After \( 3 \log n + m \) steps, the \( i \)th column root contains \( w_i \) and \( r(i) \). It remains only to route \( w_i \) to the \( r(i) \)th row root for each \( i \) in order to complete the sorting.
The algorithm to accomplish this task is quite simple. In the first step, the root of the $i$th column tree observes the leading order bit of $\kappa(i)$. If the bit is 0, then the node passes all remaining bits of $\kappa(i)$ and $w_i$ to its left son (i.e., the son that is closer to the top row). If the bit is 1, then the node passes all remaining bits to its right son. In either case, the leading bit is discarded (i.e., it is not passed on to either son). The nodes in lower levels of the tree act the same way. They observe (and discard) the first bit that they see. If it is 0, remaining bits are passed to the left son. Otherwise, the remaining bits are passed to the right son. It is not difficult to check that the $\kappa(i)$th leaf (and no other leaf) of the $i$th column tree starts seeing $w_i$ after $2\log n$ steps. (It should now be clear why we chose to express $\kappa(i)$ in the range from 0 to $n-1$.) The leaf immediately passes the bits of $w_i$ on to its father in the row tree, as do all the nodes in the row trees, until the last bit of $w_i$ reaches the root of the $\kappa(i)$th row tree. This happens after $\log n + m$ additional steps. Since we have insured that $\kappa(i) \neq \kappa(j)$ for $i \neq j$, there will not be any conflicts in the row trees, and $w_1, \ldots, w_n$ will appear in sorted order in the row roots after a total of $6\log n + 2m$ steps. When $m = O(\log n)$, the running time is thus $O(\log n)$ bit steps.

3.2 Pipelining to Increase Data Rate

If the processors used in the mesh of trees are allowed to perform a constant number of $O(\log n)$-bit word operations in a single time step, then the sorting
algorithm described in Section 3.1 can be greatly simplified. In particular, it is no longer necessary to split up numbers into bits for pipelining. Rather, numbers from successive lists to be sorted can be pipelined so as to increase the number of lists that can be sorted in $O(\log n)$ steps. We describe how this can be done in what follows.

Let $p$ denote the number of $n$-element lists to be sorted. At the first time step, enter the $i$th number of the first list into the roots of the $i$th row and column trees for all $i$. At the second time step, transmit these numbers to the sons of the roots and enter the numbers from the second list into the roots. At each subsequent step, continue processing the previously entered lists and enter the data from the next list to be sorted into the roots. At any time step, processors on any level will be handling data from at most three lists: one list that is being passed to the leaves for comparison, one list for which the ranks are being computed by summing, and one list for which the final routing is taking place. Once a list is entered into the network, it will be output after $4\log n$ steps. Hence $p$ lists can be sorted in $4\log n + p$ steps. This is significantly faster than the $O(p\log n)$ steps required by the bit-based algorithm described in Section 3.1. (Of course, the processors are larger too.)

### 3.3 Pipelining to Reduce Layout Area

For some applications, decreasing the area of the layout is more important than increasing the number of problems that can be solved in $O(\log n)$ steps. In such cases, it is useful to sort using a simplified mesh of trees. The $n$-by-$n$ simplified mesh of trees $S_{2,n}$ is constructed from $M_{2,n}$ by first removing the internal nodes and edges from all but every $(\log n)$th row and column tree, and then inserting edges so that where there was once a copy of $M_{2,\log n}$ in $M_{2,n}$, there is now a $\log n$-by-$\log n$ mesh with a tree in the top row and leftmost column. For example, $S_{2,4}$ is shown in Figure 6. (This network has been discovered independently by many individuals including Nath, Maheshwari and Bhatt who call it the orthogonal tree cycles [NMB83].)

It is not difficult to construct a layout for $S_{2,n}$ that has $\Theta(n^2)$ area, $\Theta(n^2)$ crossings and edges of length $O(n)$. Interestingly, the simplified mesh of trees can sort a list of $n$ numbers in $O(\log n)$ steps. (We assume, of course, that the processors are capable of performing $O(\log n)$-bit word operations in a single step.) Given a list of numbers to be sorted $w_1, \ldots, w_n$, the algorithm proceeds as follows.

At the first time step, $w_{i\log n}$ is input to the roots of the $i$th row and column trees. In the next time step, these values are passed on to the sons of the roots and $w_{i\log n-k}$ is input to the roots of the $i$th row and column trees. This process continues for $\log n$ steps whereupon $w_{i\log n-k}$ is in every $(\log n - k)$-level node of the
Figure 6: The 4-by-4 simplified mesh of trees S_{24}.

ith row and column trees. During the next logn steps, the data is passed to the grid nodes through the mesh edges. After a total of 2logn steps, the (i, j) grid node will thus contain both w_i and w_j. All pairwise comparisons take place simultaneously and the values are passed through the meshes to the trees for summing. After logn additional steps, the rank of w_{(i-1)logn + 1} appears at the root of the ith column tree. The routing of these numbers can now commence. After another logn steps, every rank has been computed and the numbers are in various levels of the column trees. After logn more steps, all the numbers have reached the appropriate grid nodes. Starting simultaneously, the numbers begin moving in the other direction, first to leaves of the row trees and then on to the roots of the row trees. Eventually, the numbers will appear in sorted order in blocks of logn numbers at each of the n/logn row roots. The total running time is 8logn word steps.

It is worth remarking that (like the bit-based algorithm described in Section 3.1) the sorting algorithm for the simplified mesh of trees cannot be further pipelined to sort several lists simultaneously.

4. Other Algorithms for the 2-Dimensional Mesh of Trees

In what follows, we briefly describe a variety of fast algorithms for the 2-dimensional mesh of trees. We commence with an O(logn)-step algorithm for matrix-vector multiplication in Section 4.1. This algorithm (which originally appeared in [L83, NMB83]) has applications to Fourier transform and convolution as well as to a variety of other problems. In Section 4.2, we describe algorithms for the transitive closure and minimum spanning tree problems. We conclude in Section 4.3 with an algorithm for integer multiplication on a mesh-of-trees-like structure that was developed by Cappello and Steiglitz [CS81].
4.1 Matrix-Vector Multiplication

Given a fixed $n$-by-$n$ matrix $S = \{s_{ij} | 1 \leq i, j \leq n\}$, we will show how to use $M_{2n}$ to compute the product of $S$ and any input $n$-vector in $2\log n$ steps. As $S$ is fixed, it is not considered to be part of the on-line input. Rather, it is considered to be part of the program (in the form of off-line input) and we assume that the value of $s_{ij}$ is initially stored in the $(i,j)$ grid node for all $i$ and $j$. The algorithm proceeds as follows.

Given any input vector $v = \{v_j | 1 \leq j \leq n\}$, input $v_j$ into the root of the $j$th column tree for each $j$ at the first time step. Pass the entries of $v$ down the column trees so that after $\log n$ steps, each leaf in the $j$th column tree has received the value of $v_j$. Computation of the $n^2$ products $\{s_{ij}v_j | 1 \leq i, j \leq n\}$ can now take place simultaneously. Afterwards, we can find the values of the product vector $Sv$ by summing the values of the leaves in each row tree. This summing operation takes an additional $\log n$ steps. Thus after a total of $2\log n$ steps, the values of the product are output at the roots of the row trees.

The form of the algorithm for matrix-vector multiplication is very similar to that for sorting. Hence, it should not be surprising that the algorithm just described can be pipelined in the three ways described in Section 3. For example, the product of $S$ with $p$ $n$-vectors can be computed in $2\log n + p$ steps and the simplified mesh of trees can be used to compute a single product in $4\log n$ steps (thereby reducing the area). Reducing the size of the processors is slightly more complicated since multiplication is harder than comparison. The difficulty can be overcome by expanding each grid node into a small $\log n$-bit multiplier.

The matrix-vector product algorithm has a number of useful applications. Most importantly, it can be used to compute discrete Fourier transforms by setting $S$ to be the well-known discrete Fourier transform matrix. As a result, the mesh of trees can compute convolutions, interpolations and polynomial products as well as a variety of other tasks in $O(\log n)$ steps.

4.2 Graph Problems

In [NMB83], Nath, Maheshwari and Bhatt, describe an $O(\log^3 n)$-step algorithm for the connected components problem. They also show how to modify the algorithm to obtain $O(\log^2 n)$-step algorithms for the transitive closure and minimum spanning tree problems. The algorithms are based on the Hirschberg-Chandra-Sarwate [HCS79] $O(\log^2 n)$-time algorithm for connected components, which uses a shared-memory model of parallel computation. In what follows, we show how to modify the [HCS79] algorithm so that it can be executed on an $n$-by-$n$ mesh of trees in $O(\log^2 n)$ steps. (A similar modification is described in [HV83].) By following the techniques described in [N82, NMB83],
the algorithm can then be modified to obtain $O(\log^2 n)$-step algorithms for the transitive closure and minimum spanning tree problems.

Given and undirected $n$-node graph $G$, let $A = \{a_{ij} \mid 1 \leq i, j \leq n\}$ be the adjacency matrix for $G$ and let $D$ be an array such that $D(i)$ is the smallest number of a node in the connected component of $G$ containing node $i$. Assume that $a_{ii} = 1$ for all $i$. The [HCS79] algorithm for computing $D$ proceeds as follows.

**op1:** set $D(i) = i$ for all $i$

**op2:** do op2.1 through op2.4 for $\log n$ iterations

1. **op2.1:** set $E(i) = \min \{D(j) \mid a_{ij} = 1\}$ for all $i$
2. **op2.2:** set $C(i) = \min \{E(j) \mid D(j) = i\}$ for all $i$
3. **op2.3:** do op2.3.1 for $\log n$ iterations
   1. **op2.3.1:** set $C(i) = C(C(i))$ for all $i$
4. **op2.4:** set $D(i) = C(D(i))$ for all $i$

**op3:** end

It is easily shown (see [NMB83], for example) that op2.1, op2.2, op2.3.1 and op2.4 can be implemented in $O(\log n)$ steps on an $n$-by-$n$ mesh of trees. The problem is that op2.3.1 is executed $\log^2 n$ times by the preceding algorithm. This problem can be overcome by implementing the following algorithm on the mesh of trees.

**op1:** set $D(i) = C(i) = i$ and $S(i) = "active"$ for all $i$

**op2:** do op2.1 through op2.6 for $10\log n$ iterations

1. **op2.1:** set $E(i) = \min \{D(j) \mid a_{ij} = 1 \text{ and } S(D(j)) = "active"\}$ for all $i$
2. **op2.2:** if $S(C(i)) = "active"$, then set $C(i) = \min \{E(j) \mid D(j) = i\}$ for all $i$
3. **op2.3:** if $C(i) \neq i$, then set $S(C(i)) = S(i) = "inactive"$ for all $i$
4. **op2.4:** set $C(i) = C(C(i))$ for all $i$
5. **op2.5:** if $C(r) = r$ and no new values of $C(i)$ were set to $r$ in op2.4, then set $S(r) = "active"$ for all $r$
6. **op2.6:** if $S(C(D(i))) = "active"$, then set $D(i) = C(D(i))$ for all $i$

**op3:** end
The key difference in the two algorithms is that the latter algorithm processes the necessary number of iterations of op2.3.1 in parallel with the rest of the operations. The $S(j)$ variables are included to insure that the functioning of op2.3.1 (op2.4 in the latter algorithm) doesn't conflict with the other operations. (In particular, $S(j)$ is "inactive" precisely when the label $j$ is being processed by op2.4 and thus when it is not available for processing by the other operations.) The proof that this algorithm performs as claimed is somewhat delicate and is described in [HV83] so we have not included it here. The proof that the algorithm can be implemented on $M_2$, using $O(\log^2 n)$ steps is not difficult (especially given [NMB83]) and we leave it as an exercise for the reader.

As was the case with sorting and matrix-vector multiplication, these algorithms can be pipelined in the ways described in Section 3.

4.3 Integer Multiplication

In [CS81], Cappello and Steiglitz show how to use a variant of the mesh of trees structure to multiply two $n$-bit numbers in $O(\log n)$ bit steps. We briefly summarize this result in what follows.

The network for integer multiplication is constructed from an $n$-by-$2n$ grid of nodes. Nodes and edges are added to form complete binary trees in the rows, columns and transverse diagonals of the grid. As before, the leaves of the trees should coincide with the nodes of the grid. As an example, we have indicated the location of the diagonal trees for $n=4$ in Figure 7.

![Figure 7: Location of diagonal trees in a 4-by-8 grid of nodes.](image)

Let $a_1 \ldots a_n$ and $b_1 \ldots b_n$ be the binary representations of the two numbers to be multiplied. At the first step, input $a_i$ to the root of the $(n-i+1)st$ row tree for each $i$ and input $b_i$ to the root of the $ith$ diagonal tree for each $i$. Pass the values from the roots to the leaves of the trees so that after $\log n$ steps, the $(n-i+1, n-i+1+j)$ grid node contains $a_i$ and $b_j$. These values are then simultaneously multiplied and stored. For example, Figure 8 displays the stored values for the product of 1101 and 1011.
Figure 8: Stored values for the product of $1101$ and $1011$.

It is obvious from looking at Figure 8 how the algorithm multiplies two numbers. The algorithm is simply simulating the elementary school method of digital multiplication. At this point it remains only to sum the $n \cdot 2n$-bit numbers contained in the rows. This is done in $\log n$ stages as described below.

In the first stage, the bits in each column are summed as described in Section 3.1 and then stored in a $\log n$-length stack at the row root. This stage takes $2 \log n$ steps and reduces the problem to that of adding $\log n \cdot 2n$-bit numbers. The new problem can be handled in a recursive fashion. For example, in the second stage, the algorithm takes $2 \log \log n$ steps and leaves $\log \log n \cdot 2n$-bit numbers to be summed. After $\log n$ stages ($O(\log n)$ steps), we are left with $2 \cdot 2n$-bit numbers to be summed. This final sum is computed with a Brent-Kung adder [BK80] in $O(\log n)$ steps. (Note that the Brent-Kung network must be interconnected to the roots of the mesh of trees to form the multiplication network. By further modifying the network, the algorithm can be pipelined in the ways described in Section 3.)

5. Multidimensional Meshes of Trees

5.1 Definitions and Properties

The 2-dimensional mesh of trees can be easily generalized to higher dimensions. For example, the 3-dimensional $n$-by-$n$-by-$n$ mesh of trees $M_{3,n}$ can be constructed as follows. Starting with an $n$-by-$n$-by-$n$ cube of nodes and adding nodes where indicated, construct a set of $n^2$ complete binary trees in each of the three dimensions of the cube. As before the tree should be constructed so that the leaves are precisely the nodes of the original cube and so that the subgraph induced on each octant of nodes is $M_{3,n/2}$. For example, we have drawn $M_{3,2}$ in Figure 9. The nodes in the original cube of nodes appear as dots while the internal nodes appear as squares.
The general \( r \)-dimensional mesh of trees \( M_{r,n} \) is formed from an \( n \)-by-\( n \)-\( \cdots \)-\( n \) hypercube in a similar manner. In general, removal of the roots and edges that are in the top level of the binary trees will leave \( 2^r \) disjoint copies of \( M_{r,n/2} \). It is easily shown that \( M_{r,n} \) has \( N = \Theta(n^r) \) nodes, maximum degree \( r \), diameter \( 2r\log n = \Theta(\log N) \), and a \( 2^{r/2}\)-bifurcator of size \( n^{r-1} = \Theta(N^{1-1/r}) \). Optimal layouts for \( M_{r,n} \) are discussed in [L81, L83].

5.2 Matrix Multiplication Using the 3-Dimensional Mesh of Trees

In what follows, we describe a \( 2\log n \)-step algorithm for multiplying two \( n \)-by-\( n \) matrices using \( M_{3,n} \). This algorithm was originally discovered by Preparata and Vuillemin [PV80], although the underlying network was not discovered to be the mesh of trees until recently. The algorithm can be pipelined in several ways (see [PV80]), including those ways described in Section 3. In what follows, we review the simplest version of the algorithm.

At the first time step, the two matrices to be multiplied are entered into the network via the roots of the trees in two of the dimensions (one dimension for each matrix). The entries are passed down through the trees so that after \( \log n \) steps, the \((i, j, k)\) grid node contains the \((i, j)\) entry of the first matrix and the \((j, k)\) entry of the second matrix. All \( n^r \) multiplications are then performed simultaneously. The entries of the product are then calculated by summing the values of the leaves of each tree in the third (previously unused) dimension. The summing process takes an additional \( \log n \) steps. The total computation takes \( 2\log n \) steps.

5.3 The Shuffle-Tree Graph

The \( r \)-dimensional mesh of trees was defined as a natural extension of the 2-dimensional mesh of trees. \( M_{r,n} \) can also be viewed as a generalization of the \( r \)-cube, another powerful communications network. For example, \( M_{r,2} \) is an \( r \)-cube with every edge replaced by a path of length two. (Glance at Figure 9 once
again.) Viewed in this light, the \( r \)-dimensional mesh of trees motivates the definition of a shuffle-tree graph in much the same way that the \( r \)-cube motivates the definition of the \( 2^r \)-node shuffle-exchange graph. In what follows, we review the transformation of the hypercube into a shuffle-exchange graph and show how the same transformation can be applied to \( M_{r,n} \) to form a shuffle-tree graph.

Because the \( r \)-cube has nodes of degree \( r \), it is sometimes not appropriate for practical applications. In such cases, the shuffle-exchange graph is often used instead. The \( 2^r \)-node shuffle-exchange graph is formed from the \( (2^r \)-node) \( r \)-cube by removing all edges except those that link nodes differing in the last bit, and then inserting edges between nodes that are left or right cyclic 1-shifts of one another. The edges from the original \( r \)-cube are called exchange edges and the edges inserted between nodes that are 1-shifts of one another are called shuffle edges (owing to their ability to shuffle a deck of data in a single step [DGK81, LLM83]). Mathematically speaking, the shuffle edges are formed by rotating the nodes of the \( r \)-cube in \( r \) dimensions about the line between the all-0 node and the all-1 node. The rotation permutes the nodes in \( r \)-cycles which correspond to \( r \)-cycles of the shuffle edges. (When \( r \) is composite, degenerate cycles with fewer than \( r \) edges may appear.) As an example, we have included Figure 10. (Those readers who would like to know more about the properties of shuffle-exchange graphs might find [LLM83] of interest.)

![Figure 10: a) the 3-cube (dashed edges are to be removed); b) the 8-node shuffle-exchange graph (dashed edges are shuffle edges).](image)

If the edges of the hypercube are used in only one dimension at a time by an algorithm and if the dimensions are used in the natural cyclic order (as they are for almost all hypercube algorithms), then the same algorithms can be implemented on the shuffle-exchange graph by passing the data along shuffle edges between each hypercube operation. Since passing the data along shuffle edges corresponds to a rotation of the underlying hypercube structure of the graph, the exchange edges of the shuffle-exchange graph effectively simulate the currently active dimension of edges in the hypercube. As a result, the time necessary to run the algorithm on the shuffle-exchange graph is at most double
the time required by the hypercube. The advantage of the shuffle-exchange graph is that it has node degree at most three.

The \((r, n)\)-shuffle-tree graph \(T_{r,n}\) is constructed from \(M_{r,n}\) by first removing all but one dimension of the trees, and then by adding edges that correspond to a rotation of \(M_{r,n}\) in \(r\)-space about the line between nodes \((1, \ldots, 1)\) and \((n, \ldots, n)\). Two nodes \((u_1, \ldots, u_r)\) and \((v_1, \ldots, v_r)\) of the original \(n^r\)-node cube are leaves of the same tree in \(T_{r,n}\) if \(u_i=v_i\) for all \(i < n\), and they are linked by a shuffle edge if one is a cyclic 1-shift of the other. For example, the tree and shuffle edges of \(T_{2,4}\) are shown in Figures 11a and 11b, respectively. Notice that the shuffle edges correspond to a simple transposition of the nodes. That is because a transposition is simply a rotation in 2-space about the line between \((1,1)\) and \((n,n)\).

Figure 11: a) the tree edges of \(T_{2,4}\); b) the shuffle edges of \(T_{2,4}\).

It is worth noting that all of the algorithms described in this paper for \(M_{r,n}\) can be run in twice the number of steps on \(T_{r,n}\). This is due to the fact that all the algorithms perform operations along one dimension of trees at a time. When that dimension changes, the data is simply passed along the shuffle edges in \(T_{r,n}\). As with the shuffle-exchange graph, however, \(T_{r,n}\) has node degree at most three.

As we have just seen, the class of \((r, n)\)-shuffle-tree graphs is very powerful. At one end of the spectrum \((n=2)\), the class includes the class of shuffle-exchange graphs, for which many fast algorithms are known [S71, S80]. At the other end of the spectrum \((r=2,3)\), the class includes the 2- and 3-dimensional meshes of trees, for which many good algorithms are also now known. Whether or not the graphs in the center of the spectrum are useful (we suspect that they are) is an interesting open question.
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Silicon-On-Insulator Bipolar Transistors

M. RODDER AND D. A. ANTONIADIS, MEMBER, IEEE

Abstract—Thin-film lateral n-p-n bipolar transistors (BJT) have been fabricated in moving melt zone recrystallized silicon on a 0.5-μm silicon dioxide substrate thermally grown on bulk silicon. Current-voltage characteristics of devices with different base widths (5 and 10 μm) have been analyzed. The use of a metal gate over oxide covering the base region has allowed the devices to be operated as n-channel MOSFET's as well as surface effects on device characteristics have been investigated under varying gate-bias voltages. Maximum dc current gain values of 2.5 were achieved with a 5-μm base width and values around 0.5 with a 10-μm base width. Higher gain values were impeded by onset of high-level injection which occurred at low currents because of light base doping of these devices.

To date silicon-on-insulator (SOI) technology has found application only in MOSFET device fabrication. This is because of the simplicity of these devices and also because the extremely low-minority lifetimes in the dominant SOI films, namely silicon on sapphire (SOS), have made bipolar devices impractical. However, recent SOI technology based on moving melt-zone recrystallization has yielded films with significantly improved lifetimes [1]. SOI bipolar devices may be desirable, either by themselves or in combination with MOSFET's in the same circuit, because they exhibit higher transconductance for a given area and bias current than MOSFET's. This paper reports the first realization of silicon-on-insulator-dioxide bipolar devices.

The samples were prepared using the nonseeded moving melt-zone recrystallization technique which has been reported elsewhere [2]. The insulator material underlying the 0.5-μm Si film was 0.5 μm of thermally grown SiO₂ on (111) oriented n-type doped silicon wafers. After recrystallization, the encapsulation layer was removed and a 500-Å buffer oxide layer was grown at 1000°C in 50 min. Next, a double boron implantation was performed over the entire sample with doses of 1.5 × 10¹² cm⁻² at 20 keV and 3.5 × 10¹² cm⁻² at 200 keV; this implant determined the base doping profile. Following the implant, the base regions were covered with a polyimide layer defined using an O₂ plasma etching process. A phosphorous implantation to form the emitter and collector regions was performed with a dose of 3.5 × 10¹⁵ cm⁻² at 250 keV. The polyimide layer was then removed and an Al layer was patterned to be used at a mask during the subsequent SF₆ plasma etch of the recrystallized Si, so as to form individual Si islands. The 500-Å oxide was then removed and a new 1500-Å gate oxide was thermally grown at 900°C using a dry-wet dry oxidation. Contact holes were then defined and, subsequently, Al was deposited and patterned to define the contact pads and gate electrodes. The samples were finally annealed in forming gas at 450°C for 30 min. A cross section and top view of the merged lateral BJT-MOSFET device is shown in Fig. 1.

The base (channel) dimension perpendicular to current flow was nominally 100 μm. Nominal base widths (channel lengths) were 5 and 10 μm. After measuring the actual base widths on the sample and accounting for lateral diffusion, the widths are estimated to be approximately 3.5 and 8.5 μm.

Measurements of base and collector currents (I_B and I_C) versus base-emitter voltage V_BE and as a function of top gate-to-base voltage V_GB were obtained using a two-channel Keithley 619 Electrometer incorporated into an automated data acquisition system. Values of oxide thickness and of the MOSFET threshold voltage were also obtained using the above...
system and a capacitance meter; typical values are $r_{ox} = 1500$ A, and $V_{T} = 4$ V at zero source-bulk (emitter-base) bias. Current-voltage characteristics are shown in Fig. 2 for typical 5- and 10-μm base-width devices. All measurements shown were performed with collector-base bias voltage $V_{CB} = 0$ V to avoid any base-width modulating effects, and back-gate (Si substrate) to base bias voltage equal to $-10$ V. A small number of devices were found to exhibit poorer characteristics than those shown in Fig. 2. Given the fact that the silicon recrystallization was unseeded, we attribute these poor characteristics to inevitable large-angle grain boundaries through those devices [3]. No significant performance difference between the majority of devices oriented parallel or perpendicular to the predominant sub-boundary direction was observed.

Two characteristics of the collector current can be seen from Fig. 2(a): (a) for sufficiently negative values of $V_{GB}$ ($-3$ V), $I_C$ is independent of variations of $V_{GB}$; (b) as $V_{GB}$ increases, $I_C$ shows a strong dependence on the gate-to-body bias voltage. Since we are primarily interested in the bipolar characteristics of the thin-film device, it is important to understand which of the $I_C$ curves are strictly due to lateral bipolar action.

The distinguishing characteristics of a true (lateral) bipolar device are two-fold. First, if the carrier quasi-Fermi levels are assumed constant through the base-emitter junction depletion region, then the collected bipolar current exhibits a characteristic of the form $I_C \propto \exp \left[ qV_{BE}/nkT \right]$, where $n = 1$ for low, and $n = 2$ for high-level injection conditions. Hence, on a semi-log plot of $I_C$ versus $V_{BE}$, for low-level injection the slope should correspond to the well-known 60-mV/decade at room temperature. Second, the collected bipolar current is due to the flow of injected minority carriers through a base region which satisfies the quasi-neutrality condition—i.e., the net charge density in the base $\rho_b$ satisfies the condition $\rho_b < qN_A$ where $N_A$ is the base-doping concentration. Therefore, if a component of collected current is due to injection of minority carriers into a region which does not satisfy the quasi-neutrality condition, then this component is not due to true bipolar transistor action but rather to field-effect action. Such a current component might be due to injection into a depleted region at the top or bottom Si--SiO$_2$ interface.

Thus to assure that the measured $I_C$ is strictly due to bipolar action, it is important that the base near both the top and bottom Si--SiO$_2$ interface is biased into "flat-band" condition. If these regions are depleted then what we are observing is actually a surface MOSFET operating in weak inversion in parallel with the bipolar transistor. It is interesting to note that under these conditions, simple theory [4] predicts the slope of the drain current with respect to $V_{BE}$ (this would be $V_{BS}$ in MOSFET convention), is also 60 mV/decade as for the bipolar and thus as can be seen from Fig. 2(a), the slope cannot be used to distinguish between MOSFET and BJT operation. Since for electrons emitted into a depleted region there is very little recombination the apparent dc current gain $\beta$ under this condition can be very high. Thus of the $I_C$ curves in Fig. 2(a), the ones that correspond to true bipolar action are the ones for which $V_{GB}$ assures neutral or accumulated surface condition. In our case this occurs around $V_{GB} = -3$ V. Below this value, the surface starts accumulating and the effect of the $V_{GB}$ is screened out of the bulk base. Similarly the $-10$-V bias of the back gate with respect to the base assures that the back interface is accumulated, and, therefore, it does not present a favorable current path.

It is important to stress at this point that any other way of biasing our device would give erroneous results. For example, if the top gate was left floating or equivalently it was not there, as in most bulk lateral BJT, then fixed surface charges could deplete the surface and allow favorable surface current emission. Similarly, if the gate was biased with respect to the
source rather than with respect to the bulk, a $V_{BE}$-dependent
depletion modulation could occur with concomitant effects on
the relationship between $I_C$ and $V_{BE}$.

Although the collected current shows a strong dependence
on $V_{GB}$, $I_B$ shows only a slight dependence and only at low
$V_{BE}$ (Fig. 2(a)). This dependence is due to the fact that if the
base region under the gate is depleted due to an applied bias
$V_{GB}$, the base current will have a component arising from re-
combination in this depleted region. Since the magnitude of
the recombination current is proportional to the depth of the
depletion region, it is obvious that $I_B$ will be a function of $V_{GB}$
since the depth of the depleted region itself depends on $V_{GB}$.
However, it is interesting to note that this surface effect is
quite small indicating a low density of surface recombina-
tion centers at the top Si-SiO$_2$ interface.

Both the collector-current and the base-current character-
istics exhibit considerable change in their respective slope at
increased $V_{BE}$. Considering at first only the currents due to
true lateral bipolar action, there are two effects both of
which cause degradation of the current characteristics. First,
the collector-current slope changes from 60 to 120 mV/
decade due to the onset of high-level injection in the vicinity
of $V_{BE}$ = 0.7 V. From classical theory, for a uniformly doped
base the onset condition is defined as

$$V_{BE} = \frac{kT}{q} \ln \frac{N_A}{n_i} \quad (1)$$

The value of $N_A = 1 \times 10^{16}$ cm$^{-3}$ from the above definition
corresponds reasonably well with the average base doping ob-
tained from $V_T$ versus $V_{BE}$ observations and from SUPREM
simulation; the fact that the base doping is not uniform per-
dicularly to current flow does not significantly alter the
validity of this discussion. On the other hand, the base-current
slope degradation is not due to high-level injection; rather,
a high series resistance of about 10 kΩ, from the edge of the
base to the contact causes the actual base-emitter junction
voltage to be less than the externally applied voltage $V_{BE}$,
for $V_{BE}$ applied greater than approximately 0.75 V. Hence,
for $V_{BE} > 0.75$ V, $I_C$ also degrades because of this base series
resistance effect.

Now, consider the current flow attributable to the merged
MOSFET device associated with the top Si-SiO$_2$ interface.
From Fig. 2(a), it can be seen that the degradation of current
slope of the merged MOSFET begins not at a fixed $V_{BE}$ but at
a fixed value of collected current—interestingly, at approxi-
mately the value of $I_C$ at which the true bipolar device enters
the high-level injection region. It can be shown easily that this
change of slope is due to onset of moderate inversion (i.e., end
of the weak inversion) of the merged MOSFET device [5];
here, the onset of moderate inversion for the MOSFET
occurs at the same value of $I_C$ as the onset of high-level in-
jection for the BJT. This interesting observation can be easily
shown to be predictable from straightforward device theory
[4].

It is now important to analyze the differences in $I$-$V$ char-
acteristics due to varying base widths. As can be seen by com-
paring Fig. 2(a) to Fig. 2(b), the values of $I_B$ for a 5-μm base-
width device is lower than the corresponding value for a
10-μm base-width device at the same $V_{BE}$. This is obviously
due to less recombination in the narrower base. Accordingly,
the dc common emitter current gain ($β$), increases from a
value of 0.5 for the 10-μm device to above 2.5 for the 5-μm
device. This indicates that the base current, for the most part,
is due to bulk minority recombination. Using standard BJT
theory and the two values of base width, a characteristic dis-
fusion length ($L_n$) is determined to be approximately 5 μm.
Assuming a value of $D_n = 10^{7}$ cm$^2$/s for the electron diffusion
coefficient, we obtain an approximate value of $\tau_n = 3 \times 10^{-8}$ s
for the minority-carrier lifetime (electrons).

It is not clear at this point whether the observed low life-
time is an inherent property of our thin films, or whether it is
due to subsequent processing. Lifetimes in the microsecond
range in SOI have been reported previously [1], although they
were measured using a MOS deep-depletion capacitance re-
coverry technique. Thus it appears that higher $β$'s can be achieved
in the future using these SOI films. Nevertheless, modifications
in the device design to allow scaling of the base width to less
than 1 μm, while maintaining a low base series resistance, can
yield devices with $β$'s of about 20 even with the present low
lifetimes.
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LAYING THE POWER AND GROUND WIRES ON A VLSI CHIP

Andrew S. Moulton

Massachusetts Institute of Technology

Abstract

This paper presents the approach of MIT's Placement-Interconnect (PI) Project to routing noncrossing VDD and GND trees in single-layer metal. The input to the power-ground phase is a set of rectangular modules on a rectangular chip. There is one VDD pad, one GND pad, and each module has one VDD terminal, one GND terminal, and a current requirement. The power-ground phase calculates a cycle that passes through every module once, dividing the VDD terminals from the GND terminals. This splits the chip into a VDD region and a GND region. Power-routing techniques find a short Steiner tree in the VDD region that connects the VDD terminals to the VDD pad. This Steiner tree consists of minimum width metal wires. The same techniques route the GND tree. Using each module's current requirement, tree-traversal determines the current requirement and required width of each wire of the tree. Techniques used to widen overcrowded channels widen the wires, producing the final VDD and GND trees.

Introduction

MIT's Placement-Interconnect (PI) Project, described by Prof. Ronald Rivest at the 19th DAC, is automating the placement and interconnect phases of IC design of custom NMOS or CMOS chips designed under the rules of Mead and Conway. Input to PI consists of a description of the rectangular modules and pads to appear on the chip and a set of nets, where each net is a set of terminals on modules and pads to be connected by wire. Each chip has one VDD net, one GND net, and many signal nets. To produce the description of the routed chip, PI goes through the following stages: placing the modules and pads on the chip, routing the VDD and GND nets, routing the signal nets, and compacting the layout of the modules, pads, and wires.

At the end of the placement phase, PI knows the current requirements of each terminal and knows the position of the one VDD pad, the one GND pad, the signal pads, the modules, and the terminals.

This paper describes PI's techniques to route the VDD and GND nets, which is the goal of PI's second phase, the power-routing phase. Power-routing lays wires to connect the VDD terminals to each other and the GND terminals to each other. These wires form a tree with its base at the pad and its leaves at the modules' terminals. Each wire of the tree must be wide enough to carry the current that might flow through it. Drawing both trees in the metal layer requires that they do not cross.

We want the total length of the two trees to be as small as possible. Using less of the metal layer for power wires leaves more metal for the signal-routing phase, enhancing its performance. The signal-routing phase divides the chip area not occupied by pads, modules, or power wires into rectangular regions called free channels and uses these free channels to determine where to route the signal wires. Short simple, regular power trees produce regular free channels that are more nearly square. Dealing with such true channels enhances the signal-router's performance.

History

Zahir Syed and Abbas El Gamal's algorithm grows interdigitated trees. Applying "traffic rules" to the free channels between modules prevents the trees from crossing. Another possible approach routes one tree, minimizing its length, and then routes the other tree without crossing the first. This approach then rearranges separate branches of each tree, hoping to shorten the second tree without greatly lengthening the first. Other approaches grow the tree simultaneously. Rothermel and Mlynski grow one tree from the left, the other from the right. Another approach grows, at each step, the branch of a tree that would least hinder the growing of the other tree.

Using a Hamiltonian cycle to divide the chip into regions

PI's power-routing phase divides the chip into a VDD region and a GND region and then routes each net within the appropriate region. To see the relationship between the layout of power trees and a cycle that passes through every module exactly once, consider a chip with the power trees already laid. Imagine standing on a module with the module's VDD terminal on your right and its GND terminal on your left. When you try to walk to another module, keeping the VDD wires on your right and the GND wires on your left will determine the next module you encounter. Continuing the walk takes you through every module and back to where you started. A layout of power trees thus determines a Hamiltonian cycle. PI's power-routing phase first draws a Hamiltonian cycle and lets this cycle determine the layout of the power trees.

Several characteristics of the cycle are closely related to the quality of the corresponding tree layout. To ensure that the cycle is divided into two regions, the cycle must not cross itself. The two regions produced by a shorter cycle have simpler shapes, and routing in such regions results in better trees. These considerations lead us to find as short a Hamiltonian cycle as can be found in a reasonable amount of time.

Finding a short Hamiltonian cycle

When using an algorithm to find a short Hamiltonian cycle, we must define the distance from one module to another. In keeping with our notion of traveling with the VDD wires on...
our right, we imagine that the Hamiltonian cycle will leave a module at a point, called an OUT point, on the perimeter of the module halfway between the terminals. The OUT point is counterclockwise from the VDD terminal and clockwise from the GND terminal. Every module also has an IN point (clockwise from the VDD terminal, counterclockwise from the GND terminal). The distance from Module A to Module B is the Manhattan distance (change in x-coordinate plus change in y-coordinate) from A's OUT point to B's IN point. Note that this definition of distance is not symmetric.

There are many algorithms to find a short Hamiltonian cycle. P1 currently uses Shen Lin's:

Start with a random, directed Hamiltonian cycle.
Delete three edges.
Reconnect the segments to form a new Hamiltonian cycle.
If the new cycle is shorter than the original, look for three edges to delete from the new. If not, look for another set of three edges to delete from the original. If trying all possible sets of three edges fails to produce a shorter cycle, accept the original cycle as a reasonably short Hamiltonian cycle.

Routing the Hamiltonian cycle

The preceding algorithm gives the order in which the cycle traverses the modules but does not completely determine the cycle. We regard each edge of the cycle as a net of two "terminals" (one module's OUT point and the other's IN point) and route it using signal-routing techniques. These techniques minimise the wire lengths and the number of jogs, which is what we want. In routing the cycle's edges, no wire is allowed to cross a wire of a previously laid edge. This ensures that the final cycle will not cross itself.

We must decide the order in which we route the segments of the Hamiltonian cycle. Laying the wires of one edge could block a path that would provide a short routing of a later edge. In routing this later edge, we may need to lay long wires to avoid crossing the previously laid wires. This effect is more noticeable with shorter edges. For a longer edge, when one module's OUT point is far from the other module's IN point, there is a greater choice of paths connecting these points using wires of approximately the same length, so cutting off one of these paths is less likely to significantly increase the final length of the tree. We therefore route the edges of the Hamiltonian cycle in ascending order according to the length of the edges.

Routing the VDD and GND nets

When the Hamiltonian cycle is completely routed, all terminals of one power net will be inside the cycle, all terminal of the other power net will be on the outside.

We first route the net inside the Hamiltonian cycle. To do this, we use signal-routing techniques that find a short Steiner tree that spans the terminals. We restrict this routing so that it doesn't cross the Hamiltonian cycle.

We then delete the Hamiltonian cycle and use signal-routing techniques to route the other net. We restrict this routing so that it doesn't cross the wires of the previously laid tree. After this routing has been accomplished, we have two noncrossing, interdigitated trees of minimum length wires. The following example shows the successive stages of input, drawing the Hamiltonian cycle, routing the VDD tree, and erasing the Hamiltonian cycle and routing the GND tree.

Determining wire width

Tree traversal determines how much current might flow through each wire of the tree. We regard the layout of wires of each net as a tree with its base at the power pad and its leaves at the modules' terminals. User input gives each terminal's maximum current requirement. The maximum current of a wire ending in a terminal is the maximum current of the terminal. The maximum current of other wires is the sum of its children's maximum currents. After every wire's maximum current is known, multiplying by a design-rule constant gives every wire's minimum width.

Widening the wires

P1's stretcher widens each wire at least to its minimum width. The stretcher has algorithms to widen free channels when too many wires are squeezed into too little space. It uses these same algorithms to widen the power wires.

We regard each power wire as a long, thin rectangle and then regard each rectangle as a channel. We widen the channel, which means stretching the channel in the direction perpendicular to the current flow. Tree traversal shows the channel sides through which current enters and leaves the channel. If these sides are opposite each other, the direction of current flow is obvious and we stretch only in the direction perpendicular to this. If not, we stretch in both directions.

We stretch horizontally (in the x-direction) and then vertically (in the y-direction). Each direction requires a separate sequence of deciding whether or not this channel should be stretched in this direction, calculating the channel's minimum width, and then applying the stretching algorithms.

The result of stretching in both directions is the final power trees.
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Abstract—In MOS integrated circuits, signals may propagate between stages with fanout. The exact calculation of signal delay through such networks is difficult. However, upper and lower bounds for delay that are computationally simple are presented in this paper. The results can be used 1) to bound the delay, given the signal threshold, or 2) to bound the signal voltage, given a delay time, or 3) certify that a circuit is "fast enough," given both the maximum delay and the voltage threshold.

I. INTRODUCTION

In MOS INTEGRATED CIRCUITS, a given inverter or logic node may drive several gates, some of them through long wires whose distributed resistance and capacitance may not be negligible. There does not seem to be reported in the literature any simple method for estimating signal propagation delay in such circuits, nor is there any general theory of the properties of RC trees, as distinct from RC lines. This paper presents a computationally simple technique for finding upper and lower bounds for the delay. The technique is of importance for VLSI designs in which the delay introduced by the interconnections may be comparable to or longer than active-device delay. This can be the case for wiring lengths as short as 1 mm, with 4-μm minimum feature size. The importance of this technique grows as the wiring lengths increase or the feature size decreases.

Consider the circuit of Fig. 1. The slowest transition (and therefore presumably the one of most interest) occurs when the driving inverter shuts off and its output voltage rises from a small value to $V_{DD}$. During this process, the various parasitic capacitances on the output are charged through the pullup transistor. Fig. 2 shows a simple model of this circuit for timing analysis. The pullup, which is nonlinear, is approximated by a linear resistor, and the transition is represented by a voltage source going from 0 (or a low value) to $V_{DD}$ at time $t = 0$. (Later, for simplicity, a unit step will be considered instead.) The polysilicon lines are represented by uniform RC lines. The resistance of the metal line is neglected, but its parasitic capacitance remains. Capacitances associated with the pullup source diffusion, contact cuts, and the gates being driven are included. Any nonlinear capacitances are approximated by linear ones.

If all the resistances except the pullup can be neglected, then all the capacitors can be lumped together, and the circuit re-
response may be found in closed form. The voltages at all the outputs are the same:

\[ v_{out}(t) = V_{DD}(1 - e^{-t/RC_T}) \]  

(1)

where \( R \) is the pullup resistance and \( C_T \) the total capacitance. Thus at a given time \( T \), the output voltage \( v_{out}(T) \) is given by (1), and the time at which \( v_{out}(t) \) reaches some specified critical voltage \( V_{CR} \) is given by

\[ T = RC_T \ln \frac{V_{DD}}{V_{DD} - V_{CR}} \]  

(2)

However, if the resistances of the lines are comparable to that of the pullup, this solution is not correct. The circuit response cannot generally be calculated in closed form. The results below can be used to calculate upper and lower bounds to the delay that are very tight in the case where most of the resistance is in the pullup. The theory as presented here does not explicitly deal with nonlinearities and therefore does not apply to signal propagation through pass transistors.

Previous work on distributed RC circuits is summarized in the extensive bibliographies of Ghausi and Kelly [1] and Kumar [2]. There does not appear to be any treatment of distributed RC lines in these bibliographies. Perhaps the most complete treatment of the properties of RC lines is that of Protonotarios and Wing [3], [4]; some (but not all) of the theorems proved there also apply to RC trees. Most of the work cited deals with techniques to approximate the response of such networks, rather than to find bounds; an exception is that of Singhal and Vlach [5], [6]. An important early analytical approximation to delay is that by Elmore [7], who called the first moment of the impulse response the delay. This definition is inadequate because it does not define delay in terms of signal threshold.

Preliminary, restricted versions of some of the results given below have been presented before by the two senior authors [8], [9], and utilized in at least two working timing analyzers [10]–[12]. The junior author simplified the derivation and tightened some of the bounds.

II. STATEMENT OF THE PROBLEM

An RC tree, as considered in this paper, is a generalization of the well-known RC lines [3], [4]. It may be defined recursively as follows. There are three primitive elements. First, a lumped capacitor between ground and another node is an RC tree. Second, a lumped resistor between two nonground nodes is an RC tree. Third, a (distributed) RC line, uniform or nonuniform, in the configuration with no dc path to ground, is an RC tree. Finally, any two RC trees with common ground, and one nonground node from each connected together, form a new RC tree. This definition does not permit resistor loops, so that the resistors (including those in the distributed RC lines) form a topological tree that does not include the ground node. All of the capacitors (including the distributed capacitances in the RC lines) are connected to ground. One of the nonground nodes of the final tree is assumed to be the input, and one or more nodes the outputs.

In many cases, each branch of the tree except the input terminates in an output; however, this is not required, and in this paper the outputs may be defined at any of the nonground nodes.

As a consequence of this definition, there is a unique path through the resistive part of the network from any nonground node to the input.

For simplicity, most of the theory below will be presented for the special case with only lumped resistors and capacitors. However, the generalization to include distributed RC lines (uniform or nonuniform) is straightforward. All the results apply in the form given, except that the summations in the formulas for \( T_P \), \( T_D \), and \( T_R \) are replaced by a combination of summations and integrals. The easiest way to picture the result is to think of each RC line as represented by a finite number of lumped RC sections, so that the derivations apply, and then consider the limit as the number of sections used to represent each line goes to infinity. All the summations are well behaved in the limit. The required integrals are given explicitly in Appendix A for both uniform and nonuniform distributed lines.

The RC tree representing the signal path is, without loss of generality, assumed to be driven at the input with a unit step voltage (henceforth all voltages may be thought of as normalized to the magnitude of the step excitation). Gradually the voltages at all other nodes, and in particular at all the outputs, rise from 0 to 1 V. It is assumed that the output voltages cannot be calculated easily. The problem is to find simple upper and lower bounds for the output voltages, or, equivalently, to find upper and lower bounds for the delay associated with each output.

III. ANALYTICAL THEORY

Consider any output node \( i \) (in this paper, \( i \) will be used as an index selecting an output node) and any lumped capacitor at node \( k \) with capacitance \( C_k \). The resistance \( R_{kR} \) is defined as the resistance of the portion of the (unique) path between
the input and \(i\), that is common with the (unique) path between the input and node \(k\). In particular, \(R_{II}\) is the resistance between input and output \(i\), and \(R_{kk}\) is the resistance between the input and node \(k\). Thus \(R_{kl} \leq R_{kk}\) and \(R_{kl} \leq R_{II}\). For an example, see Fig. 3.

The sum (over all the capacitors in the network)

\[
T_P = \sum_k R_{kk} C_k
\]

has the dimensions of time. Next, define for each output \(i\) two quantities that also have the dimensions of time

\[
T_{DI} = \sum_k R_{kl} C_k
\]

\[
T_{RI} = \left( \sum_k R_{kk} C_k \right) / R_{II}.
\]

These quantities play a role in the final delay formulas but none of them is equal to the delay, although \(T_{DI}\) is equal to the first-order moment of the impulse response (see Appendix B), which has been called "delay" by Elmore [7]. Note that the network has one value of \(T_P\), but each output of the network has a separate \(T_{DI}\) and \(T_{RI}\). It is easily shown from the definitions that

\[
T_{RI} < T_{DI} < T_P.
\]

For RC trees without side branches, \(T_{DI} = T_P\). An interpretation of \(T_P\) and \(T_{DI}\) in terms of the system function of the network appears in Appendix B.

The voltage at each output \(i\) (and in fact at each node) is a monotonic function of time during the transient, as proved in Appendix C. Also, the analog of the well-known fact that voltage along an RC line is a concave function of distance (suitably defined) is the following general result (proved in Appendix D):

\[
R_{II}[1 - v_k(t)] \geq R_{kl}[1 - v_i(t)].
\]

A similar result is found by interchanging \(i\) and \(k\) subscripts

\[
R_{kl}[1 - v_k(t)] \leq R_{kk}[1 - v_i(t)].
\]

These results apply to any output \(i\) and any node \(k\), whether the output is "upstream" or "downstream" from the node \(k\).

At any instant of time, the voltage difference between the input and any output \(i\) may be calculated by summing the voltage drops along the (unique) path between input and output. Each such drop may be expressed as the resistance times the current feeding all "downstream" capacitors. Alternatively, this double sum may be expressed as a sum over all capacitors in the network, of the current through each capacitor times that portion of the "upstream" resistance that also happens to lie along the path to the output \(i\). This resistance is what has been defined as \(R_{kl}\), so

\[
1 - v_i(t) = \sum_k R_{kl} C_k \frac{dv_k(t)}{dt}.
\]

Equation (9) is integrated between 0 and \(t\), and the result denoted \(f_i(t)\):

\[
f_i(t) = \int_0^t \left[ 1 - v_i(t') \right] dt' = \sum_k R_{kl} C_k v_k(t) = T_{DI} - \sum_k R_{kl} C_k \left[ 1 - v_k(t) \right].
\]

This integral plays a central role in the derivation of the bounds. A graphical interpretation appears in Fig. 4, which shows a typical step response. The area above the response but below the unit input is \(f_1(t)\). As \(t\) approaches infinity, this approaches \(T_{RI}\), which has been called "delay" by Elmore [7]. Note that the network has one value of \(T_{RI}\), but each output of the network has a separate \(T_{DI}\) and \(T_{RI}\).

Of course the area is zero for any nonnegative \(t_3\) and \(t_4\).

For any nonnegative \(t_3\) and \(t_4\).

The voltage bounds are now easily derived. Of course

\[
v_i(t) > 0
\]

but, in addition, from (11) and (14) with \(t_3 = 0\) and \(t_4 = t\)

\[
v_i(t) > 1 - \frac{T_{DI}}{t + T_{RI}}
\]
and, from the first inequality in (11), (14) with \( t_3 = t - T_P + T_{RI} \) and \( t_4 = t \), and the second inequality in (13) with \( t_1 = 0 \) and \( t_2 = t_3 \)

\[
v_i(t) > 1 - \frac{T_{DI}}{T_P} e^{(T_P - T_{RI})/T_P} e^{-t/T_P}
\]

which holds only for \( t > T_P - T_{RI} \). The best lower bound is (15) for \( t < T_{DI} - T_{RI} \), (16) for \( T_{DI} - T_{RI} < t < T_P - T_{RI} \), and (17) for \( T_P - T_{RI} < t \). The upper bounds on voltage are, from (11) and (14) with \( t_3 = t \) and \( t_4 = 0 \)

\[
v_i(t) < 1 - \frac{T_{DI}}{T_P} e^{(T_{DI} - T_{RI})/T_{RI}} e^{-t/T_{RI}}
\]

which holds only for \( t > T_{DI} - T_{RI} \). The best upper bound for voltage is (18) for \( t < T_{DI} - T_{RI} \) and (19) for \( T_{DI} - T_{RI} < t \).

Bounds for the time, given the voltage, are possible because the voltage is a monotonic function of time. Of course

\[
t > 0
\]

and in addition, (18) and (19) can be inverted to yield

\[
t > T_{DI} - T_P [1 - v_i(t)]
\]

\[
t > T_{DI} - T_{RI} + T_{RI} \ln \frac{T_{RI}}{T_P [1 - v_i(t)]}
\]

and (16) and (17) yield

\[
t < \frac{T_{DI}}{1 - v_i(t)} - T_{RI}
\]

\[
t < T_P - T_{RI} + T_{RI} \ln \frac{T_{DI}}{T_P [1 - v_i(t)]}
\]

where (22) applies only if \( v_i(t) > 1 - T_{RI}/T_P \), and (24) only if \( v_i(t) > 1 - T_{DI}/T_P \). The general form of all these bounds is illustrated in Fig. 5.

These bounds, (15)–(19) for voltage, and (20)–(24) for time, constitute the major result of this paper.

### IV. Practical Hierarchical Algorithms

Use of hierarchy is a powerful way to deal with complexity in design of large systems. Computation cost is usually less with hierarchical algorithms, and analysis of part of a design can be done before the rest is known. In this section, programs are given for calculating the voltage and time bounds of this paper hierarchically. Although intended for exposition, these programs are complete and do work. They may be used interactively, without any changes whatever, for small or moderate size networks, or, for large networks, they may be incorporated into systems that deal with machine-readable network descriptions.

One way to use the inequalities of this paper is to consider the overall \( RC \) tree, and compute for each capacitor the appropriate \( R_{RI} \) and \( R_{kk} \) so that \( T_P, T_{DI}, \) and \( T_{RI} \) for each output can be found. Of course, for networks with distributed lines, the sums are augmented with integrals as discussed in Appendix A. In this approach, the calculations for each output require time proportional to the square of the number of elements.

An alternate scheme is to build up the network by construction, and calculate independently for each of the partially constructed networks enough information to permit the final calculation of \( T_P, T_{DI}, \) and \( T_{RI} \). A recursive definition of \( RC \) trees is given below, and if the network is expressed in these terms rather than in the form of a schematic diagram, the resulting expression can be used as a guide for the calculations. The computation time for each output is proportional to the number of elements, rather than the square of the number. Programs that implement this approach appear below.

Fig. 6 shows the four building blocks: lumped capacitor, lumped resistor, uniform \( RC \) line, and declaration of output. The capacitor and the output label are considered as two-terminal, or one-port networks. The \( RC \) line and the resistor are considered as two-port networks. If desired, particular nonuniform \( RC \) lines, such as exponentially or linearly tapered lines, can be included also. Fig. 7 shows the five permissible ways of wiring these building blocks, or previously wired sub-networks, together. Any \( RC \) tree can be denoted by an expression using only these wiring functions. The syntax shown is identical to APL syntax, and the programs below are written in APL. Note that Figs. 6 and 7 do not give a minimal set of elements or wiring functions, since some can be expressed in
terms of others. The names for the wiring functions are taken from the notation of the program MARTHA [13]-[16].

Example: The network shown in Fig. 8 may be denoted

\[(R 15) \text{WT}(C 2) \text{P}(R 8) \text{WT}(C 7) \text{P OUTPUT 5})\]

\[P((URC 3 4) \text{WC WP C 9}) \text{WT OUTPUT 12}\]

and is a one-port network, with two declared outputs.

For convenience, this notation allows a network with only one output to be expressed as a two-port with the second port an implicit output, without any explicit output declaration. The explicit declaration of outputs is handy because often side branches do not represent outputs of interest.

If an expression such as (25) is to be used as a guide for the calculations, then each function shown must correspond to the calculation of partial results which are sufficient to allow further calculations. The following information is adequate at each stage in the construction of the network:

1. Total capacitance \(C_T\).
2. \(T_D\) of the network as constructed so far.
3. For a two-port, considering port 2 as an implicit output, \(R_{21}, T_{D2}, T_{R2}\). (For convenience, the product \(R_{22}T_{R2}\) is used in the programs below instead of \(T_{R2}\).)
4. For each declared output in a one-port or two-port network, \(R_{ij}, T_{Di}, T_{Ri}\). (For convenience, \(R_{ii}T_{Ri}\) is used rather than \(T_{Ri}\).)
5. For each declared output in a two-port network, \(R_{21}\).

Each of the quantities identified above pertains to the particular subnetwork and can be calculated from a knowledge of that subnetwork alone, independent of how the subnetwork may be extended or combined with other subnetworks. As an example of the use of these quantities during construction of the network, consider the cascade operation \(WC\). The objective is to find \(C_T, T_D, T_{R2}, T_{D2}, T_{R2}\), and all \(R_{ij}, T_{Di}, T_{Ri}\), and \(R_{21}\) of the cascade \(A \text{WC} B\) from the corresponding quantities for its two arguments \(A\) and \(B\). The formulas for calculating these are

\[\text{C}_{T} = \text{C}_{TA} + \text{C}_{TB}\]

\[T_{P} = T_{PA} + T_{PB} + R_{22A}C_{TB}\]

\[R_{22} = R_{22A} + R_{22B}\]

\[T_{D2} = T_{D1A} + T_{D1B} + R_{22A}C_{TB}\]

\[T_{R2R22} = T_{R2A}R_{22A} + T_{R2B}R_{22B}\]

\[+ 2R_{22A}T_{DB} + R_{22A}^{2}C_{TB}\]

\[R_{Ri} = R_{R1A}, R_{RIB}, R_{22A}\]

\[T_{DN} = (T_{D1A} + R_{22A}C_{TB}), T_{DIB}\]

\[+ R_{22A}C_{TB} + T_{D2A}\]

\[T_{RiRi} = (T_{R1A}R_{1A}, R_{22A}^{2}C_{TB}), T_{RIB}R_{IH}\]

\[+ T_{R22}R_{22A} + 2R_{22A}T_{DIB} + R_{22A}^{2}C_{TB}\]

\[R_{21} = R_{21A}, R_{21B} + R_{22A}\]

The corresponding formulas for the other wiring functions are similar, but not as complicated.

A set of APL functions which implement this scheme appear in Figs. 9-12. The necessary data is passed around in the form of vectors. A one-port network is represented by the vector 1, \(C_T, T_D\), followed by zero or more sets of four numbers, \(N_1, R_{ii}, T_{Di}, T_{Ri}\). The number 1 starting off the vector is the number of ports, and \(N_1\) is the (numerical) label for each output. It is not necessary to pass along the number of declared outputs since that can be calculated from the length of the vector. In a similar way, a two-port network is represented by the vector 2, \(C_T, T_D, R_{22}, T_{R2}, R_{21}, R_{ii}, T_{Di}, T_{Ri}\). The number 2 starting off the vector is the number of ports, and \(N_1\) is the (numerical) label for each output. It is not necessary to pass along the number of declared outputs since that can be calculated from the length of the vector. In a similar way, a two-port network is represented by the vector 2, \(C_T, T_D, R_{22}, T_{R2}, R_{21}\), followed by zero or more sets of five numbers, \(N_1, R_{ii}, T_{Di}, T_{Ri}, R_{21}\), one set for each declared output.

The background functions in Fig. 12 provide 1) some error control (with automatic abort in case of error), 2) calculation of the number of ports of a network, 0 being returned for ill-formed arguments, 3) a matrix with the data for the declared outputs, and 4) extraction of \(T_D, T_{Ri}\). The four elements appear in Fig. 9, and the wiring functions in Fig. 10. The listing of \(WC\), for example, shows after error checking, the calculation of the required output, term by term, from the arguments. This function can be compared with (26)-(34).

Fig. 11 shows five functions intended to calculate the bounds for any network. The convention followed is that if the argument for any of these is a two-port network, the second port...
is taken as the desired output, and the declared outputs are ignored. If the argument is a one-port network, then the declared outputs are used. The two functions TMIN and TMAX calculate the lower and upper bounds for delay, and refer to a global variable named V which contains the threshold, a number (or array of numbers) between 0 and 1. The functions VMIN and VMAX calculate the lower and upper bounds for signal voltage and refer to a global variable T containing an ar-

Fig. 10. APL functions for the wiring functions.

![Figure 10](image1.png)

Fig. 11. Response functions. The very small numbers in the functions guard against errors for pathological networks and certain limiting values for voltage and time.

![Figure 11](image2.png)

Fig. 12. APL background functions to support the functions in Figs. 9, 10, and 11.
EXAMPLE OF THE USE OF RC-TREE DELAY CALCULATIONS:

\[
\text{BRANCH} = (R \oplus W) \text{ vs. } (C \oplus W) \text{ vs. OUTPUT 3}
\]

\[
\text{BRANCH} = (W \ominus V) \text{ vs. } (G \ominus V) \text{ vs. OUTPUT 12}
\]

\[
\text{SET} = (R \ominus V) \text{ vs. } (C \ominus W) \text{ vs. BRANCH} \text{ vs. BRANCH2}
\]

- How the network is defined.
- How the vector of threshold voltages is defined.
- Next to find the minimum and maximum bounds for delay:

\[
V (\text{MIN NET}) \text{ MAX NET}
\]

- How to define a delay vector and get the bounds on voltage:

\[
T = 0 \quad 20 \quad 40 \quad 60 \quad 80 \quad 100 \quad 200 \quad 300 \quad 400 \quad 500 \quad 1000 \quad 2000
\]

\[
V (\text{MIN NET}) \text{ MAX NET}
\]

- Example of the use of the fast calculation scheme to find upper and lower bounds on delay and response voltage.

Fig. 13. Example of the use of the fast calculation scheme to find upper and lower bounds on delay and response voltage.

Fig. 14. Upper and lower bounds for output 5, as calculated in Fig. 13. The exact solution, found from circuit simulation, is shown also.

ray of (positive) delay times. The final function, OK, refers to both V and T and returns 1 if all is well, that is, if TMAX < T, or -1 if the network definitely will fail, that is if T < TMIN, or 0 if the bounds are not tight enough to tell for sure, that is if TMIN < T < TMAX. An example of the use of these functions to test the network in Fig. 8 is shown in Figs. 13 and 14.

V. APPLICATION TO PLA SPEED ESTIMATES

These bounds are applied, as an example, to polysilicon lines driving the AND plane of a PLA, to determine whether or not the dominant delay occurs here. It is assumed that a strong superbuffer driver drives the line, and that every other line has a transistor present. The gates are assumed to be 4-microns square, separated by 24 μ of RC line. The polyresistance is assumed to be 30-Ω per square, the gate oxide thickness 400 Å, and the field-oxide thickness 3000 Å.

These numbers lead to a capacitance of 0.01 pF and resistance 180 Ω between gates, and a resistance of 30 Ω and capacitance of 0.013 pF for each gate. The network is driven by a source resistance of 380 Ω and the effective capacitance of the output of the driver is estimated as 0.04 pF.

A function which returns a network with N minterms is shown in Fig. 15. The results of calculating the delay as a function of the number of minterms are shown in Fig. 16. The voltage threshold was taken to be 0.7 times VDD. On this log-log plot the quadratic dependence of delay on number of minterms (as a measure of the length of the line) is evident. Also evident is the fact that even with as many as a hundred minterms, the delay is guaranteed to be no worse than 10 ns. This suggests that the dominant delay in a PLA occurs elsewhere.

VI. CONCLUSIONS

A computationally efficient method for calculating the signal delay through MOS interconnect lines with fanout has been described. Tight upper and lower bounds for the step response of RC trees have been presented, together with linear-time algorithms for these bounds from an algebraic description of the tree. Substantial computational simplicity is achieved even in the presence of RC-distributed lines by representing the RC tree by a small set of suitably defined characteristic times, which can be calculated easily and used to generate the bounds.

Although only the step response is considered here, the results can be extended to upper and lower bounds for arbitrary
excitation by use of the superposition integral. This extension is discussed in Appendix E. An example of this calculation appears in [9].

Extensions of the theory to RC trees with nonlinear elements (similar to the work of Glasser [17] for nonlinear MOS inverters) would be desirable for better modeling of MOS circuits. Investigations of RC trees with nonlinear capacitors and resistors are now under way, along with attempts to unify the modeling of gates and interconnects, and in particular to include pass transistors in the interconnects. Tighter bounds are also being looked for.

**APPENDIX A**

The results of this paper are valid for RC trees that contain distributed RC lines. All results apply without change, except that the definitions of $T_D$, $T_{DI}$, and $T_R$ in (3)-(5) are replaced by (36)-(38) below.

The summations in (3)-(5) are for the case of lumped capacitors only, and the index $k$ runs over all lumped capacitors in the network. The form for networks with distributed RC lines is similar; the index $k$ runs over both lumped capacitors and RC lines. The terms for lumped capacitors are unchanged from (3)-(5), but for distributed lines additional terms appear in (36)-(38).

Each line $k$ has a total capacitance $C_k$ and appears in the network with one end (say the left-hand end) nearer the input of the network. Along the line, the capacitance is distributed, but the cumulative capacitance $c$ is a function of position, and has a value between 0 (at the left end) and $C_k$ (at the right end). For each value of $c$, there is a value of cumulative resistance $r(c)$ monotonically increasing with $c$; $r(0) = 0$ and $r(C_k)$ is the total resistance of the line. For uniform lines, $r(c)$ is a linear function, and for nonuniform lines $r(c)$ has other shapes.

Define the series of integrals

$$ I_k^{(n)} = \int_0^{C_k} [r(c)]^n \, dc. $$

(35)

Note that if the line $k$ is interpreted as a simple RC tree without any additional elements, then its $T_P$ and $T_D$ are $I_k^{(1)}$ and its $T_R$ is $I_k^{(2)}$. For a uniform line, $I_k^{(1)} = r(C_k) C_k/2$ and $I_k^{(2)} = [r(C_k)]^2 C_k/3$.

For each distributed line $k$ let $R_{kk}$ be the resistance between the left-hand end of the line and the input of the network, and $R_{ki}$ be the portion of that resistance that also lies on the (unique) path between the input and any output $i$. Then the expressions for $T_P$, $T_{DI}$, and $T_R$ are:

$$ T_P = \sum_k R_{kk} C_k + \sum_k I_k^{(1)} $$

(36)

$$ T_{DI} = \sum_k R_{kk} C_k + \sum_k I_k^{(1)} $$

(37)

$$ T_R = \left( \sum_k R_{kk} C_k + 2 \sum_k R_{ki} I_k^{(1)} + \sum_k I_k^{(2)} \right)/R_{il} $$

(38)

where the first sum in all three expressions is over both lumped capacitors and distributed lines; the second sum in (36) is over all distributed lines; and the second sum in (37) and the second and third sums in (38) are over only those distributed lines which lie along the (unique) path between the input and output $i$.

**APPENDIX B**

From (3) it is evident that $T_P$ is equal to the sum of all the open-circuit time constants of the network, a quantity that is well known in the analysis of multistage amplifiers, and that has been shown to be equal to the negative of the sum of the inverse of all the transmission poles [18]. That is, if the normalized system function $H_i(s)$ for the output $i$ is

$$ H_i(s) = \frac{1 + b_1 s + b_2 s^2 + \cdots}{1 + a_1 s + a_2 s^2 + \cdots} $$

(39)

then $T_P = a_1$. Also, it can be shown that $T_{DI} = a_1 - b_1$. To prove this, one starts from the equality [19] between $a_1 - b_1$ and the first-order time moment $\int_0^{\infty} h_i(t) t \, dt$ of the impulse response $h_i(t)$. Integrating by parts, one can show that

$$ \int_0^{\infty} h_i(t) t \, dt = \int_0^{\infty} [1 - v_i(t)] \, dt,$$

and therefore is equal to $f_i(\infty) = T_{DI}$, as given by (10). This completes the proof, and shows that $T_{DI}$ is equal to the first-order time-moment of the impulse response.

**APPENDIX C**

It is proved here that when a linear RC tree is excited with a step input from an initial rest condition, the voltage at each node is a monotonic function of time. This condition is identical to the condition that the impulse response of the same network is nonnegative. The proof is to assume that, with an impulse applied at the input, the voltage on one or more nodes is, at some instant of time, negative, and then show that this assumption leads to a contradiction.

It is assumed that distributed RC lines in the tree can be replaced by finite lumped ladder approximations with arbitrarily close impulse responses, so that if one or more nodes of the original network has a negative voltage, then so does one or more nodes of an approximate lumped network. For the remainder of this appendix, this lumped network is dealt with.

At time $t > 0$, the voltages on all nodes are nonnegative. Let $v_{\min}(t)$ denote the lowest voltage of any node in the network at time $t$. Assume that at some time $t_0 > 0$, $v_{\min}(t_0) < 0$. Then there must be some prior time $t_1$ when $v_{\min}$ and its derivative with respect to time are both negative.

At time $t_1$, $v_{\min}(t_1)$ is achieved by at least one node. If it is achieved by more than one, at least one must have a negative derivative. This node is characterized by having the lowest voltage in the network, and also a negative derivative. The net current flowing into this node from other nodes in the RC tree is nonnegative, because the adjacent nodes, to which this node is directly connected through resistors, are not at a lower potential. This net current must flow into the capacitor at that node, and therefore the rate of change of the node voltages is nonnegative. This contradiction proves the impossibility of the assumption above that a node voltage is negative.
APPENDIX D

Equation (7) is to be proved. Note first, for any three nodes $i$, $j$, and $k$ in the network, that $R_{ik}$ is at least as large as both $R_{ji}$ and $R_{jk}$. Also, $R_{ij}$ is at least as large as the lesser of $R_{ji}$ and $R_{jk}$. Thus

$$R_{ij}R_{jk} > R_{ji}R_{jk}. \quad (40)$$

Now note that, similar to (9)

$$1 - v_k(t) = \sum_i R_{ik} C_j \frac{dy}{dt} \quad (41)$$

$$1 - v_i(t) = \sum_j R_{ij} C_j \frac{dy}{dt} \quad (42)$$

so that, because of (40) and the fact that $v_j(t)$ is monotonic

$$R_{ij}[1 - v_k(t)] - R_{ji}[1 - v_i(t)]$$

$$= \sum (R_{ij}R_{jk} - R_{ji}R_{jk}) C_j \frac{dy}{dt} \quad (43)$$

which immediately implies (7).

APPENDIX E

Bounds for the response $y_i(t)$ of an RC tree to an arbitrary excitation $x(t)$ can be obtained from the upper and lower bounds $V_{ul}(t)$ and $V_{ui}(t)$ derived for the unit step response $v_i(t)$.

First, the superposition integral can be used to obtain $y_i(t)$ as

$$y_i(t) = \int_0^t v_i(t - t') \frac{dx(t')}{dt'} \, dt'$$

$$= v_i(t) * dx/dt \quad (44)$$

where * denotes time convolution. From

$$v_i(t) < v_i(t) < V_{ui}(t) \quad (45)$$

one obtains

$$v_i(t) * dx/dt < y_i(t) < V_{ul}(t) * dx/dt, \quad dx/dt > 0 \quad (46)$$

$$v_i(t) * dx/dt < y_i(t) < v_i(t) * dx/dt, \quad dx/dt < 0 \quad (47)$$

where $V_{ul}(t)$ and $V_{ui}(t)$ are known analytically. From (46) it can be seen that bounds for the ramp response can be obtained simply by integrating the unit step bounds. Equations (46) and (47) apply for monotonic inputs.

For the general case where the excitation $x(t)$ has both positive and negative slopes, one can define the following functions:

$$v_{ul}(t - t'), \quad dx/dt' > 0$$

$$v_{ui}(t - t'), \quad dx/dt' < 0$$

$$0, \quad dx/dt' = 0 \quad (48)$$

The response $y_i(t)$ is then bounded by

$$\int_0^t v_{ul}(t - t') \frac{dx(t')}{dt'} \, dt' \leq y_i(t) \leq \int_0^t v_{ui}(t - t') \frac{dx(t')}{dt'} \, dt' \quad (49)$$

$$\int_0^t v_{ui}(t - t') \frac{dx(t')}{dt'} \, dt' < y_i(t) \leq \int_0^t v_{ul}(t - t') \frac{dx(t')}{dt'} \, dt' \quad (50)$$
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ABSTRACT

The waveform bounding approach to fast timing analysis of MOS VLSI circuits is discussed. The idea is to compute rigorous closed-form expressions giving upper and lower bounds for transient voltage waveforms, rather than exact values. The goal is to enable rapid computation without sacrificing user confidence in the results.

I. Background and Objectives

Existing approaches to timing analysis and simulation of digital integrated circuits fall, roughly speaking, into three classes:

i) Methods such as SPICE 2 [1] and ASTAP [2], based on essentially exact numerical solutions of the network's differential equations, are accurate and reliable, but quite slow in terms of the needs of the VLSI era.

ii) Specialized MOS timing simulators like MOTIS-C [3] and SPLICE [4] rely on table lookup of device characteristics for speed, and save additional time by terminating a Newton-Raphson or similar iteration before convergence is reached. SPLICE is in addition a mixed-mode circuit, timing and logic simulator and uses a selective trace algorithm to exploit latency. In both these programs the termination of an iterative step prior to convergence saves time at the cost of accuracy and, in some instances, of numerical stability [5]. The improvement in speed over SPICE 2 is typically one to two orders of magnitude for SPLICE [4] and about two orders of magnitude for MOTIS-C [6].

iii) More recently, some researchers are exploring an alternate approach to timing analysis and simulation based on a radically simplified electrical description of the network. RSIM [7], CRYSTAL [8], and TV [9] fall at the far end of the speed-accuracy tradeoff curve from SPICE 2. A MOSFET is typically represented in these programs by an extremely simplified model: a linear resistor in series with a switch. And a polysilicon or diffusion line is represented by a lumped capacitance in RSIM, or by a delay in CRYSTAL and TV obtained by simply averaging the upper and lower delay bounds obtained by Rubinstein, Penfield, and Horowitz [10]. These programs are potentially very fast and have a number of attractive user-oriented features. The drawback, of course, is that there are no absolute known limits to the error in their total delay estimates. The user can never be sure the answers they give are close enough.

The objective of the waveform bounding approach to timing analysis and simulation is to combine the computational speed that results from avoiding the numerical solution of differential equations with the user confidence in the result that comes from rigorous error bounds. Our attack on the timing analysis problem is based on a careful fundamental study of the differential equations describing the dynamics of gates, pass transistors, interconnect, and the standard digital circuits constructed from them.

The MIT group currently working on this project includes Profs. Paul Penfield, John Wyatt, and Lance Glasser and graduate students Charles Zukowski and Paul Bassett. In addition, Mark Horowitz [10, 11] is currently completing a dissertation on MOS timing analysis at Stanford.

II. Response Bounds for Interconnect

2.1) Linear Interconnect Models

This section summarizes the results obtained in [10]. In this work an MOS signal distribution network as shown in Fig. 1 is modelled as a branched linear RC line, i.e., an RC tree, as in Fig. 2.

Figure 1. Typical MOS signal-distribution network.

The inverter is shown driving three gates.

Figure 2. The linear RC tree shown above is a model for the network of Fig. 1. The voltage source is a unit step at time t = 0.

For any two nodes in the network, $R_m$ is defined as the sum of the resistances along the route consisting of the intersection of the path from the input to node $i$ with the path from the input to node $m$, as illustrated in Fig. 3. The three time
2.2) Nonlinearities Affecting Interconnect

The linear circuit model in Fig. 2 fails to incorporate three types of nonlinearities present in Fig. 1 or related circuits: the nonlinear output resistance of the inverter, the nonlinear gate-to-channel capacitance of the MOSFET loads, and the nonlinear capacitance from any diffusion line to substrate. This section describes recent work [13-16] that allows the bounds for linear networks [10] to be applied to RC lines incorporating such nonlinearities. (Further research is needed for branched lines, i.e. RC trees.)

Figure 3. Illustration of resistance terms. For this network, \( R_{11} = R_1 + R_2 + R_3 \), and \( R_{1j} \) related circuits: the nonlinear output resistance \( R_1 \) of the inverter, the nonlinear gate-to-channel capacitance of the MOSFET loads, and the nonlinear capacitance from any diffusion line to substrate. This section describes recent work [13-16] that allows the bounds for linear networks [10] to be applied to RC lines incorporating such nonlinearities. (Further research is needed for branched lines, i.e. RC trees.)

Using the notation and sign conventions illustrated in Fig. 5, the state equations for any nonuniform, nonlinear lumped RC line with \( N \) capacitors can be written in the form

\[
\dot{v}_j = \frac{1}{C_j(v_j)} \left[ g_{j+1,j}(v_{j+1}) - g_{j,j-1}(v_{j-1}) - g_{j,j}(v_j) \right] ,
\]

where \( g_j = 0 \), \( v_{j+1} \), \( v_{j-1} \), and the capacitor constitutive relations \( q_j = h_j(v_j) \) are continuously differentiable with \( C_j(v_j) = h_j'(v_j) > 0 \) everywhere. We assume the resistor curves are continuously differentiable, strictly increasing, and pass through the origin.

The state space for (6) is the set of all vectors of capacitor voltages \( v \in \mathbb{R}^N \). The four subsets of the state space defined below play a key role in the theoretical development [15].

### Def. 1

- \( P \) \( v \in \mathbb{R}^N \mid v_j \geq 0, 1 \leq j \leq N \) (7)
- \( L(e) \) \( v \in \mathbb{R}^N \mid v_j > 0, 1 \leq j \leq N \) (8)
- \( S(e) \) \( v \in \mathbb{R}^N \mid v_j < 0, 1 \leq j \leq N \) (9)
- \( T_1(e) \) \( v \in \mathbb{R}^N \mid v_j \geq 0 \) in (6), \( 1 \leq j \leq N \) (10)

See Figs. 6-9. Roughly speaking, \( P \) is the set of all \( v_j \in [0, \infty) \).
For any nonlinear, nonuniform RC line, if e(t) is continuously differentiable, e(t) > 0, and d(t) > 0 for $t > 0$, then $\overline{P}(e)$, $\overline{S}(e)$ and $\overline{T}(e)$ are all positive invariant.

From Lemma 1 we conclude, for example, that at any instant during an "up" transition from equilibrium, $v_j(t) > 0$, $v_j(t) < e$, $v_j(t) = v_{j-1}(t)$ and $v_j(t) > 0$.

The following partial orderings let us compare the resistances of nonlinear resistors and the capacitances of nonlinear capacitors [16].

**Def. 3**

For a collection of 2-terminal nonlinear resistors, with $R_j$ characterized by $i = g_j(v)$, we say $R_i \leq R_j$ iff $[g_j(v) - g_i(v)] v > 0$, for all $v$. For nonlinear capacitors, with $C_j$ characterized by $i = C_j(v)v$, we say $C_j \leq C_k$ iff $C_j(v) \leq C_k(v)$ for each $v$.

Thus we compare large-signal (or "chord") resistances, but incremental capacitances. See Fig. 10. Using Lemma 1 and Def. 3, we can formulate

![Figure 10](image)

Figure 10. Resistor $R_k$ is characterized by $i = g_k(v)$, $k = 1, 2, 3$. Resistors $R_1$ and $R_2$ pass current more easily than $R_3$, i.e. $R_3$ is a larger resistor than the other two. No such global comparison between $R_1$ and $R_2$ is possible.

and prove [16] the

**Monotone Response Theorem for Nonlinear, Nonuniform RC Lines.**

**Theorem 1**

Given a nonlinear RC line as described above. Suppose that (because of circuit parameter uncertainty, the use of linearized models for nonlinear elements, replacing the exact input by input bounds, etc.) we do one or more of the following:

a) overestimate the input $e(t)$,

b) underestimate one or more $R$'s,

c) underestimate one or more $C$'s.

The resulting circuit model will then necessarily overestimate the output $v_j(t)$ at each instant $t$ during "up" transitions (i.e., during transitions where $e > 0$, $e > 0$ throughout.)

A similar result holds for "down" transitions and estimate errors of the opposite sign. Using part a) of the assumptions, this theorem allows us to computationally propagate upper and lower signal bounds through the network. Using parts b) and c), it allows us to replace a nonlinear line by two linear ones, one strictly faster and one strictly slower, to which the linear network bounds (4,5) in turn apply. We have not yet succeeded in finding a generalization of this result that will apply to nonlinear RC trees.

**III. An Approach to Waveform Bounding for MOS Logic Gates.**

The results reported here are due to Charles Zukowski, and apply to MOS device models of the form

$$f = \sum f(v_{DG}, v_{DS}, v_{SB})$$

where $D, G, S$ and $B$ refer to drain, gate, source and substrate, respectively. For specificity we consider

![Figure 7](image)

Figure 7. The set $L(e)$ for the network in Fig. 5, when $e = 3v$.

![Figure 8](image)

Figure 8. The set $S_1(e)$ for the network in Fig. 5, when $e = 3v$.

![Figure 9](image)

Figure 9. The set $T_1(e)$ for the network in Fig. 5, if both resistors are $2 \Omega$ and $e = 3v$.

vectors of positive capacitor voltages, $L(e)$ is the set of all vectors of capacitor voltages less than $e$. $S_1(e)$ consists of spatially increasing voltages as one traverses the line in the direction of the source, and $T_1(e)$ consists of temporally increasing (non-discharging) voltages.

**Def. 2**

For a vector ordinary differential equation,

$$\dot{x} = f(x, t), x \in \mathbb{R}^n$$

a (possibly time-dependent) set of states $S(t) \subset \mathbb{R}^n$, is positive invariant iff for all $t \geq 0$,

$$x(t) = S(t) \rightarrow x(t) \subset S(t), \text{ for all } t \geq t_1.$$  

Roughly speaking, a positive invariant set is a "cage" that traps every trajectory that enters it. Positive invariant sets give us information about the location of trajectories without requiring that we solve the network differential equations.

**Lemma 1 [15]**

For any nonlinear, nonuniform RC line, if $e(t)$ is continuously differentiable, $e(t) > 0$, and $d(t) > 0$ for $t > 0$, then $\overline{P}(e)$, $\overline{S}(e)$ and $\overline{T}(e)$ are all positive invariant.

![Image](image)
only n-channel devices in this paper. No special algebraic form for \( f \) is assumed, only that \( f \) is continuously differentiable and satisfies the natural monotonicity conditions

\[
\frac{df}{vg} > 0, \quad \frac{df}{vb} > 0, \quad \frac{df}{vs} < 0 \quad (12)
\]
everywhere. Thus a wide variety of device models are allowed, with the exception that (11) does not allow for short-channel effects.

Our approach will be to reduce a multiple-input gate logic gate by steps to an "equivalent bounding transistor" and then to find bounds for the response of this inverter.

3.1) Reduction of Series-Parallel Transistor Network to "Equivalent Bounding Transistor"

We have developed a method for reducing any series-parallel transistor network to a single "equivalent bounding transistor." Using the technique recursively, one can replace the pullup or pulldown network of a multiple-input gate by a single transistor and have rigorous bounds for the error produced by this simplification.

For example, a parallel connection of \( N \) transistors, all identical except for widths, lengths and gate voltages, satisfies

\[
i = \sum_{j=1}^{N} f(v_{GB}, v_{DB}, v_{SB}) \leq i_{eq} = \sum_{j=1}^{N} f(v_{GB}^{eq}, v_{DB}^{eq}, v_{SB}^{eq}) \leq i = \sum_{j=1}^{N} f(v_{GB}, v_{DB}, v_{SB}) \quad (13)
\]

where \( v_{GB} \) is the vector of gate voltages. We have proven that, because of the assumptions (12), there exist \( v_{GB}^{eq}, v_{DB}^{eq}, v_{SB}^{eq} \), independent of \( v_{GB} \), and \( v_{GB}^{eq} \) and \( v_{GB}^{eq} \) that depend on \( v_{GB} \), such that (13) can be replaced by the simpler bounds

\[
\frac{v_{GB}^{eq}}{L_{eq}} f(v_{GB}^{eq}, v_{DB}^{eq}, v_{SB}^{eq}) \leq i \leq \frac{v_{GB}}{L_{eq}} f(v_{GB}, v_{DB}, v_{SB}) \quad (14)
\]

for all \( v_{GB} \geq v_{GB}^{eq} \), describing a single transistor with a range of gate voltages. The function \( f \) is the same throughout (13) and (14). Figure 11 illustrates this process for \( N = 2 \).

Figure 11. Replacing a parallel transistor network by an "equivalent bounding transistor". The cost of this simplification is that the exact value of \( i \) for the network on the left is replaced by a range of values in the simpler model corresponding to \( v_{GB} < v_{GB} \leq v_{GB}^{eq} \).

3.2) Reducing a Multiple-Input Gate to an "Equivalent Bounding Inverter"

A gate can be modelled as an "equivalent bounding inverter" by performing the reduction outlined in section 3.1 on both the pullup and pulldown networks, reducing each to a single transistor. Initial trials, comparing the result with SPICE simulations of the original network, indicate that the resulting bounds for \( i_{out}(v_{out}) \) differ from the exact values by only about \( \pm 10\% \) for practical circuits.

3.3) Bounding the Response of an Inverter and Load to Input Transitions

When applied to some multiple-input gates, the reduction procedure described in the previous two subsections may yield an inverter in which the pullup gate is externally driven. But for simplicity we consider here only the case of a standard NMOS depletion-load inverter as in Fig. 12.

Figure 12. Depletion-load inverter.

To bound the response time of the loaded inverter we need simple bounds on the function \( i_{out}(v_{int}, v_{in}) \), which is the difference of the pullup and pulldown currents:

\[
i_{out}(v_{int}, v_{in}) = i_{pu}(v_{out}) - i_{pd}(v_{out}, v_{in}) \quad (15)
\]

Simple linear bounds on both the pullup and pulldown currents are shown in Fig. 13. The resulting bounds for the output curve \( i_{out}(v_{out}) \) depend on \( v_{int}(t) \).

Figure 13. Simple linear bounds on the pullup and pulldown currents. The latter depend on \( v_{int} \) and hence on \( t \).

Initial simulations using this approach indicate that the delay bounds for these simplified models differ from the delays obtained from SPICE simulations by about \( \pm 15\% \).

IV. Further Work in Progress

Much work remains to be done before the theoretical basis for the waveform bounding approach to timing analysis is complete. Among the larger remaining problems are:

1. extending the Penfield-Rubinstein bounds to incorporate time-varying source resistances, such as those modelling the pulldown current in Fig. 13.
2. finding bounds for the response of an RC tree containing pass transistors.
3. investigating the tolerance in the bounds obtained so far and finding tighter ones where necessary, and
4. incorporating effects of the Miller capacitance into bounds.
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Ion Implantation of Si and Be in Al$_{0.48}$In$_{0.52}$As
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Electrical characterization of (Al,In)As ion implanted with Be and Si following low and high dose multiple energy implant schedules, and annealed between 740 and 815 °C with a pyrolytic silicon dioxide cap is reported. Only very low activation of Be is achieved (<3%). Silicon activation is considerably higher (>40%) and increases with increasing anneal temperature. However, a high concentration n-type surface layer is found on samples annealed at 815 °C. This surface layer is not found on similarly annealed samples which were not implanted, or which were implanted with phosphorus.

PACS numbers: 61.70.Tm, 72.80.Ey

INTRODUCTION

Recent interest in the III-V heterojunction structures for high performance microwave and optoelectronic devices and also for high speed transistor logic has increased the need for lattice-matched compound semiconductor materials. Various systems, such as GaAs/(Al,Ga)As and InP/(In,Ga)As, have been utilized. Another quaternary system is (In,Ga)(As,P) which has a wider maximum band gap (1.53 eV) than InP (1.35 eV) at 300 °K, and most importantly can be grown lattice matched to (In,Ga)As and to InP substrates by both molecular beam epitaxy (MBE) and metal organic chemical vapor deposition (MOCVD) as an attractive alternative to the phosphorus containing (In,Ga)(As,P) for the epitaxial layers in heterojunction structures. Since this quaternary contains only one group V element, As, which is much less volatile than phosphorus, it may also be preferred to InP because of its stability during high temperature processing. Doping of the wide band-gap ternary limit of this quaternary, Al$_{0.48}$In$_{0.52}$As with silicon, tin, and beryllium during MBE growth has been reported.

Selective doping of this material by ion implantation or diffusion is, however, also required for forming n- and p-type regions in device work. In this letter, we discuss for the first time the implantation and annealing of Si and Be in Al$_{0.48}$In$_{0.52}$As.

PROCEDURES

Room temperature ion implantation was done on 1.8-2-μm-thick (Al,In)As undoped layers grown on (100) oriented S-doped and as well as Fe-doped InP substrates by MBE. The layers were semi-insulating, having resistivity greater than 10$^7$ Ω cm.

Two multiple energy Si implant schedules were used: a "low" dose implant for creating a low carrier concentration n layer and a "high" dose implant for a high carrier n layer. For Be, a single two-energy implant schedule was used. These schedules are detailed in Table I.

To anneal the samples, a thin layer (~40 nm) of pyrolytically grown SiO$_2$ was deposited on the implanted surface, and the samples were annealed in a forming gas atmosphere for 15-20 min at various temperatures ranging from 740 to 815 °C.

The carrier concentration and mobility of the silicon implanted layer was profiled using differential Hall measurements. After each measurement ~22-88 nm of the material was removed by using an etching solution of H$_2$O, H$_2$SO$_4$, and H$_2$O$_2$ (145:4:1 by volume) for 10-40 sec (etch rate: 2.2 nm/sec) and then the measurement was repeated. C-V measurements on Au Schottky diodes were used to determine the implanted Be profile. Here also the repeated etch-and-measure technique was used. Thickness measurements on control sample etched simultaneously with the above samples were used to determine the thickness etched off and flatness of the surface.

EXPERIMENTAL RESULTS

The measured doping profiles of the silicon implants are shown in Fig. 1. The two dotted curves are the silicon profiles predicted by Lindhard-Scharff-Schiott (LSS) theory. The upper dotted curve represents the LSS profile for the high dose silicon implant schedule. The upper three solid curves passing through the experimental points are the measured doping profiles for the high dose schedule annealed at three different temperatures, 740, 760, and 815 °C, for 15, 20, and 20 min, respectively. The lower solid curve presents

<table>
<thead>
<tr>
<th>Schedule</th>
<th>Energy (keV)</th>
<th>Dose ($\times 10^{-13}$ cm$^{-2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon low dose</td>
<td>100</td>
<td>1.06</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>2.66</td>
</tr>
<tr>
<td>Silicon high dose</td>
<td>100</td>
<td>5.60</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>14.0</td>
</tr>
<tr>
<td>Beryllium</td>
<td>50</td>
<td>5.35</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>9.18</td>
</tr>
</tbody>
</table>

*Also at Bell Laboratories, Murray Hill, NJ 07974.
The measured doping profile for the low dose schedule annealed at 750°C for 20 min. The mobility profiles corresponding to the samples and data in Fig. 1 are presented in Fig. 2.

The doping profiles measured by C-V measurements on the Be-implanted samples are presented in Fig. 3 along with the profile predicted by LSS theory (dotted line). Three data points for a sample annealed 15 min at 740°C and one for a sample annealed 20 min at 815°C are shown, along with a solid curve indicating the corresponding doping profile. A comparison of the areas under the measured profile and the LSS profile indicate an activation efficiency of approximately 3%.

As a result of the observation of the high carrier concentration near the surface of the Si-implanted samples annealed at 815°C (see Fig. 1), additional annealing experiments were performed on unimplanted and phosphorous implanted samples. The results of these studies will be presented and discussed in the Discussion section which follows.

**DISCUSSION**

Looking first at Fig. 1, the Si implant profiles, and specifically the measured curves, it is seen that as the annealing temperature is increased, the profiles fall off more sharply, e.g., the tail of the implant profile annealed at 740°C extends furthest into the material, whereas the one annealed at 815°C does the least. This observation is consistent with similar phenomenon in (In,Ga)As reported elsewhere. The experimental profiles for the higher dose schedule close to the surface indicate a very high carrier concentration.
near the surface, similar to the conducting layer which has also been reported by Davies et al. in the case of furnace annealed silicon implanted InP. This phenomenon artificially increases the apparent activation efficiency to more than 100%. In our case, the higher dose implant annealed at 815 °C has an apparent activation of about 400% while the samples annealed at 760 and 740 °C show 97% and 47% activation, respectively. The high activation efficiency in the first case is due to the surface layer.

To better understand the presence of this high concentration surface layer, an unimplanted sample of (Al,In)As coated with 400 Å of SiO₂ was annealed successively at 750, 785, and 815 °C for periods of 20 min and the sheet resistivity was measured after the anneal at each temperature. The sheet resistance was too high to be measured after the 20-min anneal at 750 °C. After the additional 20 min at 785 °C, the sheet resistance was 4.5 × 10⁶ Ω per square, and after another 20 min at 815 °C the sheet resistance was 6.2 × 10⁷ Ω per square. For comparison, the sheet resistance of a sample implanted following the high dose Si schedule and annealed at 815 °C was measured to be 372 Ω per square. This is ≈200 times lower than the unimplanted sample annealed at 815 °C, and is ≈5 times lower than the value of 1500–2000 Ω per square that would be expected if the conductivity was due solely to full activation of implanted Si. There is clearly a significant difference in the surface layer that forms on samples that have been implanted with silicon and on unimplanted samples.

To examine the role of the implantation damage in the creation of the high concentration surface layer, the same (Al,In)As sample was implanted with phosphorus following the high dose schedule. Phosphorus was chosen because it is adjacent to Si in the periodic table, and should be electronically relatively inert in (Al,In)As. A pyrolytic SiO₂ layer (40 nm thick) was deposited on the surface and the sample was annealed 20 min at 815 °C. After the SiO₂ was removed, the sheet resistance was measured to be 2 × 10⁶ Ω per square. This is lower than before by approximately 3 times but still much higher than for the Si-implanted samples.

It should be noted that a high concentration n-type surface layer was not observed when the Be-implanted sample was annealed at 815 °C either. Thus, we can conclude that the damage caused to the surface during ion implantation is in itself not sufficient to result in a high concentration surface layer after an 815 °C anneal. It seems either that the presence of Si contributes to the surface change, or that the presence of P and/or Be aids in stabilizing the surface.

While the high dose Si implants all show a high surface concentration, there is no evidence of a high concentration surface layer on the sample implanted following the low dose schedule. The activation efficiency for this lower dose implant is only 23%. Although this activation is lower than the comparable activation of silicon implants in InP or GaAs, this may be related to the higher band gap of this material. Annealing at higher temperatures or implanting with the substrates heated, may consequently improve the activation efficiency.

Looking at Fig. 2, the mobility data, if this figure is viewed along with Fig. 1, it is noted that the profiles having the lowest carrier concentration have the highest mobility and vice versa, with the exception of the high dose sample annealed at 740 °C. This sample has the highest mobility although the carrier concentration of the low dose sample is lower. This difference may simply reflect variations in the initial epitaxial layers. The mobility values at different concentration levels are in very good agreement with the report—ed mobility of tin's and silicon's doped MBE-grown (Al,In)As. The lower values of the mobility deeper into the material viewed along with the lower implant activation in that region is felt to be indicative of the fact that significant damage still remains after annealing.

Turning now to the Be implant data, Fig. 3, the activation was found to be only 2.7%. The depth of the profile is also very shallow. Annealing at a higher temperature (815 °C) did not help change the sheet resistance or concentration appreciably. It is reported that for (In,Ga)As, InP, and GaAs (Ref. 14) the activation of Be is always much less than that of Si. Possibly a similar phenomenon is occurring here. (Al,In)As, having higher band gap than any of those materials, would be expected to require still higher anneal temperatures and show even lower activation.

**CONCLUSIONS AND SUMMARY**

This work has demonstrated that it is possible to dope (Al,In)As n- and p-type with ion implantation. The general behavior of ion implanted silicon and beryllium is in many ways similar to the implantation behavior of what is in related III-V compounds, but as with other III-V's, the need for additional research on ion implantation and annealing technologies is also clear.

Activation in the case of Be implantation is very low, approximately 3%, and the activation of Si is also low, ≈40%, although it is much higher than that of Be. Increasing the post-implant anneal temperature from 740 to 815 °C did not increase the Be activation but did increase slightly the Si activation and the associated carrier mobilities.

The most significant result of the higher anneal temperature was the appearance of a high concentration surface layer on the Si-implanted samples. This effect was not observed when unimplanted samples, and samples implanted with phosphorus (at the same doses and energies) and beryllium (similar dose but lower energies), were similarly annealed. Experiments directed at determining the reasons for this different behavior and thereby ways of stabilizing the surface, are planned. If, for example, implanting P does stabilize the surface, then no high concentration layer should be found when Si and P are implanted together. If it is Si itself which causes the problem, then a high concentration layer would be expected even when P and Si are both implanted. To help further determine the roles played by damage and the various ionic species in causing or preventing surface changes during the anneal, proton bombardment could also be used to damage the surface. The effect of reducing the implant energies must also be considered.

The observation of surface changes is important to the more general issue of increasing the activation efficiency of
any species because the present results indicate that still higher anneal temperatures should be considered. This, and the use of substrate heating during implantation would appear to be logical steps to take in attempting to increase the activation and mobilities, reduce the sheet resistances, and remove implant damage.
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A 100-kW water-walled dc argon arc lamp has been used for the first time to post anneal ion-implanted InP samples. Temperatures as high as 925 °C and short cycle times (3 and 10 s) are used for the process. Se and Be were ion implanted into room temperature and hot substrate InP samples. A sputter deposited SiO, layer, 120 nm thick, covering all wafer surfaces was used as an encapsulant during the lamp anneal. Hot substrate Se implants (400 keV, 1.8 × 10^14 cm^-2, 200 °C) show an average mobility of 1415 cm^2/Vs and an activation of ~63%, and room-temperature Be implants (50 keV, 3.35 × 10^13 cm^-2 and 150 keV, 5.74 × 10^13 cm^-2) an average mobility of 88 cm^2/Vs and activation of ~45%. This annealing technique is straightforward and gives activations and mobilities comparable to, or better than, the best furnace anneals with sharp profiles and simplified surface encapsulation.

PACS numbers: 61.70.Tm, 72.80.Ey, 81.40.Ef, 81.40.Rs

The development of ion implantation technology for InP is very important because of its potential use in the fabrication of optoelectronic and microwave devices. Post-implant annealing of the implanted material to remove the unwanted damage introduced during ion implantation is perhaps the most important step in the entire process. Annealing of ion-implanted InP has previously been reported using a conventional furnace,^1^^2^ pulsed laser beams,^3^ pulsed electron beams,^4^ and a graphite strip heater. In this letter, we present for the first time the mobility and carrier concentration profiles for room-temperature and hot (200 °C) Se and Be implants in InP annealed using an ultrahigh power water-walled dc argon arc lamp for very short periods: 3 and 10 s.

The InP samples used in this work were cut to 1 × 1 cm from (100) oriented iron doped, semi-insulating wafers. The surface was uncoated and was polished chemically prior to the implantation. For implantation into the heated InP, the sample was mounted on a copper plate with gallium. This plate holding the sample was heated by a carbon strip heater; a thermocouple was used to monitor the temperature. A dose of 1.8 × 10^14 cm^-2 at 400 keV of energy was used for Se implants. For Be, multiple energy implants of 50 and 150 keV with doses of 3.35 × 10^13 and 5.74 × 10^13 cm^-2, respectively, were used. 120 nm of SiO, was sputter deposited as a cap on both surfaces of the samples after implantation and prior to the lamp annealing.

The argon arc lamp used in the annealing system consists of a single quartz tube into which cold water is injected so that it spirals along the inside wall of the tube forming an inner water wall. The argon gas flows down the center of this water-walled tube. As much as 100 kW of power can be applied to the arc, which is 1 cm in diameter and 20 cm long. In addition to directly cooling the arc, the water prevents any material sputtered from the electrodes from depositing on the walls of the quartz tube. The samples are mounted in front of the tube and its reflector system on small quartz pins. The temperature is measured by an optical pyrometer viewing the back of the sample. A more detailed description of the arc lamp annealing system is published elsewhere.^6^

Anneal cycles of 3 and 10-s duration, like those shown in Fig. 1 were used and peak temperatures of 900 and 925 °C, respectively, were obtained as illustrated. The sample temperature is essentially uniform throughout its bulk during the anneal cycle. The rise and fall times of the temperature transient are determined by the sample thickness, whereas the peak temperature is determined by the lamp current, the thickness of the SiO, coating, and, in the case of the 3-s anneal where the system does not reach thermal steady state, the sample thickness. No change in either the thickness, etch

![Fig. 1. Time-temperature cycles for the InP samples during the 3- and 10-s arc-lamp anneal sequences. The temperature is the reading of an optical pyrometer viewing the back of the wafer.](image-url)
TABLE I. Summary of Hall characterization of arc-lamp annealed selenium implanted InP samples.

<table>
<thead>
<tr>
<th>Substrate during implant</th>
<th>Cold (RT)</th>
<th>Hot (200 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Selenium</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anneal cycle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 s</td>
<td>185 Ω/□</td>
<td>52 Ω/□</td>
</tr>
<tr>
<td>900 °C peak</td>
<td>μ = 837 cm²/Vs</td>
<td>μ = 1373 cm²/Vs</td>
</tr>
<tr>
<td></td>
<td>22.3%</td>
<td>48%</td>
</tr>
<tr>
<td>10 s</td>
<td>77 Ω/□</td>
<td>40 Ω/□</td>
</tr>
<tr>
<td>925 °C</td>
<td>μ = 996 cm²/Vs</td>
<td>μ = 1415 cm²/Vs</td>
</tr>
<tr>
<td></td>
<td>45%</td>
<td>61%</td>
</tr>
</tbody>
</table>

rate, or the refractive index of the SiO₂ film, nor in the appearance of the InP surface could be detected after the anneals.

Two sets of samples, each containing four InP pieces were implanted with Se and Be, respectively, following the schedules mentioned above. Two samples in each set were implanted at room temperature and the other two at 200 °C. Each set was then further divided and half were arc lamp annealed for 3 s and half for 10 s.

After annealing, the oxide was etched off and Van der Pauw patterns were mesa etched on the material using conventional photolithography. For n-type material the contact pads were plated with indium and gold, and for p-type material they were plated with Zn and Au. The contacts were sintered at 420 °C for 45 s in a forming gas atmosphere.

The samples were all characterized using room-temperature Hall measurements. Tables I and II summarize the results in terms of sheet resistance, average sheet mobility, and total percent activation achieved in each case for the Se and Be implants, respectively.

Referring first to the selenium implants (Table I), the hot substrate implants give consistently better results—lower sheet resistance, higher mobilities, and higher activation—than the room-temperature implants, and the 10-s anneal, which reaches the highest temperature at 925 °C is superior to the 3-s anneal. Comparing our lamp annealed results with the best known furnace annealed results for the same dose of Se, we see that the activation for both room temperature and hot substrate implants is comparable, and the mobilities are slightly higher. Multiply scanned electron beam annealed Se implanted InP shows much lower activation (~36%) and mobility than we see with lamp annealing. It has been shown in the literature that heavy ions like Se when implanted into InP or other III-V compounds at room temperature tend to amorphize the material and create much damage. Implantaing into a hot substrate helps prevent amorphization and, thus, less damage is created and better electrical properties are achieved. Our results with lamp annealing are consistent with these observations.

One each of the hot substrate and room-temperature Se implanted samples annealed at 925 °C for 10 s was depth profiled for carrier concentration and mobility using differential Hall measurements. The results are shown in Fig. 2. The peak carrier concentration reaches the same level, ~1×10¹⁹ cm⁻³, as predicted by the Lindhard–Scharff–Schott (LSS) theory, and there is no evidence for any dopant diffusion either into or out of the material. In contrast, similarly implanted, furnace annealed samples do not reach the peak carrier concentration predicted by the LSS theory and show an appreciable amount of in and out diffusion.

The beryllium implants into heated substrates showed very low concentration and were not studied further. This behavior appears to be similar to that seen in furnace annealed hot Be implants. The results on the room-temperature Be implants were much better and the activation and mobility are similar to what is obtained from a furnace anneal for similar doses and energies. As with Se, the 10-s anneal to 925 °C was superior to the slightly lower temperature 3-s anneal, but the difference between the two cycles is much less.

Both room-temperature Be implants were profiled us-

TABLE II. Summary of Hall characterization of arc-lamp annealed beryllium implanted InP samples. The hot substrate implants were too low concentration for satisfactory measurement.

<table>
<thead>
<tr>
<th>Substrate during implant</th>
<th>Cold (RT)</th>
<th>Hot (200 °C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beryllium</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anneal cycle</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 s</td>
<td>1900 Ω/□</td>
<td></td>
</tr>
<tr>
<td>900 °C peak</td>
<td>μ = 81 cm²/Vs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>42.5%</td>
<td></td>
</tr>
<tr>
<td>10 s</td>
<td>1665 Ω/□</td>
<td></td>
</tr>
<tr>
<td>925 °C</td>
<td>μ = 88 cm²/Vs</td>
<td></td>
</tr>
<tr>
<td></td>
<td>47%</td>
<td></td>
</tr>
</tbody>
</table>

FIG. 2. Carrier concentration and mobility profiles measured by the differential Hall technique on two Se implanted samples; one implanted at room temperature and one at 200 °C, both arc-lamp annealed for 10 s to a peak temperature of 925 °C.
Implantation feature of the lamp anneal technique is the relative ease with which the surface can be encapsulated and protected during a post-implant anneal. Compared to furnace annealing techniques, the arc lamp technique is straightforward, fast, and yields superior results. Work is presently in progress extending these studies to other dopants and still higher anneal temperatures.

The excellent assistance of P. Stump of Eaton with the arc lamp anneals is gratefully acknowledged. The authors also wish to thank Professor H. C. Gatos for the use of his laboratories for the Hall measurements. The ion implants were performed by M. Rothman in the Microelectronic Laboratory and Ion Implantation Central Facility of the MIT Center for Materials Science and Engineering, a National Science Foundation Materials Research Laboratory. The SiO$_2$ was sputter deposited by J. Walsh of the same facility.

This work was supported by the Defense Advanced Research Agency of the Department of Defense and monitored by the Office of Naval Research under Contract N00014-C-80-0622.

FIG. 3. Carrier concentration and mobility profiles measured by the differential Hall technique on two Be-implanted samples: one arc lamp annealed following the 3-s cycle, the other annealed following the 10-s cycle.

In conclusion, the activation and carrier mobilities achieved in InP from Be and Se implantation using a high power arc lamp for the post-implant anneal are comparable to and sometimes better than those obtained from 10-15-min, 750 °C furnace anneals. At the same time, sharp profiles showing no dopant diffusion are obtained. Another significant feature of the lamp anneal technique is the relative ease with which the surface can be encapsulated and protected during a post-implant anneal. Compared to furnace annealing techniques, the arc lamp technique is straightforward, fast, and yields superior results. Work is presently in progress extending these studies to other dopants and still higher anneal temperatures.
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Electron-beam-induced current measurements in silicon-on-insulator films prepared by zone-melting recrystallization
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(Received 5 May 1983; accepted for publication 10 June 1983)

Enhanced diffusion of arsenic along grain boundaries and subboundaries in zone-recrystallized silicon-on-insulator films has been measured by electron-beam-induced current analysis of lateral $pn$ junctions fabricated in the films. A four-hour diffusion at 1100 °C resulted in protrusions of arsenic at the junction edges which measured approximately 3–5 $\mu$m along the grain boundaries and only 1–2 $\mu$m along the subboundaries. The results suggest that under more ordinary thermal processing conditions, field-effect transistors with channel lengths greater than about 1.5 $\mu$m can be randomly positioned with respect to the more numerous subboundaries, but grain boundaries should be avoided.

PACS numbers: 73.40.Lq, 61.70.Ng, 66.30.Jt, 81.10.—h

Zone-melting recrystallization by means of a movable-strip heat source can produce continuous device-worthy silicon films over thermally oxidized silicon when a suitable encapsulation layer is present to prevent silicon agglomeration. The films consist of large grains, typically 1 mm wide and extending the length of the zone scan, which are seeded from a transition region where solidification begins. Individual grains contain subboundaries, typically 25 $\mu$m apart, which are generally parallel to one another and to the direction of motion of the molten zone. The subboundaries consist of linear arrays of dislocations with angular deviations of the order of one degree or less; they originate at the interior corner of the solid-liquid interface during recrystallization. Large-angle grain boundaries can be eliminated by seeding from the silicon substrate beneath the silicon dioxide layer or by appropriate patterning of the silicon film prior to recrystallization. The subboundaries are more difficult to control; however, entrainment techniques which force the subboundaries to be positioned at specific regular intervals have been reported.

In a previous letter, the electrical characteristics of both grain boundaries and subboundaries were examined by fabricating large ($92 \times 375 $ $\mu$m), phosphorus-doped ($1 \times 10^{17}$ cm$^{-3}$) resistors which were either parallel or perpendicular to the line defects. One or more transversely oriented grain boundaries provided significant (~15%) bulk conductivity degradation; whereas, an average of 20 subboundaries provided only marginal (~0.15%) bulk conductivity degradation. The surface conductivity at the interface between the silicon film which contained the resistors and the silicon dioxide below could be modulated by using the silicon substrate as a gate electrode. Transversely oriented grain boundaries induced peculiar "kinks" in the turn-on characteristics of these "upside-down" depletion-mode field-effect transistors. The influence of subboundaries on surface conductivity could not be detected. These results suggest that grain boundaries must be avoided when considering the placement of field-effect transistors on zone-recrystallized silicon-on-insulator films and that the degradation of electrical properties due to subboundaries can be ignored.

As the dimensions of field-effect transistors fabricated on zone-recrystallized silicon-on-insulator films are reduced, another potential problem arises, i.e., the enhanced diffusion of dopant impurities during high-temperature processing along line defects which form a connective path between source and drain. This phenomenon shortens the effective channel length of the transistor and ultimately leads to an abrupt increase in subthreshold leakage current. Enhanced diffusion of arsenic along grain boundaries in laser-recrystallized silicon-on-insulator films was shown to be significant when channel lengths are less than 3 $\mu$m, given a source-drain anneal at 900 °C for 90 min.

In an earlier study, enhanced diffusion of arsenic along grain boundaries in the vicinity of lateral $pn$ junctions fabricated in laser-recrystallized silicon films was measured by electron-beam-induced current (EBIC) analysis, and the results were compared with scanning-electron-beam voltage-induced contrast as a check for measurement consistency. A five-hour arsenic diffusion at 1000 °C resulted in protrusions of arsenic at the junction edges extending up to 5 $\mu$m along the grain boundaries. The different lengths of the protrusions suggested significant variations in the microstructures or diffusivities of the grain boundaries.

This letter presents the results of EBIC analysis of lateral $pn$ junctions fabricated in zone-recrystallized silicon-on-insulator films. In recognition of the electrical and crystallographic differences between grain boundaries and subboundaries, particular effort has been made to compare the enhanced diffusion along the two types of line defect. Earlier work suggested a difference in diffusion characteristics, but the measurements were by a less accurate procedure in which the arsenic-rich regions of the lateral $pn$ junctions were preferentially etched. If minimal diffusion along subboundaries could be demonstrated, it would further justify the random placement of devices with respect to the...
subboundaries, thereby simplifying the processing requirements associated with zone-recrystallized silicon-on-insulator films.

Prior to recrystallization, samples were prepared by oxidizing (100) n-type silicon wafers at 1100 °C to obtain a silicon dioxide thickness of 0.5 μm. The thermal oxide was sequentially coated with a 0.5-μm-thick layer of low pressure chemical vapor deposition (LPCVD) polycrystalline silicon, a 2.0-μm-thick layer of CVD silicon dioxide, and a 0.03-μm-thick layer of sputtered silicon nitride. The details of the zone-melting recrystallization procedure have been reported elsewhere. Briefly, the sample was placed within an argon ambient on a graphite strip which was resistively heated to 1000 °C. A movable upper strip, approximately 1 mm above the sample and 1 mm wide, was resistively heated until the polycrystalline silicon film melted, and the molten zone was moved across the sample at a speed of approximately 1 mm/s. After recrystallization, the silicon dioxide and silicon nitride encapsulation layers were removed in concentrated hydrofluoric acid. The silicon film was implanted with a fluence of 2 × 10^{12} cm^{-2} boron at 70 keV. The boron was uniformly redistributed throughout the silicon film at a later point in the process sequence to yield a concentration of 4 × 10^{16} cm^{-3}.

In order to distinguish the subboundaries from the grain boundaries, the films were decorated by a regular matrix of anisotropically etched pits. These were prepared by depositing a 0.4-μm-thick layer of CVD silicon dioxide over the silicon film and then etching 5-μm-diam holes on 50-μm center spacing. The exposed silicon was etched in a potassium hydroxide solution until square pits revealed the local crystallographic orientations throughout the film. As in other experiments, the texture of the film was (100).

The fabrication of lateral p n diodes began with the opening of large (up to 2 × 2 mm) holes in the silicon dioxide which had been used to define the matrix of etch pits. The holes defined the diode emitter (n+) regions and were implanted with a fluence of 1 × 10^{12} cm^{-2} arsenic at 150 keV. The implant was annealed at 1100 °C for 10 min in dry oxygen to form a thin silicon dioxide cap and then for 4 h in dry nitrogen to exacerbate the degree of enhanced diffusion which was expected along the grain boundaries. The silicon dioxide over the diode emitter regions was removed following the anneal. Aluminum was deposited over the sample and then defined to form contact pads which were slightly recessed from the junction edges. The fabrication process concluded by etching the silicon dioxide which remained over the silicon film.

After processing, the samples were mounted on headers and aluminum wires were bonded to the diode n+ contact pads. There was no direct electrical contact available to the diode p regions (field); the diodes were connected back-to-back in pairs without an applied bias voltage. A JSM-50 (Japanese Electron Optics Limited) scanning electron microscope was used for the EBIC analysis. With a 5-keV electron beam, the EBIC resolution was presumed to be consistent with that established in Ref. 12. Approximately 0.5 μm.

Many grain boundaries were located near the transition region of the zone-recrystallized film. A typical EBIC image from this region is shown in Fig. 1. The arsenic protrusions extend approximately 3–5 μm from the edge of the lateral p n junction. A protrusion length is assumed to be roughly equal to a diffusion length (Dr)^{1/2}, where D is the coefficient of line.

![Image](https://via.placeholder.com/150)

**FIG. 1.** EBIC image in the vicinity of a lateral p n junction which is intersected by grain boundaries. The large dark square which extends from the diode n+ region is an anisotropically etched pit used to determine grain orientations in the recrystallized silicon film. A second dark square at the right indicates that a grain boundary is located between the two squares. The misorientation of the squares indicates that the angle of the grain boundary is approximately 20°. Note the large protrusions where the grain boundaries intersect the junction edge.
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**FIG. 2.** (a) Secondary electron image in the vicinity of a lateral p n junction which is intersected by subboundaries. The distinct contrast is due to preferential electron channeling. (b) Corresponding EBIC image. Note the small protrusions along the subboundaries.
defect diffusion and \( t \) is the diffusion time. From this relation, the coefficient for arsenic diffusion along a grain boundary at 1100 °C is about \( 1 \times 10^{-11} \text{ cm}^2/\text{s} \). The value which was estimated in Ref. 12 for the case of arsenic diffusion at 1000 °C was also about \( 1 \times 10^{-11} \text{ cm}^2/\text{s} \). If the enhanced diffusion which brings about the transistor failure mode of Ref. 11 is assumed to correspond to a diffusion length of 1.5 μm for an arsenic diffusion time of 90 min at 900 °C, the estimated coefficient of grain boundary diffusion for this case is approximately \( 4 \times 10^{-12} \text{ cm}^2/\text{s} \). Since these particular estimates vary as the square of a diffusion length and yet are comparable to within a factor of 2, the degree of enhanced arsenic diffusion along grain boundaries appears to be weakly dependent upon temperature over the range of 900–1100 °C. This conclusion is not consistent with that of earlier work in which the enhanced diffusion of arsenic along grain boundaries in laser-recrystallized silicon-on-insulator films suggested a thermal activation energy of about 2.3 eV.

The EBIC analysis in the vicinity of subboundaries suggests a lesser degree of enhanced arsenic diffusion. Figure 2(a) shows two subboundaries separating regions of distinctly different contrast. The contrast results from preferential electron channeling along certain crystalline orientations. The corresponding EBIC image of Fig. 2(b) shows small protrusions at the subboundary locations which extend approximately 1 μm beyond the lateral p-n junction edge. The protrusion lengths were sometimes greater along other subboundaries within the sample, but in no case did a protrusion extend more than about 2 μm. For a nominal protrusion length of 1.5 μm, the estimated coefficient of arsenic diffusion along subboundaries has the approximate value of \( 1 \times 10^{-12} \text{ cm}^2/\text{s} \), roughly one order of magnitude less than for the grain boundaries. Under more ordinary processing conditions, the subboundary diffusion length scales downward by a factor of 2 as the diffusion time is reduced to one hour, and some degree of scaling can be expected as the diffusion temperature is reduced. These results suggest that field-effect transistors can be randomly positioned with respect to the subboundaries provided that channel lengths are greater than about 1.5 μm.

In the work at MIT, E. W. Maby was supported by the Defense Advanced Research Projects Agency, contract N0014-C-80-0622, and H. A. Atwater was supported by the Department of Energy, contract DE-AC02-80-ER13019.

Rapid thermal annealing of Be, Si, and Zn implanted GaAs using an ultrahigh power argon arc lamp
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The use of a 100-kW water-walled dc argon lamp to anneal ion-implanted GaAs is reported. Annealing cycles of 3 and 10 s and peak temperatures from 950 to 1200 °C have been used to anneal Be, Si, and Zn implanted following representative implant schedules of technological importance. It is demonstrated that this technique is superior to conventional furnace anneal techniques in terms of the doping profiles, peak carrier concentrations, activation efficiencies (particularly at high doses), and mobilities achieved. The annealing technique should be applicable to large volume GaAs integrated circuit production and 100-mm-diam wafers can be annealed in a single exposure with better than 2% temperature uniformity (Si data).

PACS numbers: 81.40.Ef, 61.70.Tm, 72.80.Ey, 81.40.Rs

The use of rapid thermal annealing (RTA) techniques to anneal ion implanted GaAs, and related III−V compound semiconductors, promises to have a significant impact on the device technology of these materials because RTA should permit higher anneal temperatures with improved dopant activation and carrier mobilities, yield sharper junctions, and result in higher doping levels than can be achieved by furnace anneal techniques while simultaneously reducing processing time. The latter two objectives can be achieved when a high power, water-walled dc arc lamp is used to rapidly anneal GaAs.

Several RTA techniques have been applied to GaAs with good initial success, but each also has important limitations. Arai et al.\(^1\) first reported using halogen lamps to anneal GaAs. The GaAs was placed face down on a Si wafer and annealed 5 s with a peak temperature of 950 °C. Nearly 100% activation of a 3 × 10\(^{12}\) cm\(^{-2}\), 70-keV Si implant was achieved. More recently, Kuzuhara et al.\(^2\) used the same technique to anneal a higher dose Si implant (5 × 10\(^{12}\) cm\(^{-2}\), 100 keV) and obtained 75% activation and a sheet mobility of 3700−cm\(^2\)/V⋅s after a 2 s, 950 °C peak temperature anneal. They observed arsenic loss and the formation of gallium pits on the wafer surface if they used a 5-s anneal, however. The maximum rate of temperature increase in these experiments was 200 °C/min.

Davies et al.\(^3\) have used filament lamps focused by elliptical mirrors to anneal GaAs implanted with zinc and silicon to 1000 °C. They achieved essentially 100% activation of a 2 × 10\(^{11}\) cm\(^{-2}\), 200-keV Zn implant and 50% activation of a 4 × 10\(^{11}\) cm\(^{-2}\), 200-keV Si implant. The system they used could heat the sample to 1000 °C in one second, but had a long fall time because of the nearly lossless optical cavity used.

Chapman et al.\(^4\) have used a graphite strip heater to anneal GaAs to 1140 °C for 10 s. They obtained 18% activation of a 1 × 10\(^{13}\) cm\(^{-2}\), 400-keV Se implant done into a hot (300 °C) substrate. They observed significant diffusion of Si into the GaAs from the Si\(_{1-x}\)N\(_x\) cap used. With the graphite heater strip, the temperature rise was relatively slow.

As presently configured, the sources that have been used for the RTA of GaAs in the above studies, have important limitations. The problems of the rise and fall times of the heating cycles have already been mentioned. The latter two systems also were line sources and, thus, are unsuitable for annealing large area samples because the large thermal gradients created in samples as the line is scanned across them can cause the formation of slip planes. The graphite strip heater further has the problem that it must be operated in a vacuum and the possibility of contamination from the porous graphite also exists.

The system used in the present work overcomes these difficulties, and as well, achieves superior results to previously reported furnace and RTA anneal procedures. The arc lamp annealing system used has been described previously by Gelpey and Stump.\(^5\) Briefly, the light source is a 100-kW water-walled dc argon arc lamp which has a time constant of a few milliseconds and a color temperature of 5500 K, and produces a uniform power flux density of 80 W/cm\(^2\) at full intensity (400-A lamp current) over the sample surface. Temperature uniformities of 2% have been measured over 100-mm-diam Si wafers.

The GaAs used in this study was semi-insulating undoped material. The ion implantation sequences (species, energy, and dose) are listed in columns 1–3 of Table I. All implants were performed into bare surfaces with the samples nominally at room temperature. After implantation and prior to annealing a 120-nm-thick layer of SiO\(_2\) was sputter deposited on both surfaces of the wafer to serve as the encapsulation. During the anneal, the samples were held in small slotted quartz pins so that they are thermally (conductively) isolated from their surroundings. The sample temperature was monitored using an optical pyrometer viewing the back of the GaAs wafer. The temperature measurement in the present work is thought to be accurate to ± 20 °C.
TABLE I. Implant schedules and annealing cycles used in this study, and the results of Hall measurements of the surface layers including the sheet carrier concentration $n_s$, sheet Hall mobility $\mu_s$, and sheet resistance $R_s$. All samples were undoped semi-insulating GaAs wafers.

<table>
<thead>
<tr>
<th>Species</th>
<th>Energy (keV)</th>
<th>Dose (cm$^{-2}$)</th>
<th>Thickness (\mu m)</th>
<th>Anneal cycle</th>
<th>$n_s$ (cm$^{-2}$)</th>
<th>$\mu_s$ (cm$^2$/Vs)</th>
<th>$R_s$ (\Omega/\square)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zn</td>
<td>200</td>
<td>$1.4 \times 10^{15}$</td>
<td>415</td>
<td>10, 950</td>
<td>$7.2 \times 10^{14}$</td>
<td>62</td>
<td>140</td>
</tr>
<tr>
<td>Zn</td>
<td>200</td>
<td>$1.4 \times 10^{15}$</td>
<td>415</td>
<td>10, 950</td>
<td>$6.8 \times 10^{14}$</td>
<td>70</td>
<td>130</td>
</tr>
<tr>
<td>Zn</td>
<td>200</td>
<td>$1.4 \times 10^{15}$</td>
<td>415</td>
<td>3, 1160</td>
<td>$1.3 \times 10^{14}$</td>
<td>62</td>
<td>130</td>
</tr>
<tr>
<td>Si</td>
<td>200</td>
<td>$4 \times 10^{14}$</td>
<td>415</td>
<td>10, 950</td>
<td>no activation</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Si</td>
<td>200</td>
<td>$4 \times 10^{14}$</td>
<td>415</td>
<td>10, 1020</td>
<td>$1.8 \times 10^{13}$</td>
<td>1850</td>
<td>90</td>
</tr>
<tr>
<td>Si</td>
<td>200</td>
<td>$4 \times 10^{14}$</td>
<td>415</td>
<td>10, 1100</td>
<td>$1.15 \times 10^{14}$</td>
<td>1600</td>
<td>33</td>
</tr>
<tr>
<td>Si</td>
<td>200</td>
<td>$4 \times 10^{14}$</td>
<td>415</td>
<td>3, 1160</td>
<td>$1.25 \times 10^{14}$</td>
<td>1500</td>
<td>33</td>
</tr>
<tr>
<td>Be</td>
<td>90, 150</td>
<td>$4.4 \times 10^{14}$</td>
<td>415</td>
<td>10, 950</td>
<td>$5.4 \times 10^{14}$</td>
<td>92</td>
<td>125</td>
</tr>
<tr>
<td>Be</td>
<td>50, 150</td>
<td>$5.1 \times 10^{14}$, $5.1 \times 10^{14}$</td>
<td>415</td>
<td>10, 1020</td>
<td>$5.8 \times 10^{14}$</td>
<td>67</td>
<td>160</td>
</tr>
<tr>
<td>Be</td>
<td>50, 150</td>
<td>$4.4 \times 10^{14}$, $5.1 \times 10^{14}$</td>
<td>415</td>
<td>10, 1100</td>
<td>$6.5 \times 10^{14}$</td>
<td>33</td>
<td>300</td>
</tr>
<tr>
<td>Be</td>
<td>50, 150</td>
<td>$4.4 \times 10^{14}$, $5.1 \times 10^{14}$</td>
<td>415</td>
<td>3, 1160</td>
<td>$6.2 \times 10^{14}$</td>
<td>65</td>
<td>160</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>365</td>
<td>None</td>
<td>$2.1 \times 10^9$</td>
<td>2300</td>
<td>$1.3 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>365</td>
<td>10, 1050</td>
<td>$4.9 \times 10^9$</td>
<td>612</td>
<td>$2.1 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>365</td>
<td>10, 1100</td>
<td>$2.3 \times 10^9$</td>
<td>75</td>
<td>$3.8 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>365</td>
<td>3, 1200</td>
<td>$2 \times 10^9$</td>
<td>36</td>
<td>$9.1 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>525</td>
<td>None</td>
<td>$3.15 \times 10^9$</td>
<td>5500</td>
<td>$3.6 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>525</td>
<td>10, 1050</td>
<td>$3.4 \times 10^7$</td>
<td>202</td>
<td>$9.1 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>525</td>
<td>10, 1090</td>
<td>$2 \times 10^8$</td>
<td>10</td>
<td>$3 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>525</td>
<td>3, 1100</td>
<td>$8.9 \times 10^7$</td>
<td>135</td>
<td>$5.2 \times 10^9$</td>
</tr>
<tr>
<td>None</td>
<td>None</td>
<td>None</td>
<td>525</td>
<td>None</td>
<td>1 \times $10^8$</td>
<td>150</td>
<td>$4 \times 10^9$</td>
</tr>
</tbody>
</table>

The time-temperature cycles used were similar to those recently used to anneal InP. No change could be observed in the surface morphology of the GaAs after any of the anneal cycles used in the results reported in this study.

After the anneal, the SiO$_2$ was removed from the surface of the samples, they were patterned with a standard van der Pauw pattern, and their sheet resistivity, carrier concentration, and mobility were measured. The anneal cycle used and the results of this initial characterization are presented in columns 4–7 of Table I.

Several of the samples were further profiled using differential Hall measurements. These profiles are presented in Figs. 1–3.

**Zn implant.** A peak hole concentration $\approx 9 \times 10^{19}$ cm$^{-3}$ (see Fig. 1), sheet mobility of 62 cm$^2$/V·s, sheet resistance of $80 \Omega/\square$, and 93% electrical activation are obtained after a 3-s anneal to 1160°C. To the best of our knowledge, this represents the highest doping level and electrical activation that has been reported for zinc implantation into GaAs (liquid-phase-epitaxial-regrowth annealing techniques are excluded). The mobility (Fig. 1) compares favorably with mobility data for zinc diffusion in GaAs at the same doping level. The zinc concentration profile is consistent with the generally accepted interstitial-substitutional zinc diffusion theory in GaAs (Ref. 18), although the extent of diffusion is more than expected for such a short annealing time. In a related experiment, no enhanced lateral diffusion of zinc, implanted through photoresist into 10-µm-wide stripes, could be detected after a similar arc lamp anneal in spite of the presence of the SiO$_2$ capping layer.

**Be implant.** All cycles yielded similar results but the best results are obtained for the lower temperature anneal cycle 950°C. A maximum hole concentration $\approx 2 \times 10^{19}$ cm$^{-3}$, and an electrical activation of 72% is obtained (see Fig. 2). In a related experiment, the junction depth in vapor phase epitaxially (VPE) grown GaAs ($N_D - N_A \approx 8 \times 10^{14}$ cm$^{-3}$), which had been identically Be implanted and annealed, was found to be 1–1.1 µm. These results are superior to the best of published furnace anneal data in several aspects. In furnace annealing, which is usually done at 800–900°C for 10–15 min, significant damage enhanced diffusion of Be occurs. This causes junction misplacement and limits the maximum Be concentration to the mid $10^{16}$ cm$^{-3}$ range with $\approx 40\%$ electrical activation at a $10^{15}$ cm$^{-2}$ dose level. No Be diffusion takes place upon rapid thermal annealing.
and a high peak concentration is maintained. It is also found that mesa diodes fabricated in this VPE material are superior to the best published Be implanted furnace annealed diodes. These electrical results will be reported in a succeeding paper.

**Si implant.** Both 10-s and 3-s anneals at maximum temperatures of 1100 and 1160 °C, respectively, give similar results. A maximum carrier concentration of $7.5 \times 10^{18} \text{ cm}^{-3}$, sheet resistance of $35 \Omega/\square$, and 33% electrical activation are obtained (see Fig. 3). At the same implant energy and dose, Davies et al.\textsuperscript{3} have reported 50% electrical activation and a sheet resistance of $23.9 \Omega/\square$ after a 2.5-s anneal with a maximum temperature of 1000 °C. However, the temperature measurement in Ref. 3 may not be accurate because of the slow response time of the thermocouple, and we believe that the 50% electrical activation reported was obtained at temperatures much higher than 1000 °C.

**Semi-insulating material.** As is shown in Table I, the sheet resistance of unimplanted semi-insulating undoped GaAs after arc lamp annealing is either comparable to or higher than that obtained after 15 min of face to face proximity cap annealing (typical results of many runs) under argon atmosphere at 850 °C.\textsuperscript{12} Results for furnace annealing under arsenic over pressure are similar to the proximity cap annealing. To our knowledge, this is the first quantitative report on the effect of rapid thermal annealing on the sheet resistance of semi-insulating undoped GaAs. If we use the sheet mobility as an indication of surface quality, the 1050 °C anneals are superior to furnace annealing while the 1100 °C anneal is comparable. No surface conversion to $p$-type was observed even in anneals as high as 1200 °C.

In conclusion, it has been demonstrated that an ultrahigh intensity arc lamp can be used to rapidly thermal anneal ion-implanted GaAs with superior results in terms of activation efficiency, peak doping level, and sharpness of doping profile both laterally and vertically. The applicability of this system to large area wafers, the rapid response time of the lamp system, and the ease with which the sample surface can be encapsulated during processing are all attractive features and important advantages of this technique.

The authors acknowledge the help of Dr. David Bliss from Microwave Associates for the Hall measurements on semi-insulating GaAs. The assistance of M. Rothman in performing the ion implantation and J. Walsh for the SiO$_2$ deposition is also acknowledged. Extensive use was made of the MIT Center for Materials Science and Engineering, a National Science Foundation Materials Research Laboratory, during the course of this work. This work was supported by the National Science Foundation through Grant No. DMR 78-24185 and by the Defense Advanced Research Projects Agency and monitored by the Office of Naval Research under contract No. N00014-C-80-0622.
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Nonlinear Dynamic Maximum Power Theorem, with Numerical Method

John L. Wyatt, Jr.

ABSTRACT

This paper considers the problem of maximizing the energy or average power transfer from a nonlinear dynamic n-port source. The main theorem includes as special cases the standard linear result \( Y_{\text{load}} = Y^*_{\text{source}} \) and a recent finding for nonlinear resistive networks. An operator equation for the optimal output voltage \( \hat{y}(\cdot) \) is derived, and a numerical method for solving it is given.
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1. Introduction

This paper addresses the problem of extracting the maximum energy or average power from a source with the topology shown in Fig. 1. As in [1], the problem is formulated as finding the optimal output voltage \( \hat{v}(\cdot) \) for each current source waveform \( i_s(\cdot) \) rather than finding a load that maximizes the power.

The central result is the operator equation (6) for \( \hat{v}(\cdot) \). Theorem 1 gives conditions that guarantee uniqueness and global optimality of the solution: the standard result for linear systems [1] and recent work on resistive nonlinear systems [2] follow as special cases. Equation (11) defines a practical algorithm for solving (6), and Theorem 2 gives conditions that guarantee convergence.

The solution \( \hat{v}(\cdot) \) can be of engineering value in two ways. First, the average power \( \overline{P}(\hat{v}) \) tells us the optimal performance that is possible in principle. Second, \( \hat{v}(\cdot) \) itself is a concrete design goal. If the source admittance operator \( F \) is continuous, a load for which the output approximates \( \hat{v}(\cdot) \) (in the Hilbert space norm used in this work) will absorb an average power that approximates \( \overline{P}(\hat{v}) \).

1. Reference [1] actually deals with the dual network, where the source appears in Thevenin form.
II. Results

2.1) Notation and Definitions

Let $L$ be any real inner product space and $\hat{L}$ any linear subspace of $L$. An operator $F: \hat{L} \rightarrow L$ is said to be

a) **strictly increasing** if

$$\langle F(y) - F(x), y-x \rangle > 0, \forall x \neq y \in \hat{L},$$

(1)

b) **uniformly increasing** if for some $\delta > 0$,

$$\langle F(y) - F(x), y-x \rangle \geq \delta \|y-x\|^2, \forall x, y \in \hat{L},$$

(2)

c) **Lipschitz continuous** if for some $K > 0$,

$$\|F(y) - F(x)\| \leq K\|y-x\|, \forall x, y \in \hat{L}.$$  

(3)

Let $L, L'$ be any real inner product spaces and $L(L, L')$ denote the space of continuous linear maps from $L$ to $L'$, with the operator norm [3, p.53]. For $A \in L(L, L')$, let $A^\text{adj}$ denote the adjoint of $A$.

Given an operator $F: L \rightarrow L'$ and $x, h \in L$, suppose there exists an element denoted $\delta F(x, h)$ of $L'$ such that

$$\lim_{t \rightarrow 0^+} \frac{\|F(x+th) - F(x) - \delta F(x, h)\|_{L'}}{t} = 0.$$  

Then $\delta F(x, h)$ is called the **Gateaux variation** of $F$ at $x$ for the increment $h$ [4, p.251]. If $\delta F(x, h)$ exists for all $x, h \in L$, and if for each $x \in L$ the map $h \rightarrow \delta F(x, h)$ is an element of $L(L, L')$, then $F$ is said to be **Gateaux differentiable** on $L$. In this case the map $x \rightarrow \delta F(x, \cdot)$ is called the **Gateaux derivative** of $F$ and denoted $DF: L \rightarrow L(L, L')$ [4, pp.255-256]. Similarly
\( \delta F(x, \cdot) \) is denoted \( DF(x) \in L(L, L') \), and \( \delta F(x, h) \) is denoted \( (DF(x))h \in L' \). The value of using the Gateaux derivative rather than the more restrictive Fréchet derivative [4, Chap. 3] will become apparent in section 3.1.

The Hilbert space \( L^2_n \) is the set of all measurable functions \( x: \mathbb{R}^n \rightarrow \mathbb{R}^n \) such that the integral of \( x_j^2(\cdot) \) over \( \mathbb{R} \) is finite, \( j = 1, \ldots, n \), equipped with the usual inner product \( \langle \cdot, \cdot \rangle \) and norm, \( ||x|| = \langle x, x \rangle^{1/2} \).

For each \( T > 0 \), \( L^2_{n, T} \) is the set of all periodic measurable functions \( x: \mathbb{R}^n \rightarrow \mathbb{R}^n \) with period \( T \) such that the integral over one period of \( x_j^2(\cdot) \) is finite, \( j = 1, \ldots, n \). It is a Hilbert space with the "average power" inner product

\[
\langle x, y \rangle_T = \frac{1}{T} \int_0^T x(t) \cdot y(t) \, dt,
\]

where \( x \cdot y \) is the Euclidean inner product on \( \mathbb{R}^n \). The norm on \( L^2_{n, T} \) is denoted \( ||x||_T = \langle x, x \rangle_T^{1/2} \).

2.2) Main Theorem

**Theorem 1** (Maximum Average Power in the Periodic Steady State)

Fix \( T > 0 \) and let the n-port \( N \) in Fig. 1 be characterized by an admittance operator \( F: L_T \rightarrow L_T \), where \( L_T \) is any linear subspace of \( L^2_{n, T} \). Suppose \( F \) is Gateaux differentiable on \( L_T \) and that the associated operator \( H: L_T \rightarrow L_T \), given by

\[
H: \nu \mapsto F(\nu) + \langle DF(\nu), \nu \rangle,
\]

\[2\] Thus, if \( \chi(\cdot) \) has period \( T \) and lies in \( L^2_{n, T} \), the response \( i(\cdot) \) of \( N \) cannot have subharmonics.
is strictly increasing.

Then for each \( i_s \in H(L_T) \) there is a unique solution \( \hat{v}(i_s) \in L_T \) to

\[
 i_s = H(v),
\]

and the average power\(^3\) absorbed by the load,

\[
 P(v) = \langle i_s, v \rangle_T = \langle i_s - F(v), v \rangle_T,
\]

has a unique global maximum over \( L_T \), which is attained at \( v = \hat{v}(i_s) \).

**Corollary** (Maximum Total Energy for Transients)

Let \( L \) be a linear subspace of \( L^2_n \), and substitute \( L \) for \( L_T \) in the assumptions of Theorem 1. Then the same conclusions\(^4\) hold, but with \( \hat{v}(i_s) \in L \) maximizing the total energy \( E(v) = \langle i_s - F(v), v \rangle \) over \( L \).

Note that in general \( F \) can be nonlinear and time-varying.

In applications one might wish to restrict attention to currents and voltages in \( L^2_{n,T} \) with additional properties such as continuity or boundedness. This is the reason for introducing \( L_T \subset L^2_{n,T} \) in the formulation of Theorem 1.

The essential idea behind the theorem is that a solution \( \hat{v}(\cdot) \) of (6) is a stationary point of \( F: L_T \to \mathbb{R} \), and the monotonicity assumption on \( H \) guarantees that \( F \) is strictly concave. Details follow.

---

3. A more explicit, but cumbersome, notation would be \( F(y, i_s) \). Using it, Theorem 1 states that \( \forall v, i_s \in L_T, F(v, i_s) < F(\hat{v}(i_s), i_s) \) if \( v \neq \hat{v}(i_s) \).

4. For the Corollary, the adjoint is of course taken with respect to the inner product on \( L^2_n \) rather than \( \langle , \rangle_T \).
Proof of Theorem 1

Uniqueness of the solution to (6) follows from the fact that \( H \) is strictly increasing. By the chain rule for the composition of Fréchet- and Gateaux-differentiable functions [4, p. 253] \( \overline{P} \) is Gateaux differentiable and for all \( x, h \in L_T \),

\[
(D\overline{P}(x))_h = \langle i_s - F(x), h \rangle_T - \langle (DF(x))_h, x \rangle_T =
\]

\[
\langle i_s - F(x) - (DF(x))_{\text{adj}} x, h \rangle_T =
\]

\[
\langle i_s - H(x), h \rangle_T. \quad (8)
\]

Thus if \( i_s \in H(L_T) \),

a) \( D\overline{P}(\hat{v}(i_s)) = 0 \in L(L_T, L_T) \),

b) given any \( x, y \in L_T \), the map \( \lambda \rightarrow \overline{P}[x + \lambda(y - x)] \) is differentiable at each \( \lambda \in \mathbb{R} \), and

c) \( \frac{d}{d\lambda} \overline{P}[x + \lambda(y - x)] = \langle i_s - H[x + \lambda(y - x)], (y - x) \rangle_T. \)

To show that \( \hat{v}(i_s) \) globally optimizes \( \overline{P} \), fix \( i_s \in H(L_T) \), let \( \hat{v} = \hat{v}(i_s) \), and choose any \( v \in L_T, v \neq \hat{v} \). Then

\[
\overline{P}(v) - \overline{P}(\hat{v}) =
\]

\[
\overline{P}[\hat{v} + \lambda(v - \hat{v})] \bigg|_{\lambda = 1} - \overline{P}[\hat{v} + \lambda(v - \hat{v})] \bigg|_{\lambda = 0} =
\]

\[
\int_{0}^{1} \left( \frac{d}{d\lambda} \overline{P}[\hat{v} + \lambda(v - \hat{v})] \right) \, d\lambda. \quad (9)
\]

Using c), the integrand above is
\[
\langle i_s - H[\hat{v} + \lambda(v-\hat{v})], v-\hat{v}\rangle_T =
\]
(since \(i_s = H(\hat{v})\))

\[
-\frac{1}{\lambda} \langle H[\hat{v} + \lambda(v-\hat{v})] - H(\hat{v}), [\hat{v} + \lambda(v-\hat{v})] - [\hat{v}]\rangle_T, \quad \forall \lambda > 0,
\]

and the integrand vanishes at \(\lambda = 0\). The inner product above is strictly positive for \(\lambda \neq 0\) since \(H\) is strictly increasing by assumption. Thus the integrand in (9) is negative for \(\lambda > 0\) and zero for \(\lambda = 0\), so \(\bar{P}(\hat{v}) < \bar{P}(\hat{v})\) as claimed.

The proof of the Corollary is essentially identical and will be omitted.

2.3) Relation to "Impedance Matching" Ideas

The emphasis in this paper is on finding the optimal output voltage \(\hat{v}(\cdot)\), not the optimal load. But the relation to impedance matching ideas deserves comment.

If the load in Fig. 1 is taken to be the (generally noncausal) admittance \(G_{\text{opt}}: L_T \rightarrow L_T\), defined by

\[
G_{\text{opt}}: v \mapsto (DF(\hat{v}))^\text{adj} v,
\]

then the network is uniquely solvable given any \(i_s \in H(L_T)\), and the output voltage \(\hat{v}(\cdot)\), which necessarily equals \(\hat{v}(i_s)\), globally optimizes \(\bar{P}\). This generally noncausal load is "matched" to the source for all inputs \(i_s \in H(L_T)\), and this result holds generally for a nonlinear, time-varying, even noncausal source admittance \(F\). The reader can easily verify that in the LTI case (10) reduces to the standard linear theorem \(Y_{\text{load}}(j\omega) = Y_{\text{source}}(j\omega)\). More detail for the linear 1-port case is given in Section 3.1.
Of course in practice one has a causal load, usually predetermined, and wishes to couple it to the source through a lossless matching network designed to maximize the absorbed power over a range of inputs. In the linear case this important problem is called "broadband matching" [5-8]. We note that in both the linear and nonlinear cases the problem can be viewed as compensating or coupling to a predetermined load using lossless elements in such a way that the response approximates that of the noncausal exact match \( G_{\text{opt}} \) over the input range of interest.

For a particular drive \( i_s \), the situation is somewhat different. The optimal voltage \( \tilde{v}(\cdot) \) is unique, but the optimal load is not: the only requirement on \( G \) is that \( G(\tilde{v}) = G_{\text{opt}}(\tilde{v}) \). In the linear case where \( F \) and \( G \) are respectively represented by admittance matrices \( Y_S(j\omega) \) and \( Y_L(j\omega) \), there are in general infinitely many optimal, positive semidefinite choices of \( Y_L \) at a given \( \omega \) for which the network is uniquely solvable [9]. The problem of finding solutions in particular classes, such as the class of resistive loads, is studied in [10].

2.4) Numerical Algorithm

Equation (8) shows that \( i_s - H(\tilde{v}) \) is the gradient [3,p.72], [4,p.196] of \( \bar{P} \) at \( \tilde{v} \), \( \forall i_s, \tilde{v} \in \mathbb{L}_T \). This suggests that we attempt to maximize \( \bar{P} \) by a simple "hill-climbing" algorithm of the form

\[
x_{j+1} = \lambda(i_s - H(x_j)) + x_j \frac{\Delta M(x_j)}{2}
\]  

(11)

for some \( \lambda > 0 \). Note that under the assumptions of Theorem 1, if \( x_j \to x \in \mathbb{L}_T \) and \( H \) is continuous, then \( i_s = H(x) \) and \( x \) globally maximizes \( \bar{P} \). By tightening the assumptions a little further, we can guarantee convergence for all
sufficiently small positive \( \lambda \).

**Theorem 2**

Strengthen the assumptions of Theorem 1 by supposing further that \( L_T \) is closed and \( H \) is uniformly increasing and Lipschitz continuous on \( L_T \). (See (2), (3).) Then for any \( i_s \in L_T \), any initial guess \( x_0 \in L_T \), and any \( \lambda \in (0, 2\varepsilon/K^2) \), the sequence generated by (11) converges to \( \hat{v}(i_s) \).

**Remark**

Note that Theorem 2 also guarantees existence of a solution to (6) for all \( i_s \in L_T \), i.e., \( H(L_T) = L_T \).

**Proof**

Since \( L_T \subset L^2_{n,T} \) is closed and \( L^2_{n,T} \) is complete, \( L_T \) is complete [11]. It remains to show that \( M \) is contractive, i.e., that for some \( C < 1 \),

\[
\| M(y) - M(x) \|_T \leq C \| y - x \|_T, \quad \forall x, y \in L_T, \tag{12}
\]

to guarantee \( \| x_n - \hat{v}(i_s) \|_T \to 0 \) by the contraction mapping theorem [3,p.102], [12,p.28]. But

\[
\| M(y) - M(x) \|_T^2 = \\
\langle y - x - \lambda(H(y) - H(x)), y - x - \lambda(H(y) - H(x)) \rangle_T = \\
\| y - x \|_T^2 - 2\lambda(H(y) - H(x), y - x)_T + \lambda^2 \| H(y) - H(x) \|_T^2 \leq
\]
(1 - 2\lambda x + \lambda^2 k^2) \| y-x \|_T^2 \triangleq C^2(\lambda) \| y-x \|_T^2 ,

and

C^2(\lambda) < 1, \forall \lambda \in (0, 2\delta/k^2).

### III. Examples

#### 3.1) Linear Operators and Memoryless Operators

Consider the time-invariant scalar case for simplicity, and let $L_T$ stand for $L_{1,T}$.

If $F_\lambda$ is the convolution operator: $v \mapsto a \ast b$ where $a: \mathbb{R} \rightarrow \mathbb{R}$ is absolutely integrable, then for each $T > 0$, $F_\lambda$ is a continuous linear operator: $L_T^2 \rightarrow L_T^2$ and therefore Gateaux (in fact, Fréchet) differentiable. Since $F_\lambda$ is linear $DF_\lambda(x) \equiv F_\lambda$, and the reader can easily verify that $(DF_\lambda(x))^\text{adj} = F_\lambda : v(\cdot) \mapsto a(\cdot) \ast v(\cdot)$, i.e., the adjoint operation turns the impulse response around in time. Furthermore, $H_\lambda: v(\cdot) \mapsto [a(\cdot) + a(-\cdot)] \ast v(\cdot)$ is strictly increasing on $L_T^2$ for each $T > 0$ iff $\text{Re}(\hat{a}(j\omega)) > 0$ for all $\omega$, where $\hat{a}$ is the Fourier transform of $a$. This follows from a slight modification of [12:pp.25, 174, 235]. Similar results hold if $a(\cdot)$ contains impulse functions as well [12:pp.246-247]. Thus $G_{\text{opt}}: v(\cdot) \mapsto a(\cdot) \ast v(\cdot)$, and $G_{\text{opt}}$ is represented in the frequency domain by the complex admittance $\hat{a}^*(j\omega)$. Therefore Theorem 1 and equation (10) reduce to the standard result $Y_{\text{load}}(j\omega) = Y_{\text{source}}(j\omega)$ if $F_\lambda$ is linear and time-invariant.

Suppose $F_m$ is memoryless but possibly nonlinear, i.e., $N_1$ is a resistor with the constitutive relation $i = b(v)$. Assume that $b: \mathbb{R} \rightarrow \mathbb{R}$ is differentiable and its derivative $b'(\cdot)$ is bounded. Then $b$ is Lipschitz continuous on $\mathbb{R}$ and hence for each $T > 0$ the operator $F_m: v(t) \mapsto b(v(t))$ maps $L_T^2$ into $L_T^2$.

one can show that \( F_m \) is Gateaux differentiable on \( L^2_T \) and that for all \( x, y \in L^2_T \),
\[
(DF_m(x))y = y(\cdot)b'(x(\cdot))e^{LT}.
\]
Furthermore if \( h: v \mapsto b(v)+vb'(v) \) is a strictly increasing function on \( IR \), then \( H_m: v(t) \mapsto b(v(t)) + v(t)b'(v(t)) \) is a strictly increasing operator: \( L^2_T \rightarrow L^2_T \). Thus Theorem 1 reduces in this case to the result in [2].

The reader can easily check that \( DF_m: L^2_T \rightarrow L(L^2_T, L^2_T) \) is not continuous unless \( b'(\cdot) \) is constant. Thus if \( N_1 \) is a resistor with any nonlinearity (other than the trivial \( i=gv+\bar{i} \)), \( F_m \) is not Frechet differentiable [4, Chap. 3] on \( L^2_T \). This is the reason Theorem 1 was formulated in terms of the weaker Gateaux derivative.

3.2) **Positive Linear Combinations of Operators**

The (noncausal) matched load (10) for the source admittance \( F \) is related to \( F \) by a mapping \( \varepsilon \), \( \varepsilon(F) = G_{opt}: y \mapsto (DF(y))y \). Note that \( \varepsilon \) is linear; i.e. \( \varepsilon(aF_1 + bF_2) = a\varepsilon(F_1) + b\varepsilon(F_2) \). Given \( F_1 \) and \( F_2: L_T \rightarrow L_T \), consider \( F = aF_1 + bF_2 \). The reader can easily verify that if \( F_1, F_2 \) satisfy the conditions of Theorem 1 (resp. Theorem 2), then \( F \) also satisfies Theorem 1 (resp. Theorem 2), provided \( a > 0, b > 0, a+b > 0 \).

For example, consider the source shown in Fig. 2, where \( N_1 \) consists of the parallel connection of an LTI 1-port and a nonlinear resistor. If \( Y \) and \( g \) satisfy the conditions in section 3.1), then the (noncausal) matched load has the form shown in Fig. 2.

3.3) **Circuit Example**

Suppose the source takes the specific form in Fig. 3, with the resistor curves shown in Fig. 4. The convolution kernel \( a(t) = e^{-t}, t \geq 0, \) for the
series connection of inductor and resistor satisfies the assumptions of section 3.1. The resistor curves $g_k$ are differentiable everywhere and

$$h_k(v) A g_k(v) + v g_k'(v) = (k+1)v|v|^{k-1}, \quad k = 1, 2, 3,$$

with $h_1(0) = 0$. All the assumptions of section 3.1 are satisfied except that the derivatives $g_2'(\cdot)$ and $g_3'(\cdot)$ are unbounded. (Since they are bounded on every bounded subset of $\mathbb{R}$, a more detailed argument, omitted here, shows that the solutions obtained below maximize $\mathbb{P}$ over $L^\infty_T \cap L^2_T$, which is certainly sufficient in practice.)

To find the optimal output $\hat{v}$ in the three cases, we carried out the iterative procedure (11), which becomes in this instance

$$x_{j+1}(t) = \lambda \left[ 6 \sin(t) - (k+1)x_j(t)|x_j(t)|^{k-1} - \int_{-\infty}^{t} e^{-(t-\tau)}x_j(\tau)d\tau \right] + x_j(t), \quad k = 1, 2, 3.$$

Miss Pearl Yew of MIT has written a program in PASCAL to do the numerical solution. It was run on the DEC20 in MIT's Research Laboratory of Electronics with an initial guess of $x_0(\cdot) \equiv 0$, and found to converge fairly rapidly for small positive values of $\lambda$. The results are shown in Fig. 5.

Since $g_1$ represents a linear resistor, it follows from the traditional linear theorem that $\hat{v}(t) = 2\sin(t)$ for $k=1$, in agreement with the numerical solution. Note that the instantaneous current drained by the nonlinear source resistor increases in magnitude with $k$ for $|v| > 1$ but decreases for $|v| < 1$. Thus it is intuitively reasonable that the optimal output spends a progressively greater percentage of time in the region $|v| < 1$ as $k$ increases.
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Figure Captions

Fig. 1 The solution of the operator equation (6), given a particular $i_s(t)$, is the optimal output voltage $v(t)$. It can be achieved with a variety of loads.

Fig. 2 The optimal load admittance is obtained by a linear operator $g_t$ on the source admittance. Thus the optimal load for a parallel connection of source admittances is the parallel connection of the optimal loads for each source separately.

Fig. 3 Theorems 1 and 2 let us numerically determine the optimal output voltage $v(t)$ for this circuit when the resistor curves are as shown in Fig. 4.

Fig. 4 The three resistor curves for the circuit in Fig. 3 are $g_k(v) = v|v|^{k-1}$, $k=1,2,3$, with $g_1(0) = 0$.

Fig. 5 One period of the optimal output voltages for the circuit in Fig. 3.
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Electrical characteristics of Be-implanted GaAs diodes annealed with an ultrahigh power argon arc lamp
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The potential of arc lamp annealing techniques in GaAs device processing is demonstrated by the fabrication of Be-implanted mesa pin diodes. Implants were done at 50 and 120 keV with doses of $4.4 \times 10^{14}$ and $5.1 \times 10^{14}$ cm$^{-2}$, respectively (total dose = $9.5 \times 10^{14}$ cm$^{-2}$) into a 14-$\mu$m-thick undoped $(N_D-N_A \approx 7.5 \times 10^{14}$ cm$^{-3}$) GaAs epitaxial layer grown by vapor phase epitaxy. Ten-second annealing cycles with peak temperatures of 950° and 1050 °C have been studied. The electrical characteristics of these diodes are superior to published furnace-annealed, Be-implanted GaAs diodes.

PACS numbers: 73.40.Lq, 81.40.Ef, 85.30.Dc, 61.70.Tm

Rapid thermal annealing (RTA) is emerging as a powerful technique in both Si and GaAs processing. Very short annealing periods, resulting in minimum dopant redistribution, and very high throughput are features of RTA ideally suited for large volume fabrication of very high speed integrated circuits (IC's). Several researchers have reported rapid thermal annealing of GaAs using halogen lamps, graphite strip heaters, and incandescent lamps. We have previously reported annealing of Be-, Zn-, and Si-implanted GaAs using a 100-kW water-walled dc argon arc lamp.

The characterization of these rapidly annealed implanted layers has so far been limited to depth profiling of carrier concentration and mobility. Although metal Schottky field-effect transistors (MESFET's) have been fabricated by rapid thermal annealing, MESFET's are majority-carrier devices and their low-frequency characteristics depend primarily on the reverse leakage current. Mobility and carrier concentration. McLevige et al. have shown that while good electrical activation and mobility can be obtained upon annealing of Be-implanted GaAs at 600 °C, the integrated photoluminescence intensity compared to unimplanted samples is very low unless 30 min of annealing at 900 °C is carried out. Photoluminescence intensity is, however, only indirectly related to electrical characteristics. For example, if we assume that ion implantation introduces a single Shockley–Read–Hall trap level, the non-radiative recombination lifetime $\tau_n$ will be inversely proportional to the trap level density $N_T$. The spontaneous emission lifetime $\tau_s$, which relates to photoluminescence intensity, is given by $\tau_s^{-1} = (\tau_s^{-1}) + (\tau_n^{-1})$, where $\tau_s$ is the radiative recombination lifetime. On the other hand, the reverse leakage current of a GaAs or Si p-n diode is directly proportional to the trap density $N_T$ in the space-charge region. Leakage current $I_L$, forward saturation current density $I_F$, ideality factor $n$, and maximum electric field at breakdown are generally accepted as being parameters that are very sensitive to the residual implant damage in ion-implanted p-n diodes.

In this letter we compare the characteristics of arc lamp annealed Be-implanted GaAs pin diodes with the best published furnace-annealed diodes. To our knowledge, detailed characterization of rapid-thermal-annealed GaAs pin diodes has not been previously reported.

Donnelly et al. have fabricated Be-implanted diodes in vapor phase epitaxy (VPE) GaAs $(N_D-N_A = 3 \times 10^{14}$ cm$^{-3}$). They obtained an average electric field of $1.5 \times 10^{5}$ V/cm at breakdown and observed clear Be diffusion. No more details of their diode characteristics were reported. Helix et al. implanted Be into VPE GaAs $(N_D-N_A \approx 3 \times 10^{15}$ cm$^{-3}$) at 250 keV with a $10^{-4}$ cm$^{-2}$ dose. Annealing was done at 900°C for 30 min using a silicon nitride cap. They obtained an ideality factor of 1.6 and a saturation current density of $1.56 \times 10^{-11}$ A/cm$^2$. However, the reverse leakage current increased exponentially with reverse voltage having a value of 19 nA at 0.9 times the breakdown voltage $V_B$ for a 250-µm-diode mesa. Milano et al. made a detailed study of essentially the same diode structure as reported in Ref. 9 in both VPE and liquid phase epitaxially (LPE) grown material. Diodes made on VPE material had either a large leakage current and soft breakdown or were similar to the ones fabricated in Ref. 9. Although they obtained sharp breakdown and low leakage current for diodes made in LPE material, they observed a linear increase of reverse leakage current with reverse voltage and deduced an electron lifetime $\approx 6$ ps in the Be-implanted p$^+$ region. Such a short electron lifetime is an indication of considerable residual implant damage after annealing.

Be ion implantation in this work was done at 50 and 120 keV at doses of $4.4 \times 10^{14}$ and $5.1 \times 10^{14}$ cm$^{-2}$, respectively. Implants were made into a VPE grown undoped $(N_D-N_A \approx 8 \times 10^{14}$ cm$^{-3}$) GaAs layer with a nominal thickness of 14 µm. 120 nm of SiO$_2$ was sputter-deposited on both faces and samples were annealed for 10 s with maximum temperatures of 950 °C and 1050 °C following the time-temperature cycles illustrated in Fig. 1. The temperature plotted in Fig. 1 was obtained from an optical pyrometer viewing the back surface of the sample, i.e., the surface not facing the lamp. The Be
FIG. 1. Time temperature cycles used in the arc lamp annealing of the beryllium implants used in this study. The two curves shown correspond to different lamp currents and thus to different peak temperatures: (a) 950 °C and (b) 1050 °C. The temperature value is the reading from an optical pyrometer viewing the back of the wafer.

concentration and mobility profiles in semi-insulating undoped GaAs that was implanted following the same implant schedule as that used for the diodes, and that was annealed following cycle A in Fig. 1 are shown in Fig. 2 (Ref. 4).

Contact windows were opened through the oxide and Au/Zn/Au was electroplated and sintered at 420 °C to form Ohmic contact to the $p^-$ regions.11 Mesa diodes with four different diameters, 75, 125, 250, and 300 μm, were fabricated. The junction depth in the VPE diodes was measured to be 1–1.1 μm using standard cleaving and staining with a 1:1:10 solution of HF:H₂O₂:H₂O for 15 s with intense illumination.12 This is consistent with the expected profile in Fig. 2, and indicates that no damage enhanced diffusion of Be, which is usually observed with furnace annealing of $10^{13}$–$10^{15}$ cm⁻² dose levels,8,9 has occurred.

Capacitance voltage $C-V$ measurements on these diodes indicate an abrupt junction with a built-in voltage of 1.24 V. The electron carrier concentration deduced from these measurements varies from $6.4 \times 10^{14}$ cm⁻³ at 1.64 μm (zero bias) to $8.5 \times 10^{14}$ at 3.8 μm from the metallurgical junction (–7 V bias). The epitaxial layer thickness (including the $p^-$ region) changes from 14 to 15 μm across the sample (13 x 13 mm). Such changes in thickness and doping are not unexpected for a thick VPE-grown layer.

The avalanche breakdown voltage $V_B$ of all of the diodes was 200 ± 25 V across the sample. To calculate the punchthrough voltage and maximum electric field at avalanche breakdown, we assume an average epilayer thickness of 13.5 μm (excluding the $p^-$ region) and average doping level of $7.5 \times 10^{14}$ cm⁻³. Thus, the punchthrough voltage is $\approx 100$ V. The maximum electric field at breakdown (200 V) is $2.2 \times 10^5$ V/cm which is close to the theoretically predicted value of $2.8 \times 10^5$ V/cm deduced from Ref. 13 for such a doping level.

The forward and reverse characteristics of 75-, 125-, 250-, and 500-μm-diam diodes annealed for 10 s at maximum temperature of 950 °C (cycle A in Fig. 1) are shown in Fig. 3. From the forward bias characteristics of a 500-μm-diam diode (0.75–1.0 V) we calculate an ideality factor of 1.6
and a saturation current density of $1.4 \times 10^{-11}$ A/cm$^2$. The room-temperature reverse leakage currents of four different diameter diodes at punchthrough ($-100$ V) and $0.9V_B$ are listed in Table I. The temperature dependence of the reverse leakage current $I_R$ at punchthrough ($-100$ V), and the avalanche breakdown voltage $V_B$ have also been measured on a typical diode and are found to be given, respectively, by

$$I_R \propto \exp\left(-\frac{E_s}{kT}\right),$$

with $E_s = 0.354$ eV for $296 \text{K} < T < 421 \text{K}$, and

$$V_B = 137 + 1.5(T - 273) \text{V},$$

where $k$ is the Boltzmann constant and $296 \text{K} < T < 395 \text{K}$. These diodes are superior to furnace-annealed diodes in several aspects. The reverse leakage current is low and has a normal behavior. No enhanced diffusion of Be occurs even at a dose level of $9.5 \times 10^{14}$ cm$^{-2}$. Furthermore, the forward saturation current density and ideality factor are reasonable for a large band-gap material like GaAs and the maximum electric field at breakdown is close to the theoretically predicted value.

In conclusion, we have shown the potential of the arc lamp RTA technique in the fabrication of GaAs $p/n$ diodes, devices which are sensitive to residual implant damage.
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Paul Bassett, and Paul Penfield, Jr.

Department of Electrical Engineering and Computer Science
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ABSTRACT
The waveform bounding approach to fast timing
analysis of MOS VLSI circuits is discussed. The
idea is to compute rigorous closed-form expressions
giving upper and lower bounds for transient voltage
waveforms, rather than exact values. The goal is
to enable rapid computation without sacrificing
user confidence in the results.

I. Background and Objectives
Existing approaches to timing analysis and
simulation of digital integrated circuits fall,
roughly speaking, into three classes:
(i) Methods such as SPICE2 [1] and ASTAP [2],
which are accurate and reliable. But even with the increase in speed
afforded by the waveform relaxation method [3],
their accuracy is too slow for the needs
of the VLSI era.
(ii) Specialized MOS timing simulators like
MOTIS-C [4] and SPLICE [5] rely on table lookup of
device characteristics for speed, and save additional
time by terminating a Newton-Raphson or similar
iteration before convergence is reached. SPLICE
is in addition a mixed-mode circuit, timing and
logic simulator and uses a selective trace algo-
rithm to exploit latency. In both these programs
the termination of an iterative step prior to con-
vergence saves time at the cost of accuracy and, in
some instances, of numerical stability [6]. The
improvement in speed over SPICE2 is typically one
to two orders of magnitude for SPLICE [5] and about
two orders of magnitude for MOTIS-C [7].
(iii) More recently, some researchers are ex-
ploring an alternate approach to timing analysis
and simulation based on a radically simplified
electrical description of the network. RSIM [8],
CRYSTAL [9], and TV [10,11] fall at the far end of
the speed-accuracy tradeoff curve from SPICE2. A
MOSFET is typically represented in these programs by
an extremely simplified model: a linear resistor
in series with a switch. And a polysilicon or dif-
fusion line is represented by a lumped capacitance
in RSIM, or by a delay in TV obtained by simply
averaging the upper and lower delay bounds obtained
by Ruofstein, Penfield, and Horowitz [12]. These
programs are potentially very fast and have a num-
er of attractive user-oriented features. The
drawback, of course, is that there are no absolute
known limits to the error in their total delay
estimates. The user can never be sure the answers
they give are close enough.

The objective of the waveform bounding
approach is to combine the computational speed that results from
avoiding the numerical solution of differential
equations with the user confidence in the result
that comes from rigorous uncertainty bounds. Our
attack on the timing analysis problem is based on
a careful fundamental study of the differential
equations describing the dynamics of gates, pass
transistors, interconnect, and the standard digital
circuits constructed from them.

In addition to the MIT group working on this
project, Mark Horowitz [12,13] is currently com-
pleting a dissertation on MOS timing analysis at
Stanford.

II. Response Bounds for Interconnect
2.1) Linear Interconnect Models
This section summarizes the results obtained
in [12]. In this work an MOS signal distribution
network as shown in Fig. 1 is modeled as a
branched linear RC line, i.e., an RC tree, as in
Fig. 2.

Figure 1. Typical MOS signal-distribution network.
The inverter is shown driving three gates.

Figure 2. The linear RC tree shown above is a model
for the network of Fig. 1. The voltage
source is a unit step at time t = 0.

For any two nodes in the network, \( R_{\text{in}} \) is defined as
The sum of the resistances along the route consisting of one intersection of the path from the input to node i with the path from the input to node m, as illustrated in Fig. 3. The three time constants used to derive response bounds are

\[ T_p = \sum_{k} R_{kk} C_k \]  
\[ T_{Di} = \sum_{k} R_{ki} C_k \]  
\[ T_{RI} = \sum_{k} \frac{2}{R_{ki} C_k} \]

where the summations are taken over all nodes of the network. The derivation in [12] shows that \( v_i(t) \leq v_j(t) \) for all \( t > 0 \), where \( v_j(t) \) is the actual zero state step response at any terminal node i, and the bounds \( v_i(t) \) and \( v_j(t) \) are given by

\[
\begin{align*}
0, & \quad 0 \leq t < T_{Di} - T_{RI} \\
\frac{T_{DI}}{T_{RI}}, & \quad T_{Di} - T_{RI} \leq t < T_p - T_{RI} \\
\frac{T_{DI}}{T_{RI}}, & \quad T_p - T_{RI} \leq t
\end{align*}
\]

Figure 3. Illustration of resistance terms. For this network, \( R_{D1} = R_2, R_{kk} = R_1 + R_2 = R_3, \) and \( R_{D1} = R_1 + R_2 + R_5. \)

Figure 4. Form of the bounds with the distance from the exact solution exaggerated for clarity.

The time required to compute these bounds grows only linearly with the number of elements in the network. Recent applications of this result include [10,11,14,15,16]. The ultimate goal of this portion of the project is to derive a hierarchy of such bounds, permitting the user to trade-off accuracy for computation time.

2.2 Nonlinearities Affecting Interconnect

The linear circuit model in Fig. 2 fails to incorporate three types of nonlinearities present in Fig. 1 or related circuits: the nonlinear output resistance of the inverter, the nonlinear gate-to-channel capacitance of the MOSFET loads, and the nonlinear capacitance from any diffusion line to substrate. This section describes recent work [17-20] that allows the bounds for linear networks [12] to be applied to RC lines incorporating such nonlinearities. (Further research is needed for branched lines, i.e. RC trees.)

Using the notation and sign conventions illustrated in Fig. 5, the state equations for any nonuniform, nonlinear lumped RC line with \( N \) capacitors can be written in the form

\[
\begin{align*}
\dot{v}_j &= g_j(v_j) \\
\dot{v}_j &= -\sum_{i=1}^{N} g_{ij}(v_j) + \sum_{i=1}^{N} v_j - v_j, \quad 1 \leq j \leq N
\end{align*}
\]

where \( g_{ij} = 0, v_{ij} = e, \) and the capacitor constitutive relations \( \dot{v}_j = R_{ij}(v_j) \) are continuously differentiable with \( R_{ij}(v_j) \) strictly increasing, pass through the origin, and are strictly decreasing, pass through the origin.

Lemma 1 [19].

Consider any nonlinear, nonuniform RC line. Any instant during an "up" transition (i.e. \( e > 0, e > 0 \) from equilibrium,

\[
\begin{align*}
v_j(t) &> 0, \quad v_j(t) < e, \quad v_j(t) < v_j(t) \\
\dot{v}_j(t) &> 0, \quad 1 \leq j \leq N
\end{align*}
\]

Lemma 1 is proved in [19]. Using it, we give a proof in [20] of the Monotone Response Theorem for Nonlinear, Nonuniform RC Lines. Given a nonlinear RC line as described above. Suppose that (because of circuit parameter uncertainty, the use of linearized models for nonlinear elements, replacing the exact input by input bounds, etc.) we do one or more of the following:

a) overestimate the input \( e(t) \),
b) underestimate one or more \( R_i \)'s,
c) underestimate one or more \( C_i \)'s.

The resulting circuit model will then necessarily overestimate the output \( v_j(t) \) at each instant and during "up" transitions (i.e. during transitions where \( e > 0, e > 0 \) throughout.)

A similar result holds for "down" transitions and estimate errors of the opposite sign. Using part a) of the assumptions, this theorem allows us to computationally propagate upper and lower signal bounds through the network. Using parts b) and c), it allows us to replace a nonlinear line by two linear ones, one strictly faster and one strictly slower, to which the linear network bounds (4,5)
in turn apply. We have not yet succeeded in finding a generalization of this result that will apply to non-linear RC trees.

III. An Approach to Waveform Bounding for MOS Logic Gates

The results reported here apply to MOS device models of the form

$$I_D = \sum \frac{A_f(v_{GB}, v_{DB}, v_{SB})}{v_{GB}^2}$$

(7)

where D,G,S and B refer to drain, gate, source and substrate, respectively. For specificity we consider only n-channel devices in this paper. No special algebraic form for f is assumed, only that f is continuously differentiable and satisfies the natural monotonicity conditions

$$\left\{ \begin{array}{c}
\frac{\partial f}{\partial v_{GB}} \geq 0, \frac{\partial f}{\partial v_{DB}} \geq 0, \frac{\partial f}{\partial v_{SB}} \leq 0
\end{array} \right. $$

(8)
everywhere. Thus a wide variety of device models are allowed, with the exception that (7) does not allow for short-channel effects.

Our approach will be to reduce a multiple-input logic gate by steps to an "equivalent bounding inverter" and then to find bounds for the response of this inverter.

3.1 Reduction of Series-Parallel Transistor Network to "Equivalent Bounding Transistor"

We have developed a method for reducing any series-parallel transistor network to a single "equivalent bounding transistor." Using the technique recursively, one can reduce the pullup or pulldown network of a multiple-input gate by a single transistor and have rigorous bounds for the error produced in this simplification.

For example, a parallel connection of N transistors, all identical except for widths, lengths and gate voltages, satisfies

$$I = \sum \frac{A_f(v_{GB}, v_{DB}, v_{SB})}{v_{GB}^2}$$

(9)

$$\begin{array}{c}
\frac{\partial f}{\partial v_{GB}} \geq 0, \frac{\partial f}{\partial v_{DB}} \geq 0, \frac{\partial f}{\partial v_{SB}} \leq 0
\end{array} $$

where \(v_{GB}\) is the vector of gate voltages. We have proven that, because of the assumptions (8), there exist \(w_{eq}\), \(w_{eq}\), \(v_{eq}\) and \(v_{eq}\) and \(v_{eq}\) and \(v_{eq}\) such that (8) can be replaced by the simpler bounds

$$\frac{\partial f}{\partial v_{GB}} \geq 0, \frac{\partial f}{\partial v_{DB}} \geq 0, \frac{\partial f}{\partial v_{SB}} \leq 0$$

(10)

for all \(v_{GB} > v_{GB}\), describing a single transistor with a range of gate voltages. The function f is the same throughout (9) and (10). Figure 6 illustrates this process for \(N = 2\).

Figure 6. Replacing a parallel transistor network by an "equivalent bounding transistor". The cost of this simplification is that the exact value of \(I\) for the network on the left is replaced by a range of values in the simpler model corresponding to \(v_{BG} \geq v_{BG} \leq v_{BG}\).

3.2) Reducing a Multiple-Input Gate to an "Equivalent bounding inverter"

A gate can be modelled as an "equivalent bounding inverter" by performing the reduction outlined in section 3.1 on both the pullup and pulldown networks, reducing each to a single transistor. Initial trials, comparing SPICE2 simulations of the original network with simulations of the "equivalent bounding inverter" indicate that the resulting bounds for \(I_{out}(v_{out})\) differ from the exact values by only about 10% for practical circuits.

3.3) Bounding the Response of an Inverter and Load to Input Transitions

When applied to some multiple-input gates, the reduction procedure described in the previous subsections may yield an inverter in which the pullup gate is externally driven. But for simplicity we consider here only the case of a standard NMOS depletion - load inverter as in Fig. 7.

![Figure 7. Depletion-load inverter.](image)

To bound the response time of the loaded inverter, we need simple bounds on the function \(I_{out}(v_{out}, v_{in})\), which is the difference of the pullup and pulldown currents:

$$I_{out}(v_{out}, v_{in}) = I_{pu}(v_{out}) - I_{pd}(v_{out}, v_{in})$$

(11)

Simple linear bounds on both the pullup and pulldown currents are shown in Fig. 8. The resulting bounds for the output curve \(I_{out}(v_{out})\) depend on \(v_{in}(t)\).

![Figure 8. Simple linear bounds on the pullup and pulldown currents.](image)

Initial simulations using this approach indicate that the delay bounds for these simplified models differ from the delays obtained from SPICE simulations by about 15%.

IV. Further Work in Progress

Much work remains to be done before the theoretical basis for the waveform bounding approach to timing analysis is complete. Among the larger remaining problems are:

1. extending the Penfield-Rubinstein bounds to incorporate time-varying source resistances, such as those modelling the pulldown current in Fig. 8.
2. finding bounds for the response of an RC tree containing pass transistors.

3. investigating the tolerance in the bounds obtained so far and finding tighter ones where necessary, and

4. incorporating effects of the Miller capacitance into bounds.
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Very Brief Abstract

We examine the problem of routing wires on a VLSI chip, where the pins to be connected are arranged in a regular rectangular array. We obtain tight bounds for the worst-case "channel-width" needed to route an $n \times n$ array, and develop provably good heuristics for the general case. An interesting "rounding algorithm" for obtaining integral approximations to solutions of linear equations is used to show the near-optimality of single-turn routings in the worst-case.

Problem Definition

We use a classical model wherein the chip area is considered to be divided into a uniform $n \times n$ array of square cells. Each cell contains $p$ pins (connection points for logic elements). Each instance of our routing problem specifies a collection of nets where each net is specified as a set of pins. (Each pin is on at most one net.) Each net is to be connected together by horizontal and vertical wires. Unless stated otherwise, we assume that $p = 1$ and that each net connects exactly two pins.

A global routing problem instance specifies a pin placement, so that the only remaining work is to route the wires between the pins. For this reason, the global routing problem is a special case of (and perhaps easier than) the general placement and routing problem studied in [T79, L80, L81, L82, B83].

It is common to solve a global routing problem instance $P$ in two steps:

1. compute a global routing $R$ specifying for each net the set of cells and cell edges to be traversed by the wiring for that net, and
2. compute a detailed routing that specifies for each net the exact position of each wire, which follows the previously computed global routing and satisfies the usual separation constraints between wires, etc.

In this paper we are concerned exclusively with the problem of finding good global routings (which we henceforth call routings).

T-turn Routings

We are particularly concerned with t-turn routings, in which the path for each net contains at most $t$ turns. A one-turn routing will have for each wire either a straight wire segment or an "L"-shaped wire-segment. The number of turns in a global routing is the least number of turns in any detailed routing consistent with the global routing. When horizontal and vertical wires are implemented on distinct layers, then the number of turns required is equal to the number of "vias" or "contact cuts" required to join the straight-line wire segments together. In the general case (e.g., when $p > 1$) we identify the number of "turns" with the number of vias required to implement the wiring pattern, or (equivalently) the sum for each net of the number of cells for which the global routing for that net crosses both a horizontal and a vertical side of the cell.

Notation: We denote the set of global routings for problem instance $P$ by $\Gamma(P)$. The set of $t$-turn global routings are denoted by $\Gamma_t(P)$.

Example

Figure 1 presents an example of our global routing problem on a $4 \times 4$ grid with 8 nets. Figure 2 presents a typical solution to this problem, which happens to be in $\Gamma_1(P)$.
Definition: An routing has width to 2. The reader can convince himself that no one-turn matrix either net 2 or net to the other (there is the solution to route the wires of the solution).

Remarks: Intuitively, from

Notation: Let denote the least width of any t-turn routing R that solves P. Furthermore, it can be computed from the array.

an array.

Notation: For p ≠ 1, we use the notations w(n, p) or wₙ(n, p).

Remarks: The reader will be able to distinguish the notations w(R), w(P), and w(n) by the type of the argument.

Motivation

Our research was motivated by the following intriguing conjecture.

Conjecture (Thompson): w(n) = w₁(n) = [n] + 1.

This controversial-sounding conjecture states that in the worst-case we need only consider one-turn routings.

On the other hand, it is only requiring that for any problem instance P there exist a one-turn routing R for P such that w(R) ≤ w(n) and not that w(R) ≤ w(P). (It is not difficult to develop problem instances P for which w(P) = 1 but w₁(P) = Ω(n).)

Theorem 1. [9] ≤ w(n) ≤ n.

Proof: For the lower bound connect (i, j) to (i, n − j) for 1 ≤ j ≤ [n], and consider the number of wires that must cross from column [n] to [n] + 1. For the upper bound use any routing in for a given instance P.

Theorem 2. [n] + 1 ≤ w₁(n) ≤ [n] + 2.

Furthermore, a one-turn routing R with w(R) ≤ [n] + 2 can be computed in time O(n² log(n)).

Remarks: Theorem 2 very nearly proves part of Thompson's conjecture. We do not know how to resolve the small difference remaining in Theorem 2. The upper-bound proof involves the development of an elegant algorithm of independent interest for computing a good integral approximation to the solution of a set of linear equalities. The following theorem states the main result used.

Theorem 3. [The Rounding Theorem] Let A be a real-valued r × s matrix and let Δ be a positive real number such that in every column of A,

(i) the sum of the positive elements is ≤ Δ, and
(ii) the sum of the negative elements is ≥ −Δ.

Let x be an r-vector and b and r-vector such that Ax = b. Then there exists an integral r-vector z such that

(i) for all i, 1 ≤ i ≤ s, either zᵢ = ⌈xᵢ⌉ or zᵢ = ⌈xᵢ⌉ (i.e. 2 is a "rounded" version of xᵢ).
(ii) A indeb, where bᵢ − b ≤ Δ for 1 ≤ i ≤ r.

Furthermore, z can be computed from A, x, and b in time O(r² log(f)).
Remarks: The Rounding Theorem says that when $A$ has only a few small nonzero entries in each column, then we can effectively round $x$ to a nearby integer point $z$ while keeping $Ax$ from increasing very much over $Ax$.

**Theorem 4.** It is NP-complete to determine, given an instance $P$ of our global routing problem, whether $w(P) \leq \lceil g \rceil - 2$.

Remarks: This result is perhaps surprising in view of Theorem 2; the approximation algorithm presented there is remarkably powerful. In particular, it is also NP-complete to determine whether $w(P) \leq \lceil g \rceil - 1$. When $p$ is even, it is NP-complete to determine whether $w(P) < \frac{\lceil g \rceil}{2}$. Given the result proved in Theorem 5, this result is as tight as possible.

**Theorem 5.** When $p$ is even, $w_1(n,p) = \frac{\lceil g \rceil}{2}$.

**Corollary.** When $p$ is odd, $w_1(n,p) \leq \lceil g \rceil - 1$.

**Corollary.** When $p$ is odd, $w(n,p) \leq \frac{\lceil g \rceil}{2} + p$.

Remarks: Theorem 5 shows that three-turn routings can yield an improvement (by one). The upper bound proof uses an elegant argument based on finding Eulerian tours in an associated graph.

**Theorem 6.** There is a polynomial time approximation algorithm achieving

$$w(R) \leq O(w(P) \cdot \log \left( \frac{pm}{w(P)} \right))$$

for any problem instance $P$.

Remarks: The proof of Theorem 6 involves a hierarchical bottom-up approach, using a recursion based on $2 \times 2$ subdivisions. We believe it is possible to reduce the logarithmic term to a constant, but have not yet been able to do so. The result is also valid for $P$ containing multiple nets.

**Theorem 7.** If $n \equiv 2 \pmod{4}$ or $n \equiv 3 \pmod{4}$, $w(n) \geq \lceil g \rceil + 1$.

Remarks: This lower bound extends that of Theorem 2 to handle routings having arbitrarily many turns, in the cases indicated.

**Theorem 8.** $w_1(n) \leq \lceil g \rceil + 1$.

Remarks: This theorem refines the techniques and results of Theorem 5 and its first corollary, moving from three-turn to two-turn nets and improving the upper bound for odd $n$ by one.

**Discussion of the Model**

Chen et al. [CFKNS77] give an excellent overview of how IBM uses algorithms for solving this global routing problem to automatically wire master-slice logic arrays for their System/370 implementations. The model is particularly appropriate for gate-array technologies where each cell might contain a single NAND gate. Fabrication turn-around time can be very small here since wafers can be preprocessed to contain the array of gates and the only processing required once the logic design is finished is to produce horizontal and vertical wiring on the last two metal layers, to connect the gates together as desired. However, the preprocessed involved usually fixes an upper bound on the value of $w(R)$ that will be allowed — if all routing channels between gates have width 20 then the routing cannot be realized if $w(R) > 20$.

As noted earlier, our concern is with "worst-case" values $w(n)$; in practice one would expect "typical" chips to have $w(P)$ substantially less than $w(n)$.

**Related Work**

Burstein and Palavin [BP83] present an interesting recent "hierarchical" approach to this global routing problem. Much of the earlier algorithmic work (e.g. [KN83]) involved variations on standard shortest-path algorithms, used to route one net at a time. Some probabilistic models have been developed by El Gamal [EC81] to estimate $w(P)$ under various assumptions about the average distance between the pins on a net, etc., in a typical instance $P$. Johnson [J82] gives an overview of the NP-completeness results known in this area.

**Proof of Theorem 2: One-Turn Routing by Rounding**

**Theorem 2.** $[g] + 1 \leq w(n) \leq [g] + 2$.

Proof: For $n = 2$, the lower bound example is easily constructed. (For example, see Figure 3.) For larger values of $n$, simply embed the 2-by-2 example in a "width-3 cross" of 0-turn vertical and horizontal nets.

The upper bound is proved using the Rounding Theorem. We first describe how to apply the Rounding Theorem to our routing problem, and then in the next section describe a surprisingly efficient "rounding algorithm".

We assume for convenience here that $n$ is even. Let $z$ be a $0 \rightarrow 1$ valued variable associated with net $i$ indicating which of the two $L$-shaped routes will be used. The interpretation is fixed but arbitrary. We assume here that each $L$-shaped route has exactly two wire segments. If both pins for a net lie in the same row or column we assume the two $L$-shaped routes are distinguished by the inclusion of different zero-length wire segments at their ends. (These are degenerate $L$-shapes with one leg of the $L$ having zero length.) Each assignment of $0 \rightarrow 1$ values to $z = (z_1, \ldots, z_n)$ places an easily computed number of wire segments in each row and column. For example, in the problem of Figure 3 the number of wire segments in column 1 is $(1 - z_1) + z_2$. 
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It is then simple to write a set of equations specifying that
each row and column will contain exactly $\frac{n}{2}$ wire segments:

$$Ax = b$$

where $A$ is a $(2 \times n) \times (\frac{n}{2})$ real-valued matrix. Each variable $x_i$ will participate in at most four constraints, since its two L-routes affect the wire segment count in at most two rows and two columns. Furthermore, it is easy to check that $A$ satisfies the conditions of the rounding theorem with $\Delta = 2$, since each $x_i$ will enter two constraints positively and two negatively. Finally, it is easy to see that the vector $x = (1/3, 1/3, 1/3, \ldots, 1/3)$ satisfies the equation $(*)$, since each net endpoint will then add $1/2$ to the wire segment count for its row and column.

Applying the rounding theorem, we infer the existence of a $0 - 1$ valued vector $\hat{x}$ such that

$$A\hat{x} \leq b + (2, 2, \ldots, 2)$$

Except for the claims regarding running times, this proves Theorem 2.

Proof of Theorem 3: The Rounding Algorithm

Theorem 3. [The Rounding Theorem] Let $A$ be a real-valued $r \times s$ matrix and let $\Delta$ be a positive real number such that in every column of $A$,

(i) the sum of the positive elements is $\leq \Delta$, and
(ii) the sum of the negative elements is $\geq -\Delta$.

Let $x$ be an $s$-vector and $b$ and $r$-vector such that $Ax = b$. Then there exists an integral $s$-vector $\tilde{x}$ such that

(i) for all $i$, $1 \leq i \leq s$, either $\tilde{x}_i = [x_i]$ or $\tilde{x}_i = [-x_i]$ (i.e. $\tilde{x}$ is a "rounded" version of $x$).

(ii) $A\tilde{x} \leq b$, where $b_i - b_i \leq \Delta$ for $1 \leq i \leq r$.

Furthermore, $\tilde{x}$ can be computed from $A$, $x$, and $b$ in time $O(s \log f)$.

Proof: We now describe a "rounding algorithm" that efficiently computes the vector $\tilde{x}$ whose existence is assured by the Rounding Theorem. The input and output parameters are as described in that theorem:

Input: $A$, $\Delta$, $b$, $x$.
Output: $\tilde{x}$.

The execution time of our rounding algorithm is $O(r^2 \log f)$. In our routing application, we have $r = 2n$ (one equality for each row or column) and $s = \frac{n}{2}$ (one variable for each net), so the execution time is $O(n^3 \log n)$. This compares favorably with the more usual approach based on shortest paths, which runs in time $O(n^4)$ to route an $n \times n$ array.

The steps of our rounding algorithm are:

Step 1. [Convert to $0 - 1$ problem.] Replace $x$ by $x - x'$, where $x'_i = [x_i]$ for all $i$. Replace $b$ by $b - Ax'$. Solve the modified problem (steps 2 to $3$) and then convert back by adding $x'$ to the $\tilde{x}$ computed and $Ax'$ to the $\hat{x}$ computed. Halt.

Step 2. [Fast reduction in the number of variables.] This step reduces the number of variables to $\leq r$ by $O(\log f)$ passes through steps 2d - 2f.

2a. [Test if done.] If $s \leq r$, go to step 3.

2b. [Grouping.] Divide the $s$ variables into $(r+1)$ groups, each of roughly the same number of variables. Consider a new problem $Cy = b$ where $y$ is an $(r+1)$-vector having one element for each group, and $C$ is $r \times (r+1)$ matrix. $C$ and $y$ are obtained from $A$ and $x$ by adding the constraint that the within each group variable will have the same value. For example, the first column of $C$ is the sum of the columns of $A$ corresponsing to variables in the first group, and $y_1$ is the sum of the $x_i$'s from the first group.

2c. [Reduce $C$ to row-echelon form.] Using elementary row operations, convert the $r \times (r+1)$ matrix $C$ to row-echelon form, as in Figure 4, (if $C$ has rank $r$). Note that this operation does not change the null space of $C$.

$$C = \begin{bmatrix} 1 & 1 & 1 & 0 & | & \alpha \\ 0 & 1 & 1 & | & \end{bmatrix}$$

Figure 4

2d. [Round.] Let $s$ be an $r+1$-vector in the null space of $C$. (This is easy to compute given step 2c.) Let $\lambda^* = \min(\lambda \geq 0 \mid y + \lambda x \in \text{int}(C)$ and let

$$w = y + \lambda^* x.$$

2e. [Update.] For each variable $x_i$ in a group $j$ where $w_j$ is integral, fix $s_i$ at $w_j$ and remove $x_i$ from the problem (set $b = b - w_j A_{i,i}$, where $A_{i,i}$ is the $i$-th column of $A$, delete $x_i$ from $x$ and delete the $i$-th column of $A$.) Set the remaining $x_i$'s to their group values $w_j$'s.

2f. [Revise group structure.] If now $s \leq r$, go to step 3. Else split the largest group into two smaller ones, update $C$ to reflect the changes in steps 2d and 2e, and return to step 2d.

Step 3. [One by one reduction in equalities and variables.] If $s \leq r$ execute step 3a, else execute step 3b. Repeat step 3 until all variables have been fixed. Then halt; the desired solution has been found.
3a. \(|r \leq n; \text{Eliminate an equality.}\) Find an \(i\) such that the elimination of equality \(i\) will not affect the final result (it can be proven that such an \(i\) always exists in this case). Eliminate this row from matrix \(A\) and from \(b\).

3b. \([\text{Eliminate a variable.}\) This is much as in step 2, except we may only eliminate one variable; here each variable is in its own group.

This completes our description of the rounding algorithm. It is not too difficult to verify the claimed running time. \(\square\)

**Proof of Theorem 4:** \(\text{NP-Completeness of Optimal One-Turn Routing}\)

**Theorem 4:** It is \(\text{NP-complete}\) to determine, given an instance \(P\) of our global routing problem, whether \(w_1(P) \leq |P| - 2\).

**Proof:** The reduction is from \(3\)-SAT. Given an instance \(E\) of \(3\)-SAT with variables \(x_1, x_2, \ldots, x_r\) and clauses \(c_1, c_2, \ldots, c_m\), set \(n = 14m + 3\) and define the routing problem \(P\) as follows.

Pins in the rightmost \(7m + 3\) columns of the grid are not included in any net. Any 1-turn routing of \(P\) can thus have row widths at most \(7m = |P| - 2\). Therefore, we are only concerned with column widths in what follows.

Pins in the leftmost \(7m\) columns but not in the middle 7 rows are paired so that the pin in the \(i\)th row of the \(j\)th column is linked to the pin in the \((n-i+1)\)st row of the \(j\)th column. Each of these nets must be routed as a vertical wire, and the question of whether \(w_1(P) \leq |P| - 2\) is equivalent to the question of whether the middle 7 rows can be routed with column width 2.

The middle 7 rows of the leftmost \(m\) columns are used to represent the clauses (one column for each clause). The middle 7 rows of the next \(6m\) columns are used to represent the variables (\(2r\) columns for variable \(x_i\), where \(r_i\) is the number of times \(x_i\) appears in \(E\)). The columns used to represent \(c_i\) and \(x_i\) are shown in Figure 5. The order of the columns from left to right is arbitrary.

\[
\begin{array}{ccccccccc}
\text{middle 7 rows} & & & & & & & & & \\
& a_{11} & a_{12} & a_{13} & \cdots & a_{12r_i-1} & a_{12r_i} \\
& b_{11} & b_{12} & b_{13} & \cdots & b_{12r_i-1} & b_{12r_i} \\
& c_{j1} & a_{r_i} & a_{r_i} & \cdots & a_{r_i} \\
& c_{j2} & d_{11} & d_{12} & d_{13} & \cdots & d_{12r_i-1} & d_{12r_i} \\
& c_{j3} & d_{21} & d_{22} & d_{23} & \cdots & d_{22r_i-1} & d_{22r_i} \\
\end{array}
\]

\[
\text{1 column for } c_j \quad 2r_i \text{ columns for } x_i
\]

Figure 5

If the \(k\)th term in clause \(c_j\) \((k = 1, 2 \text{ or } 3)\) is \(x_i\), then any one of the \(+\) symbols in the \(2r_i\) columns for \(x_i\) is replaced by \(c_j\). If the \(k\)th term in clause \(c_j\) is \(\overline{x_i}\), then any one of the \(-\) symbols in the \(2r_i\) columns for \(x_i\) is replaced by \(c_j\). Since \(x_i\) appears \(r_i\) times in \(E\), there are always enough \(+\)'s and \(-\)'s for all the \(c_j\)'s. The remaining \(+\)'s and \(-\)'s (as well as the dots) are not assigned to a net. In what follows, we show that the middle 7 rows can be routed with column width 2 if and only if \(E\) is satisfiable.

Clearly the nets labeled with \(d_{ab}\)'s must be routed as vertical wires. This leaves only two ways to route the nets labeled with \(a_{ab}\)'s and \(b_{ab}\)'s. The two routings correspond in a natural way to the truth value of the associated variable \(x_i\). The routings are shown in Figure 6.

\[
\begin{array}{ccccccccc}
\text{middle 7 rows} & & & & & & & & & \\
& a_{11} & a_{12} & a_{13} & \cdots & a_{12r_i-1} & a_{12r_i} \\
& b_{11} & b_{12} & b_{13} & \cdots & b_{12r_i-1} & b_{12r_i} \\
& c_{j1} & a_{r_i} & a_{r_i} & \cdots & a_{r_i} \\
& c_{j2} & d_{11} & d_{12} & d_{13} & \cdots & d_{12r_i-1} & d_{12r_i} \\
& c_{j3} & d_{21} & d_{22} & d_{23} & \cdots & d_{22r_i-1} & d_{22r_i} \\
\end{array}
\]

\[x_i = \text{False}\]

\[
\begin{array}{ccccccccc}
\text{middle 7 rows} & & & & & & & & & \\
& a_{11} & a_{12} & a_{13} & \cdots & a_{12r_i-1} & a_{12r_i} \\
& b_{11} & b_{12} & b_{13} & \cdots & b_{12r_i-1} & b_{12r_i} \\
& c_{j1} & a_{r_i} & a_{r_i} & \cdots & a_{r_i} \\
& c_{j2} & d_{11} & d_{12} & d_{13} & \cdots & d_{12r_i-1} & d_{12r_i} \\
& c_{j3} & d_{21} & d_{22} & d_{23} & \cdots & d_{22r_i-1} & d_{22r_i} \\
\end{array}
\]

\[x_i = \text{True}\]

Figure 6

It remains to route the \(c_j\)'s. It is easily shown that if \(c_j\) corresponds to \(x_i\), then any one of the \(+\) symbols in the \(2r_i\) columns for \(x_i\) is replaced by \(c_j\). Since \(x_i\) appears \(r_i\) times in \(E\), there are always enough \(+\)'s and \(-\)'s for all the \(c_j\)'s. The remaining \(+\)'s and \(-\)'s (as well as the dots) are not assigned to a net. In what follows, we show that the middle 7 rows can be routed with column width 2 if and only if \(E\) is satisfiable. \(\square\)
Proof of Theorem 5: Routing using Eulerian Tours

**Theorem 5.** When \( p \) is even, \( w_a(n, p) = \frac{n}{2} \).

**Proof:** Let each of the cells of the \( n \times n \) array be the vertices of a graph, and connect any two vertices that are connected by a net.

Since \( p \) is even, every vertex will have an even degree.

Thus the edges can be organised into a directed path which is an Eulerian tour, traversing each edge exactly once. (The case that the graph is not connected arises but is easy to handle.)

For each edge \((i, j) \rightarrow (k, l)\) of the Eulerian tour, we use the an \(L\)-shaped route with the horizontal arc first:

\[(i, j) \rightarrow (i, l) \rightarrow (k, l)\]

Since each vertex will have \(p/2\) horizontal arcs leaving it and \(p/2\) vertical arcs entering it, we can route the entire chip with \(pn/2\) tracks in each row or column.

To prove the first corollary \((p = 1)\), we group the cells into \(2 \times 2\) squares and apply the above construction for \( p = 4 \).

Then we may need to introduce small (length 1) jogs within each square to get the two horizontal arcs leaving on different rows. This we can do with only one extra track for each row or column, yielding \(
\lfloor \frac{n}{2} \rfloor + 1 \) tracks at most. Here each \(L\)-shaped route may have a little tail at each end so a net may have three turns total.

\[ \Box \]

**Proof of Theorem 6: Provably Good Routing**

**Theorem 6.** There is a polynomial time approximation algorithm achieving

\[ w(R) \leq O(w(P) \cdot \log\left(\frac{pn}{w(P)}\right)) \]

for any problem instance \( P \).

**Proof:** Let \(\text{cut}(P)\) denote the maximum, over all sub-squares of the \( n \times n \) array, of the number of nets which must cross the border of the square, divided by the perimeter of that square. It is easy to see that \( \text{cut}(P) \) is a lower bound on \( w(P) \).

Divide the chip into squares whose sides have length \( \lambda = \text{cut}(P)/p \). Route these squares independently in an arbitrary 1-turn manner, in width at most \( O(\text{cut}(P)) \), routing nets that must leave a square arbitrarily to a point on the perimeter of that square. Then proceed through \( n/\lambda \) levels of bottom-up recursion, at each level pasting together four squares from the previous level in a \(2 \times 2\) pattern, and using at most \( O(\text{cut}(P)) \) additional width to route all nets that leave the newly constructed square to the perimeter of that square.

\[ \Box \]

**Proof of Theorem 7: Improved Lower Bound**

**Theorem 7.** If \( n \equiv 2 \mod 4 \) or \( n \equiv 3 \mod 4 \), \( w(n) \geq \lfloor \frac{n}{2} \rfloor + 1 \).

**Proof:** Let \( f = \lfloor \frac{n}{2} \rfloor \) and \( c = \lfloor \frac{n}{2} \rfloor \). Consider dividing the chip as shown in Figure 7 into four quadrants A, B, C, D, where A is \( f \times f \), B and C are \( f \times c \), and D is \( c \times c \).

\[ \Box \]

Consider a problem instance where each pin of A is to be connected to a corresponding pin in D, and each pin in B is connected with a pin in C. (If \( c > f \), the remaining pins in D can be left unattached, or paired off.) Since \( |A| = f^2 \) is odd, at least \( f^2/2 \) of the wires from A must run through B (without loss of generality – the case for C is symmetric). Thus the perimeter of B will be crossed at least \( (f^2 + 1) + fc \) times: \( f^2 + 1 \) times for the A-D nets and \( fc \) times for the B-C nets. Since the perimeter of B is crossed by only \( f + c \) channels (rows or columns), at least one of these channels must contain at least

\[ \lfloor \frac{f^2 + 1 + fc}{f + c} \rfloor = \lfloor f + 1 \rfloor = f + 1 = \lfloor \frac{n}{2} \rfloor + 1 \]

wires.

\[ \Box \]

**Proof of Theorem 8: Good Two-Turn Routings**

**Theorem 8.** \( w_2(n) \leq \lfloor \frac{n}{2} \rfloor + 1 \).

**Proof:** This is similar to the proof of the first corollary to Theorem 5, except that we group the cells regularly into \( 1 \times 2 \) rectangles instead of \( 2 \times 2 \) squares. The Eulerian theorem is applied as before. Finally, the \(L\)-shaped routings obtained will have to have at most one tail added to produce the final routing. When \( n \) is even it is easy to arrange the tails without increasing the number of tracks required per channel by more than one. When \( n \) is odd the argument is a little more delicate. Consider labelling each pin either "H" or "V" according to whether the route determined by the Eulerian tour would connect to that pin with a horizontal or vertical segment. Figure 8 shows a labelling that might result for a problem with \( n = 7 \).

\[ \Box \]
We are guaranteed that each 1 × 2 rectangle contains one "H" and one "V" by the use of the Eulerian tour, and we need to guarantee that each row has at most [\(\lfloor \frac{n}{2} \rfloor \)] + 1 "H"s and that each column has at most [\(\lfloor \frac{n}{2} \rfloor \)] + 1 "V"s. The rows are already OK, if the tiling pattern is like that of Figure 8. To adjust the columns we note that by running a short tail within a rectangle we can effectively move a V "on top of" its neighboring H. We can do this safely only in rows which have a "V" in the rightmost column; otherwise the tail might increase the required channel width. However, there are [\(\lfloor \frac{n}{2} \rfloor \)] in the rightmost column, so we can always move as many as [\(\lfloor \frac{n}{2} \rfloor \)] V's out of any column into a neighboring one. Thus we can use the tails to guarantee that no column will have more than [\(\lfloor \frac{n}{2} \rfloor \)] + 1 V's.

Open Problems

We present here some open problems related to the above results. (We hope to be able to answer some of them in our final paper.)

Open Problem 1: Is there a constant \(c\) and a polynomial-time global routing algorithm \(A\) such that \(A\) will produce for any problem instance \(P\) a routing \(R\) with \(w(R) \leq \) \(c \cdot w(P)\) (i.e., a routing whose width is within a constant factor of optimal)?

Open Problem 2: What is \(\frac{w(R)}{w(P)}\) for any fixed \(P\)? Is there a fixed \(f\) for which this ratio equals \(f\) for all \(n\)?

Open Problem 3: Can the logarithmic factor in the running time of the Rounding Algorithm be eliminated?

Open Problem 4: What are other applications of the Rounding Algorithm? (We know of some ways of applying the algorithm for global routing applications that are more general than the techniques given in this abstract. We suspect that the algorithm may have a large number of useful applications.)

Open Problem 5: Let \(\text{cut}(P)\) be defined as in the proof of Theorem 6. Is there a constant \(c\) such that \(w(P) \leq c \cdot \text{cut}(P)\) for all problem instances \(P\)? (Note: we can prove that a similar measure computing wire-length within subquares is linearly related to the cut measure.)

Open Problem 6: Can the additive "+p term be improved in the second corollary to theorem 3?

Open Problem 7: Develop, empirically or otherwise, a good model of the wiring problem instances that arise in practice.
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