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1. Introduction

Much progress has been made in the development of wide-bandwidth, highly coherent, polarization-agile, millimeter-wave radars to aid in the design and testing of smart munitions. These radars employ modern signal-processing schemes to achieve spatial resolution of discrete electromagnetic scatterers contained in the target and/or background by means of Fourier analysis. A basic understanding of how such resolution is achieved by this method is therefore necessary if we wish to optimally design and/or evaluate signal-processing algorithms for these radars. It is toward that goal that this report is addressed.

The report develops one-dimensional, down-range imaging techniques and applies them to point targets. Because the Fourier-analytical tools involved in the study of these relatively simple cases require only a minimum of mathematical manipulation, a clear understanding is obtained of how the image might be significantly altered by slight changes in the radar frequency, radar-to-target distance, and relative positioning of the target point reflectors. The techniques described in this report underlie the achievement of cross-range as well as down-range resolution of more complicated targets embedded in background, when there is motion of the radar relative to the target, or vice versa, through the synthetic aperture radar (SAR) or inverse synthetic aperture radar (ISAR) techniques.\(^1\) ISAR is an especially important technique, since it is used extensively to generate data useful for evaluating various target discrimination and tracking schemes currently being proposed.

2. Returned Signals of Stepped Frequency Radar

Assume a cw radar illuminates an isolated target of finite extent in the down-range direction, i.e., along the radar line of sight (RLOS), with plane monochromatic waves. This is the very idealized case of a target located very far from a radar which transmits spherical waves. Assume that the radar is coherent; that is, it can measure both the amplitude and the phase of the returned signal relative to those of some reference signal identical to the transmitted signal.

We use the following notation:

- \( f \) = frequency of waves, in hertz,
- \( X, x \) = down-range coordinate of sampled point and target point, in meters,
- \( G(x) \) = reflectivity density function (generally complex), in meters\(^{-1}\),
- \( v(f) \) = ratio of return field strength at frequency \( f \) impinging on the detector to field strength at \( f \) illuminating the target (generally complex),
- \( c \) = velocity of light, in meters per second,
- \( x_a \) = smallest down-range coordinate of target, in meters,
- \( x_b \) = largest down-range coordinate of target, in meters, and
- \( L = x_b - x_a \) = down-range extent of target, in meters.

Make the following assumptions:

a. The round-trip atmospheric attenuation of the waves is negligible.
b. The entire target is illuminated by the plane waves so that all cross-range effects are "averaged out."
Under these conditions

\[ v(f) = \int_{x_a}^{x_b} G(x) e^{i2\pi f(2x)/c} \, dx , \quad (1) \]

where the factor 2 multiplying \( x \) in the phase exponent accounts for the fact that the waves make a round trip.

Let the radar illuminate the target with a sequence of \( N_f \) waves of frequency \( f_n \), where

\[ n = 0, 1, 2, ..., N_f - 1 , \]
equally spaced by \( \Delta f \) Hz and with a lowest value of \( f_0 \) Hz. Thus

\[ f_n = f_0 + n\Delta f . \quad (2) \]

If \( v_n \) is the return signal at \( f_n \), then from equation (1)

\[ v_n = \int_{x_a}^{x_b} G(x) e^{i2\pi f_n(2x)/c} \, dx . \quad (3) \]
3. Derivation of Down-Range Image

We consider a "sampling length," $R$, which is given by

$$ R = \frac{c}{2\Delta f} \quad . \tag{4} $$

We in turn divide $R$ into $N_f$ sampling cells of length $\Delta X$, so that

$$ \Delta X = \frac{R}{N_f} = \frac{c}{2N_f\Delta f} \quad . \tag{5} $$

We further assume that the entire target is located within an interval, called a "sampling interval," which extends from $X_0$ to $X_0 + R$, where

$$ X_0 = MN_f\Delta X = \frac{Mc}{2\Delta f} \quad \tag{6} $$

with $M$ an integer. Thus, the left boundary of the $k^{th}$ cell ($k = 0, 1, 2, ..., N_f - 1$) is $X_n + k\Delta X$, and its right boundary is $X_n + (k + 1)\Delta X$. The case of a target spanning two neighboring sampling intervals is treated in section 5.

Let

$$ G(X) = G(x) \quad , \quad x_a \leq X \leq x_b \quad , $$

$$ G(X) = 0 \quad , \quad \text{otherwise} \quad . $$

We define the $k^{th}$ sample of $G(X)$ as

$$ g_k \equiv \int_{X_n+k\Delta X}^{X_n+(k+1)\Delta X} G(X) \, dX \quad . \tag{7} $$

We consider approximating $G(X)$ by a sum of "impulses" of height $g_k$ at the left cell-boundary points:

---

3 Many general concepts and mathematical techniques related to obtaining both down-range and cross-range resolution are discussed by Dean L. Mensa in High Resolution Radar Imaging, Artech House (1981).
\[ X_k = X_0 + k \Delta X \]  

Thus

\[ G(X) \equiv g(X) = \sum_{k=0}^{N_f-1} g_k \delta(X - X_k) \]  

where \( \delta(X) \) is the delta function. This function has the property that

\[ \int_a^b f(X) \delta(X - X_0) \, dX = f(X_0) \quad \text{if} \quad (a, b) \text{ contains } X_0 \]  

\[ \int_a^b f(X) \delta(X - X_0) \, dX = 0 \quad \text{otherwise} \]  

for any analytic function \( f(X) \) uniquely defined at \( X_0 \). Equation (9) then yields an approximate form for \( v_n \) in equation (3):

\[ v_n = \sum_{k=0}^{N_f-1} g_k e^{2\pi i n \Delta X_k} \]  

One expects the accuracy of the above expression to depend on how well the target function \( G(X) \) can be represented as in equation (9), that is, by a series of isolated high-reflectivity points separated by \( \Delta X \). In effect, equation (11) represents an approximation to the function \( v(f) \) in equation (1), which can be viewed as the Fourier transform of the target function \( G(X) \) in spatial frequency space.

If we define the ratio of \( f_0 \) to \( \Delta f \) as \( P \), i.e.,

\[ P = f_0/\Delta f \]  
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Substitute equations (5), (6), (8), and (12) into equation (11), and note that $e^{j2\pi M} = 1$, the result is

$$v_n e^{j2\pi k M} = \sum_{k=0}^{N_f-1} (v_n e^{j2\pi k N_f} e^{j2\pi k N_f}) = \sum_{k=0}^{N_f-1} v_n e^{j2\pi k N_f}.$$  \hspace{1cm} (13)

The inverse relation of the above equation is

$$g_k e^{j2\pi k N_f} = \frac{1}{N_f} \sum_{n=0}^{N_f-1} v_n e^{-j2\pi n k N_f}.$$  \hspace{1cm} (14)

Equation (14) is the forward discrete Fourier transform (DFT)\(^3\) relation between the sequences $v_n e^{j2\pi k M}$ and $g_k e^{j2\pi k N_f}$.

We denote the magnitude of the samples, $g_k$, by $h_k$. Then

$$h_k = \left| \frac{1}{N_f} \sum_{n=0}^{N_f-1} v_n e^{-j2\pi n k N_f} \right|. \hspace{1cm} (15)$$

The sequence $h_k$ is called the down-range image sequence. It is seen that this sequence is periodic in $k$ with period $N_f$. In practice the labor involved in evaluating the $h_k$ is minimized by employing one of a number of versions of the fast Fourier transform (FFT)\(^3\) algorithm.

$A$, which is the generally accepted measure of the down-range resolution of the radar,\(^3\) is referred to as the resolution cell length in this report. Note that the bandwidth, $B$, of the radar is

$$B \equiv (N_f - 1) \Delta f. \hspace{1cm} (16)$$


Therefore if \( N_f \gg 1 \), as is usually the case,

\[
\Delta X = \frac{c}{2B}.
\]  

(17)

We see that the down-range interval of high-reflectivity points at \( X_k \) which are sampled is

\[
X_{N_f-1} - X_0 = (N_f - 1) \Delta X .
\]

Since it was assumed that the entire target is within a sampling interval, \( L \) must satisfy

\[
0 < L \leq N_f \Delta X
\]  

(18)

This condition on \( L \) is assumed to be satisfied for all the discussions and images in this report, whether or not the target lies entirely in a single-sampling interval. The sole exception is the single-point reflector, discussed in section 9, for which, strictly speaking, \( L = 0 \).

The sampling length, \( R \), given in equation (4), may be considered to be the "unambiguous range" of the radar. The significance of this terminology becomes clear from the discussions of section 5.

The "down-range image" is obtained by plotting a histogram consisting of \( N_f \) bars, each of whose width is \( \Delta X \) and whose height is one of the magnitudes, \( h_k \), of the down-range image sequence. Unless stated otherwise, in this report the order in which the bars are plotted on the image histogram in the direction of increasing \( X \) is the "normal order" of the \( k \)'s, i.e.,

\[
0, 1, 2, 3, ..., N_f - 1
\]  

(19)

Then if a bar is plotted as the \( k^{th} \) bar, its low-\( X \) boundary on the down-range image plot has the down-range coordinate, \( k \Delta X \), and its high-\( X \) boundary has the down-range coordinate \( (k + 1) \Delta X \).
4. Effects of Bandwidth and $\Delta f$ on Image Quality

Equation (17) shows that one must employ a sufficiently large bandwidth to obtain a small enough $\Delta X$ to achieve the quality image desired, and equation (4) shows that $\Delta f$ must be small enough to achieve the required unambiguous range. With the current state of the art in millimeter-wave systems, a 1.5- to 2-GHz bandwidth can be achieved, which results in a 7.5- to 10-cm resolution. From equation (4) the $\Delta f$ required for an unambiguous range of 15 m, which is required for some radar imaging applications, is 10 MHz, and this requirement can be easily satisfied.
5. "Good" and "Bad" Images

Equation (15) was seen to give the down-range image of a target assumed to be entirely within a sampling interval whose left boundary is at $MR$, with $M$ an integer. We call such a target location a "good" location, and we call the image obtained using the normal ordering of the $k$'s (eq (19)) a "good" image. In general, a "good" image displays each part of the target at the correct down-range location relative to that of every other part of the target. If a target lies in two neighboring sampling intervals, its location is called a "bad" location, and the computation of the resulting image, called a "bad" image, is discussed in this section. In general, a "bad" image displays a low-$x$ segment of the target at the high-$x$ end of the image histogram, in its proper down-range order, and displays the remainder of the target at the low-$x$ end of the image histogram, in its proper down-range order. If it is known that the sampling length, $R$, is at least twice as large as the target length, $L$, and the reflectivity of the target is much greater than that of the surrounding area, then recognizing an image as "bad" may not be difficult, since in that case the image may consist of intense low-$X$ and high-$X$ portions separated by a weak central portion whose length is greater than $L$. In this section we prescribe and justify a procedure for transforming a "bad" image to a "good" image. To do this we must first prove two theorems.

Theorem 1. The down-range image of an isolated target of finite extent that is obtained using the procedure described above has the following property: If the target is translated along the down-range direction by an amount $d$ meters, then the down-range image of the target in the translated position is, in general, different, at least in some details, from that in the original position. However, in the special case

$$d = pR + m\Delta X \text{ meters} ,$$

where $p$ and $m$ are positive integers and $m < N_f$, the down-range image of the target in the translated position, based on an image sequence $h_i$, is identical to that of the target in the original position, based on $h_i$, if the order of $k$ in the latter sequence (i.e., the normal order given in eq (19)) is cyclically permuted to the new order

$$N_f - m, N_f - m + 1, N_f - m + 2, ..., N_f - 1, 0, 1, 2, ..., N_f - m - 1 .$$
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PROOF: When the target is in the translated position, the return signal $v_n'$ at frequency $f_n$ is, from equation (3),

$$v_n' = \int_{x_n+d}^{x_n+d+\Delta} G(x-d) e^{i2\pi f_n x/c} \, dx = e^{i2\pi f_n d/c} v_n,$$

as can be seen by making the change in variable $x' = x - d$.

Then by equation (2)

$$v_n' = e^{i2\pi f_n d/c} e^{i2\pi d f_{2d/c}} v_n,$$

and by equation (14)

$$g_k e^{i2\pi pk/N_f} = e^{-i2\pi MP} \frac{N_f-1}{N_f} \sum_{n=0}^{N_f-1} v_n' e^{-i2\pi kn/N_f}$$

$$= e^{-i2\pi MP} e^{i2\pi f_n d/c} \frac{1}{N_f} \sum_{n=0}^{N_f-1} v_n e^{i2\pi d f_{2d/c}} e^{-i2\pi kn/N_f}.$$

Comparing equations (14) and (23) we see that, in general, there is no correlation between the shape of the down-range image based on the $g$, and that based on the $g'$. However, if $d$ satisfies the condition of equation (20) then, using equations (4) and (5), and noting that $e^{i2\pi p} = 1$, we find that equation (23) becomes

$$g_k e^{i2\pi pk/N_f} = e^{-i2\pi MP} e^{i2\pi f_n d/c} \frac{1}{N_f} \sum_{n=0}^{N_f-1} v_n e^{-i2\pi n(k-m)/N_f}$$

$$= e^{i2\pi f_n d/c} g_{k-m} e^{i2\pi p (k-m)/N_f},$$

the latter following from equation (14).

Since the sequence $g_k$ is periodic in $k$ with period $N_f$, as was noted above, equation (24) yields the result

$$h_k' = h_{N_f+k-m}, \quad \text{for } k \leq m,$$

$$h_k' = h_{k-m}, \quad \text{for } k \geq m.$$ 

From equation (25) one sees that if the $h_k'$ are plotted with $k$ ordered as in equation (21), the resulting image is that of the translated target. QED.
In view of Theorem 1, any down-range image of an isolated target at a particular down-range location, obtained by ordering \( k \) according to any of the \( N_f \) cyclic permutations of the “normal order” given in equation (19), is “equivalent” to any other one, in the sense that it corresponds to another down-range location of the same target separated by some distance \( d \) from the original location, where \( d \) satisfies equation (20). As a special case, if, in equation (20), \( m = 0 \), so that \( d = pR \), equation (25) shows that \( h_k = h_k \) for all \( k \). Thus all translations of the target by an integral number of \( R \) meters produce the identical down-range image.

Let the low-\( x \) and high-\( x \) boundaries of the target be

\[
x_a = p_a R + q_a \Delta x
\]  

(26)

and

\[
x_b = p_b R + q_b \Delta x.
\]  

(27)

where \( p_a \) and \( p_b \) are positive integers, and \( 0 \leq q_a < N_f \) and \( 0 < q_b \leq N_f \).

Then, in view of the definition of \( L \) and equations (5), (26), and (27), the condition of equation (18) becomes, for all our targets,

\[
0 < (p_b - p_a) N_f + (q_b - q_a) \leq N_f.
\]  

(28)

Therefore, the location of the target falls into one of two classes: For a “good” location

\[
p_b = p_a \quad \text{and} \quad 0 \leq q_a < q_b \leq N_f.
\]  

(29)

and for a “bad” location,

\[
p_b = p_a + 1 \quad \text{and} \quad 0 \leq q_b < q_a \leq N_f.
\]  

(30)

**Theorem 2.** The target location can be changed from “bad” to “good” by translating the target by \( m \Delta X \) meters, where \( m \) is any integer in the range

\[
N_f - q_a \leq m \leq N_f - q_b.
\]  

(31)
with the first and second equalities applying when $q_a$ and $q_b$ are integers, respectively.

**Proof:** Since the target location is "bad," equations (26), (27), and (30) apply. Now consider translating the target by $m_1 \Delta X$ meters. Denote the translated values of $x_a$ and $x_b$ by $x'_a$ and $x'_b$ respectively. Then equations (26), (30), and (5) give

$$x'_a = (p_a + 1) N_f \Delta X + (m_1 + q_a - N_f) \Delta X \quad ,$$

where $N_f \Delta X$, has been added and subtracted. Equations (27), (30), and (5) give

$$x'_b = (p_a + 1) N_f \Delta X + (m_1 + q_b) \Delta X \quad .$$

Let $m_1$ be the integer satisfying

$$N_f - q_a \leq m_1 < N_f - q_a + 1 \quad ,$$

with the equality applying when $q_a$ is itself an integer. Thus, $m_1$ clearly satisfies the first inequality in equation (31). Equation (34) may be written as

$$0 \leq m_1 + q_a - N_f < 1 \quad .$$

Since $q_a < N_f$ and $0 < q_b$, we have

$$m_1 + q_a - N_f < m_1 + q_b \quad .$$

In view of the first inequality of equations (35) and (36), we see from the definition of "good" location in equation (29) that the translation through $m_1 \Delta X$ meters resulting in the location described by equations (32) and (33) has moved the target from a "bad" location to a "good" location. Equations (32) and (35) also show that $m_1$ is the smallest integer that can accomplish this, since the low-$x$ end of the target either coincides with the low-$x$ end of a sampling length or is some distance less than one cell length, $\Delta X$, to the right of that end. Thus the first inequality in equation (31) has been proven.
Equations (26) through (30) show that if a location is "good," the maximum amount, \( s\Delta X \), with \( s \) an integer, through which the target can be translated while still maintaining its location as "good" is such that

\[
s \leq N_f - q_b \tag{37}
\]

where the equality applies when \( q_b \) is an integer.

Then since equations (32) and (33) describe a "good" location, equations (33) and (37) show that the maximum amount \( m_2\Delta X \), with \( m_2 \) an integer, through which the target in this "good" location can be translated, while still maintaining the location as "good," is such that

\[
m_2 \leq N_f - q_b - m_1 \tag{38}
\]

or, letting \( m = m_1 + m_2 \),

\[
m \leq N_f - q_b \tag{38}
\]

Thus the second inequality of equation (31) is satisfied. QED.

We see then, from Theorems 1 and 2, that for any target whose extent is less than \( R \) in a "bad" location, its resulting "bad" image can be transformed to a "good" one for the identical target in some "good" location simply by replotting the measured \( g_k \) with the ordering of \( k \) cyclically permuted from the normal ordering given in equation (19) by some integer \( m \). The result is that any of the \( N_f \) cyclic permutations of the \( h_k \) from the "normal" one given in equation (19) may, in principle, correspond to the correct shape of the target. The reason is that, since the target may have any length \( L \) less than \( N_f\Delta X \), according to Theorems 1 and 2 there are \( N_f \) possible combinations of target down-range shape and "good" or "bad" locations that could give rise to the observed down-range image. In practice, however, some prior information about the shape of the target may exist which will limit the number of plausible images. Such may be the case, for example, for a target known to have a length \( L \) less than \( R/2 \) in a low-reflectivity surrounding, as was mentioned in the beginning of this section. The lack of ambiguity as to the location of a point target for \( L < R/2 \) is demonstrated in section 8. It must be emphasized, however, that in general, the imaging methods discussed in this report do not yield the down-range location and shape of a target unambiguously, even if \( L < R \).
6. Point Reflector—General

A model of a real target whose down-range image may be computed in a straightforward numerical manner is a series of \( N_s \) point reflectors, each of which has associated with it a positive, real, dimensionless reflectivity \( \rho_l \), and a down-range coordinate, \( x_i \) meters, where the index \( l = 0, 1, 2, \ldots, N_s - 1 \). We will assume, without any loss of generality, that

\[
x_m > x_n, \quad \text{if } m > n; \quad (39)
\]

that is, the point reflectors are ordered according to increasing down-range coordinate. In this case the integral for \( v_n \) in equation (3) becomes a sum over all the reflectors:

\[
v_n = \sum_{l=0}^{N_s-1} \rho_l e^{i4\pi f_s x_l/c}, \quad (40)
\]

assuming no multiple reflections, with the frequency, \( f_s \), given in equation (2).

Let \( d_i \) be the location of the \( i^{th} \) particle relative to \( X_0 \), that is,

\[
x_i = X_0 + d_i. \quad (41)
\]

Then, using equations (2), (6), (12), and (41) in equation (40), the result is

\[
v_n = e^{i2\pi \rho M} \sum_{l=0}^{N_s-1} \rho_l e^{i2\pi (P+n) \Delta f d_i/c}. \quad (42)
\]

Using the above expression for \( v_n \) in equation (15) and reversing the order of summation over \( n \) (frequencies) and \( l \) (point reflectors) yields

\[
g_k = \frac{1}{N_f} \sum_{l=0}^{N_s-1} \rho_l e^{i2\pi P \Delta f d_i/c} \sum_{n=0}^{N_f-1} \exp\left[-i2\pi n \left( k \frac{N_f}{N_s} - \frac{\Delta f d_i}{c} \right)\right]. \quad (43)
\]

The summation over \( n \) in equation (43) is that of a geometric series:

\[
\sum_{n=0}^{N-1} e^{iaN} = \frac{e^{iaN/2}}{e^{ia/2}} \frac{\sin(aN/2)}{\sin(a/2)}.
\]
Therefore, using equations (4) and (5), the general result for the down-range image of a point reflector target is

\[
h_k = \frac{1}{N_f} \sum_{\ell=0}^{N_f-1} \rho_{\ell} e^{i2\pi p \Delta x} \frac{\exp \left[ \frac{i\pi d_i}{\Delta X} \right]}{\exp \left[ -i \frac{\pi}{N_f} \left( k - \frac{d_i}{\Delta X} \right) \right]} \frac{\sin \left( \frac{\pi d_i}{\Delta X} \right)}{\sin \left( \frac{\pi}{N_f} \left( k - \frac{d_i}{\Delta X} \right) \right)}.
\]  

(44)
7. Explanation of Figures

Each of the figures in the report is one of a set of images of a point reflector illustrating some property to be discussed in the following sections. In each of these figures, $\Delta f = 10$ MHz and $N_f = 64$. Using $c = 3 \times 10^8$ m/s yields $R = 15$ m and $\Delta X = 15/64 = 0.234$ m. Each of the 13 down-range axis major divisions represents a length $5\Delta X = 1.170$ m. The latter are further subdivided into five minor divisions, each of length $\Delta X$. Thus the total length of the down-range axis is $65\Delta X$. For all the point targets in the figures, the low-x coordinate, $x_0$, is between $6R$ and $7R$. Therefore, the absolute range covered by the image is 90 to 105 m. As indicated in the x-axis label of the histograms, down-range distance is plotted in units of $\Delta X$, beginning at 90 m from the radar ($6R$).

Having been given the values of $p$ and $x_i$ for each target point, we calculate the return signals, $v_n$, from equation (40) and the image histogram from equation (15). Each $p_i$ is given as some multiple of a reflectivity $\rho$. Therefore, as equations (40) and (15) show, each $h_k$ will, in turn, be proportional to $\rho$. In each case the values calculated for the $h_k$ were normalized, so that the height of the histogram bar representing the maximum value of $h_k$ was assigned the entire extent of the amplitude axis, i.e., 10 major divisions. If we denote the maximum value of $h_k$ by $y_{\text{max}}\rho$, then the normalization factor is $y_{\text{max}}\rho/10$. This factor is indicated in the y-axis label in each histogram.

The down-range locations of each point of the target are indicated by a dot plotted on the down-range axis and labelled with the corresponding value of $l$. In addition, the values of $p$ for each target point and its down-range location, both in meters and in the form $6R + q\Delta X$, are stated in the figure. In figures 1d and 2d the value of $q$ for target point 2 is greater than 65 (i.e., the down-range location of this point is off the scale). This is indicated in those figures by target point 2 being plotted on a broken extension to the down-range axis.

Included in each set of figures that illustrates some property is a table giving the placement of the points and peaks of the down-range image: this alternative form is provided for the convenience of the reader. The symbols in the column headings refer to lowest radar frequency ($f_0$), down-range location of point-reflector 0 ($x_0$), down-range location of center of
resolution cell in which point reflector 0 is imaged less \( x_0 \) (\( \Delta x_0 \)), the same for point reflectors 1 and 2 (\( x_1, \Delta x_1, x_2, \Delta x_2 \)), reflectivity of point reflector 0 in units of \( \rho \) (\( \rho_0/\rho \)), peak amplitude in the image for point reflector 0 in units of \( \rho \) (\( y_0/\rho \)), and the same for point reflectors 1 and 2 (\( \rho_1/\rho, y_1/\rho, \rho_2/\rho, y_2/\rho \)).
8. Translating Point Reflector Targets

Theorem 1 in section 4, which was proven for any target, can be seen to be true for a point target merely by inspection of equation (44). Thus if the target is translated by an amount $d$, so that $d_i$ becomes $d_i' = d_i + d$, equation (44) becomes

$$h_k' = \frac{1}{N_f} \sum_{l=0}^{N_f-1} \rho_l e^{i \alpha_{l/k} \pi} \frac{\left[ \exp \left( \frac{i \pi d_l}{\Delta \lambda} \right) \sin \left( \pi \frac{d_l}{\Delta \lambda} + d \frac{\Delta \lambda}{\Delta \lambda} \right) \right]}{\exp \left[ -i \frac{\pi}{N_f} \left( k - d_l \frac{\Delta \lambda}{\Delta \lambda} \right) \sin \left( \frac{\pi}{N_f} \left( k - d_l \frac{\Delta \lambda}{\Delta \lambda} \right) \right) \right]}. \quad (45)$$

So, in general, there is no correlation between $h_k'$ and $h_k$. However, if $d$ satisfies the condition of equation (20), evaluating equation (45) with such a value of $d$ yields the relation between $h_k'$ and $h_k$ in equation (25).

Figures 1 and 2 illustrate the effects on the image of translating a point reflector target by amounts $d$ that do not and do satisfy equation (20), respectively. The target in these figures consists of three points with $p_0 = 2\rho$, $p_1 = \rho$, and $p_2 = 2\rho$. The spacings of the points are $x_1 - x_0 = 2$ m and $x_2 - x_1 = 3$ m. The lowest radar frequency, $f_0$, is 95 GHz. For figures 1a and 2a, which are identical to each other, $x_a = x_0 = 90$ m $= 6R$. For figure 1b, $x_a = x_0 = 95$ m, so that the translation, $d$, of the target relative to its position in figure 1a is 5 m, which does not satisfy equation (20). Therefore not only is the image in figure 1b translated relative to that of figure 1a, but even its shape (that is, the relative magnitudes of the histogram bars) is different. For figure 2b, however, the translation relative to the target location of figure 2a is 22 m exactly. Hence in this case $d$ satisfies equation (20) ($p = 0$, $m = 22$), and, thus, the image in figure 2b is translated relative to that of figure 2a, but the shapes of the two are identical.

The parameters $p_a$, $p_b$, $q_a$, and $q_b$ for the end-point locations of a target have been defined in equations (26) and (27), and the criteria for "good" and "bad" locations were given in equations (29) and (30), respectively. These parameters for figures 1 and 2 are given in table 1. Since figures 1a,
2b, point reflectors 0 and 1 are imaged at approximately the correct location, but point reflector 2 is imaged at 90 m instead of at 105 m. In figures 1d and 2c, point reflector 0 is imaged at approximately the correct location, but point reflectors 1 and 2 are imaged at about 90 and 95 m, respectively, instead of at 105 and 108 m, respectively.

**Figure 1.** Dependence of shape of down-range image of a point target on target locations separated by non-integral multiples of a sampling cell length: \( f_0 = 95 \) GHz, \( R = 15 \) m, \( \Delta X = 0.234 \) m, \( \rho_0 = 2\rho \), \( \rho_1 = \rho \), \( \rho_2 = 2\rho \).

<table>
<thead>
<tr>
<th>Fig.</th>
<th>( f_0 ) (GHz)</th>
<th>( x_0 ) (m)</th>
<th>( \Delta x_0 ) (m)</th>
<th>( y_0 ) (m)</th>
<th>( x_1 ) (m)</th>
<th>( \Delta x_1 ) (m)</th>
<th>( y_1 ) (m)</th>
<th>( x_2 ) (m)</th>
<th>( \Delta x_2 ) (m)</th>
<th>( y_2 ) (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>95</td>
<td>90.0</td>
<td>0.0</td>
<td>92.0</td>
<td>0.2</td>
<td>95.0</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1b</td>
<td>95</td>
<td>95.0</td>
<td>0.0</td>
<td>97.0</td>
<td>0.1</td>
<td>100.0</td>
<td>0.2</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
</tr>
<tr>
<td>1c</td>
<td>95</td>
<td>100.0</td>
<td>0.2</td>
<td>102.0</td>
<td>0.1</td>
<td>105.0</td>
<td>-14.9</td>
<td>2.0</td>
<td>1.7</td>
<td>1.0</td>
</tr>
<tr>
<td>1d</td>
<td>95</td>
<td>103.0</td>
<td>0.0</td>
<td>105.0</td>
<td>-14.9</td>
<td>108.0</td>
<td>-14.8</td>
<td>2.0</td>
<td>1.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>
Figure 2. Invariance of shape of down-range image of a point target with target locations separated by integral multiples of a sampling cell length: $f_0 = 9.5$ GHz, $R = 15$ m, $\Delta X = 0.234$ m, $\rho_0 = 2\rho$, $\rho_1 = \rho$, $\rho_2 = 2\rho$.

(a) $\lambda = 90.00$ m $\theta = 6\lambda$ $\lambda_1 = 92.00$ m $\lambda_2 = 6\lambda + 0.5\lambda$ $\lambda_3 = 95.00$ m $\lambda_4 = 6\lambda + 21.33\lambda$

(b) $\lambda_1 = 95.16$ m $\theta = 6\lambda + 220.33\lambda$ $\lambda_2 = 97.16$ m $\lambda_3 = 6\lambda + 30.33\lambda$ $\lambda_4 = 100.16$ m $\lambda_5 = 6\lambda + 41.33\lambda$

(c) $\lambda_1 = 100.08$ m $\theta = 6\lambda + 330.33\lambda$ $\lambda_2 = 102.08$ m $\lambda_3 = 6\lambda + 51.33\lambda$ $\lambda_4 = 105.08$ m $\lambda_5 = 6\lambda + 64.33\lambda$

(d) $\lambda_1 = 103.13$ m $\theta = 6\lambda + 50.33\lambda$ $\lambda_2 = 105.13$ m $\lambda_3 = 6\lambda + 64.33\lambda$ $\lambda_4 = 108.13$ m $\lambda_5 = 6\lambda + 87.33\lambda$

<table>
<thead>
<tr>
<th>$f_0$ (GHz)</th>
<th>$x_0$ (m)</th>
<th>$\Delta x_0$ (m)</th>
<th>$x_1$ (m)</th>
<th>$\Delta x_1$ (m)</th>
<th>$x_2$ (m)</th>
<th>$\Delta x_2$ (m)</th>
<th>$\rho_0$</th>
<th>$\rho_0$</th>
<th>$\rho_1$</th>
<th>$\rho_1$</th>
<th>$\rho_2$</th>
<th>$\rho_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2a</td>
<td>95</td>
<td>90.0</td>
<td>0.0</td>
<td>92.0</td>
<td>0.2</td>
<td>95.0</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>2b</td>
<td>95</td>
<td>95.2</td>
<td>0.1</td>
<td>97.2</td>
<td>0.2</td>
<td>100.2</td>
<td>0.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>2c</td>
<td>95</td>
<td>100.1</td>
<td>0.1</td>
<td>102.1</td>
<td>0.2</td>
<td>105.1</td>
<td>-15.0</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
</tr>
<tr>
<td>2d</td>
<td>95</td>
<td>103.1</td>
<td>0.1</td>
<td>105.1</td>
<td>-15.0</td>
<td>108.1</td>
<td>-14.9</td>
<td>2.0</td>
<td>2.0</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
</tr>
</tbody>
</table>
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Despite the fact that point reflector 2 in figure 2c and point reflectors 1 and 2 in figure 2d are imaged at incorrect down-range locations because of the “bad” location of the target, the shapes of the images of each of those point reflectors are identical to the shapes of the images of the corresponding point reflectors in figures 2a and 2b. The reason is that, just as for figure 2b, figures 2c and 2d are brought about by translations which satisfy equation (20), i.e., \( d = 43\Delta X \) and \( d = 56\Delta X \) for figures 2c and 2d, respectively. By contrast, not only do the images in figures 1c and 1d display those point reflectors at incorrect down-range locations because of the “bad” location of the target, but the shapes of the images of individual point reflectors are different from those of corresponding individual point reflectors in figure 1a. The reason is that, just as for figure 1b, the target locations of figures 1c and 1d are brought about by translations which do not satisfy equation (20).

Equation (31) gives the range of the integral number of \( \Delta X \) through which a target in a “bad” location could be translated to convert its location to a “good” one. Using the data in the table of figure 1 in this equation, one finds that the range of translations from the target location of figure 2d which accomplishes this is 8\( \Delta X \) through 50\( \Delta X \). If a translation through 8\( \Delta X \) is performed, we see from the table that \( q_a \) and \( q_b \) would become 0.000 and 21.333, respectively, which is the same as the values for figure 2a, in which point reflector 0 is imaged at the extreme left of the histogram. However, now the values of \( p_a \) and \( p_b \) would be 7 instead of 6. If a translation through 50\( \Delta X \) is performed, we see from the table that \( q_a \) and \( q_b \) would become 42.000 and 63.333, and again \( p_a = p_b = 7 \). This would result in the “good” image for which point reflector 2 is imaged as far to the right as possible with shapes of the images of individual point reflectors identical to those of figure 2a.
Table 1. "Good" and "bad" location parameters for point targets: $R = 15$ m, $\Delta X = 15/64$ m = 0.234 m

<table>
<thead>
<tr>
<th>Fig.</th>
<th>$x_a$ (m)</th>
<th>$x_b$ (m)</th>
<th>$p_a$</th>
<th>$p_b$</th>
<th>$q_a$</th>
<th>$q_b$</th>
<th>Location type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a</td>
<td>90.000</td>
<td>95.000</td>
<td>6</td>
<td>6</td>
<td>0.000</td>
<td>21.333</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>1b</td>
<td>95.000</td>
<td>100.000</td>
<td>6</td>
<td>6</td>
<td>21.333</td>
<td>42.667</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>1c</td>
<td>100.000</td>
<td>105.000</td>
<td>6</td>
<td>7</td>
<td>42.667</td>
<td>0.000</td>
<td>&quot;bad&quot;</td>
</tr>
<tr>
<td>1d</td>
<td>103.000</td>
<td>108.000</td>
<td>6</td>
<td>7</td>
<td>55.467</td>
<td>12.800</td>
<td>&quot;bad&quot;</td>
</tr>
<tr>
<td>2a</td>
<td>90.000</td>
<td>95.000</td>
<td>6</td>
<td>6</td>
<td>0.000</td>
<td>21.333</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>2b</td>
<td>95.156</td>
<td>100.156</td>
<td>6</td>
<td>6</td>
<td>22.000</td>
<td>43.333</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>2c</td>
<td>100.078</td>
<td>105.078</td>
<td>6</td>
<td>7</td>
<td>43.000</td>
<td>0.333</td>
<td>&quot;bad&quot;</td>
</tr>
<tr>
<td>2d</td>
<td>103.125</td>
<td>108.078</td>
<td>6</td>
<td>7</td>
<td>56.000</td>
<td>13.333</td>
<td>&quot;bad&quot;</td>
</tr>
</tbody>
</table>

The smallest integer number of $\Delta X$ through which the target of figure 2d would have to be translated to correct its image to a "good" one was determined above to be 8. This determination was made using equation (31) and our knowledge of the precise location of the target. However, if one knew only that the length of the target is less than $R/2 = 7.5$ m and the reflectivity of the surrounding area is zero, one would know by inspection that the image of figure 2d was "bad," since there is a 10-m gap between the first and second peaks of the image. Then, by simple inspection of the histogram, one would determine that the smallest integer $m$ by which the $h_k$ would have to be cyclically permuted from their "normal" order (eq (19)) to produce the "good" image of figure 2a is 8. Thus, the target location may be determined unambiguously in this case. However, as mentioned in section 5, the imaging methods described here do not, in general, allow one to determine target location, and, correspondingly, target shape, unambiguously.
9. Target Consisting of a Single Point Reflector

The simplest point-reflector target is that containing a single point reflector. Assume that the point reflector has radar reflectivity, \( \rho \), and is located at a down-range position of \( X_0 + d \). Then equation (44) becomes, for this case,

\[
h_k = \left| \frac{\rho \sin \frac{\pi d}{\Delta X}}{N_f \sin \left[ \frac{\pi}{N_f} \left( k - \frac{d}{\Delta X} \right) \right]} \right|.
\]

(46)

If the point is located precisely at the left edge of the \( l \)th down-range resolution cell, that is, \( d = l \Delta X \) with \( l \) an integer less than \( N_f \), then equation (46) yields the result

\[
h_k = \rho, \quad \text{for } k = l,
\]

\[
h_k = 0, \quad \text{otherwise}.
\]

(47)

This, of course, is the expected result, since then the sampling procedure for the actual target function, \( G(X) \), discussed in section 2, is exact.

If the point is inside the \( l \)th down-range resolution cell, equation (46) will yield a value for \( h_l \) that is less than \( \rho \), and values for \( h_k \) with \( k \)-values near \( l \) that are nonzero.

Table 2 gives values of \( h_l/\rho \) for \( N_f = 64 \) for the point located at the left edge of the \( l \)th cell as well as one-quarter, one-half, and three-quarters of the way into the \( l \)th cell. The histogram images for these cases are in figures 3a through 3d, respectively. The lowest radar frequency, \( f_0 \), is again 95 GHz.

| \( \frac{d}{\Delta X} - l \) | \( \frac{h_{l-2}}{\rho} \) | \( \frac{h_{l-1}}{\rho} \) | \( \frac{h_l}{\rho} \) | \( \frac{h_{l+1}}{\rho} \) | \( \frac{h_{l+2}}{\rho} \) |
|---|---|---|---|---|
| 0 | 0 | 0 | 1 | 0 | 0 |
| 1/4 | 0.100 | 0.180 | 0.900 | 0.300 | 0.129 |
| 1/2 | 0.128 | 0.212 | 0.637 | 0.637 | 0.212 |
| 3/4 | 0.082 | 0.129 | 0.300 | 0.900 | 0.180 |
We note that when the point reflector is half-way through the $l^{th}$ cell, the distribution has a peak of width $2\Delta X$, with equal peak values in both the $l^{th}$ and $(l+1)^{th}$ cells. This occurs because in this case the point is equidistant from the left edge of both those cells. When the point is three-quarters of the way through the $l^{th}$ cell, the distribution peaks in the $(l+1)^{th}$ cell, since the point is closer to the left edge of the $(l+1)^{th}$ cell than to that of the $l^{th}$ cell. In this case, basing the determination of the point's location simply on the cell which has the maximum distribution would give an erroneous result.
Figure 3. Dependence of shape of down-range image of a single-point on location of point within a sampling cell: $f_0 = 95$ GHz, $R = 15$ m, $\Delta X = 0.234$ m, $\rho_0 = \rho$.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>$f_0$ (GHz)</th>
<th>$x_0$ (m)</th>
<th>$\Delta x_0$ (m)</th>
<th>$\rho_0$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>95</td>
<td>97.5</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>b</td>
<td>95</td>
<td>97.6</td>
<td>-0.1</td>
<td>1.0</td>
<td>0.9</td>
</tr>
<tr>
<td>c</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>d</td>
<td>95</td>
<td>97.7</td>
<td>0.2</td>
<td>1.0</td>
<td>0.9</td>
</tr>
</tbody>
</table>
10. Target Consisting of Equally Spaced Point Reflectors

If the point reflectors have equal spacing $d$, so that
\[ d_i = d_0 + ld, \quad l = 0, 1, 2, \ldots, N - 1, \]
equation (44) becomes
\[
h_k = \frac{1}{N_f} \left[ \sum_{l=0}^{N_x-1} \rho_l e^{i2\pi pl/dr} \exp \left[ \frac{i\pi ld}{\Delta X} \right] \sin \left[ \pi \left( \frac{d_0 + ld}{\Delta X} \right) \right] \right] \exp \left[ -i \frac{\pi}{N_f} \left( k - ld \right) \right] \sin \left[ \frac{\pi}{N_f} \left( k - d_0 - ld \right) \right]
\]
(48)

If $d_0 = K\Delta X$ and $d = N\Delta X$, with $K$ and $N$ integers (i.e., all reflectors are on an edge of a down-range resolution cell), then $N_x \leq N_f$, and equation (48) gives
\[
h_k = \rho_k, \quad \text{for } k = k + N_l,
\]
\[
h_k = 0, \quad \text{otherwise}.
\]
(49)

This again is the expected result based on the discussion in section 2.

In general, the shape of the image histogram calculated from equation (48) for a given $N_p \Delta f, d$, and reflectivities $\rho_l$ depends on the ratio $P = f_0/\Delta f$. However, consider two values of $f_o, f_a$ and $f_b$, having ratios to $\Delta f, P_a$ and $P_b$, such that
\[
P_b = P_a + \frac{PR}{d},
\]
(50)
where $p$ is an integer. Then, since $e^{i2\pi pl} = 1$, equation (48) gives the same result for $f_a$ and $f_b$. Therefore the images for these two frequencies will be identical in shape. From equation (50), $f_a$ and $f_b$ are related by
\[
f_b = P_b \Delta f = f_a + p \frac{c}{2d}.
\]
(51)
Thus, for example, if \( d = 1 \) m, \( c/2d = 1.5 \) GHz. Then one would expect the shapes of the images at 1.0 and 10.0 GHz to be the same, at 1.5 and 10.5 GHz to be the same, and at 35 and 95 GHz to be the same. That this is so is illustrated in figures 4a, 4b, and 4c, respectively, for a target consisting of three points with reflectivities \( \rho \), \( 2\rho \), and \( 3\rho \), located 95, 96, and 97 m down range. The shape for any one of these pairs of frequencies, however, would be expected to differ from the shape for any of the other two pairs. Therefore, there are detailed differences in the shapes of the histograms of figures 4a, 4b, and 4c.

![Figure 4. Dependence of shape of down-range image of equally spaced points on radar frequency: \( R = 15 \) m, \( \Delta X = 0.234 \) m, \( \rho_0 = \rho \), \( x_0 = 96.00 \) m = \( 6R + 25.60\Delta X \), \( \rho_1 = 2\rho \), \( x_1 = 97.00 \) m = \( 6R = 29.87\Delta X \), \( \rho_2 = 3\rho \), \( x_2 = 98.00 \) m = \( 6R + 34.13\Delta X \).](image)

<table>
<thead>
<tr>
<th>Fig.</th>
<th>( f_0 ) (GHz)</th>
<th>( x_0 ) (m)</th>
<th>( \Delta x_0 ) (m)</th>
<th>( x_1 ) (m)</th>
<th>( \Delta x_1 ) (m)</th>
<th>( x_2 ) (m)</th>
<th>( \Delta x_2 ) (m)</th>
<th>( \rho_0 )</th>
<th>( y_0 )</th>
<th>( \rho_1 )</th>
<th>( y_1 )</th>
<th>( \rho_2 )</th>
<th>( y_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4a</td>
<td>1.0; 10.0</td>
<td>96.0</td>
<td>0.2</td>
<td>97.0</td>
<td>0.1</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
<td>2.0</td>
<td>3.0</td>
<td>2.9</td>
</tr>
<tr>
<td>4b</td>
<td>1.5; 10.5</td>
<td>96.0</td>
<td>0.2</td>
<td>97.0</td>
<td>0.1</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
<td>2.1</td>
<td>3.0</td>
<td>3.0</td>
</tr>
<tr>
<td>4c</td>
<td>35; 95</td>
<td>96.0</td>
<td>0.2</td>
<td>97.0</td>
<td>0.1</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.9</td>
<td>2.0</td>
<td>1.8</td>
<td>3.0</td>
<td>2.9</td>
</tr>
</tbody>
</table>
11. Deducing Relative Point Locations and Cross Sections from Images

It should be noted that despite the difference in the detailed shapes of the histograms in figure 4, all of them can be quite unambiguously interpreted as representing the image of three points separated by $4\Delta X = 1$ m. It is also clear from all of them that $\rho_0 < \rho_1 < \rho_2$. However, it is seen that the ratio of the peak heights is not necessarily a reliable measurement of $\rho_0 : \rho_1 : \rho_2$. These ratios are $1.0 : 2.8 : 4.2$ for figure 4a, $1.0 : 2.9 : 4.2$ for figure 4b, and $1.0 : 2.1 : 3.3$ for figure 4c. Since the correct ratio is $1 : 2 : 3$, the set of “measurements” at 35 and 95 GHz seems to have yielded the most accurate ratio in this case. However, figure 5 illustrates the fact that the ratio of image heights of point reflectors of given reflectivity is quite sensitive to the exact location of the point target. In figure 5, $f_0 = 95$ GHz and the target is the same as in figure 4: $x_0$ is 96 m in figure 5a, $96 + \Delta X/4$ m in figure 5b, $96 + \Delta X/2$ m in figure 5c, and $96 + 3\Delta X/4$ m in figure 5d. The peak height ratios in these figures are

- $1.0 : 2.1 : 3.3$.
- $1.0 : 1.7 : 4.8$.
- $1.0 : 1.5 : 2.4$.
- $1.0 : 2.2 : 3.8$.

respectively.
Figure 5. Dependence of ratios of peak heights in down-range image of points of different reflectivity on location of points relative to a sampling cell edge: \( f_0 = 95 \text{ GHz}, R = 15 \text{ m}, \Delta X = 0.234 \text{ m}, \rho_0 = \rho, \rho_1 = 2\rho, \rho_2 = 3\rho. \)

<table>
<thead>
<tr>
<th>Fig.</th>
<th>( f_0 ) (GHz)</th>
<th>( x_0 ) (m)</th>
<th>( \Delta x_0 ) (m)</th>
<th>( x_1 ) (m)</th>
<th>( \Delta x_1 ) (m)</th>
<th>( x_2 ) (m)</th>
<th>( \Delta x_2 ) (m)</th>
<th>( \rho_0/\rho )</th>
<th>( \rho_1/\rho )</th>
<th>( \rho_2/\rho )</th>
</tr>
</thead>
<tbody>
<tr>
<td>5a</td>
<td>95</td>
<td>96.0</td>
<td>0.0</td>
<td>97.0</td>
<td>0.1</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.9</td>
<td>2.0</td>
</tr>
<tr>
<td>5b</td>
<td>95</td>
<td>96.1</td>
<td>0.1</td>
<td>97.1</td>
<td>0.0</td>
<td>98.1</td>
<td>0.0</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>5c</td>
<td>95</td>
<td>96.1</td>
<td>0.1</td>
<td>97.1</td>
<td>0.0</td>
<td>98.1</td>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>5d</td>
<td>95</td>
<td>96.2</td>
<td>0.0</td>
<td>97.2</td>
<td>-0.1</td>
<td>98.2</td>
<td>0.1</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
</tr>
</tbody>
</table>
12. Properties of the $h_k^2$

It was seen in equation (15) that the image samples, $h_k$, are proportional to the DFT of the field strength ratios, $v_n$. Therefore, from Parseval's relation for the DFT:

$$\sum_{k=0}^{N-1} h_k^2 = \frac{1}{N} \sum_{n=0}^{N-1} |v_n|^2$$  \hspace{1cm} (52)

where $|v_n|$ is the magnitude of $v_n$.

From the general expression for the $v_n$ for point reflectors, equation (40), one then obtains the result

$$\sum_{k=0}^{N-1} h_k^2 = \sum_{l=0}^{N-1} \rho_l^2 + \frac{2}{N} \sum_{l=0}^{N-1} \sum_{m=0}^{N-1} \rho_l \rho_m \cos \left[ \pi (\alpha_{lm}) \left( 1 - \frac{1}{N} + \frac{2P}{N} \right) \right] \frac{\sin \frac{\pi \alpha_{lm}}{N}}{\sin \frac{\pi \alpha_{lm}}{N}}$$  \hspace{1cm} (53)

where

$$\alpha_{lm} = \frac{\rho_l - \rho_m}{\Delta V}$$ \hspace{1cm} (54)

and the double sum extends over all pairs of $l$ and $m$ for which $l < m$. It is immediately obvious from equation (46) that if the point reflectors are all separated by an integer times a sampling cell length, $\Delta V$, then

$$\sum_{k=0}^{N-1} h_k^2 = \sum_{l=0}^{N-1} \rho_l^2$$ \hspace{1cm} (55)

Thus, in this case the point reflectors are completely "decoupled" from each other.

It was shown in section 10 that if each point reflector is located on a boundary of a resolution cell,

$$h_k = \rho_k \delta_k$$

when $k$ corresponds to one of the point locations, and

$$h_k = 0$$

otherwise. Therefore equation (55) is exactly satisfied for such a case.

---

Even if the points are not exactly located on resolution cell boundaries, but each point reflector is separated from its nearest neighbor(s) by a large enough number of cell lengths, \( \Delta X \), then depending on \( P \) and the relative values of the \( \rho_p \), the terms in the double sum of equation (53) will nearly cancel each other, so that equation (55) is approximately true. In such cases the point reflectors are “nearly decoupled” from each other. In these cases the “subsets” of the relationship in equation (55) for each of the point reflectors may also be approximately valid. That is, let \( k_1 \) and \( k_2 \), be the labels of sample cell boundaries that bracket the point reflector location, \( x_p \), on the left and on the right, respectively. Furthermore, let the separation between the \( k_1 \) boundary and \( x_p \), as well as that between \( x_l \) and the \( k_2 \) boundary, be smaller than the separations between the point reflector and its left and right nearest neighbor points, respectively. Then the partial sum, \( S_{ij} \), is approximately \( \rho_i^2 \). That is,

\[
S_{ij} = \sum_{k=k_1}^{k_2} h_k^2 = \rho_i^2
\]

is approximately satisfied.

In general, values of \( h_k \) for cell boundaries that are far from any point reflector are small compared to those near a point reflector. This is seen to be the case for all the image histograms in figures 1 through 5. Therefore, if equation (56) is approximately satisfied for each of the point reflectors, then equation (55) is also approximately satisfied.

Table 3 shows the extent to which equations (55) and (56) are valid for the point reflector targets of figures 2b and 5a. For figure 2b, the number of terms included in the partial sums was 8, and for figure 5a, it was 4. The relationships in equations (55) and (56) are seen to be true to a better approximation for figure 2b than for figure 5a. The most important difference between the two cases contributing to this result is that the points in the target of figure 2b have about twice as large a separation as those of figure 5a.

| Table 3. Test of properties of \( h_k^2 \) |
|---------------------|--------|--------|--------|--------|--------|--------|--------|
| Fig. | \( \rho_0^2 \) | \( S_0 \) | \( \rho_1^2 \) | \( S_1 \) | \( \rho_2^2 \) | \( S_2 \) | \( \sum \rho_i^2 \) | \( \sum \rho_i^2 \) |
|    | \( \frac{\rho_0^2}{\rho_2} \) | \( \frac{S_0}{\rho_2} \) | \( \frac{\rho_1^2}{\rho_2} \) | \( \frac{S_1}{\rho_2} \) | \( \frac{\rho_2^2}{\rho_2} \) | \( \frac{S_2}{\rho_2} \) | \( \sum \frac{\rho_i^2}{\rho_2} \) | \( \sum \frac{\rho_i^2}{\rho_2} \) |
| 2b | 4 | 4.072 | 4 | 0.896 | 4 | 3.844 | 9 | 8.957 |
| 5a | 1 | 1.042 | 4 | 3.487 | 9 | 8.642 | 14 | 13.300 |
13. Down-Range Resolution for Point Reflectors

Since the sampling cell or down-range resolution is $\Delta X$, one would expect that the images of two points that are separated by a distance $\Delta X$ or less will have too large an overlap to allow them to be distinguished. One would, however, expect them to be distinguishable if their separation were larger, say $1.5\Delta X$ or $2.0\Delta X$. Figures 6, 7, and 8 show images of two points, both having reflectivity, $\rho$, separated by $\Delta X$, $1.5\Delta X$, and $2.0\Delta X$, respectively. In all these figures $f_0 = 95$ GHz.

In figure 6a, $x_a = 6R + 32\Delta X = 97.5$ m. Since the separation of the two point-reflectors is $\Delta X$, the image of figure 6a has the shape described by equation (49) with $N_s = 2$, $K = 32$, $N = 1$, $\rho_0 = \rho_1 = \rho$, and $\rho_k = 0$ for all other $k$-values. This results in $h$-values of 1 for the $k = 32$ and $k = 33$ cells of the image. For figures 6b and 6c, the target was translated by $\Delta X/4$ and $\Delta X/2$, respectively, from its position in figure 6a. Therefore, for these cases, the more general expression for $h_k$ in equation (48) must be used. It is seen that no matter how the two points bracket the boundary between the $k = 32$ and $k = 33$ cells, the image will always consist of a single peak with shoulders. Thus the images of the points always overlap to an extent, making them indistinguishable. Translating the target further to the right in steps of $\Delta X/4$ yields images that are correspondingly translated and that have shapes that are either identical to or are mirror images of those for translations up to $\Delta X/2$.

In figure 7a, $x_a$ is again 97.5 m. In contrast to figure 6a, in this case the image consists of a peak in the $k = 32$ cell and a two-cell-wide shoulder in the $k = 33$ and $k = 34$ cells. Thus the two points cannot be distinguished at this position. However, as shown in figure 7b, translating the target slightly by $0.01\Delta X$ allows the two points to be distinguished to some extent. However, the image of reflector 1 appears in the $k = 34$ cell, since this point is now closer to the left edge of that cell than to the left edge of the $k = 33$ cell. As the target is translated further to the right, the two points become more distinguishable, until, with a total translation of $\Delta X/4$, the value in figure 7c, the image consists of two equally intense peaks in the $k = 32$ and $k = 34$ cells. Further translations to the right beyond $\Delta X/4$ give rise to image shapes that are either identical to or are mirror images of those for translations up to $\Delta X/4$. 
Figure 6. Dependence of down-range image resolution of two points of equal reflectivity separated by one sampling cell length on location of points relative to a sampling cell edge: $f_0 = 95$ GHz, $R = 15$ m, $\Delta X = 0.234$ m, $\rho_0 = \rho_1 = \rho$.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>$f_0$ (GHz)</th>
<th>$x_0$ (m)</th>
<th>$\Delta x_0$ (m)</th>
<th>$x_1$ (m)</th>
<th>$\Delta x_1$ (m)</th>
<th>$\rho_0$</th>
<th>$\rho_1$</th>
<th>$\rho_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6a</td>
<td>95</td>
<td>97.5</td>
<td>*</td>
<td>97.7</td>
<td>*</td>
<td>1.0</td>
<td>1.0</td>
<td>*</td>
</tr>
<tr>
<td>6b</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>97.8</td>
<td>*</td>
<td>1.0</td>
<td>1.0</td>
<td>*</td>
</tr>
<tr>
<td>6c</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>97.9</td>
<td>*</td>
<td>1.0</td>
<td>1.0</td>
<td>*</td>
</tr>
</tbody>
</table>

*Point not resolved from a neighboring point in image.*
Figure 7. Dependence of down-range image resolution of two points of equal reflectivity separated by 1.5 sampling cell lengths on location of points relative to a sampling cell edge: \( f_0 = 95 \text{ GHz}, R = 15 \text{ m}, \Delta X = 0.234 \text{ m}, \rho_0 = \rho_1 = \rho \).

<table>
<thead>
<tr>
<th>Fig.</th>
<th>( f_0 ) (GHz)</th>
<th>( x_0 ) (m)</th>
<th>( \Delta x_i ) (m)</th>
<th>( x_i ) (m)</th>
<th>( \Delta x_i ) (m)</th>
<th>( \rho_0 )</th>
<th>( \rho_0 )</th>
<th>( \rho_1 )</th>
<th>( \rho_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>7a</td>
<td>95</td>
<td>97.5</td>
<td>*</td>
<td>97.9</td>
<td>*</td>
<td>1.0</td>
<td>*</td>
<td>1.0</td>
<td>*</td>
</tr>
<tr>
<td>7b</td>
<td>95</td>
<td>97.5</td>
<td>0.1</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>1.2</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>7c</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*Point not resolved from a neighboring point in image.*
For figure 8a, \( x_a = 6R + 31\Delta X = 97.266 \) m. Since here the separation is \( 2\Delta X \), rather than \( \Delta X \), the proper application of equation (49) is with \( N_s = 2, K = 31, N = 2, \rho_{31} = \rho_{33} = \rho, \) and \( \rho_k = 0 \) for all other \( k \)-values. This results in \( h \)-values of 1 for the \( k = 31 \) and \( k = 33 \) cells, which is the shape of the image in this figure. The two points are thus readily distinguishable.

In figures 8b through 8k the target is translated by some fraction of \( \Delta X \) from its position in figure 8a, so that the more general expression for \( h_k \) in equation (48) must be used. As the target is translated by small fractions of \( \Delta X \) the peaks in the \( k = 31 \) and \( k = 33 \) cells become less intense, with the intensity in the latter cell decreasing faster than that in the former cell, and shoulders develop, as in figure 8b. As the translation continues, the high-range shoulder of the \( k = 33 \) cell increases, as in figure 8c, until, in figure 8d, the image consists of a sharp peak in the \( k = 31 \) cell and a two-cell-wide peak in the \( k = 33 \) and \( k = 34 \) cells, when \( x_a = 6R + 31.425\Delta X \).

As the target is translated even farther down-range by small fractions of \( \Delta X \), the \( k = 33 \) cell intensity decreases relative to the \( k = 34 \) cell intensity, as in figure 8e, until, in figure 8f, the image consists of two peaks of equal intensity in the \( k = 31 \) and \( k = 34 \) cells when \( x_a = 6R + 31.5\Delta X \). This is the position for which point reflectors 0 and 1 are exactly in the center of the \( k = 31 \) and \( k = 33 \) cells, respectively. Translations of the target beyond \( \Delta X/2 \) give rise to image shapes that are either identical to or are mirror images of those for translations up to \( \Delta X/2 \).

We see from figures 8a through 8f that if two points have the same \( \sigma \) and are separated by \( 2\Delta X \), their images are easily distinguished, although there may be some ambiguity as to their actual separation and relative cross sections for some target locations. One may invoke the Rayleigh criterion for the resolution of two peaks, which requires that the minimum intensity between the peaks be no greater than one-half the peak intensity. Using this criterion, one may state that the two points of figure 8 are resolved as long as their down-range location differs from an integral number of \( \Delta X \) by no more than 0.4\( \Delta X \).

In figures 6, 7, and 8, the reflectivities of both point reflectors are the same. One would expect that it would be more difficult to resolve two closely spaced point reflectors when the reflectivity of one is much larger than that of the other. This is illustrated in figure 9 (see pp 44–45), in which the point-reflectors are separated by \( 1.5\Delta X \), as in figure 7, but
Figure 8. Dependence of down-range image resolution of two points of equal reflectivity separated by 2.0 sampling cell lengths on location of points relative to a sampling cell edge: $f_0 = 95$ GHz, $R = 15$ m, $\Delta X = 0.234$ m, $\rho_0 = \rho_1 = \rho$.

<table>
<thead>
<tr>
<th>Fig.</th>
<th>$f_0$ (GHz)</th>
<th>$x_0$ (m)</th>
<th>$\Delta x_0$ (m)</th>
<th>$x_1$ (m)</th>
<th>$\Delta x_1$ (m)</th>
<th>$\rho_0$</th>
<th>$\rho_0$</th>
<th>$\rho_1$</th>
<th>$\rho_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8a</td>
<td>95</td>
<td>97.3</td>
<td>0.1</td>
<td>97.7</td>
<td>0.2</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>8b</td>
<td>95</td>
<td>97.3</td>
<td>0.1</td>
<td>97.1</td>
<td>0.1</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>0.8</td>
</tr>
<tr>
<td>8c</td>
<td>95</td>
<td>97.4</td>
<td>0.0</td>
<td>97.1</td>
<td>0.1</td>
<td>1.0</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>8d</td>
<td>95</td>
<td>97.4</td>
<td>0.0</td>
<td>97.2</td>
<td>0.2</td>
<td>1.0</td>
<td>0.8</td>
<td>1.0</td>
<td>0.6</td>
</tr>
<tr>
<td>8e</td>
<td>95</td>
<td>97.4</td>
<td>0.0</td>
<td>97.8</td>
<td>0.3</td>
<td>1.0</td>
<td>0.8</td>
<td>1.0</td>
<td>0.7</td>
</tr>
<tr>
<td>8f</td>
<td>95</td>
<td>97.4</td>
<td>0.0</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>0.7</td>
<td>1.0</td>
<td>0.7</td>
</tr>
</tbody>
</table>
\( \rho_0 = \rho \) and \( \rho_1 = 2\rho \). The figure shows the effect on the resolution of the two point reflectors as the location of point reflector 0 is varied from \( 6R + 32.0\Delta X \) through \( 6R + 32.5\Delta X \). It will be seen that for the range of target locations in figure 9, the two point reflectors are only resolved according to the Rayleigh criterion over the following ranges of point reflector 0 locations: a small interval around \( 6R + 32.185\Delta X \), \( 6R + 32.260\Delta X \) through \( 6R + 32.360\Delta X \), and \( 6R + 32.435\Delta X \) through \( 6R + 32.475\Delta X \). Thus the two point reflectors are resolved over virtually the entire range when their reflectivities are the same, as was seen in figure 7, but only over about 60 percent of the range when one has twice the reflectivity of the other.
Figure 9. Dependence of down-range image resolution and peak height ratio of two points having reflectivities in ratio 1 : 2 and separated by 1.5 sampling cell lengths on location of points relative to a sampling cell edge: \( f_0 = 95 \text{ GHz}, R = 15 \text{ m}, \Delta X = 0.234 \text{ m}, \rho_0 = \rho, \rho_1 = 2\rho. \)
### Table 1: Downrange Distance (AX) Beginning 90 m from Radar

<table>
<thead>
<tr>
<th>Fig</th>
<th>$f_0$ (GHz)</th>
<th>$x_0$ (m)</th>
<th>$\Delta x_0$ (m)</th>
<th>$x_1$ (m)</th>
<th>$\Delta x_1$ (m)</th>
<th>$\rho_0$</th>
<th>$\rho_0$</th>
<th>$\rho_1$</th>
<th>$\rho_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>9a</td>
<td>95</td>
<td>97.5</td>
<td>*</td>
<td>97.9</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9b</td>
<td>95</td>
<td>97.5</td>
<td>*</td>
<td>97.9</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9c</td>
<td>95</td>
<td>97.5</td>
<td>0.1</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>1.2</td>
<td>0.2</td>
<td>1.4</td>
</tr>
<tr>
<td>9d</td>
<td>95</td>
<td>97.5</td>
<td>0.1</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>1.1</td>
<td>0.2</td>
<td>1.7</td>
</tr>
<tr>
<td>9e</td>
<td>95</td>
<td>97.5</td>
<td>*</td>
<td>97.9</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9f</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>97.9</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9g</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>2.0</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>9h</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>97.9</td>
<td>0.2</td>
<td>1.0</td>
<td>0.9</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>9i</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>97.9</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9j</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>98.0</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9k</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.8</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>9l</td>
<td>95</td>
<td>97.6</td>
<td>0.0</td>
<td>98.0</td>
<td>0.1</td>
<td>1.0</td>
<td>0.7</td>
<td>2.0</td>
<td>2.1</td>
</tr>
<tr>
<td>9m</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>98.0</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>9n</td>
<td>95</td>
<td>97.6</td>
<td>*</td>
<td>98.0</td>
<td>1.0</td>
<td>*</td>
<td>2.0</td>
<td>*</td>
<td></td>
</tr>
</tbody>
</table>

**Figures:**
- (i) Down range distance ($\Delta X$) beginning 90 m from radar
- (j) Down range distance ($\Delta X$) beginning 90 m from radar
- (k) Down range distance ($\Delta X$) beginning 90 m from radar
- (l) Down range distance ($\Delta X$) beginning 90 m from radar
- (m) Down range distance ($\Delta X$) beginning 90 m from radar
- (n) Down range distance ($\Delta X$) beginning 90 m from radar
14. Cross-Range Resolution and Two-Dimensional Images

The target images discussed in this report display only the variation of radar reflectivity along the down-range direction, irrespective of any cross-range variation in reflectivity. However, it may be shown\(^1\) that if the target rotates about some axis through the target, then an image displaying the variation in radar reflectivity in the cross-range direction may be obtained. The cross-range resolution arises from the direct dependence of the rate of change of return signal phase on radius of rotation. This process turns out to be mathematically equivalent to achieving down-range resolution through the direct dependence of return signal phase on radar-to-target distance, which is discussed in this report. Hence, one may reasonably expect to be able to obtain images which resolve high-radar-reflectivity objects closely spaced in cross range. Finally, it may be shown that when the down-range and cross-range imaging processes are combined, one obtains two-dimensional images which yield information on both the relative position and reflectivity of closely spaced "glint points."

15. Summary and Conclusions

This report justifies representing the down-range image of a finite-size target by means of the magnitude of the DFT of the return signals from this target obtained by a stepped-frequency radar. It shows that as long as the target extension is less than the unambiguous range, \( R \), of the radar, and the target lies entirely within one sampling interval of length \( R \), the DFT magnitude sequence plotted in “normal” order is a useful representation of the target. If the target lies in two neighboring sampling intervals, its proper shape may be represented by the DFT-magnitude sequence plotted in some cyclic permutation from “normal” order. However, except for cases in which there is sufficient prior information about the target and its surroundings, the exact target location and shape cannot be determined unambiguously using these imaging methods. The report furthermore shows that the more closely the target resembles an ideal one, consisting of a discrete number of high-reflectivity objects of infinitesimal extent in the down-range direction, the more accurate is its representation by a DFT-magnitude sequence. It gives exact derivations of the down-range images for such ideal targets for radar frequencies of the order of 1 GHz to tens of gigahertz. Down-range images were computed and are displayed in histogram form for a variety of point scatterer positions, separations, and reflectivities. These computations show that it is possible to resolve all the point scatterers of the target, as long as they are separated by at least 1.5 down-range resolution cell lengths, and the ratios of their reflectivities are less than or equal to 2:1. In these cases the locations of the image peaks generally correspond to the actual locations of the scatterers within a down-range resolution cell length. The shapes of the histogram images, however, are fairly sensitive to the exact locations of the scatterers within a resolution cell. For this reason, some of the image histograms yield incorrect results for the relative reflectivities of the scatterers, even though the scatterers are resolved and imaged at the correct positions.
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