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ABSTRACT

The significant results of a joint research effort investigating the fundamental fluid dynamic mechanisms and interactions within high-speed separated flows are presented in detail. The results have been obtained through analytical and numerical approaches, but with primary emphasis on experimental investigations of missile and projectile base flow-related configurations. The objectives of the research program focus on understanding the component mechanisms and interactions which establish and maintain high-speed separated flow regions.

The analytical and numerical efforts have centered on unsteady plume-wall interactions in rocket launch tubes and on predictions of the effects of base bleed on transonic and supersonic base flowfields. The experimental efforts have considered the development and use of a state-of-the-art two component laser Doppler velocimeter (LDV) system for experiments with planar, two-dimensional, small-scale models in supersonic flows. The LDV experiments have yielded high quality, well documented mean and turbulence velocity data for a variety of high-speed separated flows including initial shear layer development, recompression/reattachment processes for two supersonic shear layers, oblique shock wave/turbulent boundary layer interactions in a compression corner, and two-stream, supersonic, near-wake flow behind a finite-thickness base. Other experimental studies have investigated the effects of sudden expansions and compressions on turbulent boundary layer integral properties, unsteady reattachment processes for supersonic back-step flow, and the effects of a base cavity on subsonic and transonic near-wake flowfields. The results of these various studies have been carefully documented in a series of journal articles, conference proceedings papers, and theses. The full text of the papers and thesis abstracts are included as appendices of this report.

Future efforts in this area will be conducted as a follow-on to the results of the research program reported herein. These experimental studies will focus on four major areas: two-stream, supersonic, plume-induced separation, particle image velocimetry in high-speed flows, axisymmetric power-on and power-off base flows, and control of high-speed separated flows.
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I. INTRODUCTION

A. PROBLEM STATEMENT

An ongoing research effort has been funded by the U.S. Army Research Office to investigate the fundamental fluid dynamic mechanisms and interactions within high-speed separated flows with particular attention to the projectile and missile base flow problem. The overall effort has incorporated analytical, experimental, and computational investigations aimed at gaining a more insightful understanding of the fundamental fluid dynamic mechanisms existing in the near-wake flowfield. The investigations of separated flow problems have been focused on missile afterbody flows and more importantly on the interactions between the base and body flows.

Professors J. C. Dutton and A. L. Addy and their graduate students at the University of Illinois at Urbana–Champaign have conducted successful experiments on two–dimensional base flow configurations utilizing two-component laser Doppler velocimeter (LDV) techniques to obtain mean and fluctuating velocity information about the flowfields in and around the embedded separated flow regions that characterize base flows at supersonic speeds.

Analytical predictions based on component model methodologies have also been refined and improved. In addition, finite difference computational techniques, developed primarily by others, have been implemented and investigated. This has led to a unique collaboration between researchers using experiments, component method analyses, and computations, has led to a logical and systematic approach to the base flow problem, and has yielded valuable insight regarding the fundamental interactions and mechanisms within such flows.

The purpose of this final technical report is to collect and present, in their entirety or by summary and reference, the research findings for the near-wake base flow problem and related problems that have been investigated under the research sponsorship of the U.S. Army Research Office through Research Contract DAAL03–87–K–0010. The Technical Monitor for this research has been Dr. Thomas L. Doligalski, Chief, Fluid Dynamics Branch, Engineering Sciences.
Division. We are also deeply indebted to the long-term interest and the technical suggestions and comments of Dr. Robert E. Singleton, Director, Engineering Sciences Division.

In all cases, where analytical, experimental, and/or computational efforts have yielded significant or new results, the information has been presented at professional meetings and/or published in the archival literature by the individual researchers. This final report highlights this work and includes copies of the appropriate publications for completeness. In the case of master's and doctoral degree theses, which are often quite long and detailed, a summary of the theses is provided and the appropriate reference to the full document is given. In many cases, the conference and/or archival publications are based upon the detailed work reported in these theses.

B. FINAL TECHNICAL REPORT ORGANIZATION

The overall organization of this report details the major accomplishments of the research group during the three-year period of ARO sponsorship in a fashion that illustrates the three-pronged effort: analytical, numerical, and experimental. Each research investigation is categorized and described in brief detail and the associated published literature is included in an appendix. The inclusion of a copy of the published literature is intended to ease the burden on the reader for obtaining symposium proceedings and other publications which tend to be difficult to obtain.

The relatively brief "text" of this final technical report has been outlined and organized to provide quick reference to a particular topic of interest. Most of the research results have been made available through organized meetings and publications of the American Institute of Aeronautics and Astronautics (AIAA) and the American Society of Mechanical Engineers (ASME). In those instances when a detailed paper is available, only a brief description is given and the reader is referred to the appropriate appendix for further details.

Once the research topics have been discussed, the continuing and future research activities of the research group are described. The strong commitment of this research group towards developing an understanding of the base flow problem is evidenced by the multi-year development and assembly of advanced experimental equipment that will provide well-documented data for the ongoing analytical and computational work. Although this final technical report summarizes our
current three-year effort, our research group is continuing to investigate the base flow problem and anticipates further significant contributions to the understanding of the fundamental mechanisms and interactions within high-speed separated flows. The emphasis of our ongoing research activities is focused on the following general research tasks:

1. Two-stream, supersonic, plume-induced separation;
2. Particle image velocimetry in high-speed flows;
3. Axisymmetric power-on and power-off base flows; and
4. Control of high-speed separated flows.

These ongoing research activities are described briefly in the last section of the report.
II. SUMMARY OF RESULTS

This section summarizes the results of the ongoing research program concerned with fluid dynamic mechanisms and interactions occurring in high-speed separated flows. The discussion is divided into two major sections: (1) Component Modeling and Numerical Computations of Base Flows, and (2) Small-Scale Experiments of High-Speed Separated Flow Configurations. In each of these sections the most important results are abstracted from the journal articles, conference proceedings papers, and graduate student theses that have been completed under the support of this research contract.

A. COMPONENT MODELING AND NUMERICAL COMPUTATIONS OF BASE FLOWS

A.1 Nonsteady Plume-Wall Interactions in Rocket Launch Tubes

Strong and potentially destructive pressure amplitudes have been observed during the early stages of rocket launch from canisters. This can be explained by a traveling wave system that is caused by quasiperiodic changes in irreversibility levels between the critical flow conditions in the rocket nozzle and at the exit of the launch tube. The interaction between the wave system and the wake region near the base of the rocket and its controlling flow mechanisms result in the complex nonsteady overall interaction of supersonic and subsonic flow regions. Observations by means of the hydraulic analogy allow the identification of constituent mechanisms, which are subsequently subjected to a highly simplified analysis and finally compared to experimental results under laboratory conditions. General agreement between theoretical and experimental results (pressure amplitudes and frequencies) support the validity of the proposed analytical approach.

The complete text of this paper may be found in Appendix A, Section A.1.

A.2 A Review of the Fluid Dynamic Aspect of the Effect of Base Bleed

The fluid dynamic aspect of the effect of base bleed is briefly reviewed. Earlier understandings on the basis of interaction between the viscous and inviscid streams can adequately explain the three different flow regimes as results of base bleed. The effect of energy addition to
the wake has also been ascertained from this approach. With the detailed numerical computations of the flow by solving the Navier-Stokes equations becoming available, the effect of base bleed can be illustrated by providing appropriate boundary conditions of the bleed at the base.

The complete text of this paper may be found in Appendix A, Section A.2.

B. SMALL-SCALE EXPERIMENTS OF HIGH-SPEED SEPARATED FLOW CONFIGURATIONS

B.1 Interaction Between Two Compressible, Turbulent Free Shear Layers

Experimental results of the interaction between two compressible, two-dimensional, turbulent free shear layers are presented. The shear layers were formed by geometrical separation of two high-Reynolds-number, turbulent boundary-layer flows with freestream Mach numbers of 2.07 and 1.50 from a 25.4-mm-high backward-facing step. A two-component, coincident laser Doppler velocimeter was utilized for a detailed flowfield survey. Both shear flows show general features similar to those of compressible, free shear layers reattaching onto a solid surface, including large-scale turbulence in the recompression and interaction regions and enhanced mixing in the redeveloping region. The free shear layer with the lower freestream Mach number shows high turbulence intensities and a higher rate of increase of turbulence intensities in the streamwise direction. These features appear to be caused by higher entrainment of reversed flow recirculating from the highly turbulent reattachment region.

The complete text of this paper may be found in Appendix B, Section B.1.

B.2 Compressible Separated Flows

An experimental investigation of compressible, two-dimensional, planar turbulent flows with large separated regions is presented. Three backward-facing step flow configurations were investigated to gain a detailed knowledge of the mean flow and turbulent field in developing compressible turbulent free shear layers and the adjacent recirculating flow. Two-channel coincident laser Doppler velocimeter measurements, surface static pressure measurements, Schlieren flow visualization, and surface oil flow visualization were used to study these flows. The recirculating flows stimulated increased mixing layer growth and entrainment rates. The
turbulent field of the compressible mixing layer was considerably more anisotropic than the incompressible counterpart with a decrease in the transverse component turbulence intensity and the Reynolds shear stress. Laser Doppler velocity bias effects and bias corrections are demonstrated and discussed.

The complete text of this paper may be found in Appendix B, Section B.2.

B.3 The Effect of Sudden Expansions and Compressions on Turbulent Boundary Layer Momentum Thickness in Supersonic Flow

An experimental investigation of momentum thickness changes in two-dimensional planar, attached boundary layers in supersonic flow undergoing a sudden compression or sudden expansion is presented. Momentum thickness measurements upstream and downstream of disturbance corners were conducted for nominal freestream Mach numbers of 1.5, 2.0, 2.5, and 3.0.

A simple integral formulation leading to a closed form algebraic solution was successfully employed to model the experimentally measured changes in the momentum thickness across both sudden compressions and sudden expansions. A best fit correlation was used to obtain the appropriate incompressible form factor required by the formulation. The resulting form factor differs for sudden compressions from that of sudden expansions. In both cases, the best fit form factor is essentially independent of Mach number over the range tested, and the test results show excellent qualitative and quantitative agreement with the theory. For sudden expansions, the data suggest that apparent sublayer transition and redevelopment into a reduced turbulence outer rotational layer may require a two-profile velocity description downstream of the disturbance.

The complete text of this paper may be found in Appendix B, Section B.3.

B.4 Turbulent Boundary-Layer Properties Downstream of the Shock-Wave/Boundary-Layer Interaction

An experimental investigation was conducted to study the interaction between a shock wave and a turbulent boundary layer. Compression corner models mounted on a wind tunnel floor were used to generate the oblique shock wave in the Mach 2.94 flowfield. Ramp angles of 8, 12, 16, 20, and 24 deg were used to produce the full range of possible flowfields, including flow with no
separation, flow with incipient separation, and flow with a significant amount of separation. The principal measurement technique used was laser Doppler velocimetry (LDV), which was used to make two-component coincident velocity measurements within the redeveloping boundary layer downstream of the interaction. The results of the LDV measurements indicated that the boundary layer was significantly altered by the interaction. The mean streamwise velocity profiles downstream of the separated compression corners were very wake-like in nature, and the boundary-layer profiles downstream of all the interactions showed an acceleration of the flow nearest the wall as the boundary layers began to return to equilibrium conditions. Significant increases in turbulence intensities and Reynolds stresses were caused by the interactions, and indications of the presence of large-scale turbulent structures were obtained in the redeveloping boundary layers.

The complete text of this paper may be found in Appendix B, Section B.4.

B.5 LDV Measurements in Supersonic Separated Flows

An overview is given of a broad-based, experimental research program whose aim is to study and clarify the detailed interactions occurring in high-speed separated flows. The principal tool used in these investigations is a two-component laser Doppler velocimeter, and the implementation of this instrument in the flows of interest is discussed. In addition, as an example of the results obtained, measurements from a recent study concerning the interaction of two compressible shear layers are presented and discussed.

The complete text of this paper may be found in Appendix B, Section B.5.

B.6 Unsteady Reattachment of Supersonic Flow Past a Backward-Facing Step

An experimental investigation was conducted to study the effect of the initial boundary layer thickness prior to separation on the compressible, two-dimensional reattaching free shear layer formed by geometrical separation of a turbulent boundary layer over a backward-facing step. Two small scale full nozzle configurations were constructed to produce a uniform supersonic flow with a freestream Mach number of 2.0. One nozzle set produced an equilibrium turbulent boundary layer with a visually measured thickness of 5 mm and the other nozzle set produced a 2.5
mm boundary layer thickness prior to the geometric corner. Two operating conditions were studied for each nozzle set, incipient and complete reattachment. The incipient reattachment condition was defined as the condition where the shear layers attached to the wall and a normal shock was present within a few boundary layer thicknesses of the reattachment region, while the complete reattachment condition was defined as the case where the realignment compression waves had coalesced into an oblique shock downstream of the reattachment region. A detailed survey of the flow was made utilizing surface static probes, Schlieren photography, and fast response, flush mounted, piezo-resistive pressure transducers. The fast response pressure transducers were placed at locations upstream of separation, in the separated base region, at the reattachment location, and downstream of the reattachment region.

Surface streak pattern measurements indicated highly three-dimensional flow in the separated base and reattachment regions, while upstream of the separation and downstream of the reattachment region no three-dimensionality effects were present. At the condition of complete reattachment, no significant pressure fluctuations were present in the flowfield over the frequency range of 0 to 40 kHz. The incipient reattachment operating condition produced pressure fluctuations at the separated base region, reattachment region, and downstream of the reattachment region, while only white noise was present upstream of the geometric corner. The oscillating frequency for the incipient reattachment condition at the reattachment region was 60.95 Hz for the 5 mm initial boundary layer and 90.87 Hz for the 2.5 mm initial boundary layer flow. Strong coherence was present between the reattachment region and separated base region flows and the flow downstream of the reattachment region.

Possible sources for the pressure fluctuations are the terminating normal shock in the test section, flapping motion of the shear layers (i.e., reattachment and separation of the shear layers to and from the surface), and back and forth movement of the shear layers across the face of the fast response pressure transducers.

The complete manuscript of this thesis is available from the authors of this report.
B.7 Laser Doppler Velocity Bias in Separated Turbulent Flows

Velocity bias effects on data obtained with a coincident two channel laser Doppler velocimeter in a highly turbulent separated supersonic flow are presented. Probability distributions of the fluctuating velocities were distorted by velocity bias in a manner consistent with theory and a two-dimensional velocity inverse weighting function bias correction produced reasonable appearing velocity probability distributions. The addition of an approximate correction term to account for the effects of the unmeasured third velocity component improved these results but had little effect on the velocity statistics. Experimental factors that could partially compensate or falsely add to the velocity bias, conditions for the bias to occur, and conditions for which the bias may also be observed and corrected for are discussed.

The complete text of this paper may be found in Appendix B, Section B.7.

B.8 An Experimental Investigation of the Effects of a Base Cavity on the Near-Wake Flowfield of a Body at Subsonic and Transonic Speeds

An experimental investigation was conducted to study the effects of a base cavity on the near-wake flowfield of a slender, two-dimensional body in the subsonic and transonic speed ranges. Three base configurations were investigated and compared: a blunt base, a shallow rectangular cavity base of depth equal to one-half the base height, and a deep rectangular cavity base of depth equal to one base height. The models were mounted in a small scale transonic wind tunnel with slotted upper and lower walls to allow testing into the transonic range and to minimize the effects of tunnel wall interference. Each base configuration was tested at three freestream Mach numbers, ranging from the low to high subsonic range, to give a total of nine experimental conditions. The objectives of the investigation were to explain the cavity's drag reducing mechanism, to attain a greater understanding of the phenomena of vortex formation and shedding, and to resolve some of the conflicts that have arisen between the numerical and experimental work on base cavities to date. Schlieren photography, surface oil flow visualization, tuft visualization, and wake static pressure traverses were used to examine the details of the wake vortex structure. Static base pressure measurements were used to measure the drag reduction effect and high-speed
near-wake static pressure measurements were employed to determine the effect of the cavity on the vortex shedding frequency.

Schlieren photographs revealed that the basic qualitative structure of the vortex street was unmodified by the presence of a base cavity. However, the vortex street was weakened by the base cavity, apparently due to fluid mixing occurring at the entrance to the cavity. The weaker vortex street yielded higher pressures in the near-wake for the cavity bases relative to the blunt-based configuration, and the higher pressures caused the vortex formation position to be displaced slightly further downstream for the cavity bases as compared to the blunt base. As a result, no strong recirculatory motion was observed in the cavity at all. The base cavity configurations produced increases in the base pressure coefficients on the order of 10 to 14% relative to the blunt-based configuration, and increases in the shedding frequencies on the order of 4 to 6%. The majority of the changes observed occurred in going from the blunt base to the shallow cavity base, with little additional benefit resulting from increasing the depth of the cavity from one-half to one base height.

The complete manuscript of this thesis is available from the authors of this report.

B.9 An Experimental Investigation of the Effects of a Base Cavity on the Near-Wake Flowfield of a Body at Subsonic and Transonic Speeds

An experimental investigation has been conducted to study the effects of a base cavity on the near-wake flowfield of a slender, two-dimensional body in the subsonic and transonic speed ranges. Three base configurations were investigated and compared: a blunt base, a shallow rectangular cavity base of depth equal to one-half the base height, and a deep rectangular cavity base of depth equal to one base height. Each configuration was studied at three freestream Mach numbers, ranging from the low to high subsonic range. Schlieren photographs revealed that the basic qualitative structure of the vortex street was unmodified by the presence of a base cavity. However, the vortex street was weakened by the base cavity, apparently due to enhanced fluid mixing occurring at the entrance of the cavity. The weaker vortex street yielded higher pressures in the near-wake for the cavity bases, increases in the base pressure coefficients on the order of 10-
14%, and increases in the shedding frequencies on the order of 4-6% relative to the blunt-based configuration. The majority of the observed changes occurred in going from the blunt base to the shallow cavity base.

The complete text of this paper may be found in Appendix B, Section B.9.

B.10 Design of an Axisymmetric Supersonic Wind Tunnel and Experimental Study of Supersonic, Power-Off Base Flow Phenomena

A small-scale, supersonic, axisymmetric wind tunnel has been designed and constructed to realistically investigate the flow field behind a body of revolution. The annular nozzle design consists of three interchangeable diverging nozzles, a common converging nozzle, and two interchangeable central stings. Design Mach numbers of 2.0, 2.0 and 2.5 are produced for stings with diameters of 2.0, 2.5 and 2.5 inches, respectively. Cylindrical and boattailed afterbodies can be connected to the end of the sting. To eliminate disturbances in the flow, the stings are supported upstream of the nozzle and test section, and the pressure tap leads from the base of the sting are accessed through its hollow center. The tunnel operates in the blowdown mode, and for a stagnation pressure of 60 psia, the run time is 20 seconds. For power-on experiments, central nozzles which operate at Mach 1.0 to 3.8, and are fed through the center of the hollow sting, can be attached to the base of the afterbody. Pitot probe traverses demonstrated that the flow produced by the wind tunnel was very uniform. Static pressure measurements around the periphery of the nozzle indicated that the Mach number at the exit plane varied by approximately 1%.

Several investigations were made of the separated flow region behind the base of a cylindrical, 2.5 inch diameter, power-off model at M=2.0. Schlieren photographs of the near-wake region indicated that an expansion fan emanating from the exit lip of the nozzle impinged upon the separated base flow region. A series of experiments, including varying the stagnation pressure and bleeding air into the test section, was performed in an attempt to reduce the interference effects. Although the strength of the expansion fan was reduced, the wake behind the model opened up, i.e. a closed recirculation region was not formed and no recompression occurred. The precise effects of the interference and the cause of the open wake are unknown;
however, limitations of available facilities prevented further study of these phenomena. A mixture of lampblack and oil applied to the base proved to be highly sensitive to sting positioning and is, therefore, suggested as a criterion for the alignment of axisymmetric models in a supersonic stream.

The complete manuscript of this thesis is available from the authors of this report.

B.11 An Experimental Investigation of the Shock Wave-Turbulent Boundary Layer Interaction

An experimental investigation was conducted to study the interaction between a shock wave and a turbulent boundary layer. The boundary layer was formed on the floor of a wind tunnel operating with a freestream Mach number of 2.94 and a Reynolds number based on boundary layer thickness of $3.1 \times 10^5$. A compression corner model having a ramp angle of 20 degrees was used to generate the interaction flowfield. Measurement techniques used in this investigation included Schlieren photography, surface static pressure measurement, surface streak pattern measurement, and laser Doppler velocimetry (LDV). The LDV system was the primary tool and was used to make two-color, two-component coincident velocity measurements in the undisturbed upstream boundary layer and within the redeveloping boundary layer downstream of the interaction. The results of the LDV measurements indicated that both the mean and turbulent flow properties of the boundary layer were significantly altered by the interaction. The mean velocity profiles in the redeveloping boundary layer exhibited wake-like properties, experiencing a rapid "filling out" downstream of reattachment due most likely to enhanced turbulent mixing via large scale eddies. Large increases in streamwise and vertical turbulence intensity as well as Reynolds stresses confirm the enhanced mixing and alteration of the flowfield turbulence due to the interaction with the shock wave.

The complete text of this paper may be found in Appendix B, Section B.11.

B.12 An Experimental Investigation of the Two-Stream, Supersonic, Near-Wake Flowfield Behind a Finite-Thickness Base

The complex interaction region generated by the separation of two supersonic streams past a finite-thickness base occurs frequently in high-speed flight and is characteristic of the aft-end
flowfield of a powered missile in the supersonic flight regime. In an effort to examine the fundamental fluid dynamic mechanisms and interactions ongoing in this near-wake region, an experimental investigation was conducted to obtain mean and turbulence data by making measurements in a small-scale wind tunnel. The two-dimensional test section produced a Mach 2.56 upper stream and a Mach 2.05 lower stream which both undergo geometric separation past a finite-thickness splitter plate and experience strong expansion and shear layer mixing processes before eventual recompression, reattachment, and redevelopment of the wake flow. This flowfield immediately behind the base in the near-wake is characterized by strong velocity and density gradients, energetic viscous interactions, high turbulence intensity levels, and a relatively energetic recirculation region with large-magnitude reverse flow.

The experimental data for the near-wake interaction flowfield was obtained using Schlieren photographs, stagnation and sidewall static pressure measurements, and laser Doppler velocimeter (LDV) measurements. The primary tool was a two-color, two-component LDV system which provided instantaneous velocity data from which mean and turbulence quantities were extracted. The qualitative and quantitative information for this flowfield was analyzed in a component style approach consistent with the Chapman-Korst model of the near-wake region. The strong dependence of the component model on empirical coefficients defines a need for detailed experimental data, while more recent computational efforts to predict the near-wake flowfield similarly require turbulence data for validation and improvement of turbulence modeling.

The dynamic interactions in the near-wake of the finite-thickness base after separation of the Mach 2.56 and Mach 2.05 streams correctly modeled the flowfield at the aft-end of a powered missile in supersonic flight. The flow regions included strong Prandtl-Meyer expansions, shear layer mixing and recompression, recirculation, and downstream wake redevelopment. The shear layer mixing regions were characterized by constant-pressure mixing along the initial two-thirds of their length, by an evolution of velocity profiles from truncated forms of the boundary layer shapes to more wake-like profiles farther downstream, and by relatively high levels of turbulence as compared to the levels existing in the turbulent boundary layers prior to separation. While relative
self-similarity of the mean velocity data was achieved, the turbulence field exhibited evidence of progression toward self-similarity but did not reach that state before recompression of the shear layers began. The separated flow region was characterized by vigorous recirculation, large negative velocities reaching 23 percent of the Mach 2.56 freestream value, and strong turbulent interaction with the low-velocity regions of both shear layers. Turbulence intensities, kinematic Reynolds stresses, and turbulent triple products were increased greatly in the latter portions of the two shear layers and in the recompression/reattachment region, seeming to indicate the presence of large-scale turbulent structures. The turbulence field in the region of reattachment was strongly anisotropic, and the transverse diffusion of turbulence energy by exchange of the kinematic Reynolds stress for turbulent kinetic energy seems in agreement with existing correlations. Recovery of the mean velocity field in the redeveloping wake flow occurred relatively quickly, while the turbulence field remained perturbed to the furthest streamwise location in the range of measurements. The data obtained for the two-stream interaction flowfield should prove quite valuable for use in validation and improvement of computational schemes aimed at prediction of the mean and turbulence profiles for the near-wake behind a finite-thickness base.

The complete manuscript of this thesis is available from the authors of this report.
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V. CONTINUING AND FUTURE RESEARCH ACTIVITIES

As a result of continued funding by the U.S. Army Research Office, the investigation reported on herein will be continued for an additional three-year period. Future studies will build on our experience over the last several years of experimentally investigating several fundamental high-speed flow configurations that have particular relevance to projectile and missile base flows. As discussed earlier in this report, geometries studied in the past include development and reattachment of supersonic shear layers, shock wave/boundary layer interactions, two-stream supersonic base flows, and near-wake flowfield modifications due to the presence of a base cavity. In each case, the flows were nominally two-dimensional planar in order to facilitate instrumentation access. The previous measurements included conventional Schlieren photography, surface streakline visualization, pitot and static pressure measurements, and with major emphasis on two-component, coincident laser Doppler velocimetry (LDV) measurements. These studies, particularly the LDV measurements, have provided accurate and very useful spatially resolved data on the time-mean properties of these complex separated flows. However, because of the pointwise nature of the LDV and pressure measurement methods, any information concerning the instantaneous (i.e., time resolved) structure of these flows is indirect at best. Therefore, a major emphasis of the ongoing work will be the development and implementation of planar diagnostic techniques in order to address such questions as the existence and role of large-scale structures in these flows, mechanisms of entrainment, mixing, reattachment, and redevelopment, three-dimensional structure of these flowfields, etc. In addition, measurements will be made for axisymmetric geometries which better model the projectile and missile afterbody and base flows of direct interest here. An improved understanding of the detailed fluid dynamic mechanisms in high-speed separated flows will result in improved numerical predictive capabilities and the possibility of passive and/or active control of these flows to obtain vehicle performance benefits.

Brief descriptions of the specific experimental studies to be conducted in the ongoing research program are given below.
A. TWO-STREAM, SUPERSONIC, PLUME-INDUCED SEPARATION

An experimental effort is underway to investigate plume-induced, boundary layer separation in a planar, two-stream, supersonic flow using an "angle-induced" separation geometry. This study is being conducted in a small-scale wind tunnel operated in the blowdown mode. In essence, the design consists of a Mach 1.5 inner flow located at a 40° angle with respect to a Mach 2.5 freestream flow and separated by a base thickness of 0.500 inches. Design and fabrication of the test section and instrumentation have been completed and preliminary Schlieren photography and surface oil flow experiments have been performed to verify its operation.

In addition to visualization studies, the static pressure fields are being completely documented using approximately 425 pressure taps that have been located in the axial and spanwise directions along the base centerpiece and in the tunnel sidewalls. These mean measurements will be used to investigate the static pressure rise across the separation shock, pressure variations occurring in the separated region due to the recirculating flow, as well as the recompression pressure rise occurring at reattachment between the two free shear layers. Two flush-mounted, high frequency response, miniaturized pressure transducers have also been located in the wall of the base centerpiece bounding the freestream flow. Measurements from these transducers will quantify the amplitude and spectral content of the wall pressure fluctuations resulting from unsteadiness in the separation location.

In order to document in detail the mean and turbulent velocity fields, two-component, coincident LDV data will also be obtained for the separated flowfield. The turbulent boundary layer and adjacent freestream of the flow approaching separation will be measured and reported as will the entire interaction region. These measurements will be used to determine major mechanisms of the mean and turbulent velocity fields such as turbulence amplification at the separation location and at recompression/reattachment of the free shear layers, the magnitude of the mean velocity in the recirculating region which has been found to be surprisingly large in some of our previous studies, and the existence of large triple product values at boundary layer and shear
layer edges which are indicative of intermittent, large-scale structures that are largely responsible for entrainment.

B. PARTICLE IMAGE VELOCIMETRY IN HIGH-SPEED FLOWS

A research program is being conducted to develop a new particle image velocimeter (PIV) system for use as a non-intrusive laser diagnostic tool in our high-speed separated flow studies. The PIV system will be capable of extracting full two-dimensional instantaneous velocity maps within a flow by recording double images of seed particles on photographic film and then examining the particle separations to determine local velocities. The design is based on the use of two pulsed, high-power Nd:YAG lasers to illuminate seed particles for recording on 35 mm format film, with control of seeders, lasers, camera shutter, etc. performed with a Macintosh II computer. Post-processing to examine the film records is done with a high-speed image processing system based on a Macintosh II 36 MHz workstation, a He-Ne laser film illumination source, and automated positioners to handle the film.

Development of the system is proceeding rapidly with specification and purchase of the transmitting system optical components now complete. The Nd:YAG laser system, assembled on a custom-designed single axis positioning table is being successfully operated under control of a Stanford Research Systems pulse generator. Optics are in place to begin testing on a free jet case to verify operation. Purchase of a high-speed oscilloscope is also planned for use in high accuracy verification of the laser light pulse timing. The post-processing system is partially assembled, with the film positioners currently operating from computer control. Receipt of previously ordered equipment, including a video camera, frame grabber board, and other optical components is expected in the near future to coincide with completion of the free jet tests. Currently, software control and image analysis software problems are being examined.

C. AXISYMMETRIC POWER-ON AND POWER-OFF BASE FLOWS

An experimental program is underway which is investigating the flowfield behind bodies of revolution in supersonic freestreams. A newly designed and constructed axisymmetric wind tunnel capable of producing freestream design Mach numbers of 2.0 and 2.5 is being utilized. Various
sting diameters may be used in both the power-on and power-off configurations with cylindrical as well as boattailed afterbodies. For power-on cases, central jet nozzles can be used to produce Mach numbers ranging from 1.0 to 3.8. The versatility of this wind tunnel will allow for experimental investigations in several different operational modes, but only representative power-on and power-off cases will be chosen for detailed study.

Flow visualization studies and pitot probe traverses have been completed in order to document the uniformity of the freestream nozzle exit flow. An extremely uniform flow was produced with exit plane Mach numbers varying by less than 1% around the periphery of the nozzle. Schlieren photographs have indicated the existence of an expected expansion fan emanating from the freestream nozzle lip that must be eliminated before any quantitative data is obtained.

The primary diagnostic tool to be used in documenting the mean and turbulent velocity fields is a two-component laser Doppler velocimeter (LDV) system. This tool collects instantaneous velocity data at any spatial location in the flowfield. The LDV data will be used to identify the fundamental fluid dynamic mechanisms of importance in these complex flows. Proper seeding of this separated flowfield is a major concern in obtaining the velocity data. New seeding techniques may be needed to counteract the low data rate problems typically encountered in the recirculating region.

D. CONTROL OF HIGH-SPEED SEPARATED FLOWS

Our long-term goals go beyond the study of high-speed flows with embedded separated regions to their manipulation and control, by passive and/or active means, in order to obtain performance benefits. Obviously, this could have tremendous positive impact on current and future systems of technological importance to the U.S. Army depending, of course, on the level of success achieved. Historically, several control techniques have been applied, such as base bleed and passive base geometry alteration methods including the use of splitter plates, serrated trailing edges, base cavities, perforated or "ventilated" cavities, and stepped afterbodies. The effects of base combustion and particles (typically originating in the central jet nozzle flow supplied by a
solid rocket motor) are also known to strongly affect the base drag and near-wake flowfield. Several techniques have also been implemented to enhance the entrainment and mixing in parallel two-stream supersonic shear layers including the use of vortex generators, slanted trip wires, and saw-tooth extensions mounted at the splitter plate tip, impingement of the shear layer with an oblique shock, and placement of a circular or square cylinder in the mixing layer in order to generate a bow shock.

In general, these previous attempts at shear layer and separated flow control have been relatively unsuccessful. However, we believe that there is a fundamental reason for this lack of success: there is simply insufficient current understanding of the detailed fluid dynamic mechanisms of importance, including the role of turbulent large-scale structures and the three-dimensional nature of the flow, to make a knowledgeable attempt at controlling them. Therefore, our approach will be to first learn as much as possible about these mechanisms by pursuing the studies mentioned in the preceding three subsections, and then to formulate and implement passive and/or active control strategies based on this understanding. We expect this work to be initiated in the final year of this three-year research program and to utilize the axisymmetric, supersonic base flow facility whose construction has been completed recently.
APPENDIX A

COMPONENT MODELING AND NUMERICAL COMPUTATIONS OF BASE FLOWS
SECTION A.1
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Strong and potentially destructive pressure amplitudes have been observed during the early stages of rocket launch from canisters. This can be explained by a traveling wave system that is caused by quasiperiodic changes in irreversibility levels between the critical flow conditions in the rocket nozzle and at the exit of the launch tube. The interaction between the wave system and the wake region near the base of the rocket and its controlling flow mechanisms result in the complex nonsteady overall interaction of supersonic and subsonic flow regions. Observations by means of the hydraulic analogy allow the identification of constituent mechanisms, which are subsequently subjected to a highly simplified analysis and finally compared to experimental results under laboratory conditions. General agreement between theoretical and experimental results (pressure amplitudes and frequencies) support the validity of the proposed analytical approach.

Nomenclature

\[ A = \text{area, m} \]
\[ c = \text{acoustic velocity, } m-s^{-1} \]
\[ D = \text{channel height or diameter, m} \]
\[ f = \text{frequency, Hz} \]
\[ H = \text{backstep height, m} \]
\[ L = \text{channel length, m} \]
\[ m = \text{mass flow rate, kg-s}^{-1} \text{ (per unit width)} \]
\[ P = \text{absolute pressure, N-m}^{-2} \]
\[ R = \text{gas constant, N-m-K}^{-1} \text{ kg}^{-1} \text{ s}^{-1}; \text{radius, m} \]
\[ S = \text{moving shock velocity, m-s}^{-1} \]
\[ t = \text{time, s} \]
\[ t_0 = \text{base time constant, } t_0 = h/c_{pl}, s \]
\[ T = \text{absolute temperature, K} \]
\[ u_R = \text{velocity of rocket} \]
\[ W = \text{test-section width, m} \]
\[ x, X = \text{streamwise coordinate or distance, m} \]
\[ \theta = \text{streamline angle, radians} \]
\[ \rho = \text{density, kg-m}^{-3} \]
\[ \omega = \text{Prandtl-Meyer expansion angle, radians} \]

Dimensionless Quantities

\[ C = \text{Crocco number, } U/U_{\text{max}} \]
\[ C_s = \text{effective area ratio coefficient} \]
\[ k = \text{specific heat ratio} \]
\[ M = \text{Mach number} \]
\[ \phi = \text{velocity ratio (further specified in text)} \]
\[ e = \text{jet spread rate parameter} \]
\[ \tau = \text{dimensionless time} \]

Subscripts

\[ I = \text{conditions in primary nozzle} \]
\[ II = \text{conditions in secondary nozzle} \]
\[ b = \text{base region} \]
\[ c = \text{channel region} \]
\[ d = \text{discriminating or stagnating streamline} \]
\[ e = \text{nozzle exit plane} \]
\[ j = \text{zero streamline or jet streamline} \]
\[ w = \text{wake travel time} \]
\[ w = \text{conditions prevailing in the wave region} \]

\[ x = \text{normal shock wave conditions before wave} \]
\[ y = \text{normal shock wave conditions after wave} \]
\[ 0 = \text{stagnation conditions} \]

Superscript

* = critical conditions

PROPULSIVE jets emerging from underexpanded convergent or convergent-divergent nozzles form plumes that commonly interfere with solid or hydrodynamic (slipstream) boundaries. For certain configurations, impingements between the slipstream and solid boundaries can produce nonsteady flowfields characterized by the appearance of transient, large-amplitude pressure wave systems. The study of wake regions bounded by mixing layers and controlled by their mass entrainment and reattachment mechanisms have been the subject of intensive research for several decades. Such work has included experimental, analytical, and computational approaches in attempts to explain and predict the characteristics of these complex flowfields. Flow component models have been particularly useful in delineating the controlling mechanisms for such complex flows under steady, or quasisteady, operating conditions.

Nonsteady flowfields may occur when the jet flow encounters a constriction downstream in which critical flow conditions have to be satisfied leading to temporary mass storage requirements between critical cross sections. Rockwell® has enumerated and classified a variety of these cases exhibiting nonsteady phenomena, some of which had been previously investigated experimentally. Such nonsteady interactions have been observed during the early phases of in-tube launch of rockets or missiles, often accompanied by strong, and possibly destructive, pressure wave buildup in the canister.

This paper develops criteria for the appearance of such nonsteady operational modes and their analysis by 1) delineation of flow components, and 2) their subsequent synthesis into an overall model for cyclic performance. Because of the complex nature of the various flow components and their interaction, the analysis of the problem, by necessity, requires far-reaching simplifications in treatment. Support for the validity of such abstractions is furnished by experimental evidence of two kinds, namely, 1) qualitative observations of the overall systems performance by means of the hydraulic analogy (water table), and 2) quantitative studies with high-velocity air flows of both component mechanisms and entire systems in cyclic modes of operation. The experimental evidence, although validating the basic analysis, also points to the difficulties in separating individual flow mechanisms with respect to their exact location in space and time.
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II. Flow Model

A simple but representative configuration that lends itself to a study of the phenomenon is shown in Fig. 1. It is composed of a converging-diverging nozzle, operating with critical flow in the first throat $A_1^*$, which discharges into a smooth channel of larger but uniform cross section. The channel (launch tube) may end with a constrictor nozzle $A_{II}^*$, or without an area reduction. Either type of exit condition can give rise to critical flow conditions, depending on the geometry, rocket-chamber to ambient-pressure ratio, and the dissipative mechanisms occurring in the system. If critical flow rates in the first (rocket nozzle) throat and the (effective) second throat do not match, mass discharge or storage will be required in the launch tube. In the absence of sufficiently high missile velocity in the early launch phases but sufficient distance between the nozzle exit and the launcher exit to allow plume impingement on the wall, a nonsteady wave system may appear and interfere with the dissipative mechanism in the base region, along the tube walls, and within the tube itself. This can change the dissipative flow components sufficiently to produce a cyclic mode of operation.

Because of the complex nature of the problem it was necessary to seek guidance in the form of preliminary experiments by using the hydraulic analogy (water table). Diagnostic experiments with high-velocity airflow in channels representing individual flow mechanisms and overall system behavior were also undertaken to provide understanding and support for the theoretical analysis.

Preliminary Water Table Experiments

Use of the hydraulic analogy in the study of nonsteady flow processes takes advantage of the vastly extended time scale, which in the present case is of the order of 5000:1, as compared to air-channel flow experiments. This coupled with the ease of flow visualization makes the hydraulic analogy a very attractive and useful tool. Figure 2 is a sequence of photographs showing flow patterns referring to the instantaneous flow conditions, as indicated in Fig. 3.

Based on the observations of the water table experiments (again see Figs. 2 and 3), the following mechanisms can be identified:

1) The fully developed wake (base pressure) establishes supersonic flow in the channel. The presence of a second critical cross section requires a shock system to satisfy subsonic approaching flow.

2) If the strength of such a shock system together with the wall friction in the channel produces irreversibilities sufficiently strong that the second throat is not large enough to discharge the mass rate supplied by the primary nozzle, then mass has to be stored in the channel, forcing the shock system to move upstream.

3) During the upstream motion of the shock system, the rate of dissipation is modified as the supersonic region of the channel flow is decreasing. This is reflected by a change in strength and speed of the wave.

4) As the wave system approaches and interferes with the wake at the primary nozzle exit, the shear layer bounding the

Fig. 1 Typical plume-wall interactions during the initial launch phases of rockets ($S(t)$ is needed to account for mass storage between the moving shock system and second critical cross section).

Fig. 2 Water table photographs showing the instantaneous flowfield at various times in a typical cycle (instants refer to time markers in Fig. 3).

Fig. 3 Base area water height ($H_a$) vs time on the water table model during nonsteady operation (all $H$ values in this figure refer to water height).
Dimensions Tested:
H = 4, 5, 6, 7, 8, 9, 10 mm
H = 18, 19, 20, 21, 22, 23, 24, 25 mm
L = 76, 101 mm
M = 1.611 Nominal (Folsch nozzle)

Fig. 4 Two-dimensional configuration for diagnostic experiments showing the dimensions tested.

Fig. 5 Power spectra of base pressure oscillations for: a) L = 101 mm, P = 22.5 psig; b) L = 101 mm, P = 25 psig; and c) L = 101 mm, P = 35 psig.

Fig. 6 Influence of geometrical parameters on the base pressure oscillations in two-dimensional channels of the type shown in Fig. 4.

Table 1 Analytical concepts as applied to the flow components

<table>
<thead>
<tr>
<th>No. components</th>
<th>Steady</th>
<th>Quasisteady</th>
<th>Quasisteady</th>
<th>Nonsteady</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Primary nozzle flow</td>
<td>1-D</td>
<td>1-D</td>
<td>2-D</td>
<td>1-D</td>
</tr>
<tr>
<td>2) Viscous entrainment along wake</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3) Sudden expansion and frictional channel flow</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4) Choking in second throat</td>
<td></td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5) Time-dependent mass storage</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>6) Shock (wave) kinematics and dynamics</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>7) Shock-wave interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8) Mass discharge at second throat</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>9) Wake pumpdown at nozzle base</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Diagnostic Experiments in Air Channels

In order to establish conditions producing nonsteady operation, a two-dimensional channel of constant width was constructed with provisions for varying the pertinent geometries (base-step height, second-throat height, and channel length) while leaving the primary nozzle exit height constant (see Fig. 4). Shown in Fig. 5 (power spectrum of base pressure) is the gradual onset of cyclic oscillations as the primary nozzle pressure is increased, and critical flow conditions are produced in the second throat. Similar results have been obtained for other geometries. The effect of the critical area ratios $A_1/A_2$ and the base-to-channel height ratio on the occurrence of oscillations is demonstrated in Fig. 6. Based on the above observations, it is possible to propose a theoretical flow model as described below.

Flow Model Components

Here, flow components are delineated for subsequent synthesis into an overall operational model. The components are identified as follows: 1) the primary nozzle flow, 2) viscous entrainment along the separated flow (base) region, 3) the abrupt expansion at the nozzle base and frictional channel flow, 4) choking in the second throat, 5) a time-dependent mass storage mechanism, 6) shock system (wave kinematics...
and dynamics, 7) shock interaction with the wake and resulting reduction in level of downstream dissipation, 8) mass discharge through the second throat, and 9) pump-down of the wake at the base of the nozzle. The treatment of these flow processes fall into four categories, each of which may be applicable to one or more components, as shown in Table 1. Since the nonsteady nature of the problem is linked to the modification of the dissipation levels due to shock-wake interaction, the analysis of the shock kinematics and dynamics is of utmost importance.

Although the wave system is of a highly complicated structure, it is fortuitous that the Mach number level of the supersonic flow over which the compression waves have to travel is high enough so that the subsonic flowfield behind the shock system can be treated as effectively one-dimensional. In the following section, the major flow components are discussed individually.

III. Theoretical Analysis

Sudden Expansion to Supersonic Channel Flow

The jet discharging from the nozzle undergoes an adjustment to channel flow that is treated as producing one-dimensional, supersonic flow at the end of the wake. Because of the sudden enlargement in cross section and a prevailing base pressure $P_b$, this process will be irreversible and results in an increase in entropy, and being adiabatic, a decrease in stagnation pressure. It must be noted that this requirement of the second law imposes an upper limit on the value of the base pressure. Utilizing the fundamental conservation principles for mass and momentum, together with simple adiabatic processes fall into four categories, each of which may be applicable to one or more components, as shown in Table 1. Equivalent pipe diameter =

<table>
<thead>
<tr>
<th>Wave System</th>
</tr>
</thead>
<tbody>
<tr>
<td>A left-running normal shock is needed to allow for mass storage in the channel if the second critical cross section to choke at a lesser mass rate than that delivered by the primary nozzle. Denoting the absolute velocity of the shock front by $S$, the mass storage condition is expressed by</td>
</tr>
<tr>
<td>$m'' - m'' = S(p_3 - p_2)\gamma$</td>
</tr>
<tr>
<td>(1)</td>
</tr>
<tr>
<td>where $p_2$ and $p_3$ are the densities downstream and upstream, respectively, of the (moving) normal shock.</td>
</tr>
<tr>
<td>In terms of the geometrical and flow parameters, one now expresses the dimensionless shock speed as</td>
</tr>
<tr>
<td>$\frac{S}{c_s} = \left(\frac{2}{k + 1}\right)^{1/(k-1)} \left[ A_t \frac{P_{st}}{T_{st}} \right]^{-1} \left[ 1 - \frac{P_{st}}{A_t T_{st}} \right]^{-1/2}</td>
</tr>
<tr>
<td>(2)</td>
</tr>
<tr>
<td>where $P_{st}$ and $T_{st}$ refer to the stagnation state just upstream of the secondary critical cross section, and $P_s, T_s, P_f, T_f$ are determined by the strength of the moving shock $M_s$. One notes that</td>
</tr>
<tr>
<td>$M_s = M(X) - S/c_s$</td>
</tr>
<tr>
<td>(3)</td>
</tr>
<tr>
<td>and $M(X)$ is the local (supersonic) Mach number in the</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>I/O for analysis of components 3 and 6 of Table 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fanno line, supersonic/subsonic flow with moving shock</td>
<td></td>
</tr>
<tr>
<td>After sudden enlargement in cross section, HHK 04/01/82</td>
<td></td>
</tr>
<tr>
<td>2-D geometry, linear area ratios</td>
<td></td>
</tr>
<tr>
<td>Equivalent pipe diameter = 4<em>H</em>B/(2H + 2B), channel</td>
<td></td>
</tr>
<tr>
<td>Adiabatic compressible channel flow</td>
<td></td>
</tr>
<tr>
<td>Airflow</td>
<td></td>
</tr>
<tr>
<td>Stagnation temperature (deg C) = 20</td>
<td></td>
</tr>
<tr>
<td>Gas constant = 286.9175 Gamma = 1.4 Ab temp. (deg R) = 273</td>
<td></td>
</tr>
<tr>
<td>$H, \text{ throat} = 0.0135 H, \text{ exit} = 0.017 H, \text{ channel} = 0.025 H$,</td>
<td></td>
</tr>
<tr>
<td>Width = 0.0127 Length, ch. = 0.101</td>
<td></td>
</tr>
<tr>
<td>Effective second-throat height (m) = 0.02</td>
<td></td>
</tr>
<tr>
<td>Stagnation pressure $P_0$ (Pa) = 325000</td>
<td></td>
</tr>
<tr>
<td>Primary nozzle area ratio = 1.259295</td>
<td></td>
</tr>
<tr>
<td>Channel: equivalent diameter = 0.0168435 Length (m) = 0.101</td>
<td></td>
</tr>
<tr>
<td>Absolute roughness (mm) = 0.002</td>
<td></td>
</tr>
<tr>
<td>Relative roughness = 1.187402E-04</td>
<td></td>
</tr>
<tr>
<td>Base pressure ratio $P_r/P_e = 0.55$</td>
<td></td>
</tr>
<tr>
<td>Note that the Second Law imposes an upper limit on the one-dimensional interpretation of a supersonic flow adjustment after an abrupt expansion</td>
<td></td>
</tr>
<tr>
<td>Supersonic solution</td>
<td></td>
</tr>
<tr>
<td>Gamma = 1.4 $A/A^* = 1.259259$</td>
<td></td>
</tr>
<tr>
<td>$M = 1.611092$</td>
<td></td>
</tr>
<tr>
<td>$P/P_0, \text{ exit} = 0.2314324$</td>
<td></td>
</tr>
<tr>
<td>Base pressure ratio $P_r/P_e = 0.1272878$</td>
<td></td>
</tr>
<tr>
<td>$M = 1.0137275 P_1 = 0.1153115 P_1(Fa) = 37476.25$</td>
<td></td>
</tr>
<tr>
<td>$P_1/FaP_0 = 0.9279989$</td>
<td></td>
</tr>
<tr>
<td>Theta, $E = 0.265088 \text{ Theta, } 8 = 0.4616662$</td>
<td></td>
</tr>
<tr>
<td>Expansion angle (deg) = 11.2631</td>
<td></td>
</tr>
<tr>
<td>Attachment distance = 1.607937E-02</td>
<td></td>
</tr>
<tr>
<td>Reynolds no. = 6962126 Friction factor = 0.0126567</td>
<td></td>
</tr>
<tr>
<td>Next shock location</td>
<td></td>
</tr>
<tr>
<td>Shock location at $x = 6.698183E-02$</td>
<td></td>
</tr>
<tr>
<td>$L = 5.090226E-02 M^2 = 1.88895 \text{ Local pressure } P/P_0 = 0.126378$</td>
<td></td>
</tr>
<tr>
<td>Local stagnation pressure ratio $P_0/L/P_0 = 0.8324878$</td>
<td></td>
</tr>
<tr>
<td>Wave Mach number (+ if upstream) = 5.050253E-02</td>
<td></td>
</tr>
<tr>
<td>Subsonic Fanno line after normal (moving) shock</td>
<td></td>
</tr>
<tr>
<td>After normal shock, $P/P_0 = 0.3300178 M, T = 0.5882898$</td>
<td></td>
</tr>
<tr>
<td>$M = 0.5495359$</td>
<td></td>
</tr>
<tr>
<td>Stagnation pressure ratio = 0.6544596</td>
<td></td>
</tr>
<tr>
<td>Stagnation temp. ratio = 1.013727</td>
<td></td>
</tr>
<tr>
<td>At the end of the channel, Mach no. = 0.5359867</td>
<td></td>
</tr>
<tr>
<td>Stagnation pressure ratio = 0.6510074</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 is the input-output (I/O) printout of an IBM-PC program for the geometric and flow parameters listed. It should be noted that the selection of a flow coefficient for the second throat is required (here $c_s \approx 0.9$). Inspection of the subsonic approach Mach number to the second throat, together with the geometric contraction ratio $A_t/A_{st}$, is in direct support of the chosen value and which accounts for the nonuniformities of the flow in the second throat. Shown in Fig. 7 are the dimensionless shock velocities $S/c_s$ for the test-section configuration, as highlighted in Fig. 4, for parametric values of $P_{st}/P_s$. A decrease in the absolute shock velocity is noted as the shock proceeds upstream. The relationship between momentary shock location and stagnation pressure distribution in the channel is shown in Fig. 8.

These computer results are obtained for nominal theoretical conditions as would be resulting from the channel geometry and stagnation conditions upstream of the primary nozzle. It
Wake Pressure History

The process of shock wave formation and upstream motion is started by selection of a base pressure ratio $P_b/P$, used as a parameter in Fig. 7) for the closed wake. Considering the base pressure development as the result of mass entrainment by the mixing region between the jet boundary and the wall, one can determine both the steady-state base pressure and the pulldown time. For the present case, a quasisteady treatment is acceptable. Although calculations were originally carried out with computer programs capable of dealing with transitional, nonsimilar mixing profiles to allow the assessment of the approaching shear layer influence, a simplified approach was found to be sufficient for estimating this effect. The wake evacuation process relates the rate of change of mass contained in the base region (due to change in pressure $P_w$ and wake shape (see Fig. 9a), which can be expressed as

$$\frac{dm_w}{dr} = \frac{H^2}{2} \left[ \frac{\rho_w}{\rho_{w0}} \frac{d\theta}{dr} + \rho_w \frac{d\cos \theta}{dr} \right]$$

where $P_w = P_w(t)/RT_{w0}$ and $P_w/P_{w0} = [1 + (k - 1)M^2(t) /2]^{k/(k-1)}$ and $\theta = \omega(M[t]) - \omega(M_{E})$ with $\omega = \omega(M)$ the Prandtl-Meyer angle. The outflow of mass from the wake due to viscous entrainment along the wake boundary mixing region (approximated by a linear similarity profile, Fig. 9b) is given by

$$\frac{dm_w}{dr} = -\left(1 - \frac{1}{2C^2}\right) \beta \left[\frac{1 - \phi(C^2)}{1 - \phi(C)}\right] (1 - C^3)$$

$$\times M(t) \left[1 + \frac{k - 1}{2} \right]^{\frac{k}{2}} \left(\frac{k}{RT_{w0}}\right)^{\frac{k}{2}} \frac{P_j}{\sigma \sin \theta}$$

where $C^2 = M^2/[2/(k - 1) + M^2]$, $M = M(t)$, and $\sigma$ is the empirical mixing spread parameter related to $M(t)$ by $\sigma = 12 + 2.76 M(t)$. The velocity ratio for the zero streamline is

$$\phi_j = \left[1 - (1 - C^2) \exp\left[\log\left(\frac{1 + C}{1 - C} / C - 2\right)\right]\right] / C$$

The velocity ratio for the stagnating streamline (neglecting the correction for incomplete turning of the freestream near reattachment), which here compensates for neglecting the effects of finite boundary-layer thickness and sublayer transition, will be

$$\phi_j = [1 - (M_j/M)^3]^{\frac{1}{4}}$$

Since all variables can be expressed in terms of the Prandtl-Meyer angle $\omega(t)$, the system of Eqs. (4-7) can be solved for given values of $k$ and $M_j$ as a function of the dimensionless independent variable $\tau = t/t_o$ where the reference time is

$$t_o = H/(kRT_{w0})^{\frac{1}{2}}$$

Shown in Fig. 10 is the solution for $k = 1.4$, $M_j = 1.611$ and for conditions consistent with the shock wave motion analysis, air, $H = 0.008 m$, $T_o = 293 K$. It is of interest to note that an asymptotic value of $P_j/P = 0.55$ is reached, which agrees well with the measured level of the lowest base pressure. Also
shown is the wake evacuation history for similarity profile mixing, but with consideration of incomplete turning of the freestream. Both the more detailed theoretical calculations\(^9\) and the experimental evidence confirm the expectation that the wake evacuation will be characterized in the present case where \(c_o = 343 \text{ m/s}\), and \(H = 0.008 \text{ m}\), by a value of \(r = 100\).

**Component Synthesis**

The different flow mechanisms that have been treated separately can actually occur within overlapping time spans. This will be reflected by discrepancies between theoretical and experimental results, as will be discussed later.

Of importance, however, are some observations made based on the hydraulic analogy studies:

1) Within a full cycle, the time requirements for upstream motion of the wave system together with the wake pulldown appear to dominate.

2) The wave system forms somewhat upstream of the second throat (a distance approximately equal to \(A_{II}\) [see Eq. (9)]), as should be expected considering the pattern of streamlines ahead of a constriction.

3) Pulldown of the wake in its final stages is simultaneous with the expulsion of the stored mass, so that the latter process seemingly does not have to be allowed specific time within the cycle.

4) When the wave system reaches the end of the wake, the penetration of the high pressure behind the shock into the wake is rapid and produces nearly parallel outflow from the primary nozzle, so that a new pulldown of the wake will again start.

In addition, the analytical treatment of the dissipation mechanisms leading to imbalance between critical mass flow rates in the primary and secondary throats has shown that: 1) the nonacoustic nature of the wave system kinematics exemplified by large pressure amplitudes and high relative shock front velocities capable of traveling upstream against the supersonic flowfield, 2) the low absolute shock wave velocities during the upstream travel together with evacuation times establish representative time scales for the cyclic operation, and 3) the slow absolute propagation velocity of the shock wave allows the prediction of the geometrical and operational parameters for which cyclic system performance can be expected (Fig. 6). As can be expected by inspection of the schematic flow pattern of Fig. 1, the component treatment must have serious shortcomings with respect to channel length scales. Indeed, the treatment of the shock system by lumping its dissipative mechanisms into a normal shock front, although representative for flow conditions produced near the end of the channel, lacks realism as increasing mass storage pushes the entire pattern upstream.

Because of these factors, the analysis can only provide reasonable information on peak pressures, but remains somewhat speculative with respect to cycle frequencies even though it establishes a plausible time scale. It is here suggested that a reasonable estimate for cycle frequencies can be based on the following scheme: 1) one selects an effective channel length

\[
L_{eff} = L_0 - H \cot \theta - A_{II}^* \tag{9}
\]

for determining a dimensionless wave travel time

\[
\Delta \tau \nu = \Delta t \nu/c_o = L_{eff}/(S/c_o) \tag{10}
\]

(from Wave System section), 2) using the dimensionless wake evacuation time \(\Delta \tau \nu = \Delta t \nu/c_o \) (from Wake Pressure History section), and 3) considering only these two contributing time increments, the cycle frequency should be of the order of

\[
f = c_o/[L_{eff}/(S/c_o)] + H \Delta \tau \nu \tag{11}
\]

**IV. Experimental Program**

The experimental program had several purposes. First, it was necessary to determine those geometrical and operational parameters that clearly cause unsteady operation. In all the experiments, unsteady flow means the occurrence of large, periodical pressure changes in the system, characterized and accompanied by base pressure oscillations. Second, it was important to have channel and base time-dependent static and stagnation pressure data to allow for corroboration of the theoretical models and a deeper understanding of the unsteady phenomena. Finally, one needed base pressure pulldown times data in order to obtain time and pressure scales of the important item-dependent fluidic entrainment mechanisms.

**Diagnostic Experiments—Water Table**

The most useful information resulted from detailed, exhaustive observations of the cyclic operations at different parametric conditions. These observations were recorded in the form of comments, drawings, sketches, still photographs, moving pictures, and videotapes.

**Two-Dimensional Airflow Experiments**

The geometrical parameters studied were (see Fig. 4) backstep height \(H\), channel length \(L\), channel height \(D\), the secondary nozzle throat \(A_{II}\), and the primary nozzle throat \(A_I\). The operational parameters included only plenum stagnation pressure because facilities for back-pressure variation were neither needed nor provided. Static pressure taps for time-averaged measurements were placed along the line of symmetry for the two-dimensional system, and along the external walls for both axisymmetric\(^9\) and two-dimensional channels.

<table>
<thead>
<tr>
<th>(N_{st}/H)</th>
<th>4 mm</th>
<th>5 mm</th>
<th>6 mm</th>
<th>7 mm</th>
<th>8 mm</th>
<th>9 mm</th>
<th>10 mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>18 (mm)</td>
<td>18(^a)</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2</td>
<td>6</td>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>7</td>
<td>11</td>
<td>15</td>
<td>20</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>21</td>
<td>26</td>
<td>30</td>
</tr>
<tr>
<td>22</td>
<td>5</td>
<td>9</td>
<td>13</td>
<td>17</td>
<td>22</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>14</td>
<td>18</td>
<td>23</td>
<td>28</td>
<td>32</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>7</td>
<td>19</td>
<td>24</td>
<td>29</td>
<td>33</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>8</td>
<td>25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Open(^a)</td>
<td>35</td>
<td>36</td>
<td>37</td>
<td>38</td>
<td>39</td>
<td>40</td>
<td>41</td>
</tr>
</tbody>
</table>

\(^a\) All configurations tested at \(L = 76 \text{ mm}\), 101 mm, \(M_{st} = 1.61 \) (nominal); all configurations tested at \(P_s = 15, 25, 35, 45, 55 \) psig.

\(^a\) Number assigned for the configuration case.
All of the experiments were carried out at the continuous-flow facilities of the Department of Mechanical and Industrial Engineering Gas Dynamics Laboratory. These continuous-flow stands allow for accurate control over a wide range of stagnation chamber pressures. The test stands include attachments to an illuminated manometer bank where static pressures are displayed for photographic recording.

A high-frequency transducer was placed in the base region where the pressure fluctuations are most significant, as is emphasized in the analysis. Fast Fourier analysis of the transducer signals on selected parametric combinations was performed to obtain power spectra information. Base pressure spectral analysis permitted the detection of weak or incipient wave formations, whose traces on the oscilloscope do not show clearly strict periodicity. A data acquisition flow diagram is presented in Fig. 11. The computer systems used for data processing and reduction included HP 9800, Cyber 175, and PDP 11-34 systems. Table 3 lists the test cases for the two-dimensional experiments.

Channel and Base Pressure History Experiments

Figure 12 offers an overall view of the two-dimensional test section in which one can see the configuration and the transducer tap locations. A single transducer tap is used for the permanent placement of the base area transducer. The transducer taps are 0.25 in. apart and the "zero-volume" transducer mount is bolted onto this plate at the desired test location.

The locations of pressure taps used are marked on the figure by a letter code. Only one set of geometrical and operational parameters was tested. Table 4 presents the actual transducer locations along with the rest of the pertinent information.

An oscilloscope coupled with an amplifier and transducer excitation voltage supply displayed the pressure signals. Simultaneous recording of more than two transducers was not possible, which led to the placement of one transducer permanently at the base area to serve as phase reference in the cycle. The signals were then photographed for further digitization and data processing. Data reduction and plotting was achieved by computer programs based on the Cyber 175 and HP 9800 systems. The results from these tests are presented in Tables 5 and 6.

V. Comparison of Theoretical and Experimental Results

A large body of experimental data has been available for examination with the main objective of finding whether a highly simplified theory can provide useful information on the following practical questions: 1) under what conditions will nonsteady near-cyclic operation be expected, 2) if nonsteady operation is occurring, what pressure peaks will be anticipated, and 3) can cyclic frequencies be predicted.

Although the development of computer programs has made it possible to deal in principle with all of the geometrical and operational parameters germane to the problem, only a few, but typical cases have been selected here for the purpose of comparison.

In addressing item 1 above, Fig. 6 shows that the geometrical parameters for producing nonsteady operation can be predicted (additional restrictions are low-speed motion of the rocket \( V_r < S \) and \( L \) large enough to allow plume attachment ahead of the channel exit restriction).

With respect to item 2, Fig. 13a indicates that the static pressure peaks predicted by the theory are verified to occur in a region slightly upstream of the channel restriction (see Fig. 13b).

<table>
<thead>
<tr>
<th>Transducer location</th>
<th>Distance from nozzle exit, ( \text{mm} )</th>
<th>Transducer location</th>
<th>Distance from nozzle exit, ( \text{mm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 1</td>
<td>4.0</td>
<td>K</td>
<td>67.5</td>
</tr>
<tr>
<td>B 1</td>
<td>10.35</td>
<td>L</td>
<td>73.85</td>
</tr>
<tr>
<td>C 1</td>
<td>16.7</td>
<td>M</td>
<td>80.2</td>
</tr>
<tr>
<td>D 1</td>
<td>23.05</td>
<td>N</td>
<td>86.55</td>
</tr>
<tr>
<td>E 1</td>
<td>29.14</td>
<td>O</td>
<td>92.9</td>
</tr>
<tr>
<td>F 1</td>
<td>37.75</td>
<td>P</td>
<td>99.25</td>
</tr>
<tr>
<td>G 1</td>
<td>42.1</td>
<td>Q</td>
<td>105.6</td>
</tr>
<tr>
<td>H 1</td>
<td>48.25</td>
<td>R</td>
<td>111.95</td>
</tr>
<tr>
<td>I 1</td>
<td>54.8</td>
<td>S</td>
<td>118.3</td>
</tr>
<tr>
<td>J 1</td>
<td>61.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Locations 5 mm from symmetry line

<table>
<thead>
<tr>
<th>Transducer location</th>
<th>Distance from backstep (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A 1</td>
<td>8.4</td>
</tr>
<tr>
<td>B 1</td>
<td>15.4</td>
</tr>
<tr>
<td>C 1</td>
<td>22.5</td>
</tr>
<tr>
<td>D 1</td>
<td>30.1</td>
</tr>
</tbody>
</table>

*Test configuration: \( M_0 = 1.585 \) (nominal 1.611), \( h = 8 \text{ mm}, H_{\text{in}} = 22 \text{ mm}, L = 101 \text{ mm}, P_{\text{in}} = 74.5 \text{ psia}, H_r = 19 \text{ mm} \).

<table>
<thead>
<tr>
<th>Test configuration</th>
<th>( H_r, \text{ mm} )</th>
<th>( A_1^* )</th>
<th>( A_1^*/D )</th>
<th>( H_{\text{in}}/D )</th>
<th>( P_{\text{avg}}/P_{\text{in}} )</th>
<th>( P_s/P_{\text{in}}/\text{Avg}^4 )</th>
<th>( f, \text{ Hz} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10</td>
<td>0.587</td>
<td>0.85</td>
<td>0.3</td>
<td>0.963</td>
<td>230</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>0.587</td>
<td>0.85</td>
<td>0.25</td>
<td>0.90</td>
<td>234</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.587</td>
<td>0.85</td>
<td>0.215</td>
<td>0.96</td>
<td>213</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>0.614</td>
<td>0.815</td>
<td>0.25</td>
<td>1.02</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>0.614</td>
<td>0.815</td>
<td>0.215</td>
<td>0.99</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>0.587</td>
<td>0.885</td>
<td>0.3</td>
<td>0.796</td>
<td>235</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>9</td>
<td>0.587</td>
<td>0.885</td>
<td>0.25</td>
<td>0.776</td>
<td>250</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>0.614</td>
<td>0.846</td>
<td>0.3</td>
<td>0.83</td>
<td>240</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>0.614</td>
<td>0.846</td>
<td>0.25</td>
<td>0.83</td>
<td>222</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>9</td>
<td>0.614</td>
<td>0.846</td>
<td>0.215</td>
<td>0.813</td>
<td>217</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>8</td>
<td>0.587</td>
<td>0.92</td>
<td>0.375</td>
<td>1.03</td>
<td>210</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>8</td>
<td>0.587</td>
<td>0.92</td>
<td>0.3</td>
<td>0.535</td>
<td>180</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>8</td>
<td>0.587</td>
<td>0.92</td>
<td>0.25</td>
<td>0.507</td>
<td>166</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>8</td>
<td>0.587</td>
<td>0.92</td>
<td>0.215</td>
<td>0.498</td>
<td>178</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>0.614</td>
<td>0.88</td>
<td>0.3</td>
<td>0.601</td>
<td>188</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>8</td>
<td>0.614</td>
<td>0.88</td>
<td>0.25</td>
<td>0.573</td>
<td>182</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>8</td>
<td>0.614</td>
<td>0.88</td>
<td>0.215</td>
<td>0.570</td>
<td>190</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>7</td>
<td>0.587</td>
<td>0.96</td>
<td>0.375</td>
<td>0.605</td>
<td>177</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>7</td>
<td>0.614</td>
<td>0.916</td>
<td>0.3</td>
<td>0.533</td>
<td>205</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>7</td>
<td>0.614</td>
<td>0.916</td>
<td>0.25</td>
<td>0.516</td>
<td>195</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>7</td>
<td>0.614</td>
<td>0.916</td>
<td>0.215</td>
<td>0.508</td>
<td>208</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>6</td>
<td>0.614</td>
<td>0.956</td>
<td>0.3</td>
<td>0.535</td>
<td>181</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>6</td>
<td>0.614</td>
<td>0.956</td>
<td>0.25</td>
<td>0.507</td>
<td>181</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>6</td>
<td>0.614</td>
<td>0.956</td>
<td>0.215</td>
<td>0.488</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>0.643</td>
<td>0.9546</td>
<td>0.375</td>
<td>--</td>
<td>185</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>5</td>
<td>0.675</td>
<td>0.909</td>
<td>0.25</td>
<td>--</td>
<td>186</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>5</td>
<td>0.675</td>
<td>0.909</td>
<td>0.215</td>
<td>--</td>
<td>166</td>
<td></td>
</tr>
</tbody>
</table>

As obtained from manometer readings.
Table 6  Experimental results for test configurations where nonsteady operation occurred in two-dimensional diagnostic experiments; \( L = 101 \text{ mm} \) (see Fig. 5)

<table>
<thead>
<tr>
<th>( H, \text{mm} )</th>
<th>( A'_i/A''_i )</th>
<th>( H''_i/D )</th>
<th>( \rho_{\text{avg}}/\rho_i )</th>
<th>( P_3/P_{\text{avg}} )</th>
<th>( f, \text{Hz} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.587</td>
<td>0.85</td>
<td>0.3</td>
<td>0.7278</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.815</td>
<td>0.3</td>
<td>0.87</td>
<td>156</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.815</td>
<td>0.25</td>
<td>0.839</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.815</td>
<td>0.215</td>
<td>0.838</td>
<td>173</td>
</tr>
<tr>
<td>9</td>
<td>0.587</td>
<td>0.885</td>
<td>0.375</td>
<td>0.7638</td>
<td>142</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.846</td>
<td>0.3</td>
<td>0.7695</td>
<td>156</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.846</td>
<td>0.25</td>
<td>0.7465</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.846</td>
<td>0.215</td>
<td>0.7408</td>
<td>166</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.846</td>
<td>0.1875</td>
<td>0.7317</td>
<td>166</td>
</tr>
<tr>
<td>8</td>
<td>0.563</td>
<td>0.96</td>
<td>0.375</td>
<td>0.624</td>
<td>278</td>
</tr>
<tr>
<td></td>
<td>0.587</td>
<td>0.92</td>
<td>0.375</td>
<td>0.745</td>
<td>172</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.88</td>
<td>0.3</td>
<td>0.782</td>
<td>162</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.88</td>
<td>0.25</td>
<td>0.776</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>0.614</td>
<td>0.88</td>
<td>0.215</td>
<td>0.761</td>
<td>166</td>
</tr>
<tr>
<td>7</td>
<td>0.643</td>
<td>0.875</td>
<td>0.375</td>
<td>0.971</td>
<td>125</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.875</td>
<td>0.3</td>
<td>0.779</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.875</td>
<td>0.25</td>
<td>0.7604</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.875</td>
<td>0.215</td>
<td>0.7540</td>
<td>160</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.875</td>
<td>0.1875</td>
<td>0.743</td>
<td>155</td>
</tr>
<tr>
<td>6</td>
<td>0.614</td>
<td>0.913</td>
<td>0.375</td>
<td>0.7378</td>
<td>155</td>
</tr>
<tr>
<td></td>
<td>0.653</td>
<td>0.956</td>
<td>0.3</td>
<td>0.882</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.913</td>
<td>0.25</td>
<td>0.879</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.913</td>
<td>0.215</td>
<td>0.866</td>
<td>120</td>
</tr>
<tr>
<td>5</td>
<td>0.643</td>
<td>0.9545</td>
<td>0.375</td>
<td>0.904</td>
<td>108</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.9545</td>
<td>0.3</td>
<td>0.868</td>
<td>136</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.9545</td>
<td>0.25</td>
<td>0.841</td>
<td>138</td>
</tr>
<tr>
<td></td>
<td>0.643</td>
<td>0.9545</td>
<td>0.215</td>
<td>0.845</td>
<td>142</td>
</tr>
</tbody>
</table>

As obtained from manometer readings.

(13b). With reference to Fig. 1, it is easy to understand why the theoretical assumption of a single normal shock wave does not hold for the region of complex oblique-wave interactions in the upstream portion of the channel, yet produces reasonable results once the flow pattern becomes nearly uniform and entirely subsonic. The prediction of cyclic frequencies (item no. 3) is rendered difficult by the overlapping nature of events treated separately by the theory. Yet, for the selected cases \( L_1 = 0.10 \text{ m} \) and \( L_2 = 0.076 \text{ m} \), Tables 5 and 6, it is gratifying to observe that an estimate based on Eq. (11) yields the reasonable results shown below:

<table>
<thead>
<tr>
<th>Theory</th>
<th>Measured</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_1 = 0.101 )</td>
<td>167.6</td>
</tr>
<tr>
<td>( L_2 = 0.076 )</td>
<td>193.53</td>
</tr>
</tbody>
</table>

VI. Conclusions

Supported by qualitative studies using the hydraulic analogy and high-speed air experiments with two-dimensional (and axisymmetric) channel models, component flows mechanisms have been delineated subjected to theoretical analysis and synthesized into an overall operational model. It has been shown that the problem of nonsteady rocket plume-wall interactions during initial launch phases can be attacked by highly simplified theoretical concepts to yield useful information on peak pressures and cycle frequencies.
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ABSTRACT

The fluid dynamic aspect of the effect of base bleed is briefly reviewed. Earlier understandings on the basis of interaction between the viscous and inviscid streams can adequately explain the three different flow regimes as results of base bleed. The effect of energy addition to the wake has also been ascertained from this approach. With the detailed numerical computations of the flow by solving the Navier-Stokes Equations becoming available, the effect of base bleed can be illustrated by providing appropriately boundary conditions of the bleed at the base.

INTRODUCTION

Flow studies on the pressure prevailing behind the blunt based bodies in flight have been prompted by the considerable importance in its practical applications. Since this pressure—the base pressure, is usually much lower than that of the free stream, it constitutes a major portion of the overall drag experienced by the body. Although early studies of low speed flow around blunt based bodies tended to be overshadowed by the phenomenon of vortex shedding, research initiated since the advent of high speed flight resulted in a slow unraveling of the processes and mechanisms which control and establish these flows. The essentially inviscid external stream establishes and determines the overall flow pattern including the low pressure prevailing within the major portion of the wake. On the other hand the viscous flow processes, such as the jet mixing along the wake boundary, recompression at the end of the wake and the ensuing process of flow redevelopment, establish and determine the "corresponding inviscid body geometry." Thus, a low base pressure is the result of the strong interaction between the inviscid and viscous flows; the latter being attached to the inviscid flow in the sense of the boundary layer concept. Naturally the method of controlling and reducing the base drag becomes also part of these investigations.

*Present Address: Department of Mechanical Engineering, Florida Atlantic University, Boca Raton, FL 33431
interactions. It may also be conjectured that similar phenomenon also exists for other flow regimes of the slip stream.

Through a similar consideration, the effect of heat addition into the wake through conducting walls on the base pressure has also been examined [7]. Figure 6 presents a set of results for a flow past a backward facing step showing the influence of heat addition (or exaction) on the base pressure ratio without any mass addition, while Fig. 7 shows the effect of both mass and heat addition for the same problem. Experimental verification on the effect of heat addition is also presented in Fig. 8 [7]. Obviously heat addition provides the same favorable influence as the mass bleed.

The methods of analysis on viscous flow recompression and redevelopment were improved and developed later [8-12]. These more refined analyses have been employed to study base pressure problems in supersonic, incompressible and transonic flow regimes. Specifically, the study of transonic flow past a projectile based on an equivalent body concept yielded the detailed breakdown of the fore-body drag, the skin friction, and the base drag. Indeed, the base drag is always a major portion of the total drag experienced by the projectile (see Fig. 9). The merit of boattailing has also been substantiated and explained [12]. It is conceivable that the effect of base bleed may be examined with these improved analyses. Since the schemes of large scaled numerical computations have been developed, this effort has not been pursued.

STUDIES THROUGH SOLVING THE NAVIER-STOKES EQUATIONS

As more powerful (both in speed and memory space) digital computers become available, it is quite popular to examine flow problems by solving the Navier-Stokes equations with adequate turbulence modeling. Indeed one of the major research activities of the first author has been the study of base pressure problems with or without bleed, by solving the Navier-Stokes equations in the transformed coordinates. Upon adopting a thin-layer approximation of the transformed Navier-Stokes equation, the phenomena of base bleed in any of the foregoingly described flow regimes can be completely predicted from this approach by simply providing the appropriate boundary conditions in the base region (conditions of the bleeding jet). Results obtained by the first author and his colleagues [13-17] have supported the observed influences of the base bleed throughout all three flow regimes. Figure 10 shows the detailed streamline pattern of the flow within the regime I, where all mass of bleed has been entrained into the mixing region. It can be easily observed from this figure that i) the horizontal bleed core flow persists farther downstream within the wake for a larger mass bleed parameter (1) before it is completely entrained into the mixing region, and ii) judging from the shade simulating the Prandtl-Meyer expansion at the corner, larger mass bleed parameter corresponds to a higher base pressure ratio. Indeed, this increase in pressure is also observed in the early phase of the bleed for the case shown in Fig. 11. Figure 11 also shows a drop in the base pressure ratio for a higher stagnation pressure of the bleeding jet (or a larger bleed parameter) which corresponds to the flow conditions within the Regime II. A detailed streamline plot does indicate that some of the bleed flow can penetrate the downstream region of a higher pressure (see Fig. 12). Figure 13 shows the case of higher jet stagnation pressure ratios, where the bleed
stream becomes a plumming jet. This is obviously the flow condition in Regime III. The base pressure increases as the stagnation pressure (or the static pressure) of the jet is increased. A detailed streamline flow pattern of the plumming jet is shown in Fig. 14. The interaction between the jet and the free stream results in a pair of recirculating bubbles in the near wake. Many other investigators have also computed the popular MICOM problem [18-20] within this flow regime.

For all these numerical computations, there is only the effect of mass bleed if the stagnation temperature of the jet, $T_{oj}$, equals to that of the free stream, $T_{o}$. Should $T_{oj} > T_{o}$, the results corresponds to the combined influences of both the mass and energy additions. Such a simulation can easily be produced by simply changing the temperature boundary condition at the bleed exit.

CONCLUSIONS

A short review of the fluid dynamic aspect of the effect of base bleed is given. From the interactive study, it was observed that depending upon the relative level of the stagnation pressure of the bleed stream, its influence to the base pressure ratio can be classified into three distinctively different flow regimes. The effect of energy addition to the wake can also be extracted from a simple component analysis. However, since the schemes of large scaled numerical computation of the Navier-Stokes equation became available, it has been shown that the effect of base bleed can be effectively simulated by providing the appropriate boundary conditions of the bleeding stream at the base. It may be anticipated that the effect of combustion by bleeding fuel into the wake may be interpreted in terms of the effects of mass and energy additions. Again, when chemical reactive computer code is incorporated into the present Navier-Stokes solver, this phenomenon can be simulated by simply specifying the concentration of various reactive species at the bleed exit.
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Fig. 1 Two-dimensional model

Fig. 2 The relation between $P_b/P_1$ and $P_0'/P_1$ for $M_1 = 1.92$, $H/H_0 = 1.94$

Fig. 3 Flow model for Regime 1

Fig. 4 Flow model for Regime 2

Fig. 5 Inviscid flow model for Regime III

Fig. 5b Details in dissipative flow near the end of the wake
Fig. 6 The effect of heat addition on base pressure

Fig. 7 The effect of both mass and heat addition

Fig. 8 Base pressure as influenced by both mass and energy additions

Fig. 9 Breakdown of drag characteristics of a SOC-6 projectile (based on the results obtained from Ref. [11])
Fig. 10 Velocity vectors in the base region (from Ref. [16])

BASE FLOW WITH BASE BLEED
$M = 2.48$

---

Fig. 11 Base pressure as influenced by the bleed parameter $I$ (showing both regimes I and II)

Fig. 12 Detailed velocity vectors diagram in Regime II

Fig. 13 Base pressure as influenced by the jet pressure ratio -- Regime III

Fig. 14 Detailed velocity vectors diagram-- Regime III ($M = 1.4$)
APPENDIX B

SMALL-SCALE EXPERIMENTS OF HIGH-SPEED SEPARATED FLOW CONFIGURATIONS
Interaction Between Two Compressible, Turbulent Free Shear Layers

M. Samimy
The Ohio State University, Columbus, Ohio
and
A. L. Addy†
University of Illinois, Urbana, Illinois

Experimental results of the interaction between two compressible, two-dimensional, turbulent free shear layers are presented. The shear layers were formed by geometrical separation of two high-Reynolds-number, turbulent boundary-layer flows with freestream Mach numbers of 2.07 and 1.58 from a 25.4-mm-high backward-facing step. A two-component, coincident laser Doppler velocimeter was utilized for a detailed flowfield survey. Both shear flows show general features similar to those of compressible, free shear layers reattaching onto a solid surface, including large-scale turbulence in the recompression and interaction regions and enhanced mixing in the redeveloping region. The free shear layer with the lower freestream Mach number shows high turbulence intensities and a higher rate of increase of turbulence intensities in the streamwise direction. These features appear to be caused by higher entrainment of reversed flow recirculating from the highly turbulent reattachment region.

Introduction

The work presented herein is part of an extensive research program to investigate recompression and reattachment of compressible, turbulent free shear layers and subsequent redeveloping boundary layers. The experimental efforts of this research have focused on simple, two-dimensional, backward-facing step geometries. These types of simple models, which have fixed separation points and contain all of the features of more general separated flows, have been widely used for many years in the investigation of subsonic and supersonic separated flows.†,‡,§

Three different configurations were investigated in this research program in order to gain some basic knowledge about high-velocity separated flows. In the first configuration,† a Mach 2.46 flow with a turbulent boundary layer separated at a 25.4-mm step and formed a free shear layer that attached onto a ramp. The position and angle of the ramp were adjusted so that the incoming boundary layer separated at the step without any pressure change. The detailed turbulence results showed a gradual increase of turbulence intensities and shear stresses through the constant-pressure shear layer, a strong increase through the recompression and reattachment zone, and a gradual decrease after reattachment. This is in sharp contrast to incompressible shear-flow results, which show a sharp decay of turbulence intensity and shear stress upstream of the reattachment location. The maximum local turbulence intensities and shear stresses occurred around the sonic line in each transverse survey in disagreement with earlier hot-wire results,‡ which showed that these parameters peaked in the supersonic region of the shear layer. Large-scale turbulence near the lower edge of the shear layer in the reattachment region and enhanced mixing in the redeveloping boundary layer were detected, which confirmed earlier observations.‡

In the second configuration,§ a Mach 2.07 flow with a turbulent boundary layer separated at the step and subsequently formed a free shear layer that attached onto a flat plate parallel to the incoming boundary-layer flow direction (classic backstep geometry). The general trends of turbulence intensities and shear stresses were similar to those obtained in the first configuration with the exception of much higher fluctuation levels and higher anisotropy ratios. The differences appear to be caused by smaller size of the recirculating bubble and as a result a greater influence of the highly turbulent flow recirculating from the reattachment region. Also, the streamwise turbulence intensity increases through the separation at the step for the backstep experiment was a factor of approximately 1.3 higher than the ramp results. These results were in sharp contrast to the earlier observations by the schlieren technique⁷,⁸ and measurements made by the hot-wire technique,⁹ all of which showed a decay of the turbulence level through the expansion at the step. Some systematic experiments are needed to clarify this discrepancy.

The contributors to the measured fluctuations are the actual random turbulence fluctuations and the coherent large-scale oscillations. Since the time and length scales of the large-scale structures would be different for the two configurations, this could be another contributing factor to the observed different fluctuation levels in the ramp and backstep configurations.

In the third configuration, which is the subject of this paper, the interaction between two shear flows was investigated; see Fig. 1. The objective was the further exploration of compressible shear flows, specifically the effects of the interaction of shear flows with solid walls at reattachment on the turbulence scale and structure.

Experimental Program

A series of dry, cold air experiments was conducted in a small-scale blowdown wind-tunnel facility. The wind-tunnel test-section width and height were 50.8 and 101.6 mm, respectively, and the step height was 25.4 mm; see Fig. 1. The approach Mach number, Reynolds number, stagnation pressure, and stagnation temperature were 2.07, 5.85 x 10⁸/m, 457.3 kPa, and 295 K, respectively, for the upper boundary layer, and 1.50, 3.37 x 10⁸/m, 235.8 kPa, and 295 K, respec-
For ease of presentation of the results, the dashed line in Fig. 1 is used to separate the upper and lower flows. The u velocity component direction was defined to correspond to the local freestream flow direction; parallel to the x coordinate for the incoming boundary-layer flows, rotated 12.4 deg relative to the x coordinate in a clockwise direction for the shear flow with higher $M$, and rotated 18.5 deg in the counterclockwise direction for the shear flow with lower $M$. The $u$ velocity component is orthogonal to the corresponding $u$ component in all cases.

A two-component, coincident laser Doppler velocimeter (LDV) system was used to make the velocity measurements. The details of data acquisition, reduction, and the errors involved have been reported earlier and will not be repeated here. The LDV results reported here are corrected for velocity bias by using the two-dimensional velocity inverse weighting factor. The fringe bias correction was found to be unnecessary because a large focal-length lens was used in the highly turbulent region of the flowfield. Silicone oil particles with a mean diameter of approximately 1 $\mu$m were used for seeding the flow. The errors due to the spatial resolution were less than 1% for the mean flow and 1.8% for the second-order fluctuation measurements. The statistical uncertainty due to a limited number of samples was better than $\pm 2.8\%$ for the mean flow and $\pm 3.2\%$ for the turbulence-intensity measurements.

**Experimental Results**

The Approach Boundary Layer

Two- and one-component velocity measurements were made to within 1 and 0.25 mm of the wall, respectively. The approach boundary-layer and momentum thicknesses for the Mach 2.07 and 1.5 boundary-layer flows were measured to be (2.26 and 0.18 mm) and (1.50 and 0.14 mm), respectively. The ratio of momentum thickness to boundary-layer thickness for the upper and lower flows was approximately 5 and 1%, respectively, higher than the values predicted by the method of Maise and McDonald. Based on these and earlier results, it appears that Maise and McDonald's prediction of the ratio of momentum to boundary-layer thickness for compressible turbulent boundary layers is in better agreement with experimental results at lower Mach numbers.

Figure 2 shows the boundary-layer, mean-velocity data of the present study in comparison with the Maise and McDonald curve. The Mach 1.50 boundary-layer results show better agreement with the curve than the Mach 2.07 results. The skin-friction coefficients $C_f$ used in Fig. 2 were determined from the wall-wake law and were 0.00176 and 0.00247 for the upper and lower flows, respectively. These friction factors are in the range of values reported by Laderman for comparable Mach and Reynolds numbers.

The boundary-layer, streamwise turbulence-intensity results for both flows show consistently higher values than those for the incompressible flow of Klebanoff, but are in relatively good agreement with the data of Dimotakis et al. at comparable Mach numbers. The boundary-layer, shear-stress results follow closely Sandborn's "best estimate" for equilibrium compressible boundary layers. The streamwise component of the skewness and flatness factors peak sharply at the outer edge of the boundary layers for both flows, then decline rapidly for the upper boundary layer and gradually for the lower boundary-layer flow. The Mach 2.85 turbulent boundary layers of Hayakawa et al. and the Mach 2.43 results of Petrie et al. showed skewness profiles similar to those of the Mach 2.07 flow of the present study.

**Two-Dimensionality of the Flowfield**

All of the LDV data presented herein correspond to the centerline location of the wind tunnel. The uniformity of the mean flow and turbulence field across the tunnel was checked by additional LDV measurements at $\pm 10$ mm on either side of the wind-tunnel centerline at $x=28$, 38, and 46 mm. The deviation of the data from the centerline values was the largest near the sonic line at $x=28$ and 38 mm, where turbulence fluctuations were high as was the statistical uncertainty. The maximum spanwise variation of the data for...
the mean-velocity, streamwise turbulence intensity, and shear stress were \(\pm 1.9\), \(\pm 2.8\), and \(\pm 2.5\%\), respectively. These variations were within the statistical uncertainty for the finite sample size of the present experiments. Since further off-center LDV measurements were not possible due to reflections of the laser light from the glass windows of the wind tunnel, it can only be concluded that the flow was two-dimensional within \(\pm 10\) mm of the centerline.

**Mean Flow Results**

The mean-velocity profiles for all measurement stations, including boundary-layer profiles, are shown in Fig. 3. The abscissa shows the station numbers, the vertical dashed lines indicate the location of zero velocity for each station, the numbers above the dashed lines give the \(x\) locations of the stations, and the horizontal dashed line chosen to separate the two shear flows for ease of presentation of the experimental results is also shown. The \(u\) velocity component was defined to correspond to the local freestream flow direction: parallel to the \(x\) coordinate, see Fig. 1, at station 1 for the incoming boundary-layer flows, rotated 12.4 deg in the clockwise direction for the higher-Mach-number shear flow, and 18.5 deg in the counterclockwise direction for the lower-Mach-number shear flow. The \(v\) velocity component is orthogonal to the corresponding \(u\) component. The \(v\) velocities of higher and lower Mach number flows were non-dimensionalized by \(u_{\infty}\) and \(u_{\infty}\), respectively, where \(u_{\infty}\) and \(u_{\infty}\) are the higher- and lower-Mach-number boundary-layer freestream velocities, respectively.

The mean-velocity results for both flows show similar trends up to the last three stations, where the velocity profiles exhibit a rapid "filling out." At the last three stations, the rate of profile development seems to be faster for the lower-Mach-number flow. This rapid development in the mean-velocity profiles has also been observed in redeveloping boundary layers. Schlieren photographs of the present flows field and earlier experiments have shown the existence of large eddies stretched in the streamwise direction that seem to cause enhanced mixing in the redeveloping regions. This matter will be discussed further in the presentation of the turbulence field results.

**Turbulence Field**

The streamwise turbulence intensities for all stations are shown in Fig. 4. The maximum turbulence intensity at each station occurs near the sonic line for both shear flows. This is consistent with earlier LDV results and disagrees with hot-wire results that located the maximum in the supersonic region. For stations 3–7, the absolute maximum turbulence intensity at each station for the lower \(M\) flow is higher than that for the higher \(M\) flow and shows a faster streamwise growth. This could possibly be a Mach number effect, which means larger entrainment of recirculating flow coming from the highly turbulent interaction region, and/or due to the changes in the scales of coherent large-scale motions, which are one of the contributors of the measured fluctuations. The approximate location of the line separating forward and backward flows was determined to be at \(x=35\) mm from the sharp trailing edge of the airfoil, which is similar to the results for subsonic flows behind airfoils and blunt bodies. Growth of the maximum shear stress in both free shear layers in the streamwise direction and the existence of very large shear stresses near the onset of interaction of two shear flows in this study are consistent with earlier results where free shear layers attached onto solid surfaces. This seems to indicate that imposition of the \(u=0\) boundary condition by the solid wall in the reattachment region does not affect turbulence intensity or scale in compressible reattaching shear flows. In contrast, for incompressible reattaching shear flows, the \(u=0\) restriction is believed to be the cause of significant turbulence intensity and scale decay in the reattachment region. The convective velocity of large-scale motions in supersonic flows is higher than the local speed of sound. Therefore, the large-scale structures are unattached to the solid wall. Thus, the breaking up process of the eddies perhaps would occur at or after reattachment. This could be a cause for the differences between subsonic and supersonic reattaching shear flows.
The axial distributions of the maximum turbulence intensities and kinematic shear stresses are shown in Fig. 7. The general trends are the same for both shear flows and similar to earlier results. The plateau in maximum turbulence intensities in compressible flows occurs in the reattachment region, while the same type of plateau has been observed in incompressible flow about one step height before reattachment. The rate of increase of the turbulence intensity and shear stress is higher for the shear flow with the lower freestream Mach number. The growth rate of those compressible shear layers is approximately a factor of 2 or more less than the average incompressible results. For compressible shear flows, previous work has shown that the growth rate is inversely proportional to Mach number, which is consistent with the present results in that the lower-Mach-number shear-layer growth and entrainment rate are higher. The entrained recirculating flow coming from the highly turbulent reattachment region could be "charging up" the turbulence field of the lower shear flow, thus causing higher turbulence intensity and shear stress. Another possible cause could be the larger distortion of the turbulence field passing through the 18.5-deg expansion at the step for the lower Mach flow in comparison to the higher Mach flow with only a 12.4-deg expansion.

The ratio of the kinematic shear stress to the estimated turbulent kinetic energy is shown in Fig. 8, where \( k \) is estimated to be equal to \( \frac{1}{2}(u'^2 + v'^2) \). Harsha and Lee examined this parameter for boundary layers, two-dimensional and circular jets, and wakes in incompressible flow. They concluded that a value of 0.3 for this parameter is reasonable for computational purposes. Bradshaw and Ferriss and Bradshaw assumed a value of 0.3 for this parameter in their compressible boundary-layer calculations. This parameter, which is often called the turbulence "structure parameter," generally does not vary significantly but, as seen in Fig. 8, the variation in this flowfield is significant. Another turbulence "structure parameter," the shear-stress correlation coefficient defined as \( u'v' / \sigma_u \sigma_v \), showed a similar trend thus confirming significant turbulence structural changes in the flowfield.

Figures 9 and 10 show two components of the turbulence triple products. The results show significant increases in the triple products, which most probably means an increase in turbulence scale in the recompression and interaction regions. This is similar to results obtained in free shear layers reattaching to a solid wall, and it may be interpreted that solid boundaries in the reattachment region do not have a significant impact on the turbulence scale and turbulence intensities, Fig. 7. This is in contrast to speculation about the significant effects of solid walls at reattachment on turbulence characteristics in subsonic flows. As discussed...
earlier, the high convective velocity of large-scale eddies in supersonic shear flows could be a cause for these differences. Two components of the triple products—namely, \((u')^{2}u'\) and \((u')^{3}\)—show behavior in the transverse direction similar to that of incompressible shear flows.\(^{1,22}\) This suggests similar streamwise turbulence diffusion characteristics in incompressible and compressible shear flows. The significant difference between incompressible and compressible shear flows occurs in the \((u')^{2}u'\) and \((u')^{3}\) components of the triple products, which is related to the diffusion of turbulence in the transverse direction. In compressible shear flows, see Fig. 10, in the lower edge of both shear flows and also in the interaction region, turbulence diffusion is inward (toward the wind-tunnel centerline) and in the upper edges of the shear flow it is outward (away from the wind-tunnel centerline). This is opposite to incompressible shear-flow cases and seems to be a significant structural difference.

Figure 11 shows kinematic turbulence production, which excludes significant density changes through the recompression and interaction regions. Turbulence production is high in developing shear flows, which is similar to subsonic reattaching shear flows\(^{22}\) and other compressible reattaching shear flows.\(^{22,28}\) However, this high level of production in the recompression and onset of interaction regions have not been observed in incompressible flows. The dramatic decay of turbulence production in the redeveloping region is obviously caused by the rapid development of the mean-velocity profiles in this region, which confirms the existence of enhanced mixing and is consistent with earlier results.\(^{22}\)

Conclusions

Detailed experimental results of the interaction between two free shear layers utilizing a two-component, coincident laser Doppler velocimeter have been documented. The general trends for both shear layers are the same and similar to those of compressible shear layers reattaching to solid surfaces. Therefore, in contrast to incompressible reattaching shear layers, where imposition of the \(\nu=0\) restriction by the solid surface at the reattachment location is believed to decrease significantly the turbulence scale and intensities, this does not appear to be the case for compressible shear flows. In addition, the results have confirmed earlier findings of essential structural difference between compressible and incompressible shear flows, especially in terms of the diffusion of turbulence energy in the transverse direction. The turbulence-intensity levels and rate of increase in the streamwise direction in the shear layer with the lower Mach number were higher. This could be caused by a higher entrainment rate of highly turbulent recirculating flow, and/or by contribution from the large-scale structures.
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An experimental investigation of compressible, two-dimensional, planar turbulent flows with large separated regions is presented. Three backward-facing step-flow configurations were investigated to gain a detailed knowledge of the mean flow and turbulent field in developing compressible turbulent free shear layers and the adjacent recirculating flow. Two-channel coincident laser Doppler velocimeter measurements, surface static pressure measurements, Schlieren flow visualization, and surface oil flow visualization were used to study these flows. The recirculating flows stimulated increased mixing layer growth and entrainment rates. The turbulent field of the compressible mixing layer was considerably more anisotropic than the incompressible counterpart with a decrease in the transverse velocity component turbulence intensity and the Reynolds shear stress. Laser Doppler velocity bias effects and bias corrections are demonstrated and discussed.

Introduction

The near wake base region of blunt-based missile-type bodies at supersonic freestream Mach numbers presents challenges to experimentalists, analytical modelers, and computationalists alike. These base flows contain a large separated region bounded by the freestream and propulsive jet flow free shear layers. The bounding shear layers merge and change direction in a highly turbulent reattachment zone. Although base flow modeling methods like the Chapman-Korst component analysis1,2 have been extensive attention and development, and Navier-Stokes finite-difference codes have been applied to such flows,3,4 an accurate and general predictive capability for base flows with large separated regions does not exist.5

Knowledge of the physics of these flows, gained through simple model experiments, has guided the development of Chapman-Korst component analyses but these past experimental efforts have provided little turbulent field or recirculating flow information. The purpose of this study was to gain a detailed knowledge of the fundamental nature of such separated compressible flows. Specifically, the turbulent mixing layers, the adjacent recirculating flow, and free shear layer interactions are discussed. A related study of shear layer reattachment by Samimy et al.6 considers other important aspects of these flows not presented herein.

Experimental Program

The flowfield configurations and experimental apparatus are discussed in the following sections. Important aspects of the laser Doppler velocimeter (LDV) instrumentation and considerations for the current flowfields are presented. The experimental results are then compared with existing data and incompressible flow results where possible.

Experimental Configurations

Three backward-facing step flowfields were investigated and the flowfield configuration of primary interest in this study is shown in Fig. 1. Constant pressure separation at the backward-facing step in Fig. 1 was achieved by adjusting the angle of the inclined ramp onto which the free shear layer reattached downstream of the step. For the second configuration investigated, the wind tunnel floor downstream of the step and the ramp were removed and replaced with a flat porous plate assembly through which low-momentum flow could be bled. The flowrate of the porous plate mass bleed through the wind tunnel floor downstream of the step was matched to the free shear layer entrainment rate to achieve constant pressure separation of the shear layer at the step. These two configurations allowed study of the developing mixing layer after separation without the complications of an expansion or compression at the separation point. The purpose of the porous plate mass bleed was to remove the recirculating flow and its possible effects on the adjacent shear layer by simulating a quiescent semi-infinite fluid boundary condition in a small-scale wind tunnel. The reattachment and redevelopment of the mixing layer was a primary concern of Samimy et al.6 in studying a simple backward-facing step flowfield, but mixing layer and recirculating flow data also were obtained. This is the third configuration discussed below.

A ramp configuration geometry at Mach 2.92 was used previously in studies7,8 of shear layer reattachment and redevelopment using pressure probes and hot-wire anemometry. Samimy et al.6 have also studied the reattachment and redevelopment process for a ramp configuration at Mach 2.46 using laser Doppler velocimetry. Ikawa and Kubota9 examined a similar porous plate flowfield in a study of the compressible mixing layer at Mach 2.46 using hot-wire anemometry and pressure probes.

The ramp and porous plate experiments were conducted in a 101.6-mm span blow-down wind tunnel and the simple backstep experiments were conducted in a 50.8-mm span wind tunnel. Step heights were 25.4 mm for the ramp and simple backstep and 44.45 mm for the porous plate. The leading apex of the ramp was approximately 101 mm, or 3.98 step heights downstream of the base of the step. The porous plate had an
open area 240 mm in length by 101.6 mm in span and consisted of a baffled subplenum followed by a series of six drilled 1.59-mm-thick plates 0.51 mm apart and positioned below two stacked sintered steel plates. These plates, with a combined thickness of 6.35 mm, were the wind tunnel floor. The ramp angle and the porous plate mass bleed were adjusted for constant pressure separation by viewing the flow with a Schlieren system. Side wall static pressure measurements were also made to determine that the constant pressure separation had been achieved. A 19.4 deg ramp angle was used.

Experimental Flow Conditions

The approach flow to the ramp and porous plate test sections was at Mach 2.43 with a stagnation temperature of 298 ± 4 K and a stagnation pressure of 551.6 kPa. This produced a freestream velocity of approximately 570 m/s with a unit Reynolds number of 5.57 x 10^7/m. For the simple backward-facing step flowfield, a Mach 2.07 approach flow expanded to Mach 2.74 at the step. The freestream velocity adjacent to free shear layer after the expansion and separation at the step was approximately 594 m/s with a unit Reynolds number of 6.69 x 10^7/m.

The mixing layer reattached onto the ramp 4.5 mm below the level of the step (see Fig. 2). Although the reattachment line was straight and horizontal, the flow was not two-dimensional but developed spanwise as well. Measurements made 19.05 mm off the wind tunnel centerline showed that the variation of the mean streamwise velocity with center plane values was 2.2-2.7% of the freestream velocity in the region of maximum velocity gradient in the mixing layer and less elsewhere. The standard deviations of the corresponding streamwise component velocity fluctuations were 0.2-0.5% of the freestream velocity greater than the centerplane values. These differences are comparable to those that would result from a shift of the mixing layer of approximately 0.13 mm transverse to the freestream direction. This is twice the estimated limit of the precision with which the LDV measurement volume could be repositioned in the transverse direction after zeroing, as was done for these off-center measurements. The 50.8-mm span wind tunnel results were similar.

The LDV System

A two-channel coincident LDV system with forward scatter light collection at 10 deg off axis was used. The measurement volume diameter was approximately 0.13 mm for the ramp and porous plate experiments. The effective length of the measurement volume was approximately 0.9 mm. A longer focal length lens producing a 0.30-mm-diam measurement volume and a correspondingly larger fringe spacing was used in the simple backstep experiments.

One laser beam in each LDV channel was frequency shifted at 40 MHz to allow determination of the velocity direction and to reduce fringe bias. The fringes were oriented at ± 45 deg to the freestream direction to minimize any fringe bias. Approach flow boundary-layer data near the wall were taken with only the streamwise velocity component measured due to beam blockage.

The small scale of the experiments and the large velocity gradients across shear layers could have led to errors due to poor spatial resolution. Estimates of the effects of the spatial resolution, after Karpuk and Tiederman, were made. The worst-case error occurred initially after separation. For the ramp, this error was 1.1% in the mean streamwise velocity and 2.8% in the standard deviation of the streamwise component velocity fluctuations. The resultant increase in the streamwise component turbulent intensity was 0.41%. These errors decreased substantially downstream of the separation point as the gradients diminished.

All flows were artificially seeded with atomizers using a 50-cP silicone oil. The wind tunnel plenum and the porous plate mass bleed were seeded but the recirculating flows of the ramp and simple backstep were not directly seeded. The plenum seed was passed through a 1-μm oil mist filter prior to injection. The ratio of the LDV data rate to the local mass flowrate was nearly the same in the ramp recirculating and freestream flows. This indicates that particles were transported across the streamline discriminating between the flow in the mixing layer that escapes from the base at reattachment and that which is returned to the base sufficiently well such that the particle concentration did not change significantly across the mixing layer.

An estimate was made of the mean diameter of the seed particles by examining the velocity relaxation of the particles downstream of an oblique shock wave. Comparison of the results with calculations using the empirical drag coefficient correlation of Walsh indicated a 1-μm mean aerodynamic diameter was seen by the LDV. The expected frequency response of such particles is 25-30 kHz. From the moving frame of the particles, this should have been sufficient for response to the energy-containing eddies and for accurate estimation of the turbulent stresses.

The number of samples taken at a data location was determined by the data rate and the local turbulence intensity. Only 1024 samples were taken in the freestream flow due to the low turbulence levels there but 4096 samples were taken in the mixing layer. Either 1024 or 2048 samples were taken in the low-
The data of the current study follow Klebanoff's curve but is above it through most of the boundary layer. LDV boundary-layer data by Yanta and Lee\textsuperscript{21} at Mach 3 and by Johnson and Rose\textsuperscript{26} at Mach 2.9, not shown in Fig. 3, follow along but above this curve. Although the hot-wire data of Kistler\textsuperscript{21} and Rose\textsuperscript{23} fall below the other data in the lower half of the boundary layer, the later hot-wire results in Ref. 26 do not. The high freestream levels of turbulence intensity in Fig. 3 were the result of the clock count resolution of the Doppler signal processors. In the current study, the freestream turbulence is estimated to be less than 0.5%.

The boundary-layer profiles of the Reynolds shear stress fluctuation term, \((u'v')\), are similar to those of others.\textsuperscript{7,20,25} These boundary-layer shear stress results follow Sanborn's\textsuperscript{27} "best estimate" for equilibrium boundary layers closely (see Samimy et al.\textsuperscript{7}).

The Mean Flow

The mean streamwise velocity profile data for the ramp configuration indicated that the mixing layer had spread across the approach boundary-layer remnant by \(X/\theta_0 = 179\). For \(y<0\) and \(X/\theta_0 > 179\), the ramp velocity profiles were noticeably fuller than the porous plate profiles, thus indicating greater entrainment into the mixing layer. The mixing layer momentum thickness was estimated at each \(X\) station by assuming constant pressure isoenergetic flow in the integration and by using a curve fit to the mean velocity data. For a mixing layer with a semi-infinite quiescent fluid boundary condition at negative infinity

\[
\frac{d\theta}{dX} = \frac{d}{dX} \left( \frac{\rho U}{y} \right) \frac{dU}{dy}
\]

where \(y\) is the location of the dividing streamline. The mixing layer entrainment rate can be estimated, in the presence of a reverse flow, by changing the lower limit of integration to include only entrained flow. In this case the lower limit was the location where the mean streamwise velocity was \(\bar{U} = 0\). The entrainment rate, \(d\theta/dX\), was 0.0088 for the ramp and 0.0072 for the porous plate. The Mach 2.46 porous plate result of Ikawa and Kubota\textsuperscript{11} was \(d\theta/dX = 0.0073\), or 23% less than the current ramp configuration result. The incompressible result of Liepmann and Laufer\textsuperscript{26} is \(d\theta/dX = 0.033\), which is approximately a factor of 5 greater than these porous plate entrainment rates.

The mixing layer width \(b\), defined as the distance between the \(U/U_{\infty} = 0.9\) to \(U/U_{\infty} = 0.1\) locations was also determined at each \(X\) station. The mixing layer growth rate, \(db/dX\), was 0.078 for the ramp mixing layer. This is 22% greater than the porous plate value of Ikawa and Kubota,\textsuperscript{11} which is 19% larger than the current ramp result. The results discussed below indicate that this difference in the two-ramp flowfield growth rates may in part be the result of the relative position of the ramp, which was 1.23 step heights closer to the backstep in the geometry studied by Samimy et al.\textsuperscript{9}

The \(y\) coordinate has been scaled with the local shear layer momentum thickness, \(\delta\), in Fig. 4 and \(y^\prime\) is the distance from the \(U/U_{\infty} = 0.5\) location. Mean profile similarity is indicated by the collapse of the velocity profiles at the two most downstream \(X\) stations, which was also the case for the porous plate data. In the current study, mean flow similarity was observed for \(X/\theta_0 > 250\) or \(X/\theta_0 > 18.8\). Ikawa and Kubota\textsuperscript{11} observed similarity for \(X/\theta_0 > 275\) and Settles et al.\textsuperscript{9} and Hayakawa et al.\textsuperscript{10} observed similarity for \(X/\theta_0 > 18\) and 17, respectively, at Mach 2.92 in a ramp flowfield. Samimy et al.\textsuperscript{7} observed for \(X/\theta_0 > 16\).

Sidewall static pressure measurements were made for all three flow configurations. The porous plate static pressures were constant with \(X\) for a distance greater than \(X/\theta_0 = 600\)
from the step. The ramp mixing layer static pressures were constant with $X$ for the first two-step heights downstream of separation, through $X/\theta = 90$. These mixing layer static pressures then decreased approximately 4% to a minimum at 3.5-4.0 step heights after separation; the leading edge of the ramp was at 3.98 step heights. Pressures increased downstream of this minimum but LDV data were not taken downstream of 3.94 step heights. A larger static pressure drop, 6%, was observed with the simple backward-facing step flowfield prior to the pressure rise to reattachment. The maximum reverse flow velocity was also larger in the simple backward-facing step recirculating flow—26% of the adjacent freestream velocity compared to 19% for the ramp.

The Turbulent Field

A qualitative knowledge of the turbulent field was obtained by observation of the velocity probability distribution functions (PDF). Figure 5 shows the PDF's for the $UU$ velocity component across the mixing layer at $X/\theta = 268$. The horizontal lines locate the ordinate of the data and the short vertical lines mark the mean velocity. The bias referred to in Fig. 5 is the statistical sampling or velocity bias inherent to individual realization LDV. A sampling bias toward higher velocities results because the probability of obtaining a sample is dependent on the velocity magnitude, among other factors. The biased distributions in Fig. 5 were obtained by adding a weighting factor of one to the histogram bin accumulator if an individual velocity realization fell within the range of the bin. All bins were of equal size. The normalized distribution was obtained by dividing the bin accumulator sums by the total sum of the weights. This is the total number of realizations in this case. The velocity-biased corrected distributions were obtained by adding a two-dimensional velocity inverse weight to the bin accumulator, $w_i$, where $w_i = (U_i^2 + V_i^2)^{-1}$ for the $i$th realization. Normalization was achieved by division by the total sum of these weights. The effects of any weighting function correction, such as transit time or time between data point weights on the PDF, can be visualized by this approach.

Velocity Bias in Turbulent Flows

If velocity bias occurs in a turbulent flow as hypothesized, a distinct decrease in the probability of obtaining a sample should be observed when the total velocity magnitude is small. The mixing-layer flow of the present study is dominated by the $U$ or streamwise velocity component such that a small magnitude $U$ velocity correlates well with small magnitude total velocity realization. Because of this, appreciable decreases in the $UU$ component PDF's were observed at $U = 0$ in all cases where the probability at $U = 0$ was large enough to discern such details (see Fig. 5). The $VV$ component PDF's exhibit no such decrease at $V = 0$ because the transverse velocity magnitude correlates poorly with the total velocity magnitude. However, the bias is still present.

The above results indicate that velocity bias can substantially affect the velocity PDF's in these highly turbulent flows, therefore the two-dimensional velocity inverse bias correction has been used to reduce all of the data presented in this paper. This two-dimensional weighting function correction produced reasonable results but does appear to have overweighted near $U = 0$ in some cases (see Fig. 5). Recent work has found that the addition of a simple estimate of the average unmeasured $Z$ component contribution to the velocity magnitude based on the turbulence intensities in the measured $U$ and $V$ components reduces the tendency of the bias correction to overweight realizations with small $U$ and $V$ velocities. This approach has been used previously by Nakayama and is discussed by Johnson et al. However, the effect of this $Z$ term on the mean velocity was less than 2% of the single two-dimensional velocity-inverse-corrected value, which indicates over biasing was not a significant problem. Figure 6 shows the effect this estimated $Z$ term had on the probability distribution of the measured two-dimensional velocity magnitude for the data at $y^*/\theta = -6.56$ in Fig. 5. Also, Fig. 6 indicates no noticeable compensation for velocity bias due to improved signal quality at low-velocity magnitudes. Such a compensation may be effective only over a small fraction of the current velocity range and is likely to have a signal-to-noise ratio dependence.

The velocity bias effect on the mean $U$ component as a function of the streamwise turbulence intensity, based on the magnitude of the local mean velocity, is shown in Fig. 7. The $NC$ subscript refers to the result with no correction and $2D$ refers to the bias corrected result. The curve in Fig. 7 is the predicted form of the bias obtained by the statistical analysis of Erdmann and Tropea. The current LDV sampling process was at low burst and data density with a free-running processor. The bias in the mean velocity is predicted to equal the turbulence intensity squared. The analysis is consistent with the two-dimensional corrected results, and the low-speed mixing-layer data of Johnson et al. show a similar trend. Turbulence intensities based on the local mean velocity for $y^*/\theta < 0.0$ were 30% or larger.

Examination of the effects of the bias on flowfield statistics has shown that the biased standard deviations of the velocity distributions differ by less than ±10% with the bias-corrected values in most of the flowfield, but this difference may be as large as ±20%. The differences between the biased and corrected Reynolds shear stress term, $(\langle \omega \cdot \omega \rangle \cdot \langle U \rangle \langle V \rangle)$, were twice as large as for the normal stresses. This indicates that the largest deviations from the mean contribute most significantly to the shear stress.

Turbulent Field Characteristics

The velocity PDF's in Fig. 5 skew out at the freestream edge of the mixing layer, developing a long flat tail on the low-speed side of the mean of the distribution. The dynamic range

Fig. 6 The PDF of the measured two-dimensional velocity magnitude with no bias correction, with the two-dimensional velocity bias correction, and with the two-dimensional correction with the estimated $Z$ term included, $y^*/\theta = -6.56, X/\theta = 268.15$.

Fig. 7 Velocity bias of the ensemble averaged streamwise velocity component, $(U)$, vs the local $U$ component turbulence intensity with the statistical prediction of the bias by Erdmann and Tropea.
These profiles did not collapse together as the mean profiles velocity-biased corrected differed with the incompressible mixing-layer behavior in that entraining motions occur on the low-speed side indicates that comparatively fewer large-scale fluctuations and mained nearly constant initially but increased from that is as large or larger than on the high-speeduble mixing-layer results with one exception. The incompressible slightly less than the true maximum values because beam cluded in Fig. kurtosis factors at the high-speed side of the mixing layer correspond to the long, flat tails in the PDF's of Fig. A few kurtosis values on this side of the mixing layer was too large to be shown in Fig. 8 as it is scaled. The kurtosis values in the core of the mixing layer were actually slightly less than the indicated Gaussian value of 3. A suble kurtosis peak occurred at the low-speed edge of the mixing layer. These kurtosis factor results are similar to incompressible mixing-layer results with one exception. The incompressible mixing layer exhibits a peak value at the low-speed edge that is as large or larger than on the high-speed side. This indicates that comparatively fewer large-scale fluctuations and entraining motions occur on the low-speed side of the compressible mixing layer. The observed factor of 5 decrease of the entrainment rates, relative to incompressible flow, support that this should be the case. However, Hayakawa et al. observed mass flowrate kurtosis profiles in a Mach 2.92 mixing layer similar to the incompressible result. The skewness factor or third-order normalized central moment results also differed with the incompressible mixing-layer behavior in that the peak values on the low-speed side were typically less than half of those on the high-speed side, opposite to the incompressible case.

Turbulence intensity profiles for the ramp configuration flowfield are shown in Fig. 9 for the U velocity component. These profiles did not collapse together as the mean profiles did in Fig. 4. However, scaling with the local turbulence intensity did collapse the data for \( y^+ / \theta = 0.0 \). The turbulence intensities on the low-speed side of the mixing layer were noticeably higher in the ramp flow than in the porous plate flow for \( X / \theta_0 > 178 \) where the ramp recirculating flow velocities were largest. The maximum U component intensities occurred at \( y^+ / \theta = 0 \), which is the same as observed in the incompressible mixing layer. The V component intensity profiles peaked on the low-speed side of the mixing layer. This is opposite to the incompressible mixing layer for which the shift is toward the high-speed side.

The local maximum turbulence intensities vs \( X / \theta_0 \) for the ramp are shown in Fig. 10. Also, the ramp mixing layer momentum thicknesses with a linear least-squares fit are included in Fig. 10. The initial boundary layer intensity values shown are less than the true maximum values because beam blockage limited the proximity to which the wall could be approached (see Fig. 3). The U component intensity remained nearly constant initially but increased from 14.6% after separation to 17.2% at the base of the ramp. An increase in mass flowrate intensities with increasing \( X \) was observed previously. Porous plate maximum intensities remained near the 15% level, indicating that the interaction between the mixing layer and the recirculating flow leads to the downstream intensity increase. However, the \( V \) component maximum turbulence intensity asymptotically approached 8.2% and does not appear to have been affected by the recirculating flow since the porous plate results were nearly the same. Such an increase in the \( V \) component intensity with no increase in the \( V \) component values would be observed if the mixing layer were subject to small transverse oscillations as the ramp and the reattachment were approached. The velocity-biased corrected U component PDF at \( X / \theta_0 = 357.54 \), \( y^+ / \theta = -6.36 \) (see Fig. 4) was slightly bimodal about \( U = 0 \). This indicates that this stagnant measurement location was alternately in the entrained mixing-layer flow or the reversed recirculating flow and that some larger scale motion and unsteadiness was present at the base of the ramp.

The turbulent intensities in incompressible mixing layers are larger than observed in the present compressible flow. Champagne et al. observed 17.1% and 11.7% values for the \( U \) and \( V \) component maximum turbulence intensities, respectively, in an incompressible mixing layer. The current \( V \) component maximum intensities were one-third to one-half of the \( U \) com-
The combined effect of the spatial resolution and processor values were ror sources that would falsely increase the turbulence level. Files data, resemble the mass flowrate profiles in form. However, Kubota.

... files similar to the mass... gradient is large, and away from the maximum gradient of the step. The unsteady reattachment process appears to con-

... the high-speed side of the mixing layer, where the mean density layer reattached only... double those in the ramp mixing layer and the maximum local density of 5-6%. This is much less than the current result of approx-

... from the high- to the low-speed side of the mixing layer accounts for half of the reduction of the compressible flow shear stress relative to incompressible results. The reduced V component turbulence intensity and, therefore, transverse transport capability in the compressible mixing layer also reduces the shear stress. The correlation coefficient, \( R_{zz} = \langle u'v' \rangle / \sigma_u \sigma_v \), was typically -0.5 to -0.58 in the ramp and porous plate mixing layers. This is similar to the incompressible results of Patel \((-0.54)\) and of Liepmann and Laufer \((-0.57)\).

Relative to the local maximum value, the shear stresses in the recirculating flow were much smaller than the normal stresses were in Fig. 9. These large normal stresses and relatively small shear stresses suggest that a pulsation or unsteadiness is a feature of the recirculating flow.

Samimy et al.\(^7\) have observed that the reattachment region of these separated flowfields exhibit large increases in the turbulent triple product terms, indicating the development of large-scale structures and motions. Settles et al.\(^\) have also observed the development of large eddies at reattachment. The reattachment region appears to be a potential source for the unsteadiness observed in the present flowfield.

The normal stress results in the simple backward-facing step flowfield differed from the ramp flow. The U component direction is defined as parallel to the shear layer after the expansion at the separation corner. The U component turbulence intensities in the free shear layer reached 21\% prior to the beginning of the pressure rise preceding reattachment. The V component intensities, which were slightly less than the ramp and porous plate values, reached 7.3\% before the beginning of the pressure rise. The normal stresses in the recirculating flow were slightly higher than those observed in the ramp flowfield. Reynolds shear stresses reached values nearly double those in the ramp mixing layer and the maximum local correlation coefficient values were -0.6 to -0.8. The shear layer reattached only 2.76 step heights downstream of the step. The unsteady reattachment process appears to contaminate the entire recirculating flow and the adjoining shear layer in this simple backward-facing step flowfield.

An estimate of the turbulent kinetic energy, \( k \), was made by assuming

\[
k = \frac{1}{2} \left[ (\tau_i^2 + v^2) + \frac{1}{2} (u'^2 + v'^2) \right] = \frac{1}{2} (\tau_i^2 + v^2)
\]

The ratio of the Reynolds shear term, \(-\langle u'v' \rangle\), to the estimated TKE was examined. The often-cited value for this correlation for a variety of shear flows is 0.3.\(^4\) and this was a typical value on the subsonic side of the mixing layer. However, a decrease to lower values was observed in the transonic and supersonic regions of the mixing layer where typical values were 0.23-0.25.
The apparent kinematic viscosity, \( \frac{1}{\nu} \), increased dramatically on the low-speed side of the ramp flow mixing layer for \( \frac{X}{\delta_0} > 178 \). This increase in the shear stresses relative to the local mean flow gradient is indicative of an increase in larger scale fluctuations.

The turbulent mixing length, \( L = \frac{1}{\nu} \sqrt{\frac{1}{6} \frac{dU}{dy}} \), is shown in Fig. 12 for the ramp flowfield nondimensionalized with the mixing layer momentum thickness. Mixing-layer momentum thickness growth was nearly linear with the distance from the separation point (see Fig. 10), therefore the mixing length growth with \( X \) was nearly linear. The porous plate results were similar but values of the mixing length were smaller at the low-speed edge of the mixing layer by 25–50%.

The ratio of the shear layer width, \( b \), to the mixing length is \( 1/32 < b < 1/4 \) across the mixing layer.

Conclusions

An experimental study of compressible separated flows using a two-channel LDV system and three backward-facing step flowfield configurations was conducted. Mixing-layer growth and entrainment rates were much less than those observed in incompressible flow, as expected. The profiles of turbulence intensity, shear stress, and the kurtosis and skewness factors indicate that the compressible mixing layer is structured differently from the incompressible counterpart. Transverse component turbulent intensities and Reynolds shear stresses in compressible mixing layers are substantially less and the turbulence field substantially more anisotropic than in the incompressible counterpart. In the presence of a recirculating flow, increased mixing-layer growth and entrainment rates were observed. This appears to be the result of the unsteady character of the free shear layer detachment process and how these disturbances propagate into the recirculating flow. LDV velocity bias was observed and two-dimensional velocity inverse correlation worked reasonably well. This correction was improved by the inclusion of an estimated \( Z \) component term to the corrective weight.
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ABSTRACT

An experimental investigation of momentum thickness changes in two-dimensional planar, attached boundary layers in supersonic flow undergoing a sudden compression or sudden expansion is presented. Momentum thickness measurements upstream and downstream of disturbance corners were conducted for nominal free-stream Mach numbers of 1.5, 2.0, 2.5, and 3.0.

A simple integral formulation leading to a closed form algebraic solution was successfully employed to model the experimentally measured changes in the momentum thickness across both sudden compressions and sudden expansions. A best fit correlation was used to obtain the appropriate incompressible form factor required by the formulation. The resulting form factor differs for sudden compressions from that of sudden expansions. In both cases, the best fit form factor is essentially independent of Mach number over the range tested, and the test results show excellent qualitative and quantitative agreement with the theory. For sudden expansions, the data suggest that apparent sublayer transition and redevelopment into a reduced turbulence outer rotational layer may require a two-profile velocity description downstream of the disturbance.

NOMENCLATURE

C = Crocco Number = \(\frac{u}{(2c_1 \tau)^{1/2}}\)
H = Boundary Layer Form Factor, \(\frac{a}{a}\)
M = Mach Number
P = Absolute Pressure
U = Velocity in Streamwise Direction
X = Length in Streamwise Direction
a = Boundary Layer Momentum Thickness
\(a^*\) = Boundary Layer Displacement Thickness
\(\rho\) = Density

Subscripts

F = Refers to Conditions Downstream of Disturbance
I = Refers to Conditions Upstream of Disturbance
In = Incompressible
\(\theta\) = Stagnation Conditions
\(\eta\) = Refers to Conditions Adjacent to the Boundary Layer

1. INTRODUCTION

Aerodynamic stability and drag for rocket-type vehicles may be significantly affected by the afterbody boundary layer and the near wake spanning shear layer(s) \((1,2)\). Boundary layer development along the vehicle body establishes the velocity and energy distributions which directly influence both flow separation conditions on the body and at the base plane \((3)\) and the initial characteristics of any separated shear layer. The separated shear layers which are formed from the afterbody boundary layer and external flow in conjunction with the jet plume determine the level of wake mass entrainment, momentum and energy distribution, and the recompression closure conditions that determine base pressures and temperatures \((1\text{-}4)\).

Since the supersonic external flowfield over typical rocket-propelled vehicles contains both expansions (Prandtl-Meyer) and compressions (shocks) in the vicinity of the afterbody and base plane, it is important to be able to determine the effects of these sudden pressure gradients on the boundary layer approaching the base plane and the resulting near wake conditions. In particular, for wake solution techniques such as the widely used component approach \((2\text{-}4)\), it can be shown that the approaching boundary layer can be treated as an equivalent mass bleed into the wake, directly effecting the base pressure and energy and thus vehicle drag. This effective mass bleed is a function of the boundary layer momentum thickness. Consequently, an investigation has been made of the effects of both Prandtl-Meyer expansions and sudden compressions (not reflected shocks) on the change in a turbulent boundary layer with adjacent supersonic stream.
2. ANALYSIS

While the effects of sudden expansions and compressions on shear layers are important in a number of problems, no systematic data correlating both types of effects have appeared in the literature. A number of studies (5-8) have considered the effects of sudden or rapid pressure gradients on boundary layer parameters, with the primary emphasis limited to reflected shocks in supersonic flow, and embedded shocks in the transonic case. Similarly, fairly broad success has been achieved in predicting effects of sudden expansions using the stream tube expansion method (7) but this method is also limited, since it is inapplicable to the compression case. Supersonic flow over missiles, of course, may involve either an expansion or compression (not reflected or embedded shocks) at separation, depending on the engine to free stream pressure ratio and body geometry, see Fig. 1.

While the numerical solution of flow fields for rockets with plume slip stream interactions have made significant advances (9) they are not as widely used in the design stage as the component approach (2-4) due to the time required and their inability, at this time, to treat the complex flow fields associated with angle of attack and control surfaces (10,11). Similarly numerical approaches to turbulent shear layer-shock wave interactions have made substantial progress (12), however, complete agreement is still lacking in many cases. This appears to be true of both k-epsilon models and mixing length models particularly with respect in the factor shape (12). Consequently, an empirical study was undertaken of the change in momentum thickness across sudden compressions and expansions and its correlation with a simple model of this process for use in jet slipstream interaction problems.

Some years ago a simplified and unified approach to the rapid compression or expansion of boundary layers was proposed (13) which indicated that gross features such as the momentum thickness could be found by integrating the integral momentum equation subject to appropriate assumptions. Such an approach is attractive, and its confirmation or possible modification was one of the goals of the current study.

Although turbulent boundary layer calculations are capable of predicting boundary layer parameters with good accuracy, sudden expansions or compressions involve discontinuities in pressure, transverse pressure gradients, and loss of an appropriate length scale. Thus, the basic boundary layer assumptions no longer hold, and other computational schemes must be sought. Boundary layer calculations which approximate the effects of a sudden discontinuity may be made by using continuous expansions with systematic reductions in the length coordinate. Nevertheless, the limiting case must be treated in some other fashion. In the approach suggested by White (13) it was reasoned that by assuming the effects of friction to be negligible compared with those of a sudden pressure change, the compressible momentum integral equation could be written as

\[ \frac{da}{dx} + \left( \frac{a}{u} \right) \left( \frac{du}{dx} \right) \left[ 2 + H - M^2 \right] = 0 \]  

Introducing the Crocco number for expressing compressibility effects and incorporating Culick and Hill's representation for relating the compressible and incompressible form factors (14), a simple integration across the boundary layer disturbance could be carried out and yielded

\[ \frac{a_F}{C_F} = \frac{C_f}{C_f} \left( \frac{C_L}{C_L} - 1 \right) \left( M^2 - 1 \right) \]  

This formulation is appropriate for both sudden expansions and sudden compressions and thus has potential for wide application, with the only limiting assumption being that momentum changes in the direction normal to the main flow are small enough to be neglected.

A reasonable choice of the incompressible form factor for sudden expansions has been suggested as 1.2 (15), a value representative of a full turbulent velocity shear layer profile (16). A comparison of results, based on boundary layer theory for increasingly rapid expansions and Eq. (2) shows that the former approaches the latter as the pressure gradient tends toward a discontinuity. However, the agreement is only moderately good; and it is clear that the value of H is open for clarification. Further, for the compression case, the value of H is not likely to be identical with that for expansions; and the correct H value must be determined.

3. EXPERIMENTAL PROGRAM

An experimental investigation was undertaken to determine the change in boundary layer momentum thickness across sudden compressions and expansions in the Mach number range of 1.5 to 3.0. While the initial intent was to study changes across separations at a rearward facing step, the difficulties in separating mass entrainment and laminar sublayer effects made it more attractive to examine attached boundary layers by utilizing slope discontinuities such as in boattails and flares.

The Department of Mechanical Engineering's Gas Dynamics Laboratory blow down wind tunnel with fixed interchangeable nozzles provided nominal free stream Mach number conditions of 1.5, 2.0, 2.5, and 3.0. Extensive static pressure tap distributions over the model surfaces were used to obtain a clear determination of the pressure field. The shear layer was probed using a 0.018 in. (.046 cm) diameter flattened probe. The probe was manually adjusted in increments of 0.005 in. (.013 cm). Consequently, 40 to 50 points were obtained in each profile.

![Fig. 1 Flow Configuration for Plume Induced Separation from a Conical Afterbody and Identification of Geometric and Operational Parameters](image-url)
The probe could be located in both upstream and downstream positions in fixed steps with finer divisions being obtained by changing the model slope continuously with respect to the probe position. Pressure data was obtained using a pitot-static system and Pitot Data Logger. Boundary layer expansion data were taken at nominal Mach numbers of 1.5, 2.0, 2.5, and 3.0 for interlayer expansion corner angles of 11°, 13°, and 15°. Compression data at Mach 1.5 was not obtained with the existing wind tunnel configuration for these corner angles. The flow Reynolds numbers were 1.8 x 10^6, 2.5 x 10^6, 3.0 x 10^6, 4.0 x 10^6, 4.4 x 10^6, and 4.8 x 10^6 per foot (5.9 x 10^5, 8.4 x 10^5, 9.4 x 10^5, and 1.2 x 10^5 per meter), respectively, for the nominal free stream Mach numbers of 1.5, 2.0, 2.5, and 3.0.

The upstream profiles were well-developed in terms of the power profile approximation but had values in the range of 2.2 to 5.8, with approach boundary layer thickness values ranging between 0.21 and 0.38 in. (5.37 and 0.94 cm). Typical expansion and compression disturbed downstream profiles are shown in Fig. 2. The unusual shape of the expansion profile was found to be typical and to have an increasingly distinct knee near the sublayer portion for increasing expansion ratios. A close check of both schlieren photographs, oil flow patterns, and probing nearer the corner showed no indication of a separation bubble; nor were the velocity profiles indicative of a reattaching or redeveloping flow.

The inner and outer profile nature of the expanded profiles suggests that over-expansion of the laminar sublayer may be occurring, followed by redevelopment of this new near wall layer, which is characterized by a quenched lower turbulence outer rotational flow. Such over-expansion has been suggested by previous investigators for separating flows (12) and in association with the lip shock problem. Thus, the boundary layer on afterbodies and its separation characteristics may require a new look at the actual boundary layer profile and description when the flow has experienced a strong and rapid expansion such as occurs at boattail body junctions or for the base pressure problem.

4. RESULTS AND ANALYSIS

The correlation of the sudden expansion and compression experimental data to the momentum integral solution (Eq. 2) is shown in Figs. 3 through 5. Extraction of the best fit H, for the measured changes in the momentum thickness at a given free stream Mach number was accomplished using the method of parameter identification by optimization. Starting with the equation

\[
\left(\frac{\eta_A}{\eta_B}\right)_{\text{theoretical}} = \left(\frac{\eta_A}{\eta_B}\right)_{\text{experimental}}
\]

where \(\eta_A/\eta_B\) _theoretical_ was replaced by its description in Eq. (2), differentiation of both sides with 

\[
\frac{d}{dx} \ln \left(\frac{\eta_A}{\eta_B}\right)_{\text{theoretical}} = \frac{d}{dx} \ln \left(\frac{\eta_A}{\eta_B}\right)_{\text{experimental}}
\]

results in an equation in which \(H_\eta\) is the only unknown and represents the best fit between the data and theoretical description.

As can be seen in Figs. 3 through 5, Eq. (2) accurately models and predicts momentum thickness changes for both expansion and compression flows. Even for measurements taken with moderately large turn angles (13° for expansions, 15° for compressions), the agreement is remarkably good. For expansion corners, the best fit values of \(H_\eta\) are \(1.00\) for \(M = 2.0\), \(H_\eta = 1.06\) for \(M = 2.5\), and \(H_\eta = 0.87\) for \(M = 3.0\). These have an average value of \(1.0\), see Fig. 6, which is well within the value of \(1.2\) previously suggested as representative of attached full turbulent velocity layer profiles. Turbulent boundary layer calculations were performed for continuous expansions with systematic reductions in the length coordinate; and in the limiting case, the boundary layer calculations results were found essentially to match results of Figs. 3 and 4 with a choice of \(H_\eta = 1.0\). For expansions the downstream velocity profiles are more entire than upstream, which would have the effect of reducing the required \(H_\eta\) below 1.2. In contrast, the sensitivity of Eq. (2) to \(H_\eta\) selection is such that \(H_\eta = 1.2\) gives only qualitative agreement.

For compression corners, the best fit values as shown in the figures are \(H_\eta = 2.10\) for \(M = 2.0\), \(H_\eta = 1.85\) for \(M = 2.5\), and \(H_\eta = 1.97\) for \(M = 3.0\). Fig. 2 shows that the nature of the profiles downstream of a sudden compression is such that the measured post-compression Mach numbers were typically several hundredths (0.07 ± 0.04) less than the expected theoretical values. It was desirable to measure the downstream Mach number close to the flow disturbance to reduce the possibility of errors from momentum thickness growth and to accommodate wind-tunnel startup limitations. Consequently, the expected pressure rise was generally not fully achieved (ranging between 87 percent and 100 percent) at the location at which the downstream static pressure measurement was taken. The probable effect was an enlargement of the \(H_\eta\) value.

The determination of the best fit \(H_\eta\) using the theoretical Mach number results in values of \(H_\eta = 1.72\) for \(M = 2.0\), \(H_\eta = 1.73\) for \(M = 2.5\), and \(H_\eta = 1.84\) for \(M = 3.0\). The average value of 1.76 agrees well with the proposal of \(H_\eta = 1.8\) for separating flows. In both types of corner flows, the best fit split parameter clearly appears to be independent of the approach Mach number (Fig. 6), and to be well-
As indicated by White (13), and others (2), there is an inversion region across which the effects of expansion and compression corners upon the momentum thickness ratio \( \theta / \theta_i \) are reversed. Earlier results (13, 15) using Eq. (2) were plotted in the absence of experimentally determined values of the shape parameter \( H_1 \), and the \( H_1 \) value used was identical, i.e., 1.2, for both expansions and compressions. The inversion region appeared to span a small range of approach Mach numbers between approximately 2.2 and 2.7. The use of distinct values of \( H_1 \) for expansions and compressions based on the experimental data allows for further discussion of inversion.

Figure 8 shows that the "inversion region" can more clearly be described in terms of an "expansion inversion region" centered approximately at an approach Mach number of 2.1, and a "compression inversion region" centered approximately at Mach 3.4. For a given degree of expansion or compression, there is an inversion point, i.e., a specific approach Mach number at which the value of the momentum thickness remains unchanged as the flow turns and across which the effects on the magnitude of the momentum thickness are essentially reversed. Thus, for an expansion corner of 15°, the expansion inversion point is located at Mach 1.97. For the same corner and for a smaller approach Mach number of 1.5, there results a

---

**Fig. 3** Theoretical and Experimental Momentum Thickness Ratios for Sudden Compressions

**Fig. 4** Theoretical and Experimental Momentum Thickness Ratios for Sudden Expansions

**Fig. 5** Theoretical and Experimental Momentum Thickness Ratios for Sudden Expansions; Modified Form

**Fig. 6** Best Fit \( H_2 \) for Eq. (2) to Experimental Data as a Function of Initial Mach Number

**Fig. 7** Effects of Sudden Expansions and Compressions on Momentum Thickness Ratio Before and After the Interaction

modeled by Eq. (2) with the appropriate choice of \( H_1 \). Figure 7 shows the relation between momentum thickness ratio and pressure ratio presented by Eq. (2) using the best fit form factors from Fig. 6.
For expansions, the estimated levels of uncertainty in the experiments for the ratio $\Delta \rho/\rho$ are computed as 2.0%, 2.5%, and 3.0%, respectively. For compressions, these are 1.08%, .73%, and .28%, for nominal approach Mach numbers of 1.5, 2.0, 2.5, and 3.0, respectively. For expansions, the uncertainty in the measurements for the ratio $\Delta \rho/\rho$, again for a 95% confidence interval, are increased to 5.6%, 7.6%, and 10.3%, respectively.

5. CONCLUSIONS

Since no assumptions were made in the formulation of Eq. (2) which would restrict its applicability merely to approach shear layer flows with simple power profiles, it would not be unreasonable to employ the momentum integral solution in predicting momentum thickness changes for attached approach shear flows having other velocity profiles, (e.g., those already disturbed) if one uses an appropriate shape parameter. The experimentally determined $H_i$ values were found to be in the range anticipated in that they are representative of fully developed and separating profiles, respectively. They also point out that the expansion process and compression process lie along different legs of Eq. (2). Agreement between test data and theory is seen to be excellent both qualitatively and quantitatively. Thus, the integration of the momentum equation represented by Eq. (2) appears to adequately describe the effects of sudden pressure gradients on attached turbulent boundary layers.

Additionally, boundary layer profile shapes indicate that apparent sublayer over-expansion occurs for rapid expansions imposed from the outer flow, which suggests a need for a two profile velocity description downstream of the disturbance. The effects of rapid expansions on the boundary layer may lead to changes in boundary layer development and separation characterization on boattails. A detailed Laser Doppler Velocimeter study of rapidly expanding shear layers is necessary to confirm the effects of sublayer expansion at the corner and in the redevelopment process.
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An experimental investigation was conducted to study the interaction between a shock wave and a turbulent boundary layer. Compression corner models mounted on a wind tunnel floor were used to generate the oblique shock wave in the Mach 2.94 flowfield. Ramp angles of 8, 12, 16, 20, and 24 deg were used to produce the full range of possible flowfields, including flow with no separation, flow with incipient separation, and flow with a significant amount of separation. The principal measurement technique used was laser Doppler velocimetry (LDV), which was used to make two-component coincident velocity measurements within the redeveloping boundary layer downstream of the interaction. The results of the LDV measurements indicated that the boundary layer was significantly altered by the interaction. The mean streamwise velocity profiles downstream of the separated compression corners were very wake-like in nature, and the boundary-layer profiles downstream of all the interactions showed an acceleration of the flow nearest the wall as the boundary layers began to return to equilibrium conditions. Significant increases in turbulence intensities and Reynolds stresses were caused by the interactions, and indications of the presence of large-scale turbulent structures were obtained in the redeveloping boundary layers.

Nomenclature

\[ C_f = \text{skin friction coefficient} \]
\[ M = \text{Mach number} \]
\[ P = \text{pressure} \]
\[ Re_b = \text{Reynolds number based on boundary-layer thickness} \]
\[ u = \text{mean velocity component parallel to the wind tunnel floor or ramp surface} \]
\[ u_* = \text{friction velocity, } (\tau_w/\rho u_0)^{1/2} \]
\[ u^{*} = \text{Van Driest generalized velocity} \]
\[ v = \text{mean velocity component perpendicular to the wind-tunnel floor or ramp surface} \]
\[ X = \text{longitudinal coordinate} \]
\[ X^+ = \text{longitudinal coordinate parallel to the ramp surface} \]
\[ Y = \text{vertical coordinate} \]
\[ Y^* = \text{displaced vertical coordinate} \]
\[ \alpha = \text{ramp angle} \]
\[ \delta = \text{boundary-layer thickness} \]
\[ \delta_* = \text{boundary-layer displacement thickness, } \delta_* = \int_0^X (1 - \rho u/\rho u_0) \, dY \]
\[ \delta_0 = \text{undisturbed boundary-layer thickness at } X = 0 \]
\[ \theta = \text{boundary-layer momentum thickness, } \theta = \int_0^X (\rho u/\rho u_0) (1 - \rho u/\rho u_0) \, dY \]
\[ \tau = \text{kineamic viscosity} \]
\[ \Pi = \text{wake strength parameter} \]
\[ \rho = \text{density} \]
\[ \tau = \text{shear stress} \]
\[ \langle \rangle = \text{root-mean-square quantity} \]

Subscripts

\[ e = \text{boundary-layer edge} \]
\[ \text{MAX} = \text{maximum} \]
\[ R = \text{reattachment} \]
\[ S = \text{separation} \]
\[ w = \text{wall} \]
\[ \infty = \text{freestream condition, upstream of the shock wave} \]

Superscripts

\[ ^* = \text{ensemble average} \]
\[ ^' = \text{fluctuation from the mean value} \]

Introduction

The interaction between a shock wave and a turbulent boundary layer has been a topic of interest to researchers for many years. Flowfields of this type occur frequently in high-speed flight, and a thorough knowledge of the effects of the shock wave on the boundary-layer properties is necessary for accurate flowfield prediction. The investigation described in this report was conducted in order to provide detailed mean and turbulent flowfield properties within boundary layers downstream of shock-wave/turbulent-boundary-layer interactions of various strengths.

A review of the literature published in this area indicates that there is a need for additional measurements within shock-wave-boundary-layer interaction flowfields.1 A great deal of effort has been dedicated to determining mean properties within these flowfields,2-5 and some investigations have measured turbulent flowfield properties.6-12 Unfortunately, the few investigations which have used hot-wire or laser Doppler velocimeter (LDV) systems to study these flowfields have been limited to single-component measurements, and thus have presented a rather limited amount of information.

The numerical simulations of these flowfields have achieved some degree of success, but shortcomings exist in the available turbulence models. Advances in turbulence modeling await a better understanding of the nature of turbulence itself. The current investigation was conducted with a two-component
Compression corner models, or ramps mounted on the wind tunnel floor, were used to generate the oblique shock waves for this study. Ramp angles of 8, 12, 16, 20, and 24 deg were used to produce the full range of possible flowfields, including flow with no separation, flow with incipient separation, and flow with a significant amount of separation. In this manner, the effects of increasing shock strength on the turbulent properties of the boundary layer were studied systematically. Measurement techniques used in this investigation included schlieren photography, surface static pressure measurement, surface streak pattern measurement, and laser Doppler velocimetry. The LDV system was used to make two-component coincident velocity measurements within the upstream boundary layer and within the redeveloping boundary layers downstream of the interactions. The two-component nature of the LDV system allowed direct measurement of the two instantaneous velocity components. These data then enabled calculation of the two mean velocity components, as well as various turbulent properties, such as turbulence intensities, Reynolds stress, turbulence structure parameters, skewness and flatness factors, and turbulence triple products. Space limitations prevent the presentation of all the data obtained, but a complete presentation of these data can be found in Ref. 1. The purpose of this paper is to present an overview of the data obtained in this investigation, with specific emphasis on the effects of increasing shock strength on the various flowfield parameters.

Experimental Facilities

The experiments described in this paper were conducted in the Mechanical Engineering Laboratory of the University of Illinois at Urbana-Champaign. The wind tunnel used in this investigation operated in the blow-down mode and had a 10.2 x 10.2 cm test section. A solid aluminum nozzle produced a Mach number of 2.94 within the test section. Transparent windows within the wind tunnel sidewalls provided the optical access necessary for schlieren photography and laser Doppler velocimetry. Additional details of the wind tunnel facility can be found in Ref. 1.

The data of this investigation were obtained with a wind-tunnel stagnation pressure of approximately 483 kPa (70 psia). This pressure level was high enough to ensure proper supersonic operation of the wind tunnel, yet was low enough to permit relatively long run times of approximately 90 s. The stagnation temperature was near the ambient temperature in the laboratory facility, and thus the wind tunnel operated with nearly adiabatic conditions within the wall boundary layers.

A diagram of a typical compression corner model is shown in Fig. 1 with the coordinate system used in the presentation of the experimental data. A complete compression corner model consisted of a ramp mounted on a ramp support. The forward part of the ramp support formed the lower wind-tunnel wall upstream of the corner. The section of the model downstream of the end of the ramp sloped gradually down to the floor level of the wind tunnel to reduce the disturbances caused by the models during the wind-tunnel startup process.

The five ramp models and the ramp support were made of aluminum and anodized flat black to reduce laser light reflections during the LDV measurements. The model support was sealed along the sidewalls and upstream of the corner where the support mated with the wind-tunnel floor with linear O-ring material. The junction between the ramp and the ramp support which formed the compression corner was sealed with gasket-sealing compound. Static pressure taps 0.57 mm in diameter were located every 2.54 mm longitudinally on the surface of the ramps and on the model support upstream of the corner.

The models used in this study spanned the full 10.2-cm width of the test section. It may have proven beneficial to have used narrower ramp models with splitter plates located along the sides to eliminate the effects of the sidewall boundary layers on the shock-wave/boundary-layer interaction, similar to those used in other studies. However, the sidewall splitter plates would have denied optical access to the interaction region, and thus would have made LDV measurements impossible. As a result, it was decided to use full span models and to experimentally determine the extent of the sidewall boundary-layer interference using surface flow pattern measurements.

Measurement Techniques

The primary measurement tool used in this investigation was a two-color laser Doppler velocimeter system. This system was used to obtain two-component mean velocity and turbulent property measurements in both the upstream and redeveloping downstream boundary layers within the five compression corner flowfields. In addition to the LDV measurements, surface static pressure measurements, surface streak pattern measurements, and high-speed schlieren photographs were also taken. The pressure measurements were used to determine the location of the beginning of the interaction, and to ensure that the ramp models were long enough to achieve a complete pressure rise. The surface streak patterns were used to check for flowfield three-dimensionality, to determine the existence of separation, and to determine the separation andreattachment locations. The schlierens photographs were used to map the flowfield and to look for any gross flowfield unsteadiness.

The LDV system used in this investigation was a two-color, two-component system utilizing optical and electronic components manufactured by Thermal Systems Inc. (TSI). A Spectra-Physics 5-W argon-ion laser operating in the multiline mode produced the necessary laser light. The beam from the laser was split into its principal components with a dispersion prism, and the green beam, with a wavelength of 514.5 nm, and the blue beam, with a wavelength of 488 nm, were used by the system. Each of these two beams was reflected down the optical axis with plane surface mirrors, and split into two equal-intensity parallel beams with beam-splitting optics. One beam of each of the two sets of parallel beams was then passed through a Bragg cell in order to shift the frequency by 40 MHz. The four parallel beams were then passed through a 350-mm focal-length lens, which caused the four beams to cross at a single point. This produced the measurement volume containing the two orthogonal fringe patterns necessary for two-component velocity measurements.

The beam spacing and 350-mm lens used in this investigation produced a measurement volume diameter of approximately 0.18 mm and a measurement volume length of approximately 6 mm. The fringe spacing was approximately 8.5 μm, and the fringe velocity due to the frequency shifting was approximately 340 m/s. The laser and transmitting optics were mounted on a traversing table which could be moved manually in three directions by means of threaded rod arrangements with an accuracy of approximately 0.1 mm. In
this manner the measurement volume could be positioned at any location within the wind-tunnel test section.

The collection optics were located on the opposite side of the wind-tunnel test section, and consisted of a 250-mm focal-length lens to collect the scattered light and a dichroic mirror and filter arrangement to separate the two color signals. These optical components were oriented 10 deg off the optical axis in order to simplify alignment procedures, and to reduce the effective measurement volume length to less than 2 mm. Photomultipliers converted the scattered light signals to analog voltage signals, and TSI frequency counters were used to determine the frequencies of the signals, and to perform validation checks to remove erroneous data. The output from the counters was stored directly in the memory of a Digital Equipment Corp. PDP 11-03 microcomputer, which converted the output into velocities and stored the data on floppy disks. The data were then transferred to a Hewlett-Packard 9000 series computer for thorough analysis.

The seed particles used in this investigation consisted of silicone oil droplets which were introduced into the wind-tunnel stagnation chamber. A series of experiments was conducted with the LDV system to determine the mean particle size, in which two-component velocity measurements were made immediately downstream of the oblique shock wave generated by the 8-deg compression corner in the Mach 2.94 flowfield. The mean velocity measurements were then compared to predicted velocities of particles of various sizes in the same flowfield conditions. The results of this series of experiments indicated that the silicone oil droplets had a mean effective diameter of between 1.5 and 2.2 \( \mu m \). Particles of this size have been shown to have a sufficient frequency response to track the large-scale velocity fluctuations that exist downstream of shock-wave/turbulent-boundary-layer interactions. The effects of particle lag were seen to some extent in the mean velocity measurements in the regions immediately downstream of the oblique shock waves due to the large velocity gradients in these regions. The influence that particle lag had on the data obtained in this investigation will be discussed during the presentation of the experimental results.

LDV measurements obtained at a particular location involve inherent uncertainties due to the finite sample size. A statistical analysis can be used to determine the level of certainty which can be attained when using the mean of a finite sample size to represent an overall population mean. The statistical uncertainty involved in determining mean velocities from individual velocity measurements is a function of the sample size and the local turbulence intensity. The sample size in this investigation was increased as local turbulence intensity increased, with 1024 samples taken when the local turbulence intensity was less than 15\%, 2048 samples taken when the local turbulence intensity was between 15 and 25\%, 3072 samples taken when the turbulence intensity was between 25 and 30\%, and 4096 samples taken when the local turbulence intensity exceeded 30\%. From a statistical analysis which assumes a normal velocity distribution, the uncertainty in mean velocity was found to be less than 2\% for all velocity profiles with the exception of the two profiles nearest the compression corner in the 24-deg flowfield, in which local turbulence intensities reached values greater than 100\% and the statistical uncertainty in mean velocity is of the order of 3\%. The statistical uncertainty in turbulence intensity can be shown to be a function of sample size only, and for the current investigation was everywhere less than 3.6\%.

Mean and turbulent flow properties computed from LDV data obtained with counter-type signal processors have been shown in the literature to be affected by biasing errors, most significantly velocity bias\(^1\) and fringe biasing.\(^{13}\) Velocity biasing results from the fact that in a turbulent flow with uniformly distributed particles, a larger volume of fluid passes through the measurement volume during periods when the velocity is higher than the mean than when the velocity is lower than the mean. Thus, a simple average of the individual velocity measurements is biased toward higher velocities. Fringe biasing results from the fact that a particle must pass through a given number of fringes within the measurement volume for its velocity to be measured. Thus, particles traveling in a direction parallel to the fringe plane are not "seen" by the LDV, and this results in a bias in favor of particles traveling perpendicular to the fringe plane. The measurements of this investigation were corrected for the effects of velocity biasing by weighting each measurement with the two-dimensional bias correction factor \(1/(\omega_1^2 + \omega_2^2)^{1/2} \)\(^14\) The extent to which the effects of velocity biasing are removed with this correction factor is uncertain, and further research into the effects of velocity biasing and the quality of the two-dimensional correction is necessary before this issue can be completely resolved. The effects of fringe biasing were significantly reduced by the frequency shifting, which caused the fringes to move in the upstream direction, and by orienting the fringes at ±45 deg relative to the wind-tunnel floor for the upstream boundary-layer measurements, and at ±45 deg relative to the ramp surface for the 12-, 16-, 20-, and 24-deg compression corner redeveloping boundary-layer measurements. It was not necessary to rotate the fringes at ±45 deg relative to the 8-deg ramp surface due to the small flow angle and low turbulence intensities in this flowfield.

A comparison between the two-dimensional velocity bias corrected measurements, and mean velocities corrected with both the velocity bias correction and a fringe bias correction based on the analysis of Buchhav\(^16\) yielded differences of less than 2.4\%, with only six measurement differences out of nearly 800 exceeding 2\%. Thus the effects of fringe bias were not significant in comparison to the effects of velocity bias, and the results presented here were corrected with the velocity bias correction only.

The particle lag, statistical uncertainty, and biasing effects described above constitute the major sources of errors in this investigation. Other less significant sources of errors include alignment accuracy, inaccuracies due to counter clock resolution, and inaccuracies in the frequency shifting components. Alignment accuracy with the LDV is believed to be quite good due to the ability to project the beams over large distances and thus make accurate measurements of small angles. The largest source of alignment error is in the orientation of the two fringe planes perpendicular to each other. This alignment is done by projecting the fringes onto a grid and aligning the beam-splitting optics. Using this procedure, the fringes were aligned within 1 deg of perpendicularity, and thus the error in velocity as a result of alignment errors is of the order of 1\%. The counter-clock resolution errors result from the 1-nsec resolution of the clock which measures the time required for a particle to pass through eight fringes. The amount of this error is a function of velocity, and decreases from 1.2\% at a velocity measurement of 630 m/s to 0.6\% at a velocity of 100 m/s. Thus, this source of error is most significant in the high-velocity regions of the flowfield, in which the turbulence intensity is low and the other sources of error such as statistical uncertainty and biasing effects are at a minimum. Errors caused by the frequency shifting components include slight changes in beam angles caused by the necessary optics, and small inaccuracies in the 40-MHz shifting frequency. A comparison between measurements made with and without frequency shifting in flowfields which were similar, but not necessarily identical, indicates that these errors are of the order of 1.5\%, although one point indicated a difference of 3.5\%.

**Experimental Results**

**Undisturbed Boundary Layer**

Detailed boundary-layer surveys were made with the LDV system in the turbulent boundary layer which formed on the floor of the wind tunnel in the absence of the compression corner model. These surveys were made on the wind-tunnel centerline at four stations within the test section. Two-component velocity measurements were made within the boundary
layer to a point 1.5 mm ($Y/\delta_0 = 0.18$) above the wind-tunnel floor at which point blockage of the two lower laser beams began to occur. The boundary-layer surveys were completed with single-component LDV measurements down to a point 0.25 mm ($Y/\delta_0 = 0.03$) above the surface. In these measurements of the undisturbed boundary layer, frequency shifting proved unnecessary due to the relatively low turbulence intensities.

The boundary-layer thickness at $X = 0$ in the center of the test section was determined to be 8.27 mm ($u_\tau = 0.99 u_m$). The displacement and momentum thicknesses were determined by numerical integration of the velocity profiles, accounting for compressibility effects, and had values of $\delta' = 3.11$ mm and $\theta = 0.57$ mm. The Reynolds number within the test section based on boundary-layer thickness, $Re_\theta$, was $3.1 \times 10^5$. The freestream velocity measured at $X = 0$ was within 0.2% of the velocity predicted from the measured pressure distribution.

Further details of the undisturbed boundary layer can be obtained using the transformed wall-wake law of Maise and McDonald. A curve fit of the data of the current investigation to the wall-wake law can be used to obtain estimates of the wake strength parameter, $\Pi$, and the skin friction coefficient, $C_f$. The profile of the undisturbed boundary layer in wall-wake coordinates is shown in Fig. 2 for both the measured LDV data and the least-squares curve fit. The quantity $u^*$ is the Van Driest generalized velocity and the quantity $\bar{u}$ is the friction velocity, defined as $(\tau_\theta/\rho_\infty)^{1/2}$. From this curve fit, the wake strength parameter, $\Pi$, was determined to be equal to 0.98 and the skin friction coefficient, $C_f$, was found to be 0.00114. Although the wake strength parameter value of 0.98 is somewhat higher than the values reported in much of the literature, Samimy$^{16}$ and Sturek and Danberg$^{17,18}$ report comparable results. The value for the skin friction coefficient agrees well with the data of Settles$^2$ and Sturek and Danberg$^{17,18}$.

The streamwise component turbulence intensity measured with the LDV system for the undisturbed boundary layer is shown in Fig. 3. The data measured at four stations within the test section fall within a very narrow band and compare well with other experimental data. The measured turbulence intensities at the edge of the boundary layer and the freestream are probably higher than the actual levels which occur within the flowfield due to the 1 ns counter-clock resolution problem previously discussed. The turbulence intensities of this investigation are somewhat higher than the hot-wire data of Kistler$^{19}$ and Rose. $^{20}$ This difference can be attributed to the counter-clock resolution in the outer regions of the boundary layer, and possibly to difficulties in hot-wire calibration and interpretation in the lower-velocity regions of the inner boundary layer. The turbulence intensities of this investigation compare well with the LDV data of Petrie,$^{21}$ Samimy,$^{16}$ and Johnson,$^{22}$ as seen in Fig. 3.

The turbulent shear stress distribution determined from the LDV measurements within the undisturbed boundary layer at $X = 0$ is shown in Fig. 4, along with the data of Samimy,$^{16}$ Petrie,$^{21}$ and Johnson.$^{22}$ The density at each measurement location was calculated assuming adiabatic conditions within the boundary layer. Although there is a good deal of scatter in the data, the data of the current investigation agree reasonably well with those of the other three investigations. There is a tendency for the shear stress of the current investigation to reach a peak within the boundary layer and then decrease as the wall is approached. Similar shear stress behavior can be seen in data reported in other boundary-layer studies using both LDV systems$^{23-25}$ and slanted hot-wire systems.$^{8,9}$ Yanta and Lee$^{23}$ and Johnson and Rose$^{24}$ have suggested that this is the result of other turbulent shear stress terms, such as $\rho' \omega' \omega'$, becoming significant in the lower regions of the boundary layer. However, Dimotakis, Collins, and Lang$^{25}$ suggest that this is the result of particle dynamics near solid walls which influence LDV measurements. This latter theory does not explain the decrease in shear stress near the wall that has been measured by hot-wire probes, and further study of this phenomenon is necessary.

**Compression Corner Flowfields**

The schlieren system was used to view the five compression corner flowfields during the initial phase of this investigation. The freestream flow was observed to be completely supersonic, and some unsteadiness was observed in the shock structures, particularly in the large ramp angle configurations, similar to the unsteadiness reported by Dolling and Murphy$^{16}$ in a 24-deg compression corner flowfield. The presence of separation near the corner was clearly visible in the schlieren photographs of the 16-, 20-, and 24-deg flowfields.

Surface streak patterns were obtained with two techniques, one using an extremely viscous oil, and a second using a kerosene-zinc oxide mixture. These techniques indicated the presence of separation in the 16-, 20-, and 24-deg compression...
corner flowfields, as well as the presence of an extremely small amount of separation in the 12-deg compression corner flowfield. This result is consistent with the results of Settles, who found a very small separated region in a Mach 3, 10-deg compression corner flowfield using a similar surface flow pattern technique. From the results of these surface streak patterns, the dimensionless separation locations at the wind-tunnel centerline, $X_{s}/R$, were found to be $-0.12, -0.71, -1.63$, and $-2.95$, for the 12-, 16-, 20-, and 24-deg flowfields, respectively. The dimensionless reattachment locations at the wind-tunnel centerline, $X_{r}/R$, were found to be $0.09, 0.15, 0.52$, and $1.11$, for the 12-, 16-, 20-, and 24-deg flowfields, respectively. The surface streak patterns indicated some three dimensionality in the 16-, 20-, and 24-deg compression corner flowfields due to the presence of the sidewall boundary layers. As mentioned previously, this could have been significantly reduced with the use of sidewall splitter plates to reduce the effects of the wind-tunnel walls. However, the optical access necessary for the LDV measurements made the use of splitter plates impossible. In all configurations, the reattachment line was found to be very straight and free of three-dimensional effects for at least the center of 7 cm of the 10.2-cm test section width. The LDV measurements were limited to the regions upstream of separation and downstream of reattachment, and thus it is believed that the three-dimensional effects within the separated regions had a negligible effect on the flowfields due to the presence of the sidewall boundary layers.

The surface static pressure distributions for the five compression corners are presented in Fig. 5. The solid lines on the right side of the figure are the theoretical downstream static pressures calculated with two-dimensional oblique shock wave theory. The pressure distributions on the surfaces of the ramps indicate that, with the possible exception of the 24-deg configuration, the ramps were long enough to achieve full pressure recovery within the boundary layer. The 24-deg ramp was approximately 14% shorter than the critical ramp length according to the theory of Hunter and Reeves. However, the reattachment point was over four boundary-layer thicknesses upstream of the end of the ramp, and the pressure near the end of the ramp was only 3% less than the theoretical value. Thus it appears that the 24-deg model was very close to the length required for full pressure recovery, and any effects of the less than optimum length were essentially negligible.

The boundary-layer velocity profiles for the 12-, 16-, and 24-deg compression corners are shown in Figs. 6, 7, and 8. The profiles for the 12- and 24-deg corners were chosen for presentation because they best illustrate the effects of large separation regions on the mean velocity profiles. The profiles for the 16-deg configuration are presented such that, with the remaining figures that will be discussed, a complete set of data for this configuration is included in this paper. The horizontal axis in these figures is the velocity component parallel to the wind-tunnel floor for the upstream boundary-layer data, and parallel to the ramp surface for the downstream data. The vertical axis is the distance from the wind-tunnel floor, or ramp surface, measured perpendicular to the upstream flow direction. The survey, were made down to a point approximately 1.5 mm above the wind-tunnel floor or ramp surface. Below this point, blockage of the two lower laser beams began to occur, making two-component measurements impossible. Single-component measurements were not made within these flowfields.

The effects of particle lag can be seen in the velocity profiles of the 12- and 16-deg configurations, in which the velocity just outside the boundary layer is relaxing toward the correct downstream value. Within the boundary layer the effects of particle lag diminish as the distance from the measurement position to the shock wave increases. The velocity in the regions nearest the wall downstream of the corners can be seen increasing with $X$. This results from the steeper shock wave in the lower Mach number regions of the boundary layer, which causes a larger fractional decrease in the velocity than the shock wave in the outer regions of the boundary.
layer. Thus downstream of the interaction, the flow nearest the wall must accelerate as the boundary layer begins to return to an equilibrium state. This behavior was also seen in the 8-deg compression corner redeveloping boundary layer, due to the similarity of the fully attached flow and flows with only small amounts of separation.

The velocity profiles downstream of the 24-deg compression corner exhibit wake-like properties, similar to those observed by other investigators downstream of separated compression corners. These wake-like profiles are the result of the redeveloping downstream boundary layer having a shear layer velocity profile as its initial condition at reattachment. The shear layer velocity profiles develop over the length of the separated region starting at the separation point of the upstream boundary layer. The velocity profiles downstream of reattachment experience a rapid "filling out," as can be seen in Fig. 8. This rapid change in the boundary-layer profiles is most likely caused by enhanced turbulent mixing, due to the formation of large-scale eddies. The decrease in the measured streamwise velocity with X, which can be seen in the outer regions of the boundary layer downstream of the 24-deg compression corner, is caused by a combination of two effects. The surface static pressure distributions, shown in Fig. 5, indicate that the pressure was still rising at the longitudinal locations where the velocity profiles shown in Fig. 8 were measured. Thus, the flow in these regions was still turning and decelerating in the final stages of the compression process. Also, the effects of particle lag may be contributing to the decrease in u with X. The rather complicated two-stage compression process caused by the presence of the separation and reattachment shock structures makes it not feasible to predict the particle lag in these regions. Thus the extent to which particle lag is contributing to this effect is uncertain.

The streamwise turbulence intensity, \( \langle u'^2 \rangle \), nondimensionalized by the freestream velocity upstream of the interaction, \( u'_w \), is plotted for the 16-deg compression corner flowfield in Fig. 9. The turbulence intensity in the upstream boundary layer is also included for comparison. These data were chosen for presentation because they illustrate the trends of the turbulence intensity profiles seen in the data of all five flowfield configurations. In each of the redeveloping boundary layers, the level of the turbulence intensity was significantly increased by the interaction, with the amount of increase directly related to ramp angle, and thus shock strength. The turbulence intensity was found to reach a peak within the central regions of the boundary layers, and then decrease as the wall was approached, as illustrated by the data of Fig. 9. The turbulence intensity in each configuration could be seen spreading vertically with the intensity profiles becoming flatter at the downstream stations. This vertical diffusion can also be seen in the data of Ardonceau downstream of a Mach 2.25 compression corner. A gradual decrease in the peak turbulence intensity accompanied this diffusion process as the boundary layer recovered from the effects of the interaction.

The maximum streamwise turbulence intensities for each measurement station are presented in Fig. 10. The maximum values plotted in this figure clearly show the increase in maximum turbulence intensity with ramp angle, and the gradual decrease of this quantity with X. Further analysis of the data from this investigation indicated that the location of the maximum turbulence intensity in each profile was also directly related to ramp angle, with the maximum values of turbulence intensity occurring further from the ramp surface for the larger shock strengths. A comparison of these data with the mean velocity profiles indicated that the maximum values of turbulence intensity occurred in the regions of maximum \( \partial u/\partial y^* \), due to the higher values of turbulence production in these regions of the boundary layers. It was also found that, in spite of the vertical diffusion of the turbulence within the boundary layers, the location of the maximum values remained essentially constant as the flow proceeded downstream.

Vertical turbulence intensity profiles, \( \langle v'^2 \rangle / u_w^2 \), are shown in Fig. 11 for the 16-deg compression corner flowfield. The data obtained in this configuration are considered representative of the data obtained for all five configurations in this investigation. It can be seen in this figure that the effect of the shock wave was to increase the vertical turbulence intensity through the interaction. A comparison of the \( \langle u'^2 \rangle \) profiles from the five configurations indicates that, similar to the \( \langle u'^2 \rangle \) data, the amount of increase in this quantity was directly related to ramp angle, and thus shock strength. However, unlike the \( \langle u'^2 \rangle \) data, the \( \langle v'^2 \rangle \) profiles show little or no dependence on the distance from the ramp surface, \( Y^* \). There is a tendency for \( \langle v'^2 \rangle \) to reach a local maximum near the edge of the boundary layer, but this characteristic is found in only a few of the profiles measured in this investigation. It can also be seen in Fig. 11 that the vertical turbulence intensity was significantly increased in the regions outside the boundary layer. These data, in conjunction with other turbulence statis-
The Reynolds stress profiles for the 16-deg compression corner flowfield are shown in Fig. 12. The Reynolds stress profiles for the five compression corner flowfields are presented in Fig. 13. The trends in the Reynolds stresses of this investigation agree quite well with those found by researchers working with similar flowfields. The dependency of the increase in Reynolds stress on angle, the gradual decay in Reynolds stress with distance downstream of the interaction, and the vertical diffusion of the Reynolds stress in the boundary layer can all be seen in the data of Muck and Smits for 16- and 20-deg compression corners. However, the magnitudes of $-\frac{\langle u'v'\rangle}{u_\infty}$ reported by these authors are significantly lower than the results of the current investigation, with the maximum values differing by factors of 2 to 4 depending on ramp angle. This discrepancy is most likely caused to a large extent by calibration problems associated with the slanted hot-wire technique used in these investigations. These authors state that the hot-wire calibration is only valid in regions in which the Mach number component normal to the wire exceeds 1.2. Taking into account the 30-deg yaw angle of the slanted hot wires, this yields a lower Mach number limit of 1.39. The local mean Mach numbers at the regions of maximum Reynolds stress in the current investigation are all below 1.39 for the 16-, 20-, and 24-deg configurations, and are close to this value for much of the data of the 8- and 12-deg configurations. In addition to these low mean Mach numbers, the high turbulence intensities in these regions indicate that the instantaneous local Mach number frequently drops far below the calibration limits, and these periods of low Mach number contribute significantly to the magnitude of $-\langle u'v'\rangle$. Considering these factors, it is not surprising that a large discrepancy exists between Reynolds stresses measured with slanted hot wires and those measured with two-component LDA systems in highly turbulent flowfields. An investigation in which both techniques are used to make measurements in the same flowfield would be extremely useful in resolving these discrepancies.

**Conclusions**

The interaction between an oblique shock wave and a turbulent boundary layer results in significant changes in both the mean and turbulent structure of the boundary-layer flowfield. The mean velocity profiles measured in this investigation indicated that the inner regions of the boundary layer were decelerated to a greater degree than the outer regions by the interaction. The profiles downstream of interactions with large amounts of separation were very wake-like in nature, with the inner regions accelerating rapidly as the boundary layers began to return to equilibrium states. Turbulence intensities and Reynolds stress values were significantly increased by the interaction, with the amount of increase directly related to ramp angle, and thus shock strength. The measured profiles of longitudinal turbulence intensity and Reynolds stress reached peak values within the central regions of the boundary layers, with the distance from the peak values to the ramp...
surface also directly related to shock strength. The Reynolds stress values obtained in this investigation were significantly higher than values which have been measured in similar flowfields with slanted hot wires, and this discrepancy is believed to be due to the calibration problems associated with hot-wire systems in highly turbulent supersonic flows. The turbulent structure within the redeveloping boundary layer relaxed very gradually, such that the size limitations imposed by the wind tunnel used in this investigation prohibited the use of ramps of sufficient length to allow a complete return of the turbulent properties to upstream equilibrium values. The rapid "filling out" of the mean velocity profiles, and the large values of the measured Reynolds stresses indicated the presence of large scale turbulent structures in the flow downstream of the shock-wave/turbulent-boundary-layer interactions.
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Abstract

An overview is given of a broad-based experimental research program whose aim is to study and clarify the detailed interactions occurring in high-speed separated flows. The principal tool used in these investigations is a two-component laser Doppler velocimeter, and the implementation of this instrument in the flows of interest is discussed. In addition, as an example of the results obtained, measurements from a recent study concerning the interaction of two compressible shear layers are presented and discussed.

Introduction

The research to be discussed herein is part of a long-term investigation of the fundamental fluid dynamic mechanisms and interactions that occur in high-speed flowfields with embedded separated regions. The motivation for these studies is to develop experimental, computational, and analytical tools which will yield an improved understanding of these mechanisms as they relate to missile base flow phenomena. Figure 1 presents schematic diagrams of the flowfields for typical power-on and power-off base flows. In the power-on case of Fig. 1(a), the supersonic freestream and propulsive nozzle flow in the missile afterbody region approach the base where they separate, expand or compress to the common base pressure, and form free shear layers and a recirculating, separated flow region. The free shear layers then must recompress and redevelop in the reattachment region as they are turned to a common flow direction. For the power-off case of Fig. 1(b), a single shear layer is formed by the separation of the supersonic freestream flow at the base with recompression and redevelopment of this mixing layer occurring in the reattachment zone along the missile axis of symmetry.

The physical understanding of the flow mechanisms associated with these problems was originally begun at the University of Illinois in the 1950's by studying the phenomena theoretically on the basis of the component modeling approach. In parallel with the theoretical analysis of high-speed separated flows, experiments have been conducted over the years to examine fundamental aspects of separated flowfields; these experiments have been instrumental in providing guidance to the theoretical formulation of the problems and have been used to verify the theoretical predictions whenever possible. Previous experiments have relied upon our small-scale continuous flow or blow-down facilities in conjunction with conventional pressure instrumentation and Schlieren/shadowgraph photography for surface pressure measurements and flow visualization, respectively. Most recently, however, our experimental efforts have been directed at obtaining two-color, two-component, coincident laser Doppler velocimeter (LDV) measurements of the mean and turbulent velocity fields in high-speed separated flows. It is these measurements that are the focus of this paper.

Research Program Overview

Detailed flowfield data have been obtained for several planar, two-dimensional, supersonic separated flows that contain the fundamental mechanisms and interactions of the base flow configurations sketched in Fig. 1. In the initial series of experiments, a supersonic M=2.5 flow with an equilibrium turbulent boundary layer was separated from a backstep. For the flow sketched in Fig. 2(a), the reattachment ramp angle was adjusted to produce a constant pressure separation, i.e. with no expansions or compressions at the backstep, and in conjunction with a solid lower wall, a recirculating flow was thereby formed below the shear layer. For the flow of Fig. 2(b), the lower wall was replaced with a porous plate and an attempt was made to match the mass bleed through the plate with that entrained by the shear layer, thereby modeling a free shear layer in a semi-infinite medium with no recirculation. In both cases, the experimental measurements were focused on the initial shear layer development region immediately downstream from the backstep. In a second series of experiments, Fig. 3, shear layer reattachment onto a solid surface was investigated. The flow configuration of Fig. 3(a) is similar to that of Fig. 2(a), but the emphasis of the measurements in this case was on the reattachment/redevelopment region as the developed free shear layer is constrained to turn parallel to the ramp, resulting in the formation of an oblique shock near the reattachment point. The classical supersonic backstep flowfield with an approach Mach number of M=2.0, Fig. 3(b), has also been investigated in this series of experiments. The reattachment processes for this flow are qualitatively similar to those of the flow of Fig. 3(a), but with a larger amount of expansion waves occurring at the backstep separation point. As might be expected, these expansion waves alter the initial development of the shear layer as compared to the constant pressure separation of the flow of Fig. 3(a). The approach Mach number for the backstep flow, M=2.0, was also chosen so that after expansion at the step, the Mach number of the external inviscid flow was similar to that of the ramp reattachment experiment shown in Fig. 3(a). The third experimental series, Fig. 4, investigated oblique shock wave/turbulent boundary layer interactions in a compression corner with an upstream Mach number of M=3.0. Ramp angles of 8°, 12°, 16°, 20°, and 24° allowed investigation of the full range of flow conditions possible for this configuration, including flow with no separation, flow with incident separation, and flow with a significant amount of separation (the case shown in Fig. 4). A fourth, ongoing experimental series, Fig. 5, concerns a planar, two-dimensional analog of the power-on base flow problem sketched in Fig. 1(a), with separation of two supersonic streams (M∞=2.0, M=.25-1.5 for the first case studied) from a finite thickness base, formation of two free shear layers and a recirculating flow region, and growth, recompression, reattachment, and redevelopment of these shear layers in the downstream region. Clearly, these experimental series contain, in varying degrees of complexity, all of the important flow mechanisms and interactions occurring in the supersonic missile base flows of Fig. 1.

As will be discussed further, the two-component, coincident LDV data obtained in each case have encompassed the mean flow properties, turbulence intensities, kinematic turbulent shear stresses, higher order turbulence moments including the triple products and skewness and flatness factors, and other derived quantities such as the turbulence production, mixing length scale, and eddy viscosity. These measurements, in turn, have been used to discern and explain important features of each of these flows.

Briefly, key results of these detailed experimental investigations include the finding of maximum turbulence intensities and shear stresses near the sonic line in the shear layers (in disagreement with intrusive hot-wire measurements), large values of these turbulence quantities near recompression/reattachment points with decay through the redevelopment regions, and the existence of large recirculating velocities in the separated regions. This latter observation clearly leads to the conclusion that the recirculating regions in high-speed separated flows may be much more dynamic than previously thought. Further details concerning these measurements may be found in the references cited above.

The following section contains a brief description of the LDV system setup and procedures used in the experiments.

**LDV System and Measurement Techniques**

The LDV system used in these experiments is a TSI, Inc., two-color, two-component system utilizing the green beam, \( \lambda = 514.5 \) nm, and the blue beam, \( \lambda = 488 \) nm, from a Spectra-Physics 5 W argon-ion laser operating in the multiline mode. After beam splitting, one beam of each pair is passed through a Bragg cell in order to shift the frequency by 40 MHz. Frequency shifting allows the determination of flow direction in the separated regions and, together with orientation of the fringes at \( \pm 45^\circ \) to the mean direction, reduces the effects of fringe bias. The four parallel beams are then passed through a focusing lens to produce the measurement volume containing the two orthogonal fringe patterns necessary for the two-component velocity measurements. Depending on the local flow conditions, focusing lenses with 250 mm, 350 mm, and 600 mm focal lengths have been used in these experiments. The collection optics are located on the opposite side of the test section from the transmitting optics (i.e., forward scatter) and consist of a 250 mm focal length collection lens, dichroic mirrors and filters to separate the scattered light signals for the two colors, and photomultipliers (PMTs) to convert these light signals to analog voltage signals. The collection optics are oriented at 10° off-axis to simplify alignment procedures, to optimize signal strength of the scattered light, and to reduce the effective measurement volume length. With a typical transmitting optical arrangement consisting of 22 mm beam spacing and the 350 mm focal length focusing lens, the green beam measurement volume diameter is approximately 0.18 mm, its effective length is approximately 1.8 mm, and it contains approximately 22 fringes spaced at about 8.5 \( \mu \)m, based on the \( e^{-2} \) intensity level. The 40 MHz frequency shifting produces a fringe velocity of approximately 540 m/s in this case. These quantities are all slightly smaller for the blue beam measurement volume. The laser, transmitting optics, and collection optics are mounted on a traversing table which allows movement in the three coordinate directions with an accuracy of approximately \( \pm 0.1 \) mm.

TSI frequency counters, operated in the single measurement per burst mode with high- and low-pass filtering, are used to determine the Doppler shift frequencies of the signals from the PMTs and to perform validation checks to remove erroneous data. The counters used for these studies have a 21 ns clock resolution in each channel and also perform coincidence interval checks to ensure that both channels have measured the velocity of the same particle. The maximum Doppler signal frequency has been limited to approximately 100 MHz in these experiments, and the uncertainty due to counter clock resolution in a 5- to 8-cycle frequency comparison could reach 3.1% at this maximum frequency. Thus, the comparison level has been set at 4% to avoid discarding data because of clock resolution. The output from the counters is stored in the memory of a DEC PDP 11/73 minicomputer by means of a direct memory access board, and the data are then transferred serially to an HP 9000 computer system for reduction, analysis, and plotting.

The seed particles used in these studies are generated using a commercially available six-jet atomizer to atomize 50 cP silicone oil. The effective mean diameter of these seed particles has been estimated by measuring the relaxation of the velocity downstream of an oblique shock wave\(^1,7\) and comparing the results to analytical predictions which use the empirical drag law of Walsh\(^12\). Using this procedure, the seed particle diameter has been found to be approximately 1.0 \( \mu \)m. Particles of this diameter have been shown\(^1,7\) to have sufficient frequency response to follow the velocity fluctuations of the energy-containing eddies and for accurate estimation of the turbulent stresses in these compressible separated flows.

LDV measurements taken at a particular location involve uncertainties due to the finite sample size of the individual velocity realizations. The statistical uncertainty involved in determining mean velocities from individual measurements is a function both of the sample size and the local turbulent intensity, while the uncertainty for the turbulent intensity is a function only of the sample size\(^13\). To control these uncertainties, the sample size in these investigations has been increased from 1024 in low turbulence, freestream regions to 2048 or 4096 realizations in highly turbulent regions. As a result, the statistical uncertainty due to finite sample size is a maximum of approximately 1% for the mean velocity and \( \pm 3.5 \% \) for the turbulence intensity in the highly turbulent regions of these flows. Elsewhere in the flowfields, these uncertainties are much less.

Another possible source of error in these experiments is that because of the small scale of the experimental models, large velocity gradients exist in some regions of the flow, thereby leading to errors in the velocity statistics due to poor spatial resolution. This is particularly true near the backstep separation points where the shear layers are quite thin. Estimates of the effects of these errors have been made following the method of Karpuk and Tiederman\(^14\). The spatial resolution errors have been found to be maximum near separation points and of the order of 1% for the mean velocity and 2% for the turbulence intensity. In downstream regions where the shear layers are thicker and the velocity gradients smaller, these errors diminish substantially.

Mean and turbulent flow properties computed from LDV data obtained with counter-type signal processors are also subject to biasing errors, most significantly velocity biasing and fringe biasing. Velocity biasing results from the fact that in a turbulent flow with uniformly distributed particles, a larger volume of fluid is measured through the measurement volume during periods when the velocity is higher than the mean than during periods when it is lower than the mean, thereby biasing the results toward the higher velocities. The individual velocity realization-type counters used in these experiments have the capability of measuring and storing \( \approx 3,500 \) coincident samples per second. However, the maximum coincident data rates achieved in these studies range from several thousand per second in the freestream to less than 100 per second in the separated flow regions. Therefore, the sampling process is totally controlled by the flow in these experiments. According to Erdmann and Tropea\(^13,16\), this "free-running processor" condition is completely velocity biased. For this reason, a two-dimensional velocity inverse weighting factor, \( 1/(u^2+v^2)^{1/2} \), similar to that proposed by McLaughlin and Tiederman\(^17\), has been employed to correct for velocity bias in these studies. This method has also recently been extended\(^18\) to include the effects of the unmeasured third velocity component \( w \) which may become significant when the \( u \) and \( v \) measured velocity components are both nearly zero. The extent to which the effects of velocity biasing are removed with this technique is somewhat uncertain, and further study is needed before this issue is completely resolved. In general, the topic of LDV velocity biasing is a controversial and active area of current research, as evidenced by the many and varied recent contributions on the subject\(^9\).
Fringe biasing results from the fact that a particle must pass through a specified number of fringes within the measurement volume (8 in these experiments) for its velocity to be measured. Thus, particles traveling in a direction parallel to the fringe plane are not "seen" by the LDV, resulting in a bias in favor of particles traveling perpendicular to the fringe plane. The effects of fringe bias have been significantly reduced in these experiments by the previously mentioned 40 MHz frequency shifting, which causes the fringes to move in the upstream direction, and by orienting the fringes at ±45° to the mean flow direction. The fringe bias analysis of Buchave has been modified to incorporate frequency shifting and has been used to correct for possible fringe bias in these studies. The largest difference between two-dimensional velocity bias-corrected mean velocities and mean velocities corrected for both velocity bias and fringe bias was approximately 3% in these experiments. Therefore, the effects of fringe bias are not significant in comparison to those of velocity bias, and the results presented here are corrected for velocity bias only.

More extensive discussions of the LDV system and the associated experimental techniques used in these studies may be found in Refs. 1, 3, and 7. In the following sections, results from an ongoing experimental series are presented and discussed.

Experimental Results for the Interaction Between Two Compressible, Turbulent Free Shear Layers

Experimental Conditions

A series of cold flow experiments has been conducted with air in a small-scale blowdown wind tunnel facility to study the interaction between two compressible free shear layers, see Fig. 5. The test section width and height are 50.8 mm and 101.6 mm, respectively, and the step height is 25.4 mm. The approach Mach number, unit Reynolds number, stagnation pressure, and stagnation temperature were 2.07, 5.85 x 10^7 m^(-1), 457.3 kPa, and 295 K, respectively, for the upper flow, and 1.50, 3.37 x 10^7 m^(-1), 233.8 kPa, and 295 K, respectively, for the lower flow. After expansion at the step, the Mach and unit Reynolds numbers of the external freestream flows were 2.56 and 3.98 x 10^7 m^(-1), respectively, for the upper shear layer and 2.23 and 2.72 x 10^7 m^(-1) for the lower shear layer. The freestream conditions for the upper flow after separation were designed to be similar to those of the ramp reattachment experiment of Fig. 3(a) and the backstep reattachment experiment of Fig. 3(b) for purposes of comparison.

The velocity vector field for this investigation is plotted in Fig. 6, showing the expansion and turning of the shear layers at the backstep. An additional practical realignment of an approximately horizontal direction downstream from the reattachment region. For ease of presentation of the results, the dashed line in Fig. 6, which is drawn approximately through the maximum velocity point for each transverse profile, is used to separate the upper and lower flows. The u velocity component direction is defined to correspond to the local freestream flow direction; it is parallel to the x coordinate for the incoming boundary layer flows, rotated 12.4° clockwise relative to the x coordinate for the upper shear flow, and rotated 18.5° counterclockwise for the lower shear layer. In all cases, the v velocity component is defined to be orthogonal to the corresponding u component.

Two-Dimensionality of the Flowfield

All of the LDV data to be presented below were obtained in the spanwise midplane of the wind tunnel. However, the uniformity of the mean flow and turbulence field across the tunnel was checked by additional measurements at z=±10 mm from the midplane at x=28.36, and 46 mm. The deviations of the data from the centerline values were largest near the sonic line at x=28 ±3.8 mm, where the turbulence fluctuations were high, as was the statistical uncertainty due to limited sample size. The maximum spanwise variation of the data for the mean velocity, streamwise turbulence intensity, and kinematic turbulent shear stress were ±1.9%, ±2.8%, and ±2.5%, respectively. These variations were within the statistical uncertainty for the finite sample sizes used in the present experiments. Since LDV measurements further off-center were not possible due to reflections of the laser light from the glass windows of the wind tunnel, it can only be concluded that the flow was two-dimensional within ±10 mm of the wind tunnel midplane.

Approach Boundary Layers

Two-component LDV measurements have been made in the approach boundary layers to within 1 mm of the wall of the backstep, with one-component measurements required for locations closer than this due to beam blockage. The boundary layer and momentum thicknesses were measured to be δ=2.26 mm and θ=0.18 mm for the M=2.07 boundary layer flow and δ=1.59 mm and θ=0.14 mm for the M=1.50 boundary layer. The ratio of momentum thickness to boundary layer thickness measured for the upper and lower boundary layers is in good agreement with the values predicted by the method of Maise and McDonald, being only 5% and 1%, respectively, higher than the predicted values. The boundary layer mean velocity profiles are also found to be in good agreement with the correlation curve of Maise and McDonald. As with the δ/θ ratio, the M=1.50 boundary layer velocity profile shows better agreement with the curve than does the M=2.07 profile. This suggests that the predictions of Maise and McDonald may be in better agreement with experimental results at lower Mach numbers. The skin friction coefficients used in determining the velocity profiles were found from the wall-wake law and were C_f=0.00176 and 0.00247 for the upper and lower boundary layers, respectively. These values are in the range reported by Laderman for comparable Mach and Reynolds numbers.

The streamwise turbulence intensity measurements for both boundary layers show consistently higher values than for the incompressible boundary layer results of Klebanoff, but are in relatively good agreement with the data of Dimotakis et al. at comparable Mach numbers. The boundary layer shear stress measurements follow closely Sandborn's "best estimate" for equilibrium compressible boundary layers. In addition, the streamwise component of the skewness and flatness factors peak sharply at the outer edge of the boundary layers for both cases, and then decline rapidly for the M=2.07 boundary layer and more gradually for the M=1.50 boundary layer. The Mach 2.85 turbulent boundary layers of Hayakawa et al. and the Mach 2.43 results of Petrie et al. show skewness profiles similar to those of the M=2.07 boundary layer of the present study.

Mean Flowfield

The mean u component velocity profiles for each measurement station, including the boundary layer profiles, are shown in Fig. 7, where the u component direction is as defined previously. The velocities of the higher and lower Mach number flows have been nondimensionalized with respect to the boundary layer freestream velocities before separation, u_∞ and u_∞, respectively. The abscissa shows the station numbers, the vertical dashed lines mark the location of zero velocity for each station, and the numbers above each dashed line give the axial location of each station in millimeters. Also shown are the dashed line used to separate the upper and lower flows for presentation purposes and the horizontal scale of the parameter plotted in the figure, i.e. u/u_∞=1.0 in this case. The turbulence measurements to be discussed below will be presented in this same general format and are also nondimensionalized by u_∞ and u_∞ for the upper and lower shear layers, respectively.

The mean velocity profiles for the two flows show generally similar characteristics with large velocity gradients across the shear layers, reverse flow in the separated region, formation of a wake-like velocity profile near the reattachment point at x=35 mm, and rapid "filling out" of the mean velocity
profile in the downstream redevelopment region. At the last three measurement stations, the rate of profile development appears to be faster for the lower Mach number flow. This rapid development in the mean velocity profile has also been observed in redeveloping boundary layers. Schlieren photographs of the present flowfield and earlier experiments have shown the existence of large eddies stretched in the streamwise direction that seem to cause enhanced mixing in the redeveloping regions. This matter will be discussed further in the presentation of the turbulence field results.

**Turbulence Field**

The streamwise turbulence intensity profiles for this flow are presented in Fig. 8. The maximum turbulence intensity at each axial location occurs very near the sonic line for both shear layers. This is in agreement with earlier LDV results for supersonic shear layers described by Blackwelder et al. that located the maximum in the supersonic portion of the shear flow. For stations 3-7 in the reattachment region, the maximum turbulence intensity for the lower M flow is larger than that for the higher M shear layer and also shows a faster streamwise growth rate. This could possibly be the result of the well-known stabilizing influence of compressibility, i.e., reduced shear layer growth rates at higher Mach numbers and/or due to differences in the scales of the coherent large-scale motions, which are one of the contributors to the measured fluctuations. For locations 4-10, the maximum turbulence intensity for each flow diffuses across the shear layer and also decays in the streamwise direction. An almost uniform turbulence intensity profile across the redeveloping layer at the last measurement station confirms the existence of enhanced mixing in this region, which agrees with the rapid development of the mean velocity profiles shown in Fig. 7.

The distributions of the transverse turbulence intensity are shown in Fig. 9. For the first two stations after separation at the step, the maximum transverse intensity occurs near the sonic line in the shear layers, which is similar to the result for the streamwise turbulence intensity. However, starting in the reattachment region the peak transverse intensity occurs near the interface between the two flows, which suggests a high rate of turbulence momentum exchange between the flows. The anisotropy ratio, $\delta_y/\delta_x$, is also found to peak near the sonic line for both shear layers but decays rapidly toward an isotropic value of unity at the interface between the flows.

The kinematic turbulent shear stress profiles are presented in Fig. 10. In many respects, the general trends are similar to those for the streamwise turbulence intensity evolution, with maximum stresses near the sonic line in each shear layer, very large shear stresses in the recompression and reattachment region, and larger absolute shear stresses in the lower Mach number flow than in the higher M flow. In contrast, the turbulent shear stress at the interface between the two flows is quite small, which is similar to the results for subsonic flow behind airfoils and blunt bodies. Streamwise growth of the maximum shear stress in both free shear layers and the existence of large shear stresses near the reattachment point between the two flows in this study are consistent with earlier measurements, where free shear layers attached onto solid surfaces. This seems to indicate that the imposition of the $v=0$ boundary condition by the solid wall in the reattachment region does not affect the turbulence intensity or scale in compressible reattaching shear flows. In contrast, for incompressible reattaching shear layers, this restriction is believed to be the cause of significant turbulence intensity and scale decay in the reattachment region. The convective velocity of large-scale structures in supersonic shear flows may be higher than the local speed of sound, such that these structures are unaware of the presence of the walls before reattachment. Thus, the breaking-up process of the eddies could only occur either prior or after reattachment in these cases. This could be the cause for the differences in behavior between subsonic and supersonic reattaching free shear flows in the presence of solid walls.

Axial distributions of the maximum turbulence intensities and kinematic shear stresses are shown plotted in Fig. 11. The general trends are qualitatively similar for each shear layer and are also similar to previous results for reattaching compressible shear layers. A plateau in the maximum turbulence intensities occurs in the reattachment region, while the same type of plateau has been observed in incompressible flow about one step height before reattachment. The rate of increase of the turbulence intensity and shear stress is higher for the lower Mach number shear layer. In addition, the growth rate of these compressible shear layers is approximately a factor of 2 or more less than the average incompressible results. For compressible shear flows, previous results have shown that the growth rate is inversely proportional to the Mach number, which is consistent with the present measurements. Another possible cause of the higher turbulence levels in the lower Mach number shear layer could be the larger distortion of the turbulence field passing through the 18.5° expansion at the step for the lower M flow in comparison to the 12.4° expansion for the higher M shear layer.

The ratio of the kinematic turbulent shear stress to the turbulent kinetic energy is shown plotted in Fig. 12 for this flowfield, where the total turbulent kinetic energy, $k$, is estimated to be $3/4(\rho u'^2)$. This turbulence "structure parameter" has been examined by Harsha and Lee for boundary layers, two-dimensional and axisymmetric jets, and wakes in incompressible flows. They concluded that this value is reasonable for computing these incompressible flows. Bradshaw and Ferris also assumed a value of 0.3 for this parameter in their compressible boundary layer calculations. Generally, this structure parameter does not vary significantly through a flowfield. Although the mean value of this parameter is approximately 0.3 for the present flow, Fig. 12, large variations also occur, whereby confirming that significant turbulence structural variations occur in this relatively complicated flowfield. This conclusion has also been reinforced by examination of the shear stress correlation coefficient, which is also used by some investigators as a turbulence "structure parameter."

The evolution of two components of the turbulence triple products are presented in Figs. 13 and 14. The results are similar to those for the streamwise turbulence intensity and kinematic shear stress, with maximum values near the sonic locations in the free shear layers, significant increases in magnitude near reattachment, and decay in the redeveloping region. The large triple product values in the recompression and interaction region are most likely indicative of increases in the turbulence scale in this area, which is similar to results obtained in free shear layers reattaching onto a solid wall. It may therefore be inferred that solid boundaries in the reattachment region do not have a significant damping effect on the turbulence scale and intensities in supersonic reattaching shear layers. This is in contrast to speculation about the significant effects of solid walls on the turbulence characteristics in subsonic reattaching flows. As previously discussed, the high convective velocities of the large-scale structures in supersonic shear flows could be a cause for these fundamental differences.

Two components of the turbulent triple products, $\langle uv^2 \rangle$, $\langle u^3 \rangle$ (not shown), demonstrate behavior in the transverse direction similar to that for incompressible shear flows. This suggests similar mechanisms for streamwise turbulence diffusion in incompressible and compressible shear layers. However, significant differences between incompressible and compressible shear flows occur in the distributions of the $\langle u^2 \rangle$, $\langle v^2 \rangle$, $\langle u^3 \rangle$, and $\langle v^3 \rangle$ triple product components, which are related to the transverse diffusion of turbulence. In the compressible shear layers of this study, Fig. 14, the turbulence diffusion is inward (toward the wind tunnel centerline) on the inner edges of both shear flows and also in the interaction region, while it is outward (away from the wind tunnel
centerline) on the outer edges of both shear layers. This is opposite to the results for incompressible shear flow cases and seems to be a fundamental structural difference.

Figure 15 shows the profiles of kinematic turbulence production for this flow, which is defined as the nondimensionalized product of the kinematic turbulent shear stress and the mean velocity gradient. This definition excludes significant density changes through the recompression and reattachment regions. Clearly, the turbulence production is high in the developing free shear layers, which is similar to the results for subsonic reattaching shear flows and previously examined compressible reattaching shear layers. However, the high levels of production seen in this flow in the recompression and reattachment regions have not been observed in incompressible flows. The pronounced decay of the turbulence production in the redevelopment region is caused by the rapid development of the mean velocity profiles in this region due to enhanced mixing and is consistent with the results discussed earlier.

Conclusions

An overview of a long-term experimental research program directed at understanding the detailed fluid dynamic mechanisms and interactions that occur in high-speed separated flows has been presented. Four series of experiments have been completed or are in progress as part of this program, including: development of constant pressure shear layers, reattachment processes for compressible shear layers, oblique shock wave/turbulent boundary layer interactions in a compression corner, and the interaction of two compressible shear layers originally separated by a finite thickness base. These flows contain the fundamental flow mechanisms of importance in missile base flows. Several other related investigations are also in progress, such as high-temperature two-stream mixing, normal shock wave/turbulent boundary layer interactions in a constant area duct ("shock train"), and two-stream plume-induced separation. The results of these studies will be reported at a later time.

The primary tool used in these detailed studies of high-speed flow interactions has been a two-component laser Doppler velocimeter. A summary of the LDV system setup and experimental procedures employed has been given with special emphasis on the difficulties and constraints that occur for supersonic separated flows.

In addition, the results of one of the recent experiments concerning the interaction between two compressible free shear layers have been presented. The general trends for both shear layers are the same and are also similar to those of compressible shear layers reattaching onto solid surfaces. Therefore, in contrast to incompressible reattaching shear layers, the proximity of a solid surface appears not to decrease significantly the turbulence scale and intensities for compressible reattaching shear flows. The results have also confirmed earlier findings of fundamental structural differences between compressible and incompressible shear flows, especially in terms of the diffusion of turbulence energy in the transverse direction. The turbulence intensity levels and the rate of streamwise increase in the shear layer with the lower Mach number were found to be higher. This agrees with previous studies which show a reduction in shear layer mixing and entrainment with increased Mach number.
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ABSTRACT

An experimental investigation was conducted to study the effect of the initial boundary layer thickness prior to separation on the compressible, two-dimensional reattaching free shear layer formed by geometrical separation of a turbulent boundary layer over a backward-facing step. Two small scale full nozzle configurations were constructed to produce a uniform supersonic flow with a freestream Mach number of 2.0. One nozzle set produced an equilibrium turbulent boundary layer with a visually measured thickness of 5 mm and the other nozzle set produced a 2.5 mm boundary layer thickness prior to the geometric corner. Two operating conditions were studied for each nozzle set, incipient and complete reattachment. The incipient reattachment condition was defined as the condition where the shear layers attached to the wall and a normal shock was present within a few boundary layer thicknesses of the reattachment region, while the complete reattachment condition was defined as the case where the realignment compression waves had coalesced into an oblique shock downstream of the reattachment region. A detailed survey of the flow was made utilizing surface static probes, Schlieren photography, and fast response, flush mounted, piezo-resistive pressure transducers. The fast response pressure transducers were placed at locations upstream of separation, in the separated base region, at the reattachment location, and downstream of the reattachment region.

Surface streak pattern measurements indicated highly three-dimensional flow in the separated base and reattachment regions, while upstream of the separation and downstream of the reattachment region no three-dimensionality effects were present. At the condition of complete reattachment, no significant pressure fluctuations were present in the flowfield over the frequency range of 0 to 40 kHz. The incipient reattachment operating condition produced pressure fluctuations at the separated base region, reattachment region, and downstream of the reattachment
region, while only white noise was present upstream of the geometric corner. The oscillating frequency for the incipient reattachment condition at the reattachment region was 60.95 Hz for the 5 mm initial boundary layer and 90.87 Hz for the 2.5 mm initial boundary layer flow. Strong coherence was present between the reattachment region and separated base region flows and the flow downstream of the reattachment region.

Possible sources for the pressure fluctuations are the terminating normal shock in the test section, flapping motion of the shear layers (i.e., reattachment and separation of the shear layers to and from the surface), and back and forth movement of the shear layers across the face of the fast response pressure transducers.
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Abstract. Velocity bias effects on data obtained with a coincident two channel laser Doppler velocimeter in a highly turbulent separated supersonic flow are presented. Probability distributions of the fluctuating velocities were distorted by velocity bias in a manner consistent with theory and a two-dimensional velocity inverse weighting function bias correction produced reasonable appearing velocity probability distributions. The addition of an approximate correction term to account for the effects of the unmeasured third velocity component improved these results but had little effect on the velocity statistics. Experimental factors that could partially compensate or falsely add to the velocity bias, conditions for which the bias may also be observed and corrected for are discussed.

1 Introduction

This study is part of a program investigating supersonic missile base region flows. Features of these base flows include separated regions of recirculating flow bounded by turbulent free shear layers and a recompression zone where the bounding shear layers merge and change direction. The experimental efforts of this investigation have been directed at the detailed study of simpler twodimensional model flows using laser Doppler velocimetry, Addy et al. (1983).

These model experiment flowfields contain regions of high turbulence intensity and in some cases these high intensities occur where the flow is supersonic. Thus, an extreme dynamic range of velocities is possible and at the outset of experimentation it was expected that LDV velocity and fringe bias could have a substantial statistical effect on the results.

An evaluation of the effect of these biases and the effectiveness and/or need for any corrective actions was felt to be essential to these LDV studies because of the controversial nature of the bias problem and the potential effects on the results. Without such an effort, systematic uncertainties and unanswered questions would exist regarding the quality and accuracy of the experimental results. The purpose of this paper is to present the results of the evaluation of velocity bias effects and the techniques used in the process. This information should be of value to those doing frequency counter based LDV measurements in highly turbulent flows. The problem of fringe bias with coincident two channel frequency shifted LDV systems was studied analytically by Petrie (1984) and Petrie et al. (1986) for the current flows and was reduced or avoided experimentally by frequency shifting.

The data presented below were taken in the model experiment flowfield shown in Fig. 1. A nominal Mach 2.5 flow with a fully developed turbulent approach boundary layer separates at a backward facing step and reattaches onto an inclined ramp downstream of the step. The ramp angle is adjusted to achieve a constant pressure separation at the backstep. This entire flowfield was surveyed from upstream of the backstep to downstream of reattachment with a two color, two-channel coincident frequency shifted laser Doppler velocimeter. Petrie (1984), Petrie et al. (1985, 1986), Samimy et al. (1986) and Samimy (1984) provide further details.

2 Velocity bias

McLaughlin and Tiederman (1973) argued that the LDV individual realization sampling process is biased towards higher velocities in turbulent flows because the volume of fluid and therefore the number of particles swept through the LDV measurement volume is proportional to the quantity being sampled, namely, the velocity. That is:

$$Jn = CAV_T \Delta t$$

where $Jn$ is the number of particles sampled in time interval $\Delta t$, $C$ is the number density of the particles, $A$ is the cross sectional area of the measurement volume in the plane normal to the velocity vector, and $V_T$ is the total velocity magnitude. If $C$ and $A$ are constant and the probability of signal validation is independent of the velocity magnitude and particle interarrival time, then the data rate and probability of obtaining a sample is directly proportional to the velocity. These preceding assumptions...
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2.1 Transit time weighting

The particle transit time across the LDV measurement volume can be used as a weighting function to correct for velocity bias, see McDougall (1980), Buchave (1979), and Hoesel and Rodi (1977). The transit time is, on average, inversely proportional to the velocity. This method of velocity bias correction has the advantage of not producing infinite weights and works just as well for one and two component LDV systems.

The Doppler bursts were processed in the N-cycle mode in the present study. That is, a fixed number of cycles were required and used to determine the frequency of each burst. Transit time information was not available in this mode with the Doppler signal processors used. The N-cycle mode was used because it was less susceptible to noise and produced results superior to the total burst mode due to the difficulty of accurately determining the transit time. Although transit time weighting was not used, many of the procedures and findings discussed below are applicable to transit time weighted data.

2.2 Interarrival time weighting

The particle interarrival time may also be an appropriate weighting factor to correct for velocity bias in some cases. A true time average should be approximated closely when the mean sampling rate is of the same order or greater than the highest frequencies of the velocity fluctuations. However, it is sufficient to sample at a frequency which is high compared to the lower frequency energy containing turbulent scales if spectral information is not desired, see Dimotakis (1976). The turbulence frequencies in the supersonic flows of the present work were always large compared to the particle interarrival rate so that the above criterion was not met and this time averaging scheme was therefore not used.

Adams et al. (1984) found that interarrival time weighted velocity statistics were not affected by the data rate. However, these low data rates were achieved by reducing laser power which introduces signal-to-noise ratio effects, see Adams and Eaton (1985). Edwards and Jensen (1983) have statistically modeled sample-and-hold LDV systems and found that when the mean particle arrival rate per turbulence coherent time scale exceeds 10, the measured statistics are nearly those of the flow. When there are fewer than 0.1 particle velocities measured per turbulent time scale, the LDV statistics are those of an individual realization anemometer. In general, the hold time for sample-and-hold and the interarrival times of the particles should be nearly the same. Thus, Edwards and Jensen's (1983) results indicate interarrival time weighting of the data would not correct for velocity bias in the present study.

2.3 Velocity inverse weighting

A two-dimensional velocity inverse weighting function, \( w_i = 1/(U_i^2 + V_i^2) \), was used in the present study to correct for velocity bias where \( U_i \) and \( V_i \) are the x and y direction velocities of the ith realization. This is just a natural extension of the one-dimensional velocity inverse weight proposed by McLaughlin and Tiederman (1973) that is possible with a coincident two channel LDV system. The velocity in the (x, y) plane was measured by the LDV with the measurement channels oriented \( \pm 45^\circ \) to the horizontal streamwise direction to avoid fringe bias. The data coordinates were rotated into horizontal and vertical (x, y) for analysis. The z direction velocity component, \( V_i \), was not measured but was expected to have a mean value of nearly zero in all cases.

A deficiency of this velocity inverse weight is that the weight approaches infinity as the (x, y) plane velocities approach zero and the magnitude of the unmeasured z component becomes an increasingly significant part of the three-dimensional velocity magnitude. Even though this z velocity component had a zero mean value, its mean magnitude was not zero. As a result, the velocity magnitude in Eq. (1) is on average underestimated when the (x, y) plane velocity is small. Thus, small velocity realizations will tend to be overweighted by the two-dimensional velocity inverse correction.

A simple approximate corrective action can be taken to account for the contribution of the z component to the velocity inverse weight. This term will only be significant when \( U_i \gg V_i \gg 0 \). An estimate of the unmeasured z component turbulent intensity based on the measured (x, y) plane values combined with a geometric factor to account for the change in the effective measurement volume cross sectional area normal to the velocity vector can be used to determine an estimated averaged z component velocity magnitude. Nakayama (1985) added an estimated z component term to the velocity inverse weight, \( w_i \), so that:

\[
\omega_i = \left[ U_i^2 + V_i^2 + (a/b)^2 \sigma_z^2 \right]^{1/2}
\]

where \( a/b \) is the ratio of the measurement volume diameter to its length: the long axis of the measurement
volume ellipsoid is parallel to the z axis. $a/b$ is also the ratio of the cross sectional area of the measurement volume in the $(x, y)$ plane to that in the $(y, z)$ plane. $a_r$ is the $z$ component root mean square intensity level, its standard deviation, and is estimated as the average of the measured $x$ and $y$ component values. Since the geometry factor, $a/b$, is typically smaller than $1/20$, the $z$ component term will only be significant when $U_1$ and $V_1$ are small. Johnson et al. (1982) argued that the simple two-dimensional velocity inverse weight should be sufficiently accurate because the $z$ term contribution is always small but no examination of the effect of including the $z$ term has been made. An appraisal has been made below.

Off-axis light collection, used in the present study, can alter the effective measurement volume geometry and act to increase the effective area ratio $(a/b)_v$, when the photodetector aperture is not large. The effective length of the measurement volume, $L_0$, was calculated by procedures outlined by TSI Inc. (1980). The effective $(y, z)$ plane cross sectional area of the measurement volume was calculated by assuming a rectangular cross section of dimensions $L_0$ by $d_m$, where $d_m$ is the measurement volume diameter. With this approach, the effective area ratio for the LDV data discussed below was $(a/b)_v = 0.056$, which is approximately one-third larger than $a/b$.

3 Results and discussion

With the above details and difficulties in mind, an examination of the effect of the velocity bias and the bias correction was made. The results with the simple two-dimensional bias correction are given the most attention. Since the geometry factor, $a/b$, is typically smaller than 1/20, the $z$ component term will only be significant when $U_1$ and $V_1$ are small. Johnson et al. (1982) argued that the simple two-dimensional velocity inverse weight should be sufficiently accurate because the $z$ term contribution is always small but no examination of the effect of including the $z$ term has been made. An appraisal has been made below.

Off-axis light collection, used in the present study, can alter the effective measurement volume geometry and act to increase the effective area ratio $(a/b)_v$, when the photodetector aperture is not large. The effective length of the measurement volume, $L_0$, was calculated by procedures outlined by TSI Inc. (1980). The effective $(y, z)$ plane cross sectional area of the measurement volume was calculated by assuming a rectangular cross section of dimensions $L_0$ by $d_m$, where $d_m$ is the measurement volume diameter. With this approach, the effective area ratio for the LDV data discussed below was $(a/b)_v = 0.056$, which is approximately one-third larger than $a/b$.

Figure 2 shows probability distribution functions, PDF, of the $x$ component velocity, $U$, taken across the mixing layer for the ramp flowfield in Fig. 1 at $x = 75$ mm downstream of the 25.4 mm backstep. The base of the ramp in Fig. 1 was at $x = 101$ mm and the ramp angle was 19.3°.

The freestream velocity was approximately 570 m/s. $x^*$ is the distance from the $U/U_\infty = 0.5$ location and $x$ is the local mixing layer momentum thickness. 4,096 samples were used to formulate the PDFs for $3 > x^* > -9$. 1,024 samples were used for $x^* > 3$ and 2,048 samples for $x^* > -9$. The horizontal lines at the base of each PDF locate the ordinate and the short vertical lines indicate the mean of the PDF on the abscissa. The biased PDFs were formulated by adding a weighting factor of 1 to the histogram bin accumulator if a velocity realization fell within the range of the bin. The PDFs were normalized by dividing by the sum of these weights, which in this case is the total number of realizations in the sample. Constant bin widths were used at each ordinate location so that normalization does not require division by the bin width for this comparison. The velocity bias corrected PDFs were obtained by the same procedure but instead of a unity weighting factor, the simple two-dimensional velocity inverse weighting factor was summed in the bin accumulators. This visualization of the effect of the bias correction on the PDF is informative and simple. It can be applied to examine directly the effect of any weighting function on the PDF including transit and interarrival time weights.

The biased distributions in Fig. 2 exhibit a large decrease in the probability density about the $U = 0$ location in all cases where the probability density is sufficiently large near $U = 0$ to discern such details. This is true of all LDV data taken in this study. This decrease in the $U$ component PDFs is the behavior expected if the velocity bias acts as predicted by Eq. (1). The $U$ component is dominant in this flowfield such that the magnitude of the $U$ velocity component correlates well with the total three-dimensional velocity magnitude. The $V$ velocity component PDFs show no such behavior at $V = 0$ because the event $V = 0$ correlates poorly with a zero three-dimensional velocity magnitude. However, the bias is still present and the $V$ component statistics are affected by it.

There are a number of possible factors other than velocity bias that could contribute to the bimodal character of the PDFs about $U = 0$ in Fig. 2. The time window constraint for the two channel coincidence requirement could cause a bias of similar form. A validated signal must be received from both channels within an adjustable time window to be considered coincident. Differences in light scattering due to wavelength or polarization, differences in measurement volume and fringe visibility between channels, or slight optical misalignment are a few of the possible
factors that may lead to a spatial separation of where a Doppler burst is initiated in one channel with respect to the other channel. Such a spatial separation translates into a temporal separation that is inversely proportional to the velocity. Thus, a time window bias against lower velocity realizations potentially exists. The electronic circuit performing the coincidence test may also be limited in speed and accuracy.

Comparisons of unweighted velocity biased and corrected $U$ components PDFs were made at a fixed point in the mixing layer of the flowfield shown in Fig.1 for coincidence time windows of 0.5 to 10 $\mu$s in duration, see Fig. 3. 4.096 samples were taken for each PDF. An appreciable distortion of both biased and corrected PDFs due to the coincidence window size occurred only for time windows smaller than 2.5 $\mu$s. The data shown in Fig. 3 were taken at a location with a small mean velocity so that the probability of $U \geq 0$ would be large to maximize the sensitivity to the coincidence requirement for the purpose of this comparison. This also maximizes the effect of the velocity bias which cannot be made to vanish by increasing time window size. The time windows used in this study were sufficiently large to avoid such a bias.

The possibility that the flow was actually bimodal as observed must also be considered. Data taken in this flow support that both the reattachment of the shear layer onto the ramp and the recirculating flow have characteristics indicative of larger scale motions. Petrie et al. (1986). The magnitude of the oscillation in the $U$ velocity, as indicated by the bimodal PDFs, does not change appreciably with distance from the step. However, the velocity magnitudes and turbulence levels in the recirculation zone diminish noticeably as the step is approached from maximum levels which occur at the base of the ramp. Also, the recirculating flow is not bimodal although typical mean velocities in this zone are comparable to half of the magnitude of the oscillation suggested by the bimodal PDFs. Thus, the bimodal switching would have to be localized in the transverse direction to the low speed edge of the mixing layer and yet span the length of the shear layer unaltered significantly in magnitude in the $x$ direction. This is not felt to be plausible. Also, the results below show that probability density contours in the velocity plane actually wrap around the origin. $U = V = 0$. Such behavior is entirely consistent with a velocity bias but is difficult to attribute to a bimodal switching of the flow. Finally, true bimodal behavior in the flow will not be erased by a bias correction when the overweighting near zero velocities is not large compared to the effects of any bimodal switching. A stagnation point in the recirculating flow for instance, was found to be weakly bimodal after bias correction.

A decrease in the particle number density across the mixing layer from the freestream into the recirculation zone could also result in a bias against the lower velocity realizations. This may have occurred because only the wind tunnel plenum chamber was seeded. The particles present in the recirculating flow were those that diffused across the discriminating streamline prior to reattachment. The ratio of the mean data rate to the local mean of the velocity magnitude, $\langle n \rangle / V_\infty$, was examined to determine whether such particle concentration effects were present. The mean magnitude, $V_\infty = (U^2 + V^2)^{1/2}$, does not equal the magnitude of the mean velocity, $(U^2 + V^2)^{1/2}$, when negative velocities occur. The mean magnitude of the velocity properly reflects the amount of fluid volume swept through the measurement volume, on average, since this does not depend on the sign of the instantaneous velocities. The results indicate that the data ratios on the low speed side of the mixing layer are comparable or slightly higher than on the high speed side and no offsetting particle concentration effects occurred.

The biased distributions of Fig. 2 are distinctly and unrealistically bimodal. That is not to say that a bimodal velocity PDF is always unrealistic but that velocity bias acts to create or exaggerate the bimodal character. The velocity inverse correction eliminates or reduces this bimodal character reasonably well; however, a tendency to overweight near the zero velocity occurs in a few cases in Fig. 2 and elsewhere in the flowfield. The fact that the biased probabilities were not zero at $U = 0$ results from both the finite size of the histogram bins used to formulate the PDF and the fact that the $y$ and $z$ component velocity magnitudes were not on average zero when the $U$ velocity was zero.

The biased, simple two-dimensional corrected, and estimated $z$ term corrected $U$ velocity component PDFs are compared in Fig. 4 at one of the measurement locations.
shown in Fig. 2. The estimated \( z \) term has a noticeable effect near \( U = 0 \) only, as expected, and appears effective in eliminating the overweighting seen in the simple two-dimensional inverse corrected results.

The probability density contours of Fig. 5, which are the results for the data at \( \gamma^{*}/\theta = -6.56 \) in Fig. 2, provide a more detailed view of the effect of the bias. These joint PDFs were formulated and normalized following the procedures outlined for the one-dimensional PDFs above. The probability density increment between contour levels was constant and the same probability density levels were contoured in each part of Fig. 5. The contour levels increase monotonically from the outermost curve, which is at the lowest probability density level, to the innermost curves at higher levels. The uncorrected biased contours in Fig. 5a follow the circles centered at the origin of the velocity plane closely indicating the expected dependence on the velocity magnitude and a nearly constant \( z \) component effect at small \((x, y)\) plane velocities. The corrected result in Fig. 5b does not show these bias effects but the contours indicate overweighting near \( U = 0 \) as seen in the one-dimensional PDFs of Fig. 2 at this \( \gamma^{*}/\theta \) location. The addition of the estimated \( z \) term to the weight reduces the gradient near the origin and no overweighting is apparent in Fig. 5c. The corrected distributions do not wrap around the origin as the biased data did in Fig. 5a.

Another way of examining the bias that avoids the complications of contouring but uses all of the velocity magnitude information is to formulate PDFs of the measured two-dimensional velocity magnitude, \( V_{2D} \). This is shown in Fig. 6 for the data at \( \gamma^{*}/\theta = -6.56 \) in Fig. 2. Each of the histogram bins used to form these PDFs had a constant width, \( dV_{2D} = 10 \text{ m/s} \). The histogram bin accumulators contain the sum of the weights for all of the data between concentric circles centered at the origin in the velocity plane with a difference in radii of \( dV_{2D} \) and an outer radius at the upper velocity limit of the histogram bin. PDF normalization requires division by the product of the sum of all the weights in the sample with the area of the current bin between the concentric circles in the velocity plane. The midpoints of each histogram bin in Fig. 6 are connected by straight line segments.

As shown in Fig. 6, the addition of the \( z \) term significantly reduces the maximum weight where the simple two-dimensional correction overweights appreciably, near the zero velocity magnitude. The expected form of the unbiased velocity magnitude PDF is not known but a smooth curve with a probability density near zero that is approximately equal to that found an equal distance on
The opposite side of the maximum probability density location is expected. The exception to this would be the case where the most probable magnitude is zero. No appreciable offsetting compensation for the velocity bias due to improvement of signal quality at lower velocity magnitudes, as discussed by Durao and Whitelaw (1979), is indicated by the results shown in Fig. 6. The range of such a compensation may be too small to notice in this flowfield. Also, Adams and Eaton (1985) indicate this compensation may not occur if the signal-to-noise ratios are sufficiently large. If such an effect were significant, an increase in the biased PDFs with decreasing velocity magnitude to values comparable to the z term corrected results at the lowest velocity magnitudes would be required.

However, this two-dimensional information may not be sufficient in a highly three-dimensional flow where no single velocity component dominates or in a situation where the dominant component is not measured or only partially measured. In such cases, an accurate z term estimate would be unlikely, the data will not show the bias as distinctly, if at all, and the correction will not work as desired. The bias may be entirely present in these situations but the data does not contain sufficiently complete velocity magnitude information to observe or correct for it. For an example of such a situation, consider a study of secondary flows in a corner, say the juncture of a wing with a fuselage, and the large chordwise velocity component is not measured.

Erdmann and Tropea (1981, 1982) have statistically modeled the LDV sampling process for normal and Ricean distribution turbulent flows. The analysis predicts a shift from fully velocity biased to bias free results as the sampling process changes from free running processor to processor controlled. A free running processor is defined as one that is able to process and transfer the data from every particle that generates a validated signal. In this case, the flow determines when particles are sampled. If the processor maximum sampling rate is much less than the validated particle data rate, the processor samples at its constant maximum rate since a validated particle occurs almost immediately after the processor status is ready for more data. In this case, the results are predicted to be unbiased and the processor controls the sampling process.

The reduction of the bias between free running and processor controlled sampling has been observed experimentally, see Johnson et al. (1982), Craig et al. (1984), and Stevenson et al. (1982), and it appears that if the sampling rate is on the order of 50 times less than the validated particle data rate, the data is unbiased. Conversely, the mean validated particle data rate must be significantly smaller than the processor sampling rate for the data to be completely biased. The processor sampling rate exceeded the mean validated data rate by a factor of 30 or more in the current study and free running processor conditions were felt to have been closely approximated.

Erdmann and Tropea (1981, 1982) use three time scales in their analysis of the bias. A turbulence frequency based on integral time scales, \( f_s \), the processors maximum sampling rate, \( f_s \), and the particle arrival rate, \( f_p \), are used. Typical values near the half velocity location in the free shear layer of the flow data presented herein are \( f_s = 50,000 \text{ Hz} \), \( f_s = 83,000 \text{ Hz} \), and \( f_s = 1,000 \text{ Hz} \). Erdmann and Tropea state that a free running processor occurs if \( f_p / f_s < 0.6 \) approximately. The controlled processor case with a small reduced data rate, \( f_p / f_s = 0.02 \), is also considered theoretically by Erdmann and Tropea (1981). Using the present conditions, a 43% reduction in the bias is predicted for a controlled processor. However, this is not supported by the data shown in Fig. 7 which is discussed below. The PDFs are completely biased up to a 30% intensity level in the corner occurs at the flow location of this comparison. The criterion that \( f_p / f_s < 1 \) for a free running processor is inconsistent with the physical description that a free running processor is one that is able to sample virtually every particle. It is felt that the condition \( f_p / f_s < 1 \) is a requirement of a free running processor since the turbulent time scale has nothing to do with the processors ability to keep up with the data. Adams et al. (1984), and Adams and Eaton (1985) also discuss the importance of \( f_p / f_s \). The influence of these time scales deserves further study.

The analyses of Erdmann and Tropea (1981, 1982) predict that for a free running processor, in the limit as the turbulent intensity goes to zero, the velocity bias of the mean is equal to the turbulence intensity squared, or:

\[
\frac{\bar{C}_{\text{BIASED}} - \bar{C}_{\text{TRLE}}}{\bar{C}_{\text{TRLE}}} = \left( \frac{\sigma_u}{V_{\text{LOCAL}}} \right)^2 \tag{3}
\]
The bias errors as a fraction of the freestream velocity,

\[
\frac{\bar{C}_{\text{BIASED}} - \bar{C}_{\text{TRUE}}}{\bar{C}_x} = \sigma_u/\bar{C}_x, \quad \sigma_u < \bar{C}_{\text{BIASED}} \quad (4\text{ a})
\]

\[
\frac{\bar{C}_{\text{BIASED}} - \bar{C}_{\text{TRUE}}}{\bar{C}_x} = \sigma_u/\bar{C}_x, \quad \sigma_u > \bar{C}_{\text{BIASED}} \quad (4\text{ b})
\]

Equation (4 a) was reasonably accurate up to 60% local turbulence intensities in the current study. Equation (4 b) was found to overpredict the freestream normalized bias substantially.

The effect of the bias on the standard deviations of the \( U \) velocity components is shown in Fig. 8. A similar nonmonotonic trend occurs in the \( V \) component results also. Generally, the effect of the velocity bias on these turbulence normal stresses is not large, less than 10% for most of the flow, and the effect on the \( V \) component was smaller than the \( U \) component by as much as a factor of two in parts of the flow. Given the small effect of the \( \zeta \) term correction on the mean velocity, it is expected to have a negligible effect on these standard deviations but this was not investigated. Figure 9 compares the corrected and biased Reynolds shear stress term, \( \langle u'v' \rangle \). The bias in the shear stress, as indicated by the correction, may be as large as 20% for turbulence intensities as low as 10%.

Figure 2 provides some insight into the behavior of the bias observed in Figs. 8 and 9. At the freestream edge of the mixing layer, the \( U \) velocity PDF develops a long flat tail on the low speed side of the mean. These large negative fluctuations reduce the velocity magnitude and are therefore given larger velocity inverse weights than the rest of the data in the sample. This results in the initial increase in the bias corrected \( U \) component standard deviation with respect to the uncorrected result. The higher probability densities given these weighted large negative fluctuations can be seen in Fig. 2 for \( 0 < y^* \leq 3 \). As the mean velocity magnitude decreases in a traverse across the mixing layer, the more heavily weighted near zero velocities occur with greater frequency and are closer to the decreasing mean. This results in a decrease of the size of the corrected standard deviation with respect to the uncorrected values. At the highest local turbulence intensities in Fig. 8, the mean velocity is near zero and the bias correction weighs the data near the mean the most heavily. This leads to the decrease of the corrected standard deviations to values 20% less than the biased result. Thus both the mean value and the form of the PDF determine the fractional bias in the second order central moments of the flow.

The greater sensitivity of the Reynolds stress to the effects of the bias is indicative of a basic difference between the

\[
\begin{align*}
\text{Fig. 7. Velocity bias of the mean } U \text{ velocity vs. the turbulent intensity based on the magnitude of the local mean velocity}.
\end{align*}
\]

\[
\begin{align*}
\text{Fig. 8. Velocity bias of the } U \text{ velocity fluctuation standard deviation vs. the local turbulent intensity}
\end{align*}
\]
Reynolds stress and the normal stresses. Turbulent boundary layer studies have found the distribution of the Reynolds stress term, $u'r$, to be highly skewed and flat with a most probable value of zero, see Gupta and Kaplan (1972) and Willmarth and Lu (1972). These features are indicative of an intermittent process. Although these characteristics have not been examined in the current study or in free shear flows in general, it is likely that the Reynolds stress distributions at the high and low speed edges of the mixing layer are similar and that the largest deviations from the most probable value, $u'r = 0$, contribute most significantly to the Reynolds stress. These larger fluctuations are also most effected by bias and therefore the bias correction.

4 Conclusions

Comparisons between velocity biased and biased corrected statistics for data obtained with a coincident two component LDV system were presented and discussed. The effect of velocity bias on the velocity probability distribution function can be substantial and a two-dimensional velocity inverse bias correction worked reasonably well in compensating for the effects of the bias. The velocity bias changed the mean velocity and Reynolds shear stress term, $(u'r')$, appreciably in many cases but the effect on the root mean square velocity fluctuation level was not substantial. The two-dimensional velocity inverse correction for velocity bias was improved by the addition of an estimated $z$ velocity component term but the effects of this $z$ term correction on the mean velocities was small and is expected to be negligible for turbulent intensity and shear stress statistics. The ability to observe and correct for velocity bias depends on obtaining sufficiently complete velocity magnitude information and therefore these procedures are limited to two-dimensional flowfields if accurate estimates of the flowfield statistics are to be made. Highly three-dimensional flows require a three-component velocimeter and appropriate accounting for the measurement volume effective cross sectional area variation with vector direction in addition to velocity bias considerations. The effect of the various possible weighting functions on the probability distributions of the velocity components, the velocity magnitude, or even a covariance term like the Reynolds stress can be visualized easily. Such techniques show that overly restrictive coincidence tests can distort velocity PDFs similar to velocity bias at near zero velocities. The bias of the mean velocity in the current experiment was equal to that predicted for a free running processor even though the processor was controlled according to the theoretical criterion. The reduction in the bias predicted for a controlled processor operating with a small reduced data rate was not observed. The decision on how or whether to correct for velocity bias is not trivial and requires careful consideration of the many factors involved as well as close examination of the results.
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ABSTRACT

An experimental investigation was conducted to study the effects of a base cavity on the near-wake flowfield of a slender, two-dimensional body in the subsonic and transonic speed ranges. Three base configurations were investigated and compared: a blunt base, a shallow rectangular cavity base of depth equal to one-half the base height, and a deep rectangular cavity base of depth equal to one base height. The models were mounted in a small scale transonic wind tunnel with slotted upper and lower walls to allow testing into the transonic range and to minimize the effects of tunnel wall interference. Each base configuration was tested at three freestream Mach numbers, ranging from the low to high subsonic range, to give a total of nine experimental conditions. The objectives of the investigation were to explain the cavity's drag reducing mechanism, to attain a greater understanding of the phenomena of vortex formation and shedding, and to resolve some of the conflicts that have arisen between the numerical and experimental work on base cavities to date. Schlieren photography, surface oil flow visualization, tuft visualization, and wake static pressure traverses were used to examine the details of the wake vortex structure. Static base pressure measurements were used to measure the drag reduction effect and high-speed near-wake static pressure measurements were employed to determine the effect of the cavity on the vortex shedding frequency.

Schlieren photographs revealed that the basic qualitative structure of the vortex street was unmodified by the presence of a base cavity. However, the vortex street was weakened by the base cavity, apparently due to fluid mixing occurring at the entrance to the cavity. The weaker vortex street yielded higher pressures in the near-wake for the cavity bases relative to the blunt-based configuration, and the higher pressures caused the vortex formation position to be displaced
slightly further downstream for the cavity bases as compared to the blunt base. As a result, no strong recirculatory motion was observed in the cavity at all. The base cavity configurations produced increases in the base pressure coefficients on the order of 10 to 14% relative to the blunt-based configuration, and increases in the shedding frequencies on the order of 4 to 6%. The majority of the changes observed occurred in going from the blunt base to the shallow cavity base, with little additional benefit resulting from increasing the depth of the cavity from one-half to one base height.
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ABSTRACT

An experimental investigation has been conducted to study the effects of a base cavity on the near-wake flowfield of a slender, two-dimensional body in the subsonic and transonic speed ranges. Three base configurations were investigated and compared: a blunt base, a shallow rectangular cavity base of depth equal to one-half the base height, and a deep rectangular cavity base of depth equal to one base height. Each configuration was studied at three freestream Mach numbers, ranging from the low to high subsonic range. Schlieren photographs revealed that the basic qualitative structure of the vortex street was unmodified by the presence of a base cavity. However, the vortex street was weakened by the base cavity, apparently due to enhanced fluid mixing occurring at the entrance of the cavity. The weaker vortex street yielded higher pressures in the near-wake for the cavity bases, increases in the base pressure coefficients on the order of 10-14%, and increases in the shedding frequencies on the order of 4-6% relative to the blunt-based configuration. The majority of the observed changes occurred in going from the blunt base to the shallow cavity base.

NOMENCLATURE

\[ \begin{align*}
C_p &= \text{coefficient of pressure, } C_p = (P - P_{ref})/(1/2 \rho_{ref} U_{ref}^2) \\
d &= \text{cavity depth} \\
f &= \text{frequency} \\
G_{xx} &= \text{power spectral density function} \\
h &= \text{base height} \\
M &= \text{Mach number} \\
P &= \text{pressure} \\
Re &= \text{Reynolds number, } Re = \rho U h / \mu \\
St &= \text{Strouhal number, } St = f h / U_{ref} \\
U &= \text{freestream velocity} \\
x &= \text{streamwise coordinate measured from the trailing edge} \\
\mu &= \text{absolute viscosity} \\
\rho &= \text{density} \\
\text{Subscripts} &= \text{base} \text{ location} \text{ ref} \text{ reference location} \text{ freestream conditions} \\
\end{align*} \]

INTRODUCTION

The near-wake of a two-dimensional bluff body at subsonic and transonic Mach numbers and sufficiently high Reynolds numbers (greater than 50 based on freestream conditions and body thickness) is dominated by the periodic and alternate shedding of vortices known as the von Karman vortex street. When these vortices form near the leeward side or base of the body, the low pressure of the vortex centers is communicated to the base, producing a low base pressure. This combines with the momentum loss associated with the concentrations of vorticity to yield an especially high base drag. The von Karman vortex street occurs frequently in engineering applications, and has even been observed behind such slender bodies as turbine blades of just three percent thickness ratio. Because the base drag (often the dominant drag component) of both bluff and slender two-dimensional bodies is affected by the strength and proximity of the vortex street, any attempts at base drag reduction must be aimed at weakening the vortex shedding or at displacing the vortex formation position further downstream.

The present investigation focuses on the use of a base cavity as a drag reducing mechanism, and on the effect of such a cavity on the near-wake flowfield of a two-dimensional slender body in the subsonic and transonic speed ranges. The specific objectives of the investigation are to explain the drag reducing effect of the base cavity, to improve understanding of the phenomena of vortex formation and shedding, and to resolve some of the conflicts that have arisen between the numerical and experimental work on base cavities to date.

Experimental investigations of the base cavity have been conducted by Nash et al., Pollock, and Clements among others. They have studied cavity depths of from zero to two base heights on slender, two-dimensional bodies. Generally, they have found base drag reductions of 15-20% in the subsonic speed range, and no effect into the supersonic speed range. The lack of any effect at supersonic speeds is evidence that the cavity acts on the vortex street, since vortex shedding ceases at Mach numbers just beyond 1.0. Clements investigated cavities of various depths and reported base pressure increases for increasing cavity depths up to 1/2 base height, beyond which no further increases in base pressure were observed. Clements also measured a rise in the Strouhal number (i.e., vortex shedding frequency) for increasing cavity depth up to 1/2 base height. While Nash et al. hypothesized that the walls of the cavity may constrain the upstream part of the vortices and thus improve wake stability, his Schlieren photographs did not appear to show any vortex motion extending into the base cavity.

Two important computational efforts on the effects of base cavities have been carried out by Clements and Rudy. Clements employed an inviscid discrete vortex method, while Rudy used an explicit, Navier-Stokes, finite-difference scheme at freestream Mach numbers of 0.4 and 0.6 with laminar Reynolds numbers (based on freestream conditions and the base height) of 700 and 962, respectively. Both investigators studied the effects of a rectangular cavity in the base of a slender, two-dimensional body at subsonic speeds. Clements and Rudy both found that the vortices penetrate partially into the cavity for at least a portion of the shedding cycle. Rudy reported that the pressure rises in the low velocity region between the first vortex and the back of the cavity, yielding a higher base pressure. The base cavity as compared to the blunt base. Because of this result, Rudy hypothesized that the drag reducing effect of the base cavity is similar to that of splitter plates and base bleed. i.e. it is due to the increased distance between the base of the body and the vortex formation location. Interestingly, both Clements and Rudy computed a continuous decrease in the
The basic structure of the vortex street, which is of prime importance here, should not be strongly affected by the 15% blockage of the model. As evidence, El-Sherbiny and Modl found that the lateral and longitudinal spacings of the vortices in the wakes behind inclined flat plates were independent of blockage ratios up to 20%.

### Measurement Techniques

Black and white Schlieren photography was used to visualize the structure of the pressure streets behind the model and to determine to what degree the vortex motions extended into the cavities. The Schlieren system used was a standard Toepfer arrangement, with the sending and receiving optics located off-axis in the familiar "z" pattern and with parabolic mirrors directing the parallel light beam through the test section. A straight knife-edge in the cut-off plane provided exposure and sensitivity control and was set parallel to the flow direction (i.e., horizontally) to allow visualization of the separating shear layers. The light source was a Xenon model 457 flash lamp with a flash duration of 1.4 microseconds. Processing of large numbers of photographs was accomplished via a 35 mm format camera and Kodak Panatomic-X (ASA 32) roll film.

Surface oil flow visualization was utilized to ascertain flow directions within the cavities and on the model and to examine the streakline patterns formed on the sidewalls by the vortex streets. A mixture of black and red oil was used for this purpose. This mixture was either spread evenly on the surface of interest with a paint brush or applied as discrete dots of oil to yield highly defined surface streakline patterns.

Tuft visualization was used to further examine the air motions within the cavities and to complement the results of the surface flow studies. Short strands of a lightweight white thread were attached with small dots of rubber cement to the trailing edge of the deep cavity, while several others were suspended from the upper cavity wall at depths of 1/3, 1/2, and 2/3 base heights from the entrance.

Base pressure measurements were made to determine the effect of cavity depth on base drag. A set of fifteen static pressure taps was distributed across each base so as to reveal any variations in pressure across the span or height of the base. These taps were connected via flexible nylon tubing to a Pressure Systems Incorporated model DPT 6400 electronic pressure scanner. The output from the PSI system was directed to an HP-9000 mini-computer for data analysis and storage.

Vortex shedding frequency measurements were made to determine the effect of the cavities on the shedding frequency in the hope of resolving the previously mentioned conflict between numerical and experimental results. The shedding frequencies were determined from a Fourier analysis of the signal from fast response pressure transducers. The transducers used were Endevco model 8506B-15 piezo-resistive pressure transducers, which have a 2.31 mm face diameter and a resonant frequency of 130 kHz. The data from the transducers was collected with a DEC PDP 11/73 micro-computer using a Data Translation model DT2752 high-speed, 12 bit, 8 channel, A/D converter. This A/D board is capable of sampling single channel data at up to 100 kHz with a sixth-order anti-aliasing Butterworth analog filter with a cutoff frequency of 8000 Hz was placed prior to the A/D board to eliminate false signals due to aliasing. Data was transferred from the PDP 11/73 to the HP-9000 for reduction and analysis.

Static pressure surveys of the wake were performed in an attempt to define the position of vortex formation for each of the base configurations. This method has been employed in previous investigations by Nash et al. and Roshko who state that the location of a low pressure trough in the wake behind a body coincides with the position of vortex formation. Since static pressure measurements in a vortex street wake can only provide a time-averaging effect of an unsteady phenomenon, the results must be considered qualitative rather than quantitative. Four different 3.175 mm diameter static probes were used, with the static holes ranging in distances from 3.175 to 12.5 mm from the tip of the probe. Four static holes were located around the circumference of each probe so as to effectively average the effects. Also, the basic structure of the vortex street, which is of prime importance here, should not be strongly affected by the 15% blockage of the model. As evidence, El-Sherbiny and Modl found that the lateral and longitudinal spacings of the vortices in the wakes behind inclined flat plates were independent of blockage ratios up to 20%.
static pressure at the location of the holes. Each probe was bent at a ninety degree angle approximately 41.28 mm back from the probe tip to exit the test section through the solid insert in the sidewall. Eight exit holes were drilled in the insert at intervals of 7.62 mm (1/2 base height), and in conjunction with the four probes, these gave up to 32 possible pressure measurement locations from the base of the body to a distance of four base heights downstream. Data gathering and reduction followed the same procedures as described previously for the base pressure measurements.

Further details concerning the experimental apparatus, instrumentation, and measurement and data reduction procedures may be found in Ref. 18.

**EXPERIMENTAL RESULTS**

**Experimental Conditions**

The experimental results for the three base geometries shown in Fig. 2 are presented in this section. For each model experiment was conducted at three different Mach numbers, ranging from the low to the high subsonic range, to give a total of nine different experimental conditions. These conditions are as follows:

<table>
<thead>
<tr>
<th>Base Type</th>
<th>Ref. Mach No.</th>
<th>Ref. Reynolds No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blunt Base</td>
<td>0.485</td>
<td>1.62 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.720</td>
<td>2.32 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.880</td>
<td>2.78 x 10^5</td>
</tr>
<tr>
<td>Shallow Cavity</td>
<td>0.485</td>
<td>1.62 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.720</td>
<td>2.32 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.880</td>
<td>2.78 x 10^5</td>
</tr>
<tr>
<td>Deep Cavity</td>
<td>0.485</td>
<td>1.62 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.720</td>
<td>2.32 x 10^5</td>
</tr>
<tr>
<td></td>
<td>0.880</td>
<td>2.78 x 10^5</td>
</tr>
</tbody>
</table>

Rather than try to apply a freestream Mach number correction to account for the effects of model blockage, it was decided to specify a reference Mach number as measured in the tunnel, i.e. without correction factors, that would be most relevant to the flowfield region of greatest interest, namely the vortex street and near-wake. Thus, the reference Mach number was chosen to be that outside the boundary layer over the aft end of the model just prior to separation. The three values of the reference Mach number shown in the table above were chosen to correspond approximately to freestream flows at Mach 0.4, 0.6, and 0.8. The reference of 0.880 was chosen by matching the Schlieren photo at that condition to the Schlieren of Nash et al. of a freestream Mach 0.8 flow over the same model geometry in a much larger tunnel with essentially interference-free conditions. The reference of 0.720 was chosen via Rudy's computations, which indicate that at a freestream Mach number of 0.6 the Mach number over the aft end of the body is 0.720. Finally, the reference of 0.485 was chosen simply by setting the upstream Mach number in the tunnel to 0.4, as it was known that interference effects would be relatively small at the lower Mach number.

The Reynolds numbers listed in the table are based on conditions at the reference location and the base height. Boundary layer trips (0.25 mm diameter hypodermic tubing) were placed at the ten percent chord location to fix the transition points. Thus, the boundary layers at separation from the base were turbulent in all cases. The boundary layer thickness at separation for each case was estimated to be 1.5 mm from enlarged Schlieren photographs.

**Schlieren Photographs**

Schlieren photography was used to visualize the structure of the vortices behind the models and to reveal any qualitative differences that may exist in the near-wakes of the flows for the different base configurations and Mach numbers. Figure 3a depicts the flow over the model fitted with the blunt base at a reference Mach number of 0.485 (the screw visible in the photograph was used for focusing purposes and is outside the tunnel). In this case the vortex shed from the upper surface of the body has apparently reached the fully-formed condition, while the shear layer separating from the lower surface is just beginning to roll up. It is clear from this figure that the vortices form right at the base of the body and that in the fully-formed condition the vortices extend over the majority of the thickness of the base. Figures 3b and 3c show the flowfield over the blunt-based model at reference Mach numbers of 0.720 and 0.880, respectively. The basic features of the near-wake flowfield for these cases are similar to the Mach 0.485 flowfield, except that the vortex street becomes more obscured by turbulence at the higher Mach numbers and at Mach 0.880 pressure waves generated from vortex shedding are evident at the base of the model. Comparison of these Schlieren photographs with Rudy's computed vorticity contour plots for a freestream Mach 0.6 flow over the same blunt-based configuration indicates excellent qualitative agreement for the near-wake structure, particularly in terms of the proximity of the vortex formation location to the base. Some minor differences, such as more rapid diffusion of the vortices in the experiments, may be attributed to the fact that the boundary layers at separation are turbulent in the experiments and laminar in the computations.

Figures 4a and 4b are Schlieren photos of the flow over the model fitted with the shallow cavity base at reference Mach numbers of 0.485 and 0.720, respectively. The basic structure of the vortex street appears unchanged in comparison to the blunt-based configuration discussed above. By comparing Schlieren pictures of the flow for the two geometries at similar points in the shedding cycle, the spacing of the vortices and the spread rate of the vortex street in the early part of the wake appear virtually identical, as though the base cavity does not influence the vortex formation and shedding process at all. However, a closer examination shows that for the cavity base the vortices may form slightly farther downstream of the trailing edge plane, although this is impossible to confirm from a single still photograph. This point will be discussed further in light of other experimental results to be presented in the sections to follow. The main difference between the various Mach number conditions for the shallow cavity base is again the presence of more turbulence at the higher Mach numbers resulting in greater diffusion of the vortices. Comparison of Rudy's computed vorticity plots with these Schlieren photos for the shallow cavity base show that the experimental and computational results are not in agreement for this case. The Schlieren pictures (including many others not shown here) indicate that the vortices do not extend into the cavity during any portion of the shedding cycle, while Rudy's computational results (as well as those of Clements) indicate that the vortices form at least partially within the cavity throughout the shedding cycle. This discrepancy between experiments and computations for base cavity flows was also reported by Clements. Further discussion of this point will follow the presentation of the remainder of the experimental results.

Figures 5a and 5b depict the flow over the model fitted with the deep cavity base at Mach=0.485 and 0.720, respectively. Again the basic structure of the vortex street appears unchanged in comparison to the wakes of the two base configurations discussed above. In fact, Figs. 4b and 5b at Mach=0.720 look virtually identical except for the geometry of the base itself. For the deep cavity base, as for the shallow one, it appears that the vortices may form slightly further downstream of the trailing edge plane than they did for the blunt-based configuration. Comparing the Schlieren photographs of Figure 5 with Rudy's constant vorticity lines for the Mach 0.6 computations of the deep cavity configuration indicate the same discrepancy between the computational and experimental results noted above: the Schlieren photographs show no vortex motion extending into the cavity whatsoever, while the computations show the vortices extending well into the cavity throughout the shedding cycle. As mentioned, this point will be discussed further below.
Surface Oil Flow Patterns

The surface oil flow visualization results presented here are intended to answer several important questions regarding the qualitative nature of the flowfield: first, to ascertain that no flow in the tunnel is satisfactorily two-dimensional; second, to determine whether any significant fluid motion occurs within the base cavities; and finally, to help determine if the vortices form farther downstream from the trailing edge plane for the cavity bases in comparison to the blunt-based model, as was hinted at by the Schlieren stills.

The oil flow patterns across the span of the upper surface of all three models and for all three reference Mach numbers indicated that the flow was appropriately two-dimensional, i.e., the streaklines were extremely straight and in the streamwise direction with no recirculatory regions even very near the sidewalls. For the blunt-based model essentially vertical streak patterns on the base were formed from a series of oil dots placed across the span of the base midway between the upper and lower trailing edges. Apparently, the mean effect of the vortices shed from alternate trailing edges was to push some of the oil to the upper trailing edge and some to the lower trailing edge. The clarity and rapidity with which these streak patterns formed indicates that the vortices do indeed form immediately adjacent to the base for the blunt-based model, as was evident in the Schlieren photos of Fig. 3.

In order to determine the surface flow patterns on the internal cavity surfaces of the two cavity configurations, oil was spread on all cavity surfaces, and even as discrete dots very near the lip of the cavity. However, no streak patterns were formed on any of these internal cavity surfaces. This indicates that there is no strong vortex motion extending into the cavity, and that apparently no significant recirculatory motion occurs in the cavity at all. The specifics of the air motions, if any, in the cavities will be discussed in some of the results to follow.

Figures 6a-c are reproductions of the oil streak patterns that were formed on the wind tunnel sidewalls for each base configuration with a scale placed so as to indicate the distance of the oil "vortices" from the trailing edge plane. The reference Mach number for these figures is 0.485, although similar pattern were formed for all three Mach number conditions. These streak patterns simply represent the mean effect of the unsteady vortex street wake phenomenon. The centers of the "vortices" of oil that formed on the sidewall are considered to represent the correct relative position of vortex formation for the base configurations of Fig. 6. In other words, the absolute position of vortex formation relative to the trailing edge plane may not be correctly represented due to the presence of the sidewall boundary layer, the position of vortex formation for one base geometry relative to the other bases should be approximately correct, assuming that the sidewall boundary layer affects the oil streaks for all three base configurations approximately equally. These photographs indicate an oil vortex formation position of about 3/16 in. (4.76 mm or 0.31 base heights) from the trailing edge for the blunt base and about 1/4 in. (6.35 mm or 0.42 base heights) for the two cavity bases, a difference of approximately 1/16 in. (1.59 mm). Similar results were found at reference Mach number conditions of 0.720 and 0.880. While these photos may not indicate the true and absolute position of vortex formation for the vortex streets, they do indicate the qualitative fact that the vortex formation position for the cavity bases is further downstream from the trailing edge plane relative to that for the blunt base configuration. Further support for this argument is presented in the section discussing the wake static pressure traverses.

Tuft Visualizations

The fact that the surface oil flow patterns showed no significant fluid motion flow in the cavity revealed the need for a more sensitive measurement technique to determine if any fluid motion occurs in the cavity. To this end the tuft visualization experiments described earlier were performed with several lightweight tufts attached to the trailing edge of the deep cavity, as well as from the upper cavity wall at several depths from the cavity entrance. The tufts at the trailing edge plane were extremely active, rotating rapidly back and forth in the streamwise direction in a 75 to 80 degree arc, nearly 45 degrees in the downstream direction and roughly 30 to 35 degrees back upstream into the cavity. Some spanwise motion was also observed, though to a much lesser extent. This high degree of activity is not unexpected; since the vortices form close to the trailing edge plane even for the deep cavity, the tufts there are subjected to a rapid periodic pressure variation. For the tufts suspended further back in the cavity the motion was similar, but the level of activity decreased gradually from the trailing edge to the back of the cavity. These results suggest that the periodic pressure pulses from the shedding vortex set the air in the cavity into a rapid vibratory motion, but without a strong net flow direction as would be sensed by the surface oil coatings.

Wake Static Pressure Traverses

The static pressure traverses of the near-wake region, along the centerline of the body and away from the sidewall boundary layers, were performed to help confirm the apparent observation that the vortices form farther downstream in the presence of a base cavity. Because these measurements were time-consuming and because the sidewall surface streaklines indicated similar trends in the vortex formation location for all three reference Mach numbers, these measurements were made at $M_{\text{ref}}=0.485$ only.

The streamwise variation of the near-wake static pressure coefficient, $C_p=P_{\text{trailing edge}}/(1/2 \rho V_{\text{ref}}^2)$, for the three base geometries is shown in Fig. 8. The plots display the characteristic features of the vortex street wake as described by Nash et al.5 and Roshko,6 namely a low pressure trough in the near-wake at the vortex formation position followed by a gradual rise in pressure to an essentially constant value further downstream. This figure shows clearly that the location of vortex formation has indeed been displaced slightly farther downstream from the trailing edge plane in the presence of a base cavity. In addition, the plots for the shallow cavity base and the deep cavity base overlap each other quite closely except for some data scatter between two and four base heights downstream of the trailing edge. This result agrees with the sidewall oil flow visualizations and suggests that increasing the cavity depth beyond 1/2 base height has no further effect in pushing the vortex formation position downstream. The results in this figure may be compared to those in Fig. 8 which has been adapted from the computational study of Rudy7 for a freestream Mach number of 0.4 (the oil streak patterns in Fig. 8 have been scaled by averaging the instantaneous pressures at eight different times in the shedding cycle). Note that Rudy’s pressure coefficients are based on freestream conditions. The agreement between the experimental and computational results for the vortex formation location is excellent for the blunt-based configuration, but not for the cavity bases where the computations indicate that the vortex formation position moves upstream. These results then follow the same trends seen earlier in comparing the Schlieren photos of the present study to Rudy’s vorticity plots, as would be expected.

Comparing Fig. 7 to Fig. 6 reveals that the vortex formation positions as indicated by the sidewall oil streak patterns are approximately 0.3 base heights closer to the model trailing edge than the vortex formation positions as indicated by the wake static pressure traverses. As mentioned, this may be attributed to the effects of the sidewall boundary layers on the streaklines or to errors in the static pressure measurements. Again, it should be emphasized that the absolute position of vortex formation is of less importance to this discussion than the relative formation position for the cavity bases compared to the blunt base. In this regard, note that both the shallow oil streak patterns and the wake static pressure traverses indicate a downstream displacement of the vortex formation position of approximately 1/10 base height for the cavity bases relative to the blunt base.

The experimental results in Fig. 7 also reveal that the static pressure within the cavities remains essentially constant. This is again in contrast with the computations but confirms the experimental observations made earlier that there is no
significant recirculatory motion in the cavities. Note in Fig. 8 that the computations indicate a rapid rise in pressure from the trailing edge plane to about midway back in the cavities as a result of the vortices extending partially into the cavity. A final observation on the measurements in Fig. 7 is that the cavity bases cause an increase not only in the base pressure coefficient but also in the value of the pressure coefficient in the near-wake within roughly 5/8 base heights of the trailing edge plane. This point will be considered further in the discussion below.

Base Pressure Measurements

As mentioned above, fifteen static pressure taps were distributed across the base of each model to determine if any significant transverse or spanwise base pressure variations were present. For most of the Mach number-base geometry configurations, the base pressure distributions were quite uniform, though there was a tendency for the pressures near the sidewalls to be slightly higher than at the midplane (maximum variations were generally less than two percent). The average of the pressures at the fifteen taps was taken as the base pressure for the results to be presented here.

The variation of the base pressure coefficient with cavity depth and reference Mach number is plotted in Fig. 9. The percentage increases in the base pressure coefficient for the cavity bases relative to the blunt base are as follows:

<table>
<thead>
<tr>
<th>Ref. Mach No.</th>
<th>Shallow Cavity</th>
<th>Deep Cavity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.485</td>
<td>+14.1%</td>
<td>+14.4%</td>
</tr>
<tr>
<td>0.720</td>
<td>9.8</td>
<td>11.9</td>
</tr>
<tr>
<td>0.880</td>
<td>10.3</td>
<td>11.5</td>
</tr>
</tbody>
</table>

These percentage increases are of the same order as those found by Rudy for his freestream Mach 0.6 case. Figure 9 illustrates quite clearly that the majority of the base pressure increase occurs with a cavity depth equal to 1/2 base height, and that increasing the cavity depth to one base height yields only slightly greater drag reducing benefits. This was precisely the conclusion arrived at in the computational results of both Clements and Rudy. It is quite possible that the majority of the base pressure coefficient increase occurs for an even shallower cavity depth such as 1/4 or 1/3 base height, but this is impossible to confirm from these results. Note that although the beneficial effects drop off slightly between reference Mach numbers of 0.485 and 0.720, there is no significant change between Mach 0.720 and 0.880. It would seem, as reported by Nash et al., that the base cavity will be effective as long as vortex shedding is present, which means through Mach one.

Shedding Frequency Measurements

As discussed previously, the vortex shedding frequencies were determined through a power spectral density analysis of the signal from a fast response piezo-resistive pressure transducer. The collected time domain measurements were transformed into the frequency domain via a fast Fourier routine, and the output was then analyzed to determine the frequency composition. For all results presented herein, the transducer was located in the tunnel sidewall and downstream of one of the trailing edges. It is realized that the frequency measurements obtained at this location could possibly be distorted by the presence of the sidewall boundary layer. However, comparison of measurements obtained for the blunt-based geometry with the transducer located in the base and in the sidewall showed less than a 4% difference in the value of the shedding frequency. It was felt that this difference was small enough that the more convenient sidewall location could be used. In addition, the fluctuating pressure signal for the cavity bases is stronger at the sidewall location than at the rear cavity wall location.

The power spectral density function, $G_{xx}$, is plotted as a function of frequency for the blunt-based model at $M_{ref}=0.485$ in Fig. 10 with similar results obtained for the other eight base geometry-Mach number combinations. For all cases, a strong peak occurs at the shedding frequency, with a second smaller peak apparent at twice the shedding frequency. The relatively broad nature of the peaks in the spectral density plots is due at least partly to the fact that the vortex street is superimposed on a random turbulent flow field, resulting in the diffusion or feeding of some of the discrete energy (from the vortex shedding) to the continuous (turbulent) portion of the spectra. The shedding frequencies and Strouhal numbers, $St_m/U_{ref}$, for each of the experimental cases are as follows:

<table>
<thead>
<tr>
<th>Ref. Mach No.</th>
<th>Base Type</th>
<th>Shedding Freq.</th>
<th>Strouhal No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.485</td>
<td>Blunt</td>
<td>2539.1 Hz</td>
<td>0.2375</td>
</tr>
<tr>
<td></td>
<td>Shallow</td>
<td>2705.1</td>
<td>0.2530</td>
</tr>
<tr>
<td></td>
<td>Deep</td>
<td>2690.4</td>
<td>0.2517</td>
</tr>
<tr>
<td>0.720</td>
<td>Blunt</td>
<td>3730.5</td>
<td>0.2414</td>
</tr>
<tr>
<td></td>
<td>Shallow</td>
<td>3867.2</td>
<td>0.2502</td>
</tr>
<tr>
<td></td>
<td>Deep</td>
<td>3881.8</td>
<td>0.2511</td>
</tr>
<tr>
<td>0.880</td>
<td>Blunt</td>
<td>4379.9</td>
<td>0.2372</td>
</tr>
<tr>
<td></td>
<td>Shallow</td>
<td>4492.2</td>
<td>0.2433</td>
</tr>
<tr>
<td></td>
<td>Deep</td>
<td>4501.9</td>
<td>0.2438</td>
</tr>
</tbody>
</table>

Note that these Strouhal numbers are based on the velocity measured at the reference location, i.e. over the aft end of the model just prior to separation.

The Strouhal numbers are plotted versus cavity depth and reference Mach number in Fig. 11. The results of Nash et al. for a similar blunt-based model indicate that for slender, two-dimensional models the Strouhal number should remain constant from low subsonic speeds up to a freestream Mach number of about 0.9. The results in Fig. 11 agree reasonably well with this observation except for the drop in Strouhal number that occurs for the two cavity bases at the reference Mach number of 0.880. The reason for this drop is unclear. It could be due to the increase in wall interference effects that occurs as the flow approaches Mach 1.0, but that does not explain why a similar decrease did not occur for the blunt-based configuration at the higher Mach number. What is obvious from Fig. 11 is that the effect of the cavity is to increase the shedding frequency, in agreement with the experimental observations of Clements but again in disagreement with the computational results of both Clements and Rudy. Also, note that the deep cavity again produces virtually no change beyond that which was achieved with the shallower cavity, a trend that has been evident in all of the experimental results presented so far. Further discussion of some of these observations will be given in the following section.

**SUMMARY AND DISCUSSION**

The common thread among all of the experimental results is that increasing the depth of the cavity from 1/2 to 1 base height does not have any significant effect on the parameter being observed; the majority of the changes occur in going from the blunt base to the shallow cavity, and may in fact occur for an even shallower cavity of, say, 1/4 or 1/3 base height in depth, though this was not investigated here. This result was also evident in the computational results of both Rudy and Clements and suggests that, whatever the mechanism is that causes the drag reduction for the cavity bases, it is little affected by depth once the cavity has reached some critical, rather shallow, depth. It is evident in the Schlieren photographs that the basic structure of the vortex street is relatively unmodified by the presence of a base cavity and that the vortex motions do not extend into the cavity at all. In fact, the vortex formation position is pushed slightly further downstream with a base cavity as compared to a blunt base. This is perhaps somewhat surprising; since the vortices form immediately adjacent to the base for the blunt geometry, one might expect the vortices to move partially into the cavity when the solid boundary of the blunt base is replaced with the compliant fluid boundary of the cavity base. That this does not occur refutes the hypothesis of
Nash et al.\textsuperscript{2} that the cavity walls improve wake stability and decrease drag by constraining the upstream part of the vortices. The fact that the present results show that the vortices do not extend into the cavity also accounts for the discrepancy between the experiments and computations regarding the effect of a base cavity on the shedding frequency. In the computations, the cavity was found to increase the interaction between the vortices and thereby increase the shedding frequency.\textsuperscript{5} In the experiments, the interaction between the vortices is apparently not facilitated by the presence of the base cavity and so the shedding frequency does not decrease. The observation that the shedding frequency actually increases with a base cavity may be due to the fact that the vortices form slightly further downstream in this case so that the distance between the separated shear layers is less at the start of vortex formation.\textsuperscript{1,9} This seems plausible: in Bearman's\textsuperscript{7,9} splitter plate and base bleed experiments the vortex formation position was moved downstream approximately one base height and the Strouhal number increased by roughly 33%; in this investigation the vortex formation position was moved downstream approximately 1/10 base height due to the cavities and the Strouhal number increased by roughly 4-6%. The fact that the drag reducing mechanism of the base cavity in the case of the splitter plate or base bleed is evidenced by the very different degrees of displacement of the vortex formation position for these geometries relative to a plain blunt-based configuration. For the base cavity there are no structural or fluid elements to interfere with the interaction between the separating shear layers as for splitter plates and base bleed. The effect of the cavity on the vortex street is therefore apparently of a more subtle nature. The results of the present surface flow experiments seem to refute even Compton's\textsuperscript{13} theory that the recirculating flow in the cavity forms a steady co-flowing stream on the inner edges of the separated shear layers thereby decreasing mixing and increasing the base pressure. If any significant recirculating flows were present in the cavity, they would most likely have left some directional indication in the oil coatings, and as reported earlier this was not found to be the case in the experiments reported herein.

A clue as to what is happening in the near-wakes of the cavity configurations comes from the results of the wake static pressure traverses. Figure 7 shows that the cavity base increases not only the base pressure coefficient but also the pressure coefficient in the near-wake within roughly 5/8 base heights of the trailing edge. Nash et al.\textsuperscript{2} have stated that the value of the pressure coefficient in the low pressure trough in the wake of a bluff body decreases with an increasing degree of bluffness of the body and hence with decreasing strength of the vortex street. In Fig. 7 it is apparent that the low pressure troughs of the cavity bases do not reach as low a minimum as for the blunt base, and this suggests that the vortex streets of the cavity bases are somewhat weaker than the vortex street of the blunt-based configuration. The weaker vortex street results in the higher pressure at the base and in the near-wake, and the higher pressure, in turn, may then move the vortex formation position to a location slightly further downstream of the trailing edge as compared to the blunt base geometry.

The question then becomes what causes the weakening of the vortex street: there are no interference elements in the wake, there is no constraint of the upstream part of the vortices by the cavity walls, and there is apparently no significant steady recirculating flow causing the formation of a co-flowing stream. The only difference between the blunt base and the cavity bases is that the forming vortices see a solid boundary at the trailing edge plane in the one case and a compliant fluid boundary in the other. It is quite possible that enhanced fluid mixing at the trailing edge of the base cavity causes a greater loss of vorticity than does the solid wall friction at the trailing edge of the blunt base. The tuft experiments have shown that the air at the cavity entrance is in a state of unsteady pulsatile motion as it is forced first one way by the vortex shedding from the upper trailing edge and then the other way by the vortex shedding from the lower trailing edge. These unsteady, oscillating air motions increase the fluid mixing at the trailing edge to such a degree that the forming vortices are weakened. If this is the case, then the shape or geometry of the cavity would seem to be unimportant; the cavity should be effective as long as it is deep enough to completely replace the fluid-solid wall interaction for the blunt base with a purely fluid interaction for the cavity base, and as long as the cavity is of such a height to cover the majority of the base. This was, in fact, evident in the results of Pollock,\textsuperscript{3} who found that the drag reducing effect of a special cusp cavity, whose shape was chosen on theoretical grounds, was essentially identical to that of the simple rectangular cavity of Nash et al.\textsuperscript{2} Furthermore, the results reported herein, as well as the experimental results of Clements,\textsuperscript{4} have indeed shown cavity depth to be unimportant once the cavity has reached a somewhat shallow, critical depth.

Having discussed several points of disagreement between the present experimental results and the computational results of Rudy\textsuperscript{5} and Clements,\textsuperscript{4} it is important to compare the differences in the relevant flowfield conditions of these investigations in an attempt to explain why these disagreements may exist. One obvious difference is that the computations model a perfectly two-dimensional flowfield while the experiments can never be completely free from three-dimensional effects. In fact, Nash\textsuperscript{20} has stated that over no part of the Reynolds number range is the vortex street strictly two-dimensional, due to the presence of spanwise periodic structures and/or random turbulent fluctuations. Considering the relatively small scale of the wind tunnel used in his investigation, some effects of three-dimensionality are inevitable, despite the two-dimensional indications of the surface oil flow patterns and the base pressure measurements. Apparently, however, the effects of any three-dimensionalities are primarily confined to the interactions of the vortices with the base cavities, as the results for the blunt-based model in these experiments showed excellent agreement with the corresponding results from Rudy's computations. The fact that the tufts suspended in the base cavities did show a degree of spanwise as well as streamwise motion lends support to the argument that three-dimensional effects in the base cavity may affect the interactions with the vortices in the near-wake region.

A second major difference between the conditions of the present experiments and the computational results is the Reynolds number. For Rudy's\textsuperscript{5} computations the Reynolds numbers based on freestream conditions and base height were 700 for the $M_a=0.4$ condition and 962 for the $M_a=0.6$ case. Furthermore, the boundary layers at separation were laminar. Clements\textsuperscript{4} computations, on the other hand, were inviscid. In the current experiments the Reynolds numbers based on the reference conditions and base height were between 1.62 $\times$ $10^5$ and 2.78 $\times$ $10^5$ and the boundary layers at separation were turbulent. In his study of vortex street wakes behind circular cylinders, Roshko\textsuperscript{21} observed that the development and characteristics of the vortex street are very dependent on where the transition point is located, and that very different trends are displayed depending on whether the separating shear layers are laminar or turbulent. Thus, it is quite possible that the behavior of a vortex street in the presence of a base cavity will likewise depend on the state of the separating boundary layers. Rudy recognized this and suggested that computations be performed at higher Reynolds numbers using appropriate turbulence models in order to better match experimental conditions.

Another point to be considered is that the computations model an unconstrained freestream while the experiments reflect the blockage effects of the wind tunnel walls. Keeping in mind the relatively large blockage ratio (15%) used in this investigation, it is recognized that this could in some cases reported herein may have been influenced by wall interference effects. However, as discussed earlier, it is felt that while wall
interference may have somewhat affected the absolute values of the various measured flow parameters, the effects on the basic structure of the vortex street and the trends of the data with increasing Mach number or cavity depth are probably small. Therefore, the blockage effects are probably less likely to be the cause of the observed discrepancies between the computational and experimental results than the three-dimensional and Reynolds number effects discussed above.

A final point to consider is that the cavity geometries for this investigation were not identical in every detail to those used in Rudy’s computations; the cavities in the current experiments covered 80% of the base height, while Rudy’s cavities spanned 90% of the base height. It seems doubtful, however, that this difference could be responsible for the discrepancies reported herein.
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FIGURES

Fig. 1 Schematic of model (dimensions in mm).
Fig. 2 Model configurations under investigation: (a) blunt base; (b) shallow cavity base, depth = 1/2 base height; (c) deep cavity base, depth = 1 base height.

Fig. 3 Schlieren photographs of the near-wake flowfield for the blunt base configuration: (a) $M_{ref}=0.485$; (b) $M_{ref}=0.720$; (c) $M_{ref}=0.880$.

Fig. 4 Schlieren photographs of the near-wake flowfield for the shallow cavity base configuration: (a) $M_{ref}=0.485$; (b) $M_{ref}=0.720$. 
Fig. 5  Schlieren photographs of the near-wake flowfield for the deep cavity base configuration: (a) $M_{\text{ref}}=0.485$; (b) $M_{\text{ref}}=0.720$.

Fig. 6  Oil streak patterns on sidewall for $M_{\text{ref}}=0.485$: (a) blunt base configuration; (b) shallow cavity base configuration; (c) deep cavity base configuration.

Fig. 7  Near-wake static pressure coefficient at $M_{\text{ref}}=0.485$. 
Fig. 8 Near-wake static pressure coefficient at $M_{\infty}=0.4$ from Rudy's computations.\textsuperscript{5}

Fig. 9 Base pressure coefficient versus cavity depth and reference Mach number.

Fig. 10 Power spectral density function versus frequency for blunt base configuration, $M_{\text{ref}}=0.485$.

Fig. 11 Strouhal number versus cavity depth and reference Mach number.
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ABSTRACT

A small-scale, supersonic, axisymmetric wind tunnel has been designed and constructed to realistically investigate the flow field behind a body of revolution. The annular nozzle design consists of three interchangeable diverging nozzles, a common converging nozzle, and two interchangeable central stings. Design Mach numbers of 2.0, 2.0 and 2.5 are produced for stings with diameters of 2.0, 2.5 and 2.5 inches, respectively. Cylindrical and boattailed afterbodies can be connected to the end of the sting. To eliminate disturbances in the flow, the stings are supported upstream of the nozzle and test section, and the pressure tap leads from the base of the sting are accessed through its hollow center. The tunnel operates in the blowdown mode, and for a stagnation pressure of 60 psia, the run time is 20 seconds. For power-on experiments, central nozzles which operate at Mach 1.0 to 3.8, and are fed through the center of the hollow sting, can be attached to the base of the afterbody. Pitot probe traverses demonstrated that the flow produced by the wind tunnel was very uniform. Static pressure measurements around the periphery of the nozzle indicated that the Mach number at the exit plane varied by approximately 1%.

Several investigations were made of the separated flow region behind the base of a cylindrical, 2.5 inch diameter, power-off model at M=2.0. Schlieren photographs of the near-wake region indicated that an expansion fan emanating from the exit lip of the nozzle impinged upon the separated base flow region. A series of experiments, including varying the stagnation pressure and bleeding air into the test section, was performed in an attempt to reduce the interference effects. Although the strength of the expansion fan was reduced, the wake behind the model opened up, i.e. a closed recirculation region was not formed and no recompression occurred. The precise effects of the interference and the cause of the open wake are unknown;
however, limitations of available facilities prevented further study of these phenomena. A mixture of lampblack and oil applied to the base proved to be highly sensitive to sting positioning and is, therefore, suggested as a criterion for the alignment of axisymmetric models in a supersonic stream.
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Abstract
An experimental investigation was conducted to study the interaction between a shock wave and a turbulent boundary layer. The boundary layer was formed on the floor of a wind tunnel operating with a freestream Mach number of 2.94 and a Reynolds number based on boundary layer thickness of $3.1 \times 10^5$. A compression corner model having a ramp angle of 20 degrees was used to generate the interaction flowfield. Measurement techniques used in this investigation included Schlieren photography, surface static pressure measurement, surface streak pattern measurement, and laser Doppler velocimetry (LDV). The LDV system was the primary tool and was used to make two-color, two-component coincident velocity measurements in the undisturbed upstream boundary layer and within the redeveloping boundary layer downstream of the interaction. The results of the LDV measurements indicated that both the mean and turbulent flow properties of the boundary layer were significantly altered by the interaction. The mean velocity profiles in
the redeveloping boundary layer exhibited wake-like properties, experiencing a rapid
"filling out" downstream of reattachment due most likely to enhanced turbulent mixing via
large scale eddies. Large increases in streamwise and vertical turbulence intensity as well
as Reynolds stresses confirm the enhanced mixing and alteration of the flowfield turbulence
due to the interaction with the shock wave.

Nomenclature

\[ \begin{align*}
C_f & = \text{skin friction coefficient} \\
M & = \text{Mach number} \\
P & = \text{pressure} \\
Re_\delta & = \text{Reynolds number based on boundary layer thickness} \\
u & = \text{mean velocity component parallel to the wind tunnel floor}
\quad \text{or ramp surface} \\
u_\tau & = \text{friction velocity}, (\tau_w/\rho_w)^{1/2} \\
u^* & = \text{Van Driest generalized velocity} \\
v & = \text{mean velocity component perpendicular to the wind tunnel}
\quad \text{floor or ramp surface} \\
X & = \text{longitudinal coordinate parallel to wind tunnel floor} \\
X^+ & = \text{longitudinal coordinate parallel to the ramp surface} \\
Y & = \text{vertical coordinate} \\
Y^* & = \text{displaced vertical coordinate} \\
\alpha & = \text{ramp angle} \\
\delta & = \text{boundary layer thickness, } u_e = 0.99 \ u_\infty \\
\delta^* & = \text{boundary layer displacement thickness}, \\
\delta^* & = \int_0^\delta (1 - \rho u/\rho u_e) \, dY \\
\delta_0 & = \text{undisturbed boundary layer thickness at } X = 0
\end{align*} \]
\[ \theta = \text{boundary layer momentum thickness,} \]
\[ \delta \]
\[ \theta = \int_{\bar{Y}} \left[ \rho u / \rho_{e} u_{e} \right] (1 - u / u_{e}) dY \]

\( \nu = \) kinematic viscosity

\( \Pi = \) wake strength parameter

\( \rho = \) density

\( \tau = \) shear stress

\( < > = \) root-mean-square quantity

Subscripts

\( e = \) boundary layer edge condition

\( \text{MAX} = \) maximum value

\( w = \) wall location

\( \infty = \) freestream condition, upstream of the shock wave

Superscripts

\( \bar{-} = \) ensemble average

\( ( \cdot )' = \) fluctuation from the mean value

Introduction

The interaction between a shock wave and a turbulent boundary layer occurs frequently in high speed flight. Interactions of this type are common within supersonic inlets in which a ramp or a spike is used to generate the shock wave as the first step in the diffusion process. Shock wave-turbulent boundary layer interaction flowfields are also typically found in the vicinity of a deflected control surface of an aircraft in the supersonic flight regime. A thorough understanding of the effects of the interaction on the growth and
redevelopment of the downstream boundary layer is essential if flows of this nature are to be predicted accurately. The purpose of the current investigation was to make accurate, reliable, and well-documented measurements within the redeveloping boundary layer downstream of a shock wave-turbulent boundary layer interaction, compare that data with similar measurements made in the undisturbed boundary layer ahead of the shock wave, and thus aid in understanding the fundamental nature of these highly complex flowfields.

The shock wave-turbulent boundary layer interaction in this investigation was generated by a compression corner, or ramp, mounted directly on the floor of a small-scale supersonic wind tunnel. Flowfields of this type can contain a separated region near the corner location, depending upon the ramp angle and the other flow properties. The principal features of the separated compression corner flowfield are shown in Fig. 1. The incoming boundary layer separates upstream of the corner, with the separation shock wave originating deep within the boundary layer near the separation point and extending up into the freestream. The upstream boundary layer becomes a free shear layer as a result of the separation process and subsequently reattaches on the ramp surface. The shock structure generated by the reattachment process coalesces with the separation shock to form the single oblique shock wave associated with a sudden change in flow direction in supersonic flow. Downstream of reattachment, the boundary layer redevelops into an equilibrium turbulent boundary layer.

A review of the literature published in this area of research indicates that there has been a consistent need for detailed measurements within shock wave-turbulent boundary layer interaction flowfields [1]. A great deal of effort has been dedicated to determining mean properties within these flowfields [2-9], and some investigations have measured turbulent flowfield properties [10-16]. Unfortunately, the few investigations which have used hot-wire or laser Doppler velocimeter (LDV) systems to study these flowfields have

* Numbers in brackets refer to entries in REFERENCES.
been limited to single-component measurements, and thus have presented a rather limited amount of information. The numerical simulations of these flowfields have achieved some degree of success, but shortcomings exist in the available turbulence models. Advances in turbulence modeling await a better understanding of the nature of the turbulence itself. The current investigation was conducted with a two-component LDV system, and thus has produced new information concerning the details of the turbulence in the shock wave-turbulent boundary layer interaction.

The objective of the present investigation was to make detailed turbulence measurements within the redeveloping boundary layer downstream of a shock wave-turbulent boundary layer interaction and compare the properties of the redeveloping boundary layer with the properties of the undisturbed boundary layer. A compression corner angle of 20 degrees was used to generate a flowfield with a relatively large separated flow region. Surface static pressure measurements, Schlieren photographs, and surface flow visualization techniques were used to determine some of the mean flowfield characteristics. A two-color, two-component coincident laser Doppler velocimeter system was used to make instantaneous velocity measurements within this highly complex flowfield, from which data mean flow and turbulent flow information could be obtained.

Experimental Facilities

The wind tunnel used in this investigation was part of the wind tunnel facility located in the Mechanical Engineering Laboratory of the University of Illinois at Urbana-Champaign. Clean, dry compressed air at approximately 965 kPa was available from a storage facility connected to the wind tunnel stagnation chamber through a piping network. The pressure in the stagnation chamber was regulated by means of a pneumatically operated control valve which maintained a constant stagnation pressure with an accuracy of ± 1.5 percent during data acquisition. The test section within the wind tunnel had a square cross section 101.6 mm on a side. A solid aluminum converging-diverging nozzle produced a
Mach number of 2.94 with a maximum deviation of less than 1 percent in the test section. Additional details of the wind tunnel facility can be found in Reference 1.

A stagnation pressure level of 482.6 kPa was used during the course of this investigation and the wind tunnel was operated in the blowdown mode. This stagnation pressure level was high enough to ensure that the flow within the freestream of the wind tunnel was completely supersonic, yet was low enough to allow wind tunnel operating times of approximately 90 seconds. The flowfield stagnation temperature was close to the ambient temperature within the laboratory, thus yielding nearly adiabatic conditions within the wind tunnel boundary layers.

A schematic of the compression corner model used in this investigation is shown in Fig. 2, along with the coordinate system used in the presentation of the experimental results. The 20 degree compression corner model consisted of a ramp mounted on a ramp support, with the forward part of the ramp support forming the lower wind tunnel wall upstream of the corner. The section of the model downstream of the ramp sloped gradually back down to the floor level to reduce the disturbances within the wind tunnel test section caused by the presence of the model during the experiment. The ramp and ramp support were fabricated of aluminum and anodized flat black to reduce laser light reflections during the LDV measurements. The model support was sealed with linear o-ring material both along the side walls and upstream of the corner where the support mated with the wind tunnel floor. The corner was sealed with a gasket sealing compound. Static pressure taps were 0.57 mm in diameter and were located every 2.54 mm longitudinally on the surface of the ramp and on the model support upstream of the corner.

The compression corner model used in this investigation spanned the full 101.6 mm width of the test section. It may have proved beneficial to have used a narrower ramp model with splitter plates located along the sides to eliminate the effects of the side wall boundary layers on the interaction region, similar to those used in other investigations [6-8, 10-13, 17-19]. However, the side wall splitter plates would have denied optical access to
the interaction region, and thus would have made LDV measurements impossible. As a result, full span models were used and the extent of the side wall boundary layer interference was determined using surface flow pattern measurements.

Measurement Techniques

The primary measurement technique employed in the current investigation was laser Doppler velocimetry. The LDV system was used to make detailed flowfield measurements within the upstream and redeveloping turbulent boundary layers, and the majority of information presented here is a result of this measurement technique. To complete the investigation of this flowfield, surface static pressure measurements, surface streak pattern measurements, and Schlieren photographs were also made. The pressure measurements were used to determine the location of the beginning of the interaction, and to ensure that the ramp models were long enough to achieve a complete pressure rise. The surface streak patterns were used to check for regions of three-dimensionality within the flowfield, to determine the existence of separation, and to determine the separation and reattachment locations. The Schlieren photographs were used to qualitatively describe the flowfield, to determine a spatial grid for subsequent LDV measurements, and to look for any gross flowfield unsteadiness.

The laser Doppler velocimeter used in this investigation was a two-color, two-component coincident system utilizing optical and electronic components manufactured by Thermal Systems Incorporated (TSI). A Spectra-Physics 5-watt Argon-ion laser operating in the multi-line mode was used to provide the necessary laser light. The beam from the laser was split into its principal components using a dispersion prism, and the two most powerful beams, the green beam with wavelength of 514.5 nm and the blue beam with wavelength of 488.0 nm, were used in these experiments. Each of these beams was split into two equal intensity parallel beams, and one of each of the pairs of beams was then passed through a Bragg cell which shifted the frequency by 40 MHz. A 350 mm focal
length lens was used to redirect the four parallel beams, causing them to cross at a single point within the wind tunnel to form the measurement volume, which is roughly ellipsoidal in shape. A measurement volume diameter of 0.18 mm and a measurement volume length of approximately 6 mm were obtained with this optical arrangement. The fringe spacing was approximately 8.5 μm, and the fringe velocity (due to frequency shifting) was approximately 340 m/sec. The laser and transmitting optics were mounted on a traversing table which could be moved manually in three orthogonal directions by means of threaded rod arrangements with an accuracy of approximately ± 0.1 mm. In this manner the LDV measurement volume could be positioned at any spatial location within the wind tunnel test section.

The collection optics were located on the opposite side of the wind tunnel test section, and consisted of a 250 mm focal length lens to collect the scattered green and blue light and a dichroic mirror and filter arrangement to separate the two color signals. These optical components were oriented 10 degrees off the transmitting optical axis in order to simplify alignment procedures, improve signal-to-noise ratio, and to reduce the "effective" measurement volume length to less than 2 mm. Photomultipliers converted the scattered light signals to analog voltage signals, and TSI frequency counters were used to determine the frequencies of these signals as well as perform validation checks to reject erroneous data. The output data from the counters were stored directly in the memory of a Digital Equipment Corporation PDP 11-03 minicomputer for initial conversion of these data into velocities and then serially transferred to a Hewlett-Packard 9000 Series 500 computer for thorough analysis.

The seed particles for the LDV measurements in this investigation were generated by using a standard TSI six-jet atomizer to atomize silicon oil. The oil droplets were introduced in the stagnation chamber upstream of the wind tunnel test section. A series of experiments was conducted to determine the size of these seed particles. In these experiments, two-component velocity measurements were made downstream of an oblique
shock wave generated by an 8 degree compression corner in the Mach 2.94 flowfield. The particle response was compared to the predicted response of particles of various sizes. The results of this investigation indicated that the silicone oil droplets had an effective mean diameter of 1.5 to 2 μm. Particles of this size have been shown to have a sufficient frequency response to track large scale velocity fluctuations found downstream of shock wave-turbulent boundary layer interactions [1]. Some particle lag was measured in the regions immediately downstream of the shock wave due to the large velocity gradient generated by the shock wave. The measurements reported in this investigation were confined to regions relatively far downstream from the shock wave in a conscious effort to minimize the effects of particle lag on the data.

LDV measurements obtained at a particular spatial location involve inherent uncertainties due to the finite sample size. A statistical analysis can be used to determine the level of certainty which can be attained when using the mean of a finite size sample to represent an overall population mean. The statistical uncertainty involved in determining mean velocities from individual velocity measurements in turbulent flowfields is a function of the sample size and the local turbulence intensity. The sample size in this investigation was increased as local turbulence intensity increased, with 1024 samples collected when the local turbulence intensity was less than 15 percent, 2048 samples collected when the local turbulence intensity was between 15 and 25 percent, 3072 samples collected when the local turbulence intensity was between 25 and 30 percent, and 4096 samples collected when the local turbulence intensity exceeded 30 percent. Using a statistical analysis which assumes a normal velocity distribution, the uncertainty in mean velocity was found to be less than 2 percent for all velocity profiles. The statistical uncertainty in turbulence intensity can be shown to be a function of sample size only, and was found to be less than 3.6 percent for the measurements of the redeveloping boundary layer downstream of the 20 degree compression corner.
Mean and turbulent flow properties computed from LDV data have been shown in the literature to be affected by certain biasing errors [20,21], most notably velocity biasing [22-24] and fringe biasing [25,26]. Velocity biasing results from the fact that in a turbulent flow with uniformly distributed seed particles, a larger volume of fluid passes through the measurement volume during periods when the velocity is higher than the mean, than when the velocity is lower than the mean. Thus, a simple arithmetic average of the individual velocity measurements is biased towards higher velocities. Fringe biasing arises from the requirement that a particle must cross a pre-selected number of fringes within the measurement volume for its velocity to be measured. Thus, particles traveling in a direction parallel to the fringe plane are not "seen" by the LDV and this results in a bias in favor of particles traveling perpendicular to the fringe plane. The effects of velocity biasing were essentially eliminated from the results of this investigation by weighting the velocity measurements with the two-dimensional velocity bias correction factor, \(1/(u^2 + v^2)^{1/2}\) [1].

The effects of fringe biasing were significantly reduced by frequency shifting such that the fringes moved in a direction opposite to that of the mean flow, and also by orienting the set of fringe planes at \(\pm 45\) degrees relative to the wind tunnel floor for the upstream boundary layer surveys, and at \(\pm 45\) degrees relative to the ramp surface for the downstream boundary layer surveys. A comparison between the two-dimensional velocity bias corrected mean velocities and mean velocities corrected with both the two-dimensional velocity bias correction and a fringe bias correction based on the study of Buchhave [25,26] yielded differences of 1.7 percent or less. Thus, in this investigation the effects of fringe bias were not significant in comparison to the effects of velocity bias, and the results presented here were corrected with the velocity bias correction only.

The particle lag, statistical uncertainty, and biasing effects described above constitute the major sources of errors in this investigation. Other less significant sources of errors include optical alignment accuracy, inaccuracies due to counter clock resolution, and inaccuracies in the frequency shifting components. Alignment accuracy with the LDV is
believed to be quite good due to the ability to project the beams over large distances and thus make accurate measurements of small angles. The largest source of alignment error is in the orientation of the two fringe planes (green and blue) perpendicular to each other. In this investigation the fringes were aligned within 1 degree of perpendicularity, and thus the error in velocity as a result of alignment errors is of the order of 1 percent. The counter clock resolution errors result from the 1 nanosecond resolution of the clock which measures the time required for a particle to pass through the required eight fringes. The amount of this error is a direct function of velocity, and decreases from 1.2 percent at a streamwise velocity measurement of 630 m/sec to 0.6 percent at a streamwise velocity of 100 m/sec. Thus, this source of error is most significant in the high velocity regions of the flowfield, in which the turbulence intensity is low and the other sources of error such as statistical uncertainty and biasing effects are at a minimum. Errors caused by the frequency shifting components include slight changes in beam angles caused by the necessary optics, and small inaccuracies in the 40 MHz shifting frequency. A comparison between measurements made with and without frequency shifting in flowfields which were similar, but not necessarily identical, indicates that these errors are of the order of 1.5 percent, although one point indicated a difference of 2.3 percent.

Experimental Results

Undisturbed Boundary Layer

Detailed boundary layer surveys were made using the LDV system in the turbulent boundary layer which formed on the floor of the wind tunnel test section in the absence of the compression corner model. These surveys were made on the wind tunnel centerline at four streamwise stations within the test section. Two-component velocity measurements were made within the boundary layer to a point 1.5 mm (Y/δ₀ = 0.18) above the wind tunnel floor at which point blockage of the two lower laser beams began to occur. The boundary layer surveys were completed with single-component LDV measurements down
to a point 0.25 mm ($Y/\delta_0 = 0.03$) above the surface. In these measurements of the undisturbed boundary layer, frequency shifting proved unnecessary due to the relatively low turbulence intensities and lack of any reverse flows.

The boundary layer thickness at $X = 0$ in the center of the test section was determined to be 8.27 mm ($u_e = 0.99 \, u_\infty$). The displacement and momentum thicknesses were determined by numerical integration of the velocity profiles, accounting for compressibility effects, and had values of $\delta^* = 3.11 \, \text{mm}$ and $\theta = 0.57 \, \text{mm}$, respectively. The Reynolds number within the test section based on the boundary layer thickness, $Re_\delta$, was $3.1 \times 10^5$. The freestream velocity measured at $X = 0$ using the LDV system was within 0.2 percent of the velocity predicted from the measured pressure distribution.

Further insight into the details of the undisturbed boundary layer can be obtained using the transformed wall-wake law of Maise and McDonald [27]. A curve fit of the data of the current investigation to the wall-wake law can be used to obtain estimates of the wake strength parameter, $\Pi$, and the skin friction coefficient, $C_f$. The profile of the undisturbed boundary layer in wall-wake coordinates is shown in Fig. 3 for both the measured LDV data and the least-squares curve fit. The quantity $u^*$ is the Van Driest generalized velocity [27] and the quantity $u_\tau$ is the friction velocity, defined as $(\tau_w/\rho_\infty)^{1/2}$. From this curve fit, the wake strength parameter, $\Pi$, was determined to be equal to 0.977 and the skin friction coefficient, $C_f$, was found to be 0.00114. Although the wake strength parameter value of 0.977 is somewhat higher than the values reported in some of the literature, Samimy [28-31] and Sturek and Danberg [32,33] report comparable results. The value for the skin friction coefficient agrees very well with the data of Settles [5] and Sturek and Danberg [32,33].

The streamwise component turbulence intensity measured with the LDV system for the undisturbed boundary layer is shown in Fig. 4. The data measured at four stations within the test section fall within a very narrow band and compare well with other experimental data. The measured turbulence intensities at the edge of the boundary layer
and the freestream are probably higher than the actual levels which exist within the flowfield due to the limitations of the 1 nanosecond counter clock resolution factor previously discussed. The turbulence intensities of this investigation are somewhat higher than the hot-wire data of Kistler [34] and Rose [35]. This difference can be attributed to the counter clock resolution in the outer regions of the boundary layer, and possibly to difficulties in hot-wire calibration and interpretation in the lower velocity regions of the inner boundary layer. The turbulence intensities of the current investigation compare well with the LDV data of Petrie [36-38], Samimy [28-30], and Johnson [39], as seen in Fig. 4.

The turbulent shear stress distribution determined from the 'D' measurements within the undisturbed boundary layer at X = 0 is shown in Fig. 5, along with the data of Samimy [28-30], Petrie [36-38], and Johnson [39]. The air density at each measurement location was calculated assuming adiabatic conditions within the boundary layer. Although there is a good deal of scatter in the data, the data of the current investigation agree reasonably well with those of the other three investigations. There is a tendency for the shear stress of the current investigation to reach a peak within the boundary layer and then decrease as the wall is approached. Similar shear stress behavior can be seen in data reported in other boundary layer studies using both LDV systems [40-42] and slanted hot-wire systems [12,13]. Yanta and Lee [40] and Johnson and Rose [41] have suggested that this is the result of other turbulent shear stress terms, such as $p' u' v'$, becoming significant in the lower regions of the boundary layer. However, Dimotakis, Collins, and Lang [42] suggest that this is the result of particle dynamics near solid walls which influence LDV measurements. This latter theory does not explain the decrease in shear stress near the wall that has been measured by hot-wire probes, and further study of this phenomenon is necessary.

20 Degree Compression Corner Flowfield

The Schlieren system was used to view the 20 degree compression corner flowfield during the initial phases of this investigation. The freestream flow was observed to be
completely supersonic and some unsteadiness was observed in the separation shock structure similar to that reported in the literature for a number of compression corner studies using 16, 20, and 24 degree ramps [17-19, 43]. Surface streak patterns were used to determine the separation and reattachment locations, and to determine the extent of the influence of the side wall boundary layers on the flowfield. Separation was found to take place a distance of $1.63 \delta_0$ upstream of the corner. The separation line was relatively straight and spanned the center 50 mm of the wind tunnel. Reattachment occurred a distance of $0.52 \delta_0$ downstream of the corner on the ramp face, with the reattachment line spanning the center 70 mm of the wind tunnel. Some three-dimensional effects were seen in the streak lines within the separated region near the wind tunnel side walls, but these effects did not disturb the centerline flow downstream of reattachment.

The mean surface static pressure distribution is shown in Fig. 6. The solid line to the right of the experimental data (at approximately $P/P_\infty = 3.7$) represents the theoretical downstream pressure determined from oblique shock wave theory. The data in this figure illustrate that the pressure rise began well upstream of the corner, more than 15 mm before $X = 0$, due to the presence of the separated region. The pressure distribution exhibits the "kink," or triple inflection point characteristic which is typical of separated compression corner flowfields [8]. The static pressure on the ramp face rose gradually and reached a plateau level within 5.5 percent of the theoretical value.

The mean streamwise velocity profiles upstream and downstream of the shock wave-turbulent boundary layer interaction are shown in Fig. 7. The profiles downstream of the interaction exhibit wake-like properties, similar to those observed by other investigators downstream of separated compression corners [8], and downstream of reattaching free shear layers [28-31]. These wake-like profiles resulted from the shear layer velocity profile which formed the initial condition for the redeveloping boundary layer. The shear layer formed from the upstream boundary layer separation process and developed its wake-like characteristics from interaction with the separated region in the compression corner. The
velocity profiles downstream of reattachment experienced a rapid "filling out," which can also be seen in Fig. 7. This rapid change in the boundary layer profiles was most likely caused by enhanced turbulent mixing due to the formation of large scale eddies, and further adds to the wake-like appearance of the boundary layer profiles. The decrease in the measured streamwise velocity with $X$, which can be seen in the outer regions of the boundary layers downstream of the corner, was caused by a combination of two effects. The surface static pressure distribution, shown in Fig. 6, indicates that the pressure was still rising at the streamwise locations where the velocity profiles shown in Fig. 7 were measured. Thus, the flow in this region was still turning and decelerating in the final stages of the compression process. Also, it is possible that the effects of particle lag may have contributed slightly to the decrease of $u$ with $X$, and the specific extent to which particle lag is affecting the results is uncertain.

The mean vertical velocity profiles for the compression corner flowfield are presented in Fig. 8. The decrease in negative vertical velocities with distance downstream in the outer regions of the boundary layers is further indication that the change in flow direction during the recompression process takes place gradually. The small positive vertical velocities seen in the lower regions of the last two stations in Fig. 8 accompany the rapid "filling out" of the streamwise profiles seen in Fig. 7, and are a result of the severe changes which are taking place within the boundary layer as the wake-like characteristics diminish.

The streamwise turbulence intensity data, $\langle u' \rangle$, nondimensionalized with the freestream velocity upstream of the shock wave, $u_\infty$, are shown in Fig. 9. The turbulence intensity in the upstream boundary layer is also included for comparison, and once again the data in this figure illustrate that the level of turbulence was significantly increased by the interaction between the shock wave and the boundary layer. The turbulence intensity profiles reach a maximum value within the central regions of the boundary layer, and decrease as both the freestream and the wall are approached. The turbulence can be seen
spreading vertically with the profiles becoming flatter in the downstream stations. A gradual decrease in the peak turbulence intensity accompanies this diffusion process, from a $(\langle u'\rangle/u_{\infty})_{\text{MAX}}$ value of approximately 0.19 for the $X = 15$ mm traverse to a value of approximately 0.155 for the traverse at $X = 40$ mm. This once again indicates the gradual process that the boundary layer experiences as it recovers from the effects of the interaction with the shock wave. The relatively severe changes in turbulence intensity level due to the passage of the boundary layer through the shock wave can be observed in Fig. 9 by comparing the profile at $X = 40$ mm with the profile of the upstream boundary layer.

The vertical turbulence intensity data, $\langle v'\rangle$, nondimensionalized by $u_{\infty}$, are presented in Fig. 10. The vertical turbulence intensity, like the streamwise turbulence intensity, was significantly amplified by the interaction with the shock wave. However, unlike the streamwise turbulence intensity, the vertical turbulence intensity shows very little dependence on distance above the ramp surface, $Y^*$, and is nearly constant throughout the redeveloping boundary layer and within the freestream downstream of the shock wave. There is a slight tendency for $\langle v'\rangle/u_{\infty}$ to reach a maximum near the edge of the boundary layer, but this characteristic is not found in all the profiles. It can also be seen in Fig. 10 that the vertical turbulence intensity was significantly increased in the regions outside the boundary layer. These data, in conjunction with other turbulence statistics obtained in this investigation, such as turbulence triple products and skewness and flatness factors, indicated that there was a significant alteration of the freestream turbulence structure caused by the presence of the oblique shock wave. While it is mildly possible that this effect is caused by particle lag, this is considered very unlikely because the effects of particle lag diminish rapidly as the distance from the shock wave to the measuring point increases, while the large freestream values of $\langle v'\rangle/u_{\infty}$ persist to the most downstream measurement stations with very little sign of dissipation.

The kinematic Reynolds stress data, $-\langle u'v'\rangle$, nondimensionalized with the square of the undisturbed freestream velocity, $u_{\infty}^2$, are presented in Fig. 11. The data show that
the Reynolds stress, like the streamwise turbulence intensity, was significantly increased by the interaction with the shock wave. The large magnitude of the Reynolds stress is further indication of the existence of large scale turbulent structures within the redeveloping boundary layer. The Reynolds stress profiles reach maximum values in the central regions of the boundary layers, with the maximum value in each profile decreasing as the flow proceeds downstream. The Reynolds stress, like the streamwise turbulence intensity, diffuses outward through the boundary layer as the effects of the interaction begin to diminish.

The trends in the Reynolds stresses of this investigation agree quite well with those found by Muck and Smits [13] in their investigation of a 20 degree compression corner flowfield with similar initial flow conditions. The tendency for the Reynolds stress to reach a maximum in the central regions of the boundary layer, the gradual decay in Reynolds stress with X downstream of the interaction, and the vertical diffusion of the Reynolds stress in the boundary layer can all be seen in their hot wire results. However, the magnitudes of the quantity \( -(u'v')/u_\infty^2 \) reported by Muck and Smits [13] are significantly lower than the results of the current investigation, with the maximum values differing by factors greater than 2. This large discrepancy is most likely caused by calibration problems associated with the slanted hot wire technique used by these authors. Muck and Smits [13] state that the hot wire calibration is only valid in regions in which the Mach number component normal to the wire exceeds 1.2. Taking into account the 30 degree yaw angle of the slanted hot wires, this yields a lower Mach number limit of 1.39. The local Mach numbers at the regions of maximum Reynolds stress in the current investigation were all below 1.39. In addition to these low mean Mach numbers, the high turbulence intensities in these regions indicate that the local Mach number frequently drops far below the calibration limits, and these occurrences of low Mach number contribute significantly to the magnitude of \( -(u'v') \). Considering these factors, it is not surprising that a discrepancy exists between Reynolds stresses measured with slanted hot wires, and those
measured with two-component LDV systems in highly turbulent flowfields. An investigation in which both techniques are used to make measurements in the same flowfield would be extremely useful in understanding and resolving these discrepancies.

Conclusions

The interaction between the shock wave and the turbulent boundary layer in this 20 degree compression corner flowfield, with the resultant separated region, caused significant changes in both the mean and the turbulent properties of the boundary layer. The LDV system yielded accurate and reliable velocity data in the undisturbed upstream boundary layer and the ramp boundary layer profiles downstream of the shock wave which compared well with data of other researchers. The mean velocity profiles downstream of the interaction appear very wake-like as a result of the separation and reattachment processes, and experience a very rapid "filling out" as the flow proceeds downstream. The streamwise turbulence intensity profiles reach maximum values within the central regions of the boundary layer and show the large amplification in freestream turbulence structure due to the interaction with the shock wave. The large magnitudes of the Reynolds stress data further indicate the existence of large scale turbulent structures within the redeveloping boundary layer. Some serious differences in magnitude of the Reynolds stress values between these LDV measurements and other researchers' hot wire measurements seem associated with hot wire calibration problems in highly turbulent supersonic flow, and further study is necessary.
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ABSTRACT

The complex interaction region generated by the separation of two supersonic streams past a finite-thickness base occurs frequently in high-speed flight and is characteristic of the aft-end flowfield of a powered missile in the supersonic flight regime. In an effort to examine the fundamental fluid dynamic mechanisms and interactions ongoing in this near-wake region, an experimental investigation was conducted to obtain mean and turbulence data by making measurements in a small-scale wind tunnel. The two-dimensional test section produced a Mach 2.56 upper stream and a Mach 2.05 lower stream which both undergo geometric separation past a finite-thickness splitter plate and experience strong expansion and shear layer mixing processes before eventual recompression, reattachment, and redevelopment of the wake flow. This flowfield immediately behind the base in the near-wake is characterized by strong velocity and density gradients, energetic viscous interactions, high turbulence intensity levels, and a relatively energetic recirculation region with large-magnitude reverse flow.

The experimental data for the near-wake interaction flowfield was obtained using Schlieren photographs, stagnation and sidewall static pressure measurements, and laser Doppler velocimeter (LDV) measurements. The primary tool was a two-color, two-component LDV system which provided instantaneous velocity data from which mean and turbulence quantities were extracted. The qualitative and quantitative information for this flowfield was analyzed in a component style approach consistent with the Chapman-Korst model of the near-wake region. The strong dependence of the component model on empirical coefficients defines a need for detailed experimental data, while more recent computational efforts to predict the near-wake flowfield similarly require turbulence data for validation and improvement of turbulence modeling.
The dynamic interactions in the near-wake of the finite-thickness base after separation of the Mach 2.56 and Mach 2.05 streams correctly modeled the flowfield at the aft-end of a powered missile in supersonic flight. The flow regions included strong Prandtl-Meyer expansions, shear layer mixing and recompression, recirculation, and downstream wake redevelopment. The shear layer mixing regions were characterized by constant-pressure mixing along the initial two-thirds of their length, by an evolution of velocity profiles from truncated forms of the boundary layer shapes to more wake-like profiles farther downstream, and by relatively high levels of turbulence as compared to the levels existing in the turbulent boundary layers prior to separation. While relative self-similarity of the mean velocity data was achieved, the turbulence field exhibited evidence of progression toward self-similarity but did not reach that state before recompression of the shear layers began. The separated flow region was characterized by vigorous recirculation, large negative velocities reaching 23 percent of the Mach 2.56 freestream value, and strong turbulent interaction with the low-velocity regions of both shear layers. Turbulence intensities, kinematic Reynolds stresses, and turbulent triple products were increased greatly in the latter portions of the two shear layers and in the recompression/reattachment region, seeming to indicate the presence of large-scale turbulent structures. The turbulence field in the region of reattachment was strongly anisotropic, and the transverse diffusion of turbulence energy by exchange of the kinematic Reynolds stress for turbulent kinetic energy seems in agreement with existing correlations. Recovery of the mean velocity field in the redeveloping wake flow occurred relatively quickly, while the turbulence field remained perturbed to the furthest streamwise location in the range of measurements. The data obtained for the two-stream interaction flowfield should prove quite valuable for use in validation and improvement of computational schemes aimed at prediction of the mean and turbulence profiles for the near-wake behind a finite-thickness base.