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ABSTRACT

This paper deals with the problem of selecting fair multinomial populations compared with a standard. Two selection procedures are investigated: the natural selection procedure of Gupta and Leu (1989) and an empirical Bayes simultaneous selection procedure. It is proved that the natural selection procedure is a Bayes procedure relative to a symmetric Dirichlet prior distribution, and therefore is an admissible selection procedure. For the empirical Bayes simultaneous selection procedure, the associated asymptotic optimality is investigated. It is shown that the proposed empirical Bayes selection procedure is asymptotically optimal relative to a class of symmetric Dirichlet priors. The rate of convergence of the empirical Bayes selection procedure is shown to be of order $O(\exp(-\tau k + \ln k))$ for some positive constant $\tau$, where $k$ is the number of populations involved in the selection problem.
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1. INTRODUCTION

The concept of diversity within a population is of considerable importance in statistical theory and applications. The problem of measuring diversity arises in a variety of studies in ecology, sociology, econometrics, genetics and many other sciences. For a multinomial population with \( m \) cells, the index of diversity is a function of the corresponding probability parameter vector \( p = (p_1, \ldots, p_m) \). In practice, a Schur-convex or Schur-concave function of \( p \) may be appropriate. There are two measures of diversity of a multinomial population which have been commonly used. These are the Shannon's entropy function and the Gini-Simpson index. The notion of the entropy function was introduced by Shannon (1948). The Gini-Simpson index was introduced by Gini (1912) and Simpson (1949). Both are Schur-concave function of \( p \).

In the literature, selection procedures using indices of diversity as selection criteria have been studied by many authors. Gupta and Huang (1976) studied the problem of selecting the population with the largest entropy function for binomial distributions. Gupta and Wong (1975) considered the problem of selecting a subset containing the population with the largest \( \psi \) for multinomial distributions. Dudewicz and Van der Meulen (1981) investigated a selection procedure based on a generalized entropy function. Alam, Mitra, Rizvi and Saxena (1986) studied selection procedures based on the Shannon's entropy function and the Gini-Simpson index using the indifference zone approach. Rizvi, Alam and Saxena (1987) also considered a subset selection procedure based on certain other diversity indexes. Recently, Gupta and Leu (1989) have studied certain selection procedures based on the Gini-Simpson index.

In this paper, we are dealing with the problem of selecting fair populations compared with a standard level. Consider \( k \) independent multinomial populations \( \pi_1, \ldots, \pi_k \). For each \( i = 1, \ldots, k \), population \( \pi_i \) has \( m \) cells and is characterized by the corresponding probability parameter vector \( p_i = (p_{i1}, \ldots, p_{im}) \), where \( 0 \leq p_{ij} \leq 1 \), \( j = 1, \ldots, m \), and \( \sum_{j=1}^{m} p_{ij} = 1 \) for each \( i = 1, \ldots, k \). Define

\[
\theta_i = \psi(p_i) = \sum_{j=1}^{m} (p_{ij} - \frac{1}{m})^2. \tag{1.1}
\]

We use \( \theta_i \) as a measure of diversity (or uniformity) of population \( \pi_i \). Note that since
\[ \theta_i = \sum_{j=1}^{m} p_{ij}^2 - \frac{1}{m}, \] it is essentially equivalent to the Gini-Simpson index. Also note that 
\[ 0 \leq \theta_i \leq 1 - \frac{1}{m}. \] For a given constant \( \theta_0, 0 < \theta_0 < 1 - \frac{1}{m} \), population \( \pi_i \) is said to be a fair population if \( \theta_i \leq \theta_0 \) and a bad population, otherwise. Our goal is to derive statistical selection procedures for selecting all fair populations while excluding all bad populations. It should be noted that the problem of selecting fair multinomial populations has been considered by Gupta and Leu (1989) through a classical approach.

Let \( \Omega = \{ \xi = (\xi_1, \ldots, \xi_k) \} \) be the parameter space and let \( \mathcal{A} = \{ \mathcal{s} | \mathcal{s} \subseteq \{1, \ldots, k\} \} \) be the action space. When action \( \mathcal{s} \) is taken, it means that population \( \pi_i \) is selected as a fair population if \( i \in \mathcal{s} \) and excluded as a bad population if \( i \not\in \mathcal{s} \). For \( \xi \in \Omega \) and action \( \mathcal{s} \in \mathcal{A} \), the loss function \( L(\xi, \mathcal{s}) \) is defined to be:

\[ L(\xi, \mathcal{s}) = \sum_{i \in \mathcal{s}} (\theta_i - \theta_0)I(\theta_0, 1 - \frac{1}{m})(\theta_i) + \sum_{i \not\in \mathcal{s}} (\theta_0 - \theta_i)I(0, \theta_0)(\theta_i). \] \hfill (1.2)

In (1.2), the first summation is the loss due to selecting certain bad populations and the second summation is the loss due to not selecting certain fair populations.

The content of this paper consists of two parts. In Section 2, we investigate some optimal properties of the natural selection procedure of Gupta and Leu (1989). It is shown that, for the loss function \( L(\xi, \mathcal{s}) \) of (1.2), the natural selection procedure is Bayes relative to some symmetric Dirichlet prior, and therefore, it is admissible. Section 3 deals with this selection problem through a parametric empirical Bayes approach. An empirical Bayes selection procedure is proposed and the corresponding asymptotic optimality is investigated. It is shown that the proposed empirical Bayes selection procedure is asymptotically optimal relative to a class of symmetric Dirichlet priors. The rate of convergence of the proposed empirical Bayes selection procedure is also established, and shown to be of order \( O(\exp(-\tau k + \ln k)) \) for some positive constant \( \tau \), where \( k \) is the number of populations involved in the selection problem.

2. OPTIMALITY OF NATURAL SELECTION PROCEDURE

For each \( i = 1, \ldots, k \), let \( \mathcal{X}_i = (X_{i1}, \ldots, X_{im}) \) be the random observation associated with population \( \pi_i \), where \( X_{ij}, 1 \leq j \leq m \), are nonnegative integer random variables such
that \(0 \leq X_{ij} \leq N\) and \(\sum_{j=1}^{m} X_{ij} = N\). Then, \(X_i\) has the probability function

\[
f(x_i|\pi_i) = \frac{N!}{\prod_{j=1}^{m} (x_{ij}!)} \prod_{j=1}^{m} p_{ij}^{x_{ij}-1}
\]

at point \(\bar{x}_i = (x_{i1}, \ldots, x_{im})\) for which \(0 \leq x_{ij} \leq N\), \(1 \leq j \leq m\) and \(\sum_{j=1}^{m} x_{ij} = N\). Let \(X_i\) be the sample space generated by \(X_i\). Let \(X = (X_1, \ldots, X_k)\) and denote the corresponding observed value by \(\bar{x} = (\bar{x}_1, \ldots, \bar{x}_k)\). Also, let \(X = X_1 \times \ldots \times X_k\) denote the sample space of \(X\).

A selection procedure \(d = (d_1, \ldots, d_k)\) is defined to be a mapping from the sample space \(X\) into the product space \([0,1]^k\). That is, for each \(\bar{x} = (\bar{x}_1, \ldots, \bar{x}_k) \in X\), \(d(\bar{x}) = (d_1(\bar{x}), \ldots, d_k(\bar{x}))\), where \(d_i(\bar{x})\) is the probability of selecting population \(\pi_i\) as a fair population given \(X = \bar{x}\) is observed. We let \(D\) denote the class of all selection procedures defined in the above way.

For each \(i = 1, \ldots, k\), \(\frac{X_i}{N\pi_i}, \ldots, \frac{X_i}{m\pi_i}\) is the maximum likelihood estimator of \(p_i = (p_{i1}, \ldots, p_{im})\). From (1.1), it is natural and reasonable to estimate \(\hat{\theta}_i\) by \(\hat{\theta}_i = \frac{\sum_{j=1}^{m} (\frac{X_{ij}}{N})^2 - \frac{1}{m}}{m}\). Gupta and Leu (1989) proposed a natural selection procedure \(d^N = (d_1^N, \ldots, d_k^N)\) based on \(\hat{\theta}_i\), \(i = 1, \ldots, k\), which is equivalent to the following: For each \(i = 1, \ldots, k\),

\[
d_i^N(\bar{x}) = \begin{cases} 1 & \text{if } \hat{\theta}_i \leq \delta, \\ 0 & \text{otherwise}, \end{cases}
\]

where \(\delta\) is a prespecified positive constant such that \(0 < \delta < 1 - \frac{1}{m}\). Since this natural selection procedure is heavily dependent on the constant \(\delta\), we denote this procedure by \(d^N(\delta) = (d_1^N(\delta), \ldots, d_k^N(\delta))\).

In the following, it is assumed that for each \(i = 1, \ldots, k\), the parameter vector \(p_i = (p_{i1}, \ldots, p_{im})\) is a realization of the random vector \(\pi_i = (P_{i1}, \ldots, P_{im})\). It is also assumed that \(\pi_1, \ldots, \pi_k\) are iid with a common prior distribution \(G_{\alpha}\) belonging to a class of symmetric Dirichlet distributions \(\mathcal{C}\), where

\[
\mathcal{C} = \{g_{\alpha}|g_{\alpha}(\pi_i) = \frac{\Gamma(m\alpha)}{[\Gamma(\alpha)]^m} \prod_{j=1}^{m} p_{ij}^{\alpha-1}, \ 0 \leq p_{ij} \leq 1, \ j = 1, \ldots, m, \ \sum_{j=1}^{m} p_{ij} = 1\}.
\]
For a prior distribution $G_{\alpha} \in \mathcal{C}$ and a selection procedure $d = (d_1, \ldots, d_k) \in D$, we denote the corresponding Bayes risk by $r(G_{\alpha}, d)$. From (1.2) and the statistical model described previously,

$$r(G_{\alpha}, d) = \sum_{i=1}^{k} r_i(G_{\alpha}, d_i)$$

(2.4)

where

$$r_i(G_{\alpha}, d_i) = \sum_{\tilde{X} \in \mathcal{X}} d_i(\tilde{X}) \left[ \sum_{j=1}^{m} E[P_{ij} | \tilde{X}_i] - \theta_0 \right] \prod_{j=1}^{k} f(\tilde{X}_j)$$

\[+ \sum_{\tilde{X} \in \mathcal{X}} \int_{\Omega_i(\theta_0)}^{} (\theta_0 - \theta_i) \prod_{j=1}^{k} [f(\tilde{X}_j | p_j) g_{\alpha}(p_j)] dp, \]  

(2.5)

$$f(\tilde{X}_i) = \int f(\tilde{X}_i | p_i) g_{\alpha}(p_i) dp_i = \frac{N^1}{\prod_{j=1}^{m} \Gamma(x_{ij})} \frac{\Gamma(m\alpha + \sum_{j=1}^{m} \Gamma(\alpha + x_{ij}))}{\Gamma(m \alpha + N + 1)},$$

and $\Omega_i(\theta_0) = \{ p = (p_1, \ldots, p_k) \in \Omega | \theta_i \leq \theta_0 \}$.  

Since the second term of (2.5) does not depend on the selection procedure $d$, a Bayes selection procedure $d^{G_{\alpha}} = (d_{G_1}^{\alpha}, \ldots, d_{G_k}^{\alpha})$ can be obtained as follows: For each $i = 1, \ldots, k$, 

$$d_{G_i}^{\alpha}(\tilde{X}) = \begin{cases} 1 & \text{if } \sum_{j=1}^{m} E[P_{ij} | \tilde{X}_i] - \frac{1}{m} \leq \theta_0, \\ 0 & \text{otherwise}. \end{cases}$$

(2.6)

Then, we have the following theorem.

**Theorem 2.1.** For each positive constant $\delta$ such that $0 < \delta < 1 - \frac{1}{m}$ and $\frac{m^6 N^2 + m N - N}{m N + 1} > \theta_0$, for the loss function $L(p, s)$, the natural selection procedure $d^{N(\delta)}$ given in (2.2) is a Bayes procedure relative to some symmetric prior distribution $G_{\alpha}$.

**Proof:** First, straightforward computation yields that for each $i = 1, \ldots, k$ and $j = 1, \ldots, m$,

$$E[P_{ij}^2 | \tilde{X}_i] = \frac{(x_{ij} + \alpha + 1)(x_{ij} + \alpha)}{(m\alpha + N + 1)(m\alpha + N)}$$

and therefore

$$\sum_{j=1}^{m} E[P_{ij}^2 | \tilde{X}_i] - \frac{1}{m} = \frac{(m^2 - m)\alpha + mN + m \sum_{j=1}^{m} x_{ij}^2 - N^2 - N}{m(\alpha + N + 1)(m\alpha + N)}. \quad (2.7)$$
Note that
\[ \hat{\theta}_i \leq \delta \iff \sum_{j=1}^{m} E[P_{ij}^2 | \xi_i] - \frac{1}{m} \leq H(\alpha) \]
where
\[ H(\alpha) = \frac{(\delta + \frac{1}{m})mn^2 + (m^2 - m)\alpha + mN - N^2 - N}{m(m\alpha + N) + 1}(m\alpha + N) \]}

Thus, it suffices to prove that for given \( \theta_0, 0 < \theta_0 < 1 - \frac{1}{m} \), there exists a positive \( \alpha \) such that \( H(\alpha) = \theta_0 \). Since \( H(\alpha) \) is decreasing in \( \alpha \), \( H(0) = \frac{m\delta N^2 + mN - N}{mN(N+1)} > \theta_0 \) by the assumption, \( \lim_{\alpha \to \infty} H(\alpha) = 0 < \theta_0 \) and \( H(\alpha) \) is a continuous function of \( \alpha \) on \( [0, \infty) \), there exists a unique \( \alpha \equiv \alpha(\theta_0) > 0 \) such that \( H(\alpha) = \theta_0 \). This implies that the natural selection procedure \( d^{N(\delta)} \) is the Bayes procedure relative to the symmetric Dirichlet prior distribution \( G_{\alpha(\theta_0)} \). Hence the proof of this theorem is complete. \( \square \)

The following corollary is a direct consequence of Theorem 2.1.

**Corollary 2.1.** For each positive constant \( \delta \) such that \( 0 < \delta < 1 - \frac{1}{m}, \frac{m\delta N^2 + mN - N}{mN(N+1)} > \theta_0 \), the natural selection procedure is admissible for the loss function \( L(p, s) \).

### 3. AN EMPIRICAL BAYES SELECTION PROCEDURE

We assume that the hyperparameter \( \alpha \) of the symmetric Dirichlet prior distribution \( G_\alpha \) is unknown. In this situation, it is not possible to apply the Bayes selection procedure \( d^{G_\alpha} \) for the selection problem at hand. Thus, the empirical Bayes approach is employed here.

For each \( i = 1, \ldots, k \), let \( W_i = \sum_{j=1}^{m} X_{ij}^2 \) and let \( w_i \) denote the observed value of \( W_i \). Under the preceding statistical model, \( W_1, \ldots, W_k \) are iid random variables such that \( \frac{N^2}{m} \leq W_i \leq N^2 \). It follows from straightforward computations that

\[ \mu_2 = E[W_1] = N[1 + \frac{(N - 1)(\alpha + 1)}{m\alpha + 1}] \]

(3.1)

and therefore,

\[ \alpha = \frac{N^2 - \mu_2}{m\mu_2 - N(m + N - 1)} \]

(3.2)
From (3.2) and (2.7), for each \( i = 1, \ldots, k \),
\[
\sum_{j=1}^{m} E[P_{ij} | \xi_i] - \frac{1}{m} = \{ (m^2 - m)(N^2 - \mu_2) + [m\mu_2 - N(m + N - 1)][mN + mw_i - N^2 - N] \} \\
\times (m\mu_2 - mN - N^2 + N)/[m(N - 1)(m\mu_2 - N^2)N(m\mu_2 - N^2 - m + 1)] \\
\equiv Q_i(\mu_2 | w_i),
\] (3.3)
where \( w_i = \sum_{j=1}^{m} x_{ij}^2 \).

Note that for \( w_i \) (or \( \xi_i \)) being kept fixed, \( Q_i(\mu_2 | w_i) \) is increasing in \( \mu_2 \).

Define, \( \hat{\mu}_2 = \frac{1}{k} \sum_{i=1}^{k} W_i \). We will use \( \hat{\mu}_2 \) to estimate \( \mu_2 \) and use \( Q_i(\mu_2 | w_i) \) to estimate \( Q_i(\mu_2 | w_i) \). However, by the definition of \( \mu_2 \) (see (3.1)), \( N + \frac{N(N-1)}{m} < \mu_2 < N^2 \) and \( Q_i(\mu_2 | w_i) \) tends to zero as \( \mu_2 \) tends to \( N + \frac{N(N-1)}{m} \). Also, it is possible that \( \hat{\mu}_2 \leq N + \frac{N(N-1)}{m} \). Thus we define
\[
\phi_i^*(w_i) = \begin{cases} 
Q_i(\mu_2 | w_i) & \text{if } \hat{\mu}_2 > N + \frac{N(N-1)}{m}, \\
0 & \text{otherwise}.
\end{cases}
\] (3.4)

We now propose an empirical Bayes selection procedure \( d^* = (d_1^*, \ldots, d_k^*) \) as follows:
For each \( i = 1, \ldots, k \),
\[
d_i^*(\xi_i) = \begin{cases} 
1 & \text{if } \phi_i^*(w_i) \leq \theta_0, \\
0 & \text{otherwise}.
\end{cases}
\] (3.5)

In the following, we will investigate the asymptotic performance of the empirical Bayes selection procedure \( d^* \) for the case where \( k \), the number of populations involved in the selection problem under study, is sufficiently large.

Since \( d^{G^{\alpha}} = (d_1^{G^{\alpha}}, \ldots, d_k^{G^{\alpha}}) \) is the Bayes selection procedure, for the empirical Bayes selection procedure \( d^* = (d_1^*, \ldots, d_k^*) \), \( r_i(G^{\alpha}, d_i^*) - r_i(G^{\alpha}, d_i^{G^{\alpha}}) \geq 0 \) for each \( i = 1, \ldots k \) and therefore, \( r(G^{\alpha}, d^*) - r(G^{\alpha}, d^{G^{\alpha}}) = \sum_{i=1}^{k} [r_i(G^{\alpha}, d_i^*) - r_i(G^{\alpha}, d_i^{G^{\alpha}})] \geq 0 \). This nonnegative regret value \( r(G^{\alpha}, d^*) - r(G^{\alpha}, d^{G^{\alpha}}) \) will be used as a measure of performance of the empirical Bayes selection procedure \( d^* \).

**Definition 3.1.** A selection procedure \( d = (d_1, \ldots, d_k) \in D \) is said to be asymptotically optimal of order \( \{\beta_k\} \) relative to the prior distribution \( G \) if
\[
r(G, d^*) - r(G, d^{G^{\alpha}}) = O(\beta_k)
\]
where \( \{\beta_k\} \) is a sequence of positive numbers such that \( \lim_{k \to \infty} \beta_k = 0 \).

For each \( i = 1, \ldots, k \) and for the fixed \( \mu_2, Q_i(\mu_2|w_i) \), which is defined in (3.3), can be viewed as a function of \( w_i \). It is clear that \( Q_i(\mu_2|w_i) \) is increasing in \( w_i \). Let

\[
A_i = \{w_i|w_i = w_i(\mathbf{x}_i) = \sum_{j=1}^m x_{ij}^2, \mathbf{x}_i \in \mathcal{X}_i, Q_i(\mu_2|w_i) < \theta_0\}
\]

\[
B_i = \{w_i|w_i = w_i(\mathbf{x}_i) = \sum_{j=1}^m x_{ij}^2, \mathbf{x}_i \in \mathcal{X}_i, Q_i(\mu_2|w_i) > \theta_0\}
\]

From the statistical model under consideration, \( Q_i(\mu_2|w) = Q_j(\mu_2|w) = Q(\mu_2|w) \) (say) for all \( i, j = 1, \ldots, k \). Thus, \( A_1 = \ldots = A_k = A \) and \( B_1 = \ldots = B_k = B \) (say).

Let \( h(w) \) denote the common marginal probability function of the iid random variables \( W_i = \sum_{j=1}^m X_{ij}^2, i = 1, \ldots, k \). From (2.5)-(2.6) and (3.5), straightforward computation yields that

\[
0 \leq r_i(G_\alpha, d_\alpha^*) - r_i(G_\alpha, d_\alpha^G) \leq \sum_{w_i \in A} P_i\{\varphi_i^*(w_i) > \theta_0|W_i = w_i\} h(w_i)
\]

\[
+ \sum_{w_i \in B} P_i\{\varphi_i^*(w_i) \leq \theta_0|W_i = w_i\} h(w_i)
\]

where the probability measure \( P_i \) is computed with respect to \((W_1, \ldots, W_{i-1}, W_{i+1}, \ldots, W_k)\).

Thus, it suffices to investigate the asymptotic behavior of \( P_i\{\varphi_i^*(w_i) \leq \theta_0|W_i = w_i\} \) for \( w_i \in B \) and \( P_i\{\varphi_i^*(w_i) > \theta_0|W_i = w_i\} \) for \( w_i \in A \).

**Lemma 3.1.** For each \( c > 0 \) and for sufficiently large \( k \),

(a) \( P_i\{\hat{\mu}_2 - \mu_2 < -c|W_i = w_i\} \leq O(\exp(-kc^2N^{-4}(1 - \frac{1}{m})^{-2}/2)) \).

(b) \( P_i\{\hat{\mu}_2 - \mu_2 > c|W_i = w_i\} \leq O(\exp(-kc^2N^{-4}(1 - \frac{1}{m})^{-2}/2)) \).

(c) \( P_i\{\hat{\mu}_2 \leq N + \frac{N(N-1)}{m}|W_i = w_i\} \leq O(\exp(-k(\mu_2-N-(N-1)/m)^2N^{-4}(1 - \frac{1}{m})^{-2}/2)) \).

Note that the above upper bounds are independent of the value \( w_i \).
Proof: (a). Let $\hat{\mu}_2(i) = \frac{1}{k-1} \sum_{j=1}^{k} W_j$. Then,

$$P \{ \hat{\mu}_2 - \mu_2 < -c | W_i = w_i \} = P \{ \hat{\mu}_2(i) - \mu_2 < -\frac{k c}{k-1} + \frac{\mu_2 - w_i}{k-1} \}.$$ 

Note that $\frac{\bar{x}_i^2}{m} \leq w_i \leq N^2$ for all $w_i = w_i(x_i) = \sum_{j=1}^{m} x_{ij}^2$. Thus for $k$ sufficiently large $-\frac{k c}{k-1} + \frac{\mu_2 - w_i}{k-1} \leq -\frac{c}{2}$. Hence, we obtain, for $k$ sufficiently large, that

$$P \{ \hat{\mu}_2 - \mu_2 < -c | W_i = w_i \} \leq P \{ \hat{\mu}_2(i) - \mu_2 < -\frac{c}{2} \} \leq \exp\{ -k c^2 N^{-4} (1 - \frac{1}{m})^{-2} / 2 \},$$

where the last inequality follows from Theorem 2 of Hoeffding (1963). Note that the upper bound is independent of $w_i$.

The proof of part (b) is similar to that of part (a). By letting $c = \mu_2 - \lfloor N + \frac{N(N-1)}{m} \rfloor$, then $c > 0$. Thus, the result of part (c) follows directly from part (a). \hfill \Box

Lemma 3.2. For $w_i \in A$,

$$P \{ \varphi_i^*(w_i) > \theta_0 | W_i = w_i \} \leq O(\exp(-k(Q_i^{-1}(\theta_0|w_i) - \mu_2)^2 N^{-4} (1 - \frac{1}{m})^{-2} / 2))$$

where $Q_i^{-1}(\cdot|w_i)$ is the inverse function of $Q_i(\cdot|w_i)$.

Proof: From (3.4) and the fact that $\theta_0 > 0$,

$$P \{ \varphi_i^*(w_i) > \theta_0 | W_i = w_i \} = P \{ Q_i(\hat{\mu}_2|w_i) > \theta_0 | W_i = w_i \}. \hspace{1cm} (3.7)$$

Now, for each fixed $w_i \in A$, $Q_i(\cdot|w_i)$ is strictly increasing in $\mu$ for $N + \frac{N(N-1)}{m} < \mu < N^2$ and $Q_i(\mu_2|w_i) < \theta_0$. Thus $\mu_2 < Q_i^{-1}(\theta_0|w_i)$. Then,

$$Q_i(\hat{\mu}_2|w_i) > \theta_0 \iff \hat{\mu}_2 > Q_i^{-1}(\theta_0|w_i)$$

$$\iff \hat{\mu}_2 - \mu_2 > Q_i^{-1}(\theta_0|w_i) - \mu_2 > 0. \hspace{1cm} (3.8)$$
Combining (3.7) and (3.8), by Lemma 3.1 (b), we obtain, for \( w_i \in A \),

\[
P_i\{\varphi_i^*(w_i) > \theta_0 | W_i = w_i\} = P_i\{\hat{\mu}_2 - \mu_2 > Q_i^{-1}(\theta_0 | w_i) - \mu_2 | W_i = w_i\} \leq O(\exp(-k(\theta_0^{-1}(\theta_0 | w_i) - \mu_2)^2 N^{-4}(1 - \frac{1}{m})^{-2}/2)).
\]

Thus, the proof of this lemma is complete. \( \square \)

**Lemma 3.3.** For \( w_i \in B \),

\[
P_i\{\varphi_i^*(w_i) \leq \theta_0 | W_i = w_i\} \leq O(\exp(-k(\theta_0^{-1}(\theta_0 | w_i) - \mu_2)^2 N^{-4}(1 - \frac{1}{m})^{-2}/2)) + O(\exp(-k(\mu_2 - N - (N - 1)N/m)^2 N^{-4}(1 - \frac{1}{m})^{-2}/2)).
\]

**Proof:**

\[
P_i\{\varphi_i^*(w_i) \leq \theta_0 | W_i = w_i\} = P_i\{\varphi_i^*(w_i) \leq \theta_0, \hat{\mu}_2 \leq N + \frac{N(N - 1)}{m} | W_i = w_i\} + P_i\{\varphi_i^*(w_i) \leq \theta_0, \hat{\mu}_2 > N + \frac{N(N - 1)}{m} | W_i = w_i\}.
\]

From Lemma 3.1 (c),

\[
P_i\{\varphi_i^*(w_i) \leq \theta_0, \hat{\mu}_2 \leq N + \frac{N(N - 1)}{m} | W_i = w_i\} \leq O(\exp(-k(\mu_2 - N - (N - 1)N/m)^2 N^{-4}(1 - \frac{1}{m})^{-2}/2)).
\]

From (3.4) and an argument analogous to that given in the proof of Lemma 3.2, we have

\[
P_i\{\varphi_i^*(w_i) \leq \theta_0, \hat{\mu}_2 > N + \frac{N(N - 1)}{m} | W_i = w_i\} = P_i\{Q_i(\hat{\mu}_2 | w_i) \leq \theta_0, \hat{\mu}_2 > N + \frac{N(N - 1)}{m} | W_i = w_i\} \leq P_i\{\hat{\mu}_2 - \mu_2 \leq Q_i^{-1}(\theta_0 | w_i) - \mu_2 | W_i = w_i\} \leq O(\exp(-k(Q_i^{-1}(\theta_0 | w_i) - \mu_2)^2 N^{-4}(1 - \frac{1}{m})^{-2}/2))
\]
where $Q_i^{-1}(\theta_0|w_i) - \mu_2 < 0$ since $w_i \in B$. Thus, the lemma follows from (3.9)-(3.11)

Let $\tau_1 = \min\{(Q_i^{-1}(\theta_0|w_i) - \mu_2)^2N^{-4}(1 - \frac{1}{m})^{-2}/2|w_i \in A_i \cup B_i\}$. Then, $\tau_1 > 0$ since $Q_i^{-1}(\theta_0|w_i) - \mu_2 \neq 0$ for all $w_i \in A_i \cup B_i$ and $A_i \cup B_i$ is a finite set. Then $\tau \equiv \min(\tau_1, (\mu_2 - N - (N - 1)N/m)^2N^{-4}(1 - \frac{1}{m}^{-2}/2)) > 0$.

The following theorem describes the asymptotic optimality property of the empirical Bayes selection procedure $d^* = (d_1^*, \ldots, d_k^*)$.

**Theorem 3.1.** Let $d^* = (d_1^*, \ldots, d_k^*)$ be the empirical Bayes selection procedure defined through (3.4)-(3.5). Suppose that the prior distribution is a member of the class $C$ of symmetric Dirichlet distributions given in (2.3). Then

(a) For each $i = 1, \ldots, k$, $r_i(G_\alpha, d_i^*) - r_i(G_\alpha, d_i^{G\alpha}) \leq O(\exp(-\tau k))$, and

(b) $r(G_\alpha, d^*) - r(G_\alpha, d^{G\alpha}) \leq O(\exp(-\tau k + \ln k))$

where $\tau$ is the positive constant defined previously.

**Proof:** Part (b) is a direct result of part (a). Thus, we need to prove part (a) only. From (3.6) Lemmas 3.2 and 3.3,

$$
\tau_i(G_\alpha, d_i^*) - r_i(G_\alpha, d_i^{G\alpha}) \\
\leq O(\exp(-\tau k)) \sum_{w_i \in A \cup B} h(w_i) \\
= O(\exp(-\tau k)).
$$

Thus, the theorem follows. \qed
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