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Preface

The purpose of this study was to modify a CO2 laser design program so that it would calculate pumping terms through numerical solution of the collisional Boltzmann equation. Both the laser design code and the Boltzmann solver routine were written in Microsoft QuickBasic for use on an IBM PC or equivalent. Transport coefficients were computed from the electron number density distributions output by the Boltzmann routine.

Four methods of solving the Boltzmann equation were tried, with L-U decomposition giving the most accurate results and the shortest run times. Good agreement was found between the predicted transport coefficients and the results reported by others. Areas where the program had difficulty were documented and should be more thoroughly investigated. A few of the effects on laser output of Boltzmann related parameters were also studied.

In performing this project I had a great deal of help and guidance from others. I wish to thank my thesis advisor, Maj Stone, for starting this project and for helping me solve some very tough problems. I also wish to thank Dr Bailey for the many discussions we had and the insights he provided. Finally, I wish to thank my wife Cynthia for all her support and understanding during this project.
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Abstract

The collisional Boltzmann equation was solved numerically to obtain excitation rates for use in a CO2 laser design program. The program was written in Microsoft QuickBasic for use on the IBM Personal Computer or equivalent.

Program validation involved comparisons of computed transport coefficients with experimental data and previous theoretical work. Four different numerical algorithms were evaluated in terms of accuracy and efficiency. L-U decomposition was identified as the preferred approach. The calculated transport coefficients were found to agree with empirical data within one to five percent.

The program was integrated into a CO2 laser design program. Studies were then performed to evaluate the effects on predicted laser output power and energy density as parameters affecting electron kinetics were changed. Plotting routines were written for both programs.
A Numerical Solution to the Boltzmann Equation
for Use in Calculating Pumping Rates
in a CO2 Discharge Laser

I. The CO2 Laser Model

The CO2 laser uses the vibrational-rotational energy transitions of the CO2 molecule. This molecule is a linear triatomic (1:28). As such, it is subject to asymmetric stretch, symmetric stretch and bending vibrational modes (1:29), (2:25), (3:8). These vibrational motions may be denoted as CO2(100) or \( \nu_1 \), CO2(010) or \( \nu_2 \), and CO2(001) or \( \nu_3 \).

The kinetics of CO2 laser has been modeled as a four level system (1:28). In this model, the \( \nu_3 \) vibrational mode is the upper laser level, the \( \nu_1 \) mode is the lower laser level (for 10.6 micron radiation), and the \( \nu_2 \) mode is an intermediate level through which the CO2 molecules must travel before reaching the ground state. In order to aid excitation of the upper laser level \( \nu_3 \), nitrogen is added. The energy difference between the \( \nu=1 \) level for N2 and the \( \nu=3 \) level for CO2 is 18cm\(^{-1}\). This energy resonance allows for rapid energy transfer from the vibrationally excited states of N2 (which are nearly equally spaced (1:27)) to \( \nu=3 \) of CO2. Because of its cross section, N2 is readily excited in an electric discharge, and it does not radiatively relax (1:29).

In a dc electric glow discharge, electrons are accelerated by the applied field. This directed velocity is thermalized in momentum transfer collisions and causes the electrons to excite vibrational levels of CO2 and N2 through impact. The rate at which the various energy levels of these two species are populated is determined by the velocity distribution of the electrons. The velocity distribution of the electrons is affected by such factors as the strength of the applied field divided by the neutral gas number density (E/N), ambient gas temperature, momentum transfer and inelastic
processes as well as excited state populations. The Boltzmann equation relates all of these various factors and allows computation of the electron number density as a function of velocity (or energy). The next section develops a special case of the Boltzmann equation using assumptions appropriate to a laser. Later sections will apply it to compute pumping terms for a set of CO2 laser rate equations.
II. The Boltzmann Equation

Solving the Boltzmann equation allows us to calculate the partitioning of energy into loss channels. We will first show a general form of the Boltzmann equation and an approximation to it by way of a two term spherical harmonic expansion. We will then summarize the development of a form of the Boltzmann equation which is specific to our interests and solve it numerically.

2.1 Derivation of the Boltzmann Equation and Important Assumptions

We begin by noting that the number of particles in a small volume $d\vec{x}d\vec{v}$ of phase space is

$$dn = f(\vec{x}, \vec{v}, t) d\vec{x}d\vec{v}$$

(1)

The function $f(\vec{x}, \vec{v}, t)$ is the density of the particles in phase space, and is a distribution function. The time evolution of this distribution function will be given by

$$\frac{df}{dt} = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial z} \frac{dz}{dt} + \frac{\partial f}{\partial y} \frac{dy}{dt} + \frac{\partial f}{\partial x} \frac{dx}{dt} + \frac{\partial f}{\partial v_x} \frac{dv_x}{dt} + \frac{\partial f}{\partial v_y} \frac{dv_y}{dt} + \frac{\partial f}{\partial v_z} \frac{dv_z}{dt}$$

(2)

using

$$\frac{d\vec{v}}{dt} = \frac{\vec{F}}{m} = \frac{d\vec{x}}{dt}$$

(3)

$$\frac{df}{dt} = \frac{\partial f}{\partial t} + \vec{v} \cdot \nabla f + \frac{\vec{F}}{m} \cdot \nabla f$$

(4)

When electrons and molecules collide, scattering will occur. This will change the electron velocity distribution function. We will write the net gain of electrons of a small volume of phase space by $(\frac{\partial f}{\partial t})_e d\vec{x}d\vec{v}$. The rate of change of the distribution function $f$ as a result of scattering through electron-molecule collisions is given by $(\frac{\partial f}{\partial t})_e$. Therefore

$$\frac{\partial f}{\partial t} + \vec{v} \cdot \nabla f + \frac{\vec{F}}{m} \cdot \nabla f = \left(\frac{\partial f}{\partial t}\right)_e$$

(5)
Since we are assuming the case of a spatially uniform plasma, we have

\[ \nabla_r f = 0 \]

therefore

\[ f(\vec{x}, \vec{v}, t) = f(\vec{v}, t) \]  \hspace{1cm} (6)

and

\[ \frac{\partial f}{\partial t} + \vec{f} \cdot \nabla f = \left( \frac{\partial f}{\partial t} \right)_e \]  \hspace{1cm} (7)

An electric field exerts a force \( \vec{F} \) on the electrons in a plasma such that the acceleration is equal to \(-eE/m\). The Boltzmann equation now becomes

\[ \frac{\partial f}{\partial t} - \frac{e\vec{E}}{m} \cdot \nabla f = \left( \frac{\partial f}{\partial t} \right)_e \]  \hspace{1cm} (8)

Under the conditions (4:370) of a small applied electric field, \( f \) will be nearly spherically symmetric in velocity space. Since the difference between the masses of an electron and molecule is very large, an elastic collision between the two will result in a small amount of electron energy being transferred and a large deflection for the electron. We will assume that the electron mean free path is small compared to the physical dimensions of the laser tube. For a typical case of a laser tube with the neutral gas at standard temperature and pressure, and assuming an average cross section of \( 5 \times 10^{-15} \text{cm}^2 \), the mean free path would be \( 1/(N_m Q_m) \) which is equal to \( 7 \times 10^{-6} \text{cm} \). Most lasers would greatly exceed this dimension. The electron velocity distribution will then be nearly spherically symmetric. The distribution function may then be approximated (5:27) by the first two terms of a spherical harmonic expansion

\[ f(\vec{v}) = f_e(v) + \frac{\vec{v}}{v} \cdot f_1(v) \]  \hspace{1cm} (9)
It will be assumed that \(|f_o| \ll f_o\).

The collision frequency for elastic electron-molecule collisions is given by

\[ \nu_e(v) = NQ_m v \]  

(10)

where \(N\) is the neutral gas density and \(Q_m\) is the momentum transfer cross section. Using (9) and (10), equation (8) then becomes two coupled equations (3:144)

\[ -\frac{\partial f_i}{\partial t} + \frac{eE}{m} \frac{\partial f_o}{\partial v} = NvQ_m(v)f_i \]  

(11)

\[ \frac{\partial f_o}{\partial t} - \frac{e}{3mv^2} \frac{\partial}{\partial v} (v^2 \vec{E} \cdot \vec{f}_i) = \left( \frac{\partial f_o}{\partial t} \right)_o \]  

(12)

Solving this coupled pair of differential equations forms the basis for our solution to the Boltzmann equation.

2.2 Energy Transfer by Elastic Collisions, the Applied Electric Fields, and Inelastic Collisions

2.2.1 Elastic Collisions The rate at which energy will flow from the electrons to the molecules as a result of elastic collisions is given by (2:85,3:145) the energy lost by the electron \((\Delta E)\) multiplied by the elastic collisions cross section \(I(\theta, |\vec{v} - \vec{V}|)\), the neutral gas density \(N\), the electron number density \(n_e\), the electron-molecule relative velocity \(|\vec{v} - \vec{V}|\), the molecular velocity distribution \(f_M(\vec{V})\) and the electron velocity distribution \(f_o(v)\), all of which is then integrated over the electron and molecular velocities (\(v\) and \(V\)). The result will be (2:88, 3:146)

\[ R = \int \int \left( \frac{m^2}{M} v^3 + m\vec{v} \cdot \vec{V} \right) Q_m(v) N n_e f_M(V) \left[ f_o(v) + \frac{\vec{v} \cdot \vec{V} \frac{\partial f_o}{\partial v}}{v} \right] v^3 dvdV \]  

(13)

where \(m\) is the electron mass, \(M\) is the molecular mass, the relative velocity \(\vec{v}\) has been used for \(\vec{v} - \vec{V}\), \(v\) is assumed to be much greater than \(V\).
The molecular velocity distribution function will be assumed to be Maxwellian and normalized to unity

\[ \int f_M(V) d^3V = 1 \]  

(14)

The rate of energy transfer for elastic collisions then becomes

\[ R = \int \left( \frac{m^2}{M} v^5 f_o + \frac{m}{M} kT v^4 \frac{\partial f_o}{\partial v} \right) N n_o Q_m dv \]  

(15)

where T is the ambient gas temperature.

2.2.2 Applied Electric Field  The applied electric field is the mechanism by which the electrons in the plasma are accelerated and the excitation process is initiated. An electron with velocity \( \vec{v} \) will have a kinetic energy given by

\[ \epsilon = \frac{1}{2} m v^2 \]  

(16)

The rate of change of the kinetic energy is

\[ \frac{de}{dt} = m \vec{v} \cdot \vec{\dot{v}} = -e \vec{E} \cdot \vec{\dot{v}} \]  

(17)

If we now examine the total rate of change of the electrons over all electron velocities due to the applied field, we see that

\[ W_t = - n_o \cdot e \vec{E} \cdot \vec{\dot{v}} \left[ f_o(v) + \frac{\vec{v}}{v} \cdot \vec{f}_1(v) \right] d\vec{v} \]  

(18)

Noting that \( f_o(v) \) is an isotropic function and using the approximation (2.81)

\[ \vec{v} (\vec{v} \cdot \vec{f}_1) \approx \frac{1}{3} v^2 f_1 \]  

(19)
results in

\[ W_i = -\frac{1}{3} n_e \int e \vec{E} \cdot \vec{f}_i v^3 dv \]  \hspace{1cm} (20)

Once steady state has been reached, the power transfer from the field to the electrons will equal power transfer from the field to the molecules (through elastic and inelastic collisions). We can then obtain power transfer through inelastic collisions only by subtracting equation (15) from (20). If we examine this result for the case of power transfer through inelastic collisions by a single electron in the velocity space element \( v^3 dv \) we obtain the relation

\[ -\frac{1}{3} ev \vec{E} \cdot \vec{f}_i - \frac{m^2}{M} f_o N Q_m v^3 - \frac{m}{M} kT N Q_m \frac{\partial f_o}{\partial v} v^2 \] \hspace{1cm} (21)

which may be substituted into (12) to account for the contribution due to elastic collisions. The result is

\[ \frac{\partial f_o}{\partial t} - \frac{1}{mv^2} \frac{\partial}{\partial v} \left( \frac{ev^2}{3} \vec{E} \cdot \vec{f}_i + \frac{m^2}{M} N Q_m v^4 f_o + \frac{mkT}{M} N Q_m v^3 \frac{\partial f_o}{\partial v} \right) = \left( \frac{\partial f_o}{\partial t} \right)_{inel} \] \hspace{1cm} (22)

Let us return for a moment to the first of our two coupled differential equations

\[ -\frac{\partial \vec{f}_i}{\partial t} + \frac{e \vec{E}}{m} \frac{\partial f_o}{\partial v} = N v Q_m(v) \vec{f}_i \]

A solution to this equation (2.90, 3.144) is

\[ \vec{f}_i = \frac{e \vec{E} \frac{\partial f_o}{\partial v}}{mN v Q_m} + e^{-N v Q_m} \] \hspace{1cm} (23)

Examination of the exponential term for practical laser plasma parameters shows that it can be neglected, since its relaxation time would be very fast compared to the time scale of the other processes. For example, at standard temperature and pressure we have (6.17) \( N = 2.69 \times 10^{19} \text{cm}^{-3} \).
(Loschmidt's number). An electron at 273 K would have a thermal velocity \( v = 6.92 \times 10^8 \text{cm/sec} \).

A typical cross section (6:39) would be \( 5 \times 10^{-15} \text{cm}^2 \). This would yield a relaxation time

\[
\tau = (NvQ_m)^{-1} = 10^{-14} \text{ seconds}
\]

We may then write

\[
f_1 = \frac{eE_0 f_0}{mNvQ_m}
\]

Using equation (25) to eliminate \( f_1 \) from equation (22), and employing the variable substitution

\[
u = \frac{mv^2}{2e}
\]

equation (22) becomes

\[
\frac{\partial f_0}{\partial t} - \left( \frac{2e}{mu} \right) \frac{1}{2} \frac{\partial}{\partial \nu} \left( \frac{E^2u}{3NQ_m} \frac{\partial f_0}{\partial u} + 2mNQ_mu^2f_0 + \frac{2mkTNQ_mu^2}{Me} \frac{\partial f_0}{\partial u} \right) = \left( \frac{\partial f_0}{\partial t} \right)_{\text{inel}}
\]

2.2.3 Inelastic Collisions The variable \( u \) of equation (26) is expressed in units of volts. \( I \)
is related to the translational energy of an electron through

\[
eu = \frac{1}{2}mv^2
\]

We may also express the energy, \( E_j \), of the \( j \)th internal state of a molecule by

\[
E_j = eu_j
\]

The molecular velocities are assumed to be very small in the system we are examining, compared to the electron velocities. We will therefore assume that the inelastic cross section for the excitation of the molecule from its ground state to any internal state does not depend on the
molecular velocity. The inelastic cross section for this \( j^\text{th} \) internal state, which we shall denote \( Q_j(u^*) \), will thus only depend on the electron's initial energy \( u^* \) (as determined by the electron's initial velocity \( v^* \)).

As electrons suffer inelastic collisions with and transfer energy to the molecules, the distribution function at energy \( u \) will be affected two ways. First, the density per unit volume per unit velocity space at a particular energy \( u \) will gain as electrons with an initial energy of \( u + u_j \) collide with a molecule and transition to a final energy of \( u \). This gain is given by (3.149)

\[
\left( \frac{\partial \rho_o}{\partial t} \right)_{\text{gain}} = \sum_j N f_o(u + u_j) Q_j(u + u_j)(u + u_j) \left( \frac{2e}{mvu} \right)^{\frac{1}{2}}
\]  

(30)

Second, there is a loss at energy \( u \) as electrons with initial energy \( u \) suffer an inelastic collision with a molecule and transition to a lower final energy value. This loss is given by (3.149)

\[
\left( \frac{\partial \rho_o}{\partial t} \right)_{\text{loss}} = \sum_j N f_o(u) Q_j(u)(u) \left( \frac{2e}{mvu} \right)^{\frac{1}{2}}
\]  

(31)

The rate of change of \( f_o(u) \) due to inelastic processes will thus be found by subtracting equation (30) from equation (29) to yield

\[
\left( \frac{\partial \rho_o}{\partial t} \right)_{\text{inel}} = \sum_j N [f_o(u + u_j) Q_j(u + u_j)(u + u_j) - f_o(u) Q_j(u)(u)] \left( \frac{2e}{mvu} \right)^{\frac{1}{2}}
\]  

(32)

Electrons colliding with excited molecules may also gain energy. These collisions of the second kind in which excitation energy goes back to electron are called superelastic, and the effect on the distribution function is given by (3.149)

\[
\left( \frac{\partial \rho_o}{\partial t} \right)_{\text{super}} = \sum_j N_j [f_o(u - u_j) Q_{-j}(u - u_j)(u - u_j) - f_o(u) Q_{-j}(u)(u)] \left( \frac{2e}{mvu} \right)^{\frac{1}{2}}
\]  

(33)

where \( Q_{-j} \) denotes the cross section for a superelastic collision.
We may now substitute into equation (27) for the term \( \left( \frac{\partial f_o}{\partial t} \right)_{inel} \) equations (32) and (33).

The result of this is

\[
\frac{1}{3} \left( \frac{E}{N} \right)^2 \frac{d}{du} \left( \frac{u}{Q_m} \frac{df_o}{du} \right) + \frac{2m}{M} \frac{d}{du} \left( u^2 Q_m f_o \right) + \frac{2mkT}{Me} \frac{d}{du} \left( Q_m u^2 \frac{df_o}{du} \right) + \sum_j \left[ (u + u_j) f_o(u + u_j) Q_j(u + u_j) - uf(u) Q_j(u) \right]
\]

\[
+ \frac{1}{N} \sum_j N_j [(u - u_j) f(u - u_j) Q_{-j}(u - u_j) - uf(u) Q_{-j}(u)] = \left( \frac{mu}{2e} \right)^{\frac{1}{2}} \frac{\partial f_o}{\partial t} \]

(34)

This is the Boltzmann equation for the isotropic part \( f_o(u) \) of the nearly isotropic electron energy distribution function, for a gas containing one type of molecule. When multiple species are present, it is necessary to sum over the contributions of each. The resulting equation is (3:150)

\[
\frac{1}{3} \left( \frac{E}{N} \right)^2 \frac{d}{du} \left( \sum_k \delta_k Q_m^k \frac{df_o}{du} \right) + \frac{2m}{M} \frac{d}{du} \left( \sum_k \delta_k \frac{Q_m^k u^2 f_o}{M_k} \right) + \frac{2mkT}{Me} \frac{d}{du} \left( \sum_k \delta_k \frac{Q_m^k u^2 \frac{df_o}{du}}{M_k} \right)
\]

\[
+ \sum_k \sum_j \delta_k [(u + u_{jk}) f_o(u + u_{jk}) Q_j^k(u + u_{jk}) - uf_o(u) Q_j^k(u)]
\]

\[
+ \sum_k \sum_j \delta_j [(u - u_{jk}) f_o(u - u_{jk}) Q_{-j}^k(u - u_{jk}) - uf_o(u) Q_{-j}^k(u)] = \left( \frac{mu}{2e} \right)^{\frac{1}{2}} \left( \frac{\partial f_o}{\partial t} \right)
\]

(35)

where: \( k \) designates a particular molecular species, \( \delta_k = N_k/N, \delta_{jk} = N_{jk}/N, \) and \( N_{jk} \) is the number density of the excited molecules in state \( j \) of species \( k \). The energy of a molecule of species \( k \) in state \( j \) is given by \( u_{jk} \).

2.3 Finite Difference Form of the Boltzmann Equation

A numerical solution to the Boltzmann equation based upon a finite difference approach has been developed by Rockwood (7:2348, 8:377) and expanded upon by Davies (9:369). We will now express equation (35) in finite difference form, and later use this result as the basis for our main computer program. This approach consists of two main parts. First, equation (35) is expressed in
terms of the normalized electron number density

\[ n(u) = u^{\frac{1}{2}} f(u) \]
\[ \int_0^\infty u^{\frac{1}{2}} f(u) du = 1 \] \hfill (36)

Also, a variable change from \( u(\text{volts}) \) to \( \epsilon \) (electron volts) is accomplished where

\[ \epsilon = eu \] \hfill (37)

Second, equation (35) is converted into a set of \( K \) coupled ordinary differential equations. This is accomplished by dividing the electron energy axis into \( K \) cells of width \( \Delta \epsilon \). Having finite differenced the energy axis into \( K \) cells, we now project equation (35) onto it. The result is a set of \( K \) coupled first order differential equations, which have been approximated by a finite difference representation.

The approximations made to do this are

\[ \frac{dn}{de} \approx \frac{n_{k+1} - n_k}{\Delta \epsilon} \]
\[ \frac{d^2n}{de^2} \approx \frac{n_{k-1} - 2n_k + n_{k+1}}{(\Delta \epsilon)^2} \] \hfill (38)

where \( n_k \) is the electron number density in the energy range \( (k - 1)\Delta \epsilon = \epsilon_k \) to \( k\Delta \epsilon + \epsilon_k \). The Boltzmann equation thus becomes

\[ a_{k-1} n_{k-1} + b_{k+1} n_{k+1} - (a_k + b_k) n_k + \sum_j \sum_s N_j (R_{js,k+m,s} n_{k+m,s} - R_{js,k} n_k) \]
\[ + \sum_j \sum_s N_j \Delta_j s (R_{js,k-m,s} n_{k-m,s} - R_{js,k} n_k) = \dot{n} \] \hfill (39)

where:

\[ a_k = \frac{2Ne}{3m} \left( \frac{E}{N} \right)^2 \frac{1}{\nu_s^2/N} \left( 1 + \frac{\Delta \epsilon}{4} \right)^2 \left( \epsilon_s^* + \frac{\Delta \epsilon}{4} \right)^2 + \frac{b_k}{2\Delta \epsilon} \left( \frac{kT}{2} - \epsilon_s^* + \frac{2kT^2}{\Delta \epsilon} \right) \]
\[ b_{k+1} = \frac{2Ne}{3m} \left( \frac{E}{N} \right)^2 \frac{1}{\nu_k^+/N} \left( \frac{1}{\Delta \epsilon} \right)^2 \left( \epsilon_k^+ - \frac{\Delta \epsilon}{4} \right) + \frac{\nu_k^+}{2\Delta \epsilon} \left( \epsilon_k^+ - \frac{kT}{2} + \frac{2kT\epsilon_k^+}{\Delta \epsilon} \right) \]

\[ \frac{\nu_k^+}{N} = \left( \frac{2e\epsilon_k^+}{m} \right)^{\frac{1}{2}} \sum Q_m Q_m^s(\epsilon_k^+) \]

\[ \nu_k^+ = \left( \frac{2e\epsilon_k^+}{m} \right)^{\frac{1}{2}} \sum [\delta_s Q_m(\epsilon_k^+)] \]

\[ R_{js,k} = R_{js}(\epsilon_k^+) = Q_j^s(\epsilon_k^+) \left( \frac{2e\epsilon_k^+}{m} \right)^{\frac{1}{2}} \]

\[ R_{j,s,k} = R_{j,s}(\epsilon_k^+) = Q_{j,s}^s(\epsilon_k^+) \left( \frac{2e\epsilon_k^+}{m} \right)^{\frac{1}{2}} \]

\[ m_{js} = \text{the nearest integer to} \frac{\epsilon_{js}}{\Delta \epsilon} \]

\[ \Delta_{js} = \exp \left( -\epsilon_{js}/kT_{js}^s \right) \]

\[ \delta_s = \frac{N_s}{N} \]

In this analysis:

\[ k = 8.6174 \times 10^{-4} \text{eV/K} \]

\[ T = \text{degrees Kelvin} \]

\[ T_{js}^s = \text{effective vibrational temp of excited state} j \text{ of species} s \]

\[ \epsilon_k^+ = \text{value of the right hand edge of bin} k \text{ in electron volts} \]

\[ m, M_s \text{ are in kg} \]

\[ Q_m^s, Q_j^s \text{ are in square meters} \]

\[ \Delta_{js} = N_{js}/N_s \text{ is the fraction of} \text{ a species} s \text{ that is in the} j^{th} \]

excited (internal) state

\[ u_{js} \text{ is the energy loss in volts associated with the} j^{th} \text{inelastic process in species} s. \]

Recalling equations (27) - (35), the grouping of terms are such that (9.98)

\[ a_k \text{ is the rate at which electrons in energy bin} k \text{ transition to energy bin} (k+1) \text{ due to elastic collisions} \]

\[ b_k \text{ is the rate at which electrons in energy bin} k \text{ transition to energy bin} (k-1) \text{ due to elastic collisions} \]

\[ R_{js,k+m_{js}} \text{ is the rate at which electrons in energy bin} (k + m_{js}) \text{ transition to energy bin} k \]
due to inelastic collisions

\[ R'_{jk, k-mjs} \] is the rate at which electrons in energy bin \((k - mjs)\) transition to energy bin \(k\)
due to superelastic collisions

We will now apply boundary conditions to this model. The bin representing the lowest energy
will have index \(k = 1\). Since no electrons can transition to or from an energy bin below zero energy,
we must have \(b1 = 0\) and \(R'_{jk} = 0\) for \(k - mjs < 1\). The bin representing the highest energy
will have index \(k = K\). Since no electrons can transition to or from an energy bin above the maximum
energy level \((e_+^\ast)\), we must have \(aK = 0\) and \(R'_{jk} = 0\) for \(k + mjs > K\). These boundary conditions
were accounted for in the computer solution to equation (39).

2.4 Numerical Solution of the Boltzmann Equation

Four numerical were used to solve equation (39). These were: Gauss-Jordan, L-U Decom-
position, Gauss-Seidel and Successive Over Relaxation. An explanation of each and a comparison
of the of these methods is in Appendix E. L-U decomposition was found to give the best results for
both speed and accuracy. The mathematical basis for these solutions is given here.

Equation (39) can be condensed to matrix form as

\[ \mathbf{n} = \sum_i C_{ki}n_i \quad (40) \]

As shown earlier, the matrix elements of \(C_{ki}\) give the rate of transfer of electrons from one energy
bin to another. It is assumed (7:2349, 8:378) that these matrix elements are constant. As can be
seen from (39), the matrix \(C\) will be a banded matrix. The tridiagonal component is due to elastic
scattering and the applied electric field. Elements above the principle diagonal are due to inelastic
scattering, those below are due to superelastic scattering.
Equation (40) expressed as a forward finite difference approximation becomes

\[ n_k(t + h) - n_k(t) = \sum_{l} hC_{kl}n_l(t + h) \]  

(41)

where \( h \) is a time step. Since we are evaluating the right hand side of equation (41) at time \( (t + h) \), we have an implicit algorithm. The advantage of an implicit algorithm over an explicit one is that the former is unconditionally stable (10:575, 11:379). Equation (41) may be rewritten such that

\[ n_k(t + h) - \sum_{l} hC_{kl}n_l(t + h) = n_k(t) \]
\[ \sum_{k} (\bar{I} - hC)n_l(t + h) = n_k(t) \]
\[ n_l(t + h) = \sum_{k} (\bar{I} - hC)^{-1}n_k(t) \]  

(42)

where \( \bar{I} \) is the identity matrix. This gives us an iterative algorithm whereby we may compute the electron number density distribution. Accordingly, we first form the \( C \) matrix. Next, we multiply the \( C \) matrix by the time step \( h \), and subtract this product from the identity matrix. The inverse of this is then calculated and multiplied by the last iteration of \( n_k \) in order to determine the next estimate. As such we use \( n_0 \) to determine \( n_1 \), then \( n_1 \) to determine \( n_2 \) and so forth. This algorithm was used in both the Gauss-Jordan and L-U decomposition methods.

2.5 Transport Coefficients

In order to provide the required input to the laser design program CO2OSC, we must calculate the electron drift velocity and the excitation rate of certain excited states in specific species. The drift velocity is used to determine the electron number density \( N_e \) through (3:167)

\[ v_d eN_e = j \]  

(43)
where \( j \) is the current density in the discharge tube. The product of the electron number density \( Ne \), the inelastic excitation rate \( \chi \) and the applicable species number density (\( N_{CO2} \) or \( N_{N2} \)) provides the desired pumping term for CO2OSC.

2.5.1 Drift Velocity Referring to equation (39) we see that the first term in each of the expressions for \( a_k \) and \( b_{k+1} \) determine the rate at which the electrons will exchange energy with the dc electric field. We will define new terms \( \tilde{a}_k \) and \( \tilde{b}_k \) such that

\[
\tilde{a}_k = \frac{2Ne}{3m} \left( \frac{E}{N} \right)^2 \frac{1}{\nu_k^+ / N} \left( \frac{1}{\Delta \epsilon} \right)^2 \left( e_k^+ + \frac{\Delta \epsilon}{4} \right) \\
\tilde{b}_k = \frac{2Ne}{3m} \left( \frac{E}{N} \right)^2 \frac{1}{\nu_k^- / N} \left( \frac{1}{\Delta \epsilon} \right)^2 \left( e_k^- - \frac{\Delta \epsilon}{4} \right) 
\]

The rate at which electrons gain energy from the field will be

\[
\dot{E}_s = \sum_k (\tilde{a}_k - \tilde{b}_k)n_k \Delta \epsilon 
\]

This ohmic loss or Joule heating may be written as

\[
\dot{E}_s = \sum_k (\tilde{a}_k - \tilde{b}_k)n_k \Delta \epsilon = \vec{J} \cdot \vec{E} = JE
\]

The units for this expression are power per unit volume or joules per cubic meter per second.

Conversion to units of electron volts gives for the drift velocity

\[
v_d = \frac{\sum_k (\tilde{a}_k - \tilde{b}_k)n_k \Delta \epsilon}{NeE}
\]

2.5.2 Rate of Excitation The excitation rate for inelastic processes is given by (7.2350)

\[
R_{ij}^e = \frac{\int \sigma_{ij}(\epsilon)\nu(\epsilon)n(\epsilon)d\epsilon}{\int n(\epsilon)d\epsilon}
\]
where $\sigma_{s_j}$ is the cross section for inelastic excitation of the $j^{th}$ internal state of species $s$. Conversion to a formula for numerical calculation results in

$$R_i \approx \sum \sigma_{s_j}(v) n_k \Delta \epsilon = \frac{\sigma_{s_j}(v) n_k}{\sum n_k}$$  \hspace{1cm} (49)$$

The units for this excitation rate are $m^3/s$. 
III. Computer Programs

The main goal of this project was to write a computer subprogram which would enable the program CO2OSC to generate pumping rates for use in its laser kinetic equations. The name of this subprogram is Boltz. Both CO2OSC and Boltz are written in Microsoft QuickBasic for use on an IBM personal computer or equivalent. QuickBasic automatically detects the presence of and uses a math co-processor (if installed). All run times and performance specifications reported are for an Apple IIGS computer with an Applied Engineering PC Transporter installed. This is equivalent to an 8 MHz 8086 computer with 640K of random access memory and an 8087 math co-processor installed.

The first part of this section explains the subprogram Boltz and the second all of the subprograms it uses. The third part describes the cross section data file structure and contains instructions for user modification of the data. The fourth part lists and explains modifications to the program CO2OSC that were necessary in order to incorporate Boltz. The final part of this section is a guide to the use of CO2OSC with Boltz.

3.1 Boltzmann Routine

The purpose of the Boltz subprogram is to compute excitation rates which are then used to calculate the pumping terms for CO2OSC. Boltz does this by first calculating the electron number density distribution, and then the desired rate using equation (62). A flow chart of this subprogram is in Figure 1. Our discussion of Boltz follows this flow chart. A copy of Boltz is in Appendix A.

3.1.1 Read Parameters Passed from CO2OSC The first ten parameters in the argument of subprogram Boltz are all information supplied to Boltz from CO2OSC. The last three parameters in the argument of Boltz are the output Boltz supplies to CO2OSC. These parameters are:

- kC% - the number of cells or bins into which the energy axis has been divided as a result
Read parameters passed from CO2OSC

Has Boltz been run before?

Yes

Calculate elements of the C matrix

Load (I-h*C)

Invert (I-h*C)

Calculate electron number density through iteration

No

Is convergence criteria met?

Yes

Plot the number density

Calculate the transport coefficients

Calculate the pumping terms

Return to CO2OSC

No

Load cross section data

Figure 1. Boltz Flow Chart
of finite differencing

de - width of a bin in electron volts
pres - total pressure of the gas mixture in atmospheres
d2 - percentage of CO2 in the gas mix
d1 - percentage of N2 in the gas mix
d3 - percentage of He in the gas mix
T - ambient temperature of the gas mix
VT() - a three element vector containing the vibrational temperatures for the (010),
(100) and (001) states of CO2
EN - E/N, the electric field strength in volts/cm divided by the gas number density in cm,
resulting in units for E/N of volts cm\(^{-3}\)
jd - current density in the plasma tube in amps/cm\(^2\)
Wa - pumping rate for the CO2 (001) level in m\(^{-3}\)s\(^{-1}\)
Wb - pumping rate for the CO2 (100) level in m\(^{-3}\)s\(^{-1}\)
Wc - weighted total pumping rate for all N2 levels (v = 1 to 8) in m\(^{-3}\)s\(^{-1}\)

3.1.2 Load Cross Section Data Before cross section data is read from disk, two events occur.

First, Boltz checks to see if it has already been run before. If Boltz has already been previously run,
then the cross section data is already in storage and need not be read again from disk. This saves
about seven seconds of run time. The variable "event" is the means by which Boltz remembers if
it has been previously run. By declaring the variable "event" with the command STATIC, event
is not reinitialized each time the subprogram is executed. Any variable declared by using STATIC will retain
its value from the previous run of the subprogram in which the variable was declared and assigned
a value. Before proceeding any further, Boltz examines the value of "event". If "event" has a value
not equal to one, then the subprogram Boltz has not been previously run and the program proceeds
with the next step, which is to set "event" equal to one. If when evaluated the variable "event"
does have a value equal to one, then this is a signal to Boltz to skip reading in the cross section data and instead to proceed by branching to the program marker "label4:". The second action Boltz will perform is to set up storage space for the cross section data. These arrays and variables are also declared with the STATIC command so that this data, once read in from disk will not be automatically cleared from memory. While the STATIC command prevents automatic erasure of specified variables and arrays, it does not actually allocate any storage space. This is accomplished by the DIM statement.

The arrays and variables used with the cross section data are:

- \( eV(I,J,K) \) - energy in electron volts for a particular inelastic cross section \( K \), of a species \( I \), for internal energy state \( J \)
- \( QNj(I,J,K) \) - inelastic cross section in cm\(^2\) for a particular energy \( K \), of a species \( I \), for an internal energy state \( J \) (where \( K = 1 \) for N\(_2\) and \( K = 2 \) for CO\(_2\))
- \( jin(I) \) - the number of internal states for a species \( K \)
- \( K(I,J) \) - the number of pieces of cross section data in the data file for a particular species \( I \) for an internal state \( J \)
- \( eVml(K), eVm2(K), eVm3(K) \) - energy in electron volts for a particular momentum transfer cross section data specified by the index \( K \) for N\(_2\), CO\(_2\) and He respectively
- \( QNm1(K), QNm2(K), QNm3(K) \) - momentum transfer cross section data for N\(_2\), CO\(_2\) and He in cm\(^2\), associated with the same index \( K \) as used for the \( eVm(K) \) energy arrays
- \( ujs(I,J) \) - the inelastic threshold energy in electron volts of species \( I \) for an internal state \( J \)
- \( jm1, jm2, jm3 \) - the number of momentum transfer cross section data contained in the data files of N\(_2\), CO\(_2\) and He respectively

Other variables used during the process of reading in cross section data, but which are not static are:

- \( T5 \) - used to store the name of a gas as read in from the inelastic cross section data file for that gas
MTS - used to store the name of a gas as read in from the momentum transfer cross section data file for that gas.

The actual process of reading in the cross section data file information for N2 and CO2 is essentially the same. After associating each of the data files with a device number in the OPEN statements, the first line of input is read from the data file. This first line tells Boltz how many inelastic processes are in the data file. Boltz stores this information in the jin() array, and uses it in the first loop of the data input section of the program to ensure that all of the blocks of inelastic cross section data are read from the data file for that gas. Within each block of data for each inelastic process, Boltz will read from the data file and store in ujs() the inelastic threshold energy for a particular internal energy state and store in K() the number of data points contained in the data file for a particular block of inelastic cross section data. The value for K() is then used to control the nested loop to ensure that all the data points for each block of inelastic cross section data associated with each inelastic process are read from the data file. For each inelastic cross section data point there is an energy for that point, which is stored in array eV(). The energy for each of these points is in electron volts. The cross section for each of these points is stored in the QNj() array. The cross sections, as read from the data file are in units of cm$^2$. These are divided by $10^4$ to convert to m$^2$ so as to be consistent with the rest of the calculations.

Momentum transfer cross section data for N2 and CO2 is read in from its respective data file immediately after the inelastic data for that gas. For He, momentum transfer cross sections are the only data read in from disk. The basic procedure for reading the momentum transfer cross section data for all three gases is essentially the same. The number of applicable data points is read in from the first line of the appropriate section of the data file and stored in jm1 for N2, jm2 for CO2, and jm3 for He. This value is then used to control the momentum transfer cross section data input loop. The energy in electron volts associated with each data point is stored in the arrays eVm1(), eVm2(), and eVm3() for N2, CO2 and He respectively. The momentum transfer cross section data
are divided by $10^4$ so as to convert them from units of $\text{cm}^2$ to $\text{m}^2$. This ends all transfer of data from the files on disk to Boltz.

The vibrational temperatures of modes (100), (010) and (001) are passed to Boltz from the program CO2OSC. These values are transferred to the VB() array for use in later calculations. All other CO2 vibrational modes are set equal to the ambient temperature. Before the elements of the C-matrix of equation (40) are calculated, required storage space is set aside and constants are defined. The storage space is declared using the REDIM statement. Arrays thus defined are dynamic. Dynamic arrays may be dimensioned using a variable. For Boltz, this user defined variable is $\text{k}c\%$, passed to Boltz from the main program. There are two properties of the dynamic arrays used here. First, it allows the storage space to be tailored to a particular run so that unnecessary storage space isn't tied up when it might be needed elsewhere. Second, the use of dynamic arrays allows for very large arrays when compiled with the /AH option. Under normal conditions Microsoft QuickBasic is limited in storage space to 64K per array. However, the use the /AH option (required for dynamic arrays) allows a QuickBasic program to have arrays up to the limits of memory available. The ability to exceed 64K of random access memory per array was needed for some of the larger arrays reported in the results section. For an uncompiled version of CO2OSC run from the QuickBasic shell, the /AH option is available if QuickBasic is started by typing QB/AH. Versions of CO2OSC that were compiled under a QuickBasic shell that was booted with the /AH option specified, automatically have this feature built in. No special actions are required to run such a compiled version.

The arrays defined here are:

- $\text{abar}(I), \text{bbar}(I)$ - these correspond to values of $a$ and $b$ of equation (56) and are used to calculate the drift velocity in equation (59) and the index $I$ refers to a particular bin

- $a(I), b(I)$ - these are the values of $a$ and $b$ from equation (39) where the index $I$ refers to a particular energy bin
**R_{js}(S,J,I)** - the rate at which electrons in energy bin \((k+m_\text{js})\) flow down to bin \(k\) due to inelastic collisions as detailed in equation (39), and index \(S\) represents a particular species \((1 = \text{N}_2, \ 2 = \text{CO}_2)\), the index \(J\) corresponds to a particular internal energy state, and the \(I\) index denotes the energy bin under consideration.

**RT_{js}(I)** - this array stores the sum of all the rates \(R_{js}\) over all the species and all the internal energy states for each energy bin \(I\), as dictated by equation (39).

**RS_{js}(S,J,I)** - the rate at which electrons in energy bin \((k-m_\text{js})\) flow up to energy bin \(k\) as a result of superelastic collisions as shown in equation (39), and \(S, J,\) and \(I\) are as defined above for \(R_{js}\).

**RTS_{js}(I)** - the sum of all the superelastic rates over all the species and all the internal energy states for each energy bin as indexed by \(I\).

**C(I,J)** - contains all the elements of the \(C\)-matrix of equation (40).

**NO(I)** - the total electron number density in the range \((I-1)\Delta \epsilon\) to \(I\Delta \epsilon\) as shown in equations (40 - (42)).

**NO1(I)** - temporary storage of \(NO()\) values during the iteration part of the program.

**PNO()** - temporary single precision storage (for plotting) of the \(NO()\) values, since Plot1 is single precision, and a call to that subprogram with a double precision parameter in the argument would result in a "Parameter Type Mismatch" error statement.

**INdx(), vv(), yb()** - all are used as temporary storage space in the L-U decomposition and backsolution routines (10:31).

**Constants** defined in this section of the program are used to convert user supplied physical parameters to S.I. units and to supply values in symbolic notation for later use in calculations. The source for conversion factors is reference 6. This part of the program also converts the description of the amount of each gas contained in the mixture from percent to fraction and stores in the \(N_s()\) array the number density of each species. The order of storage in the \(N_s()\) array is \(\text{N}_2, \text{CO}_2,\) and
3.1.3 C-Matrix Elements  This section of the program calculates the values needed to form the C-matrix of equation (40). The actual loading of this matrix is dealt with in the next section. The subroutine called Interp is used here. An explanation and example of its use is given in the next section.

The first item to be calculated in this section is mjs of equation (39). This represents the value of the nearest integer to \( \frac{\epsilon_{js}}{\Delta \epsilon} \) where \( \epsilon_{js} \) is the threshold energy loss in electron volts associated with the \( j^\text{th} \) internal energy state of species \( s \) and \( \Delta \epsilon \) is the bin width in electron volts. This information is stored in the array mjs%(J,I), where the symbol % at the end of the array name indicates that the values stored in this array are integers. The index \( J \) refers to species \( (J = 1 \text{ means N}_2, J = 2 \text{ means CO}_2) \) and \( I \) refers to a particular internal energy state (for example a particular vibrational state of \( \text{N}_2 \)). One main and one nested loop each are used for this calculation. The main loop steps through the individual species and the nested loop steps through the internal energy states of each species. The function CINT is internal to QuickBasic and provides as its output the integer nearest its argument.

The second part of this section of Boltz calculates the rates used in the C-matrix. Two main loops are used in this section. The first main loop is for the calculation of inelastic and superelastic rates. The second main loop is for the elastic rates. Within the first main loop, which uses the index \( K \) to step through the individual species of gas, are two levels of nested loops. The first level of nesting uses the index \( I \) to step through each of the individual internal energy states of each gas. This loop is controlled by the information stored in the jin() array. The second level of nesting contains two loops. The first loop uses the temporary storage arrays TempeV() and TepmQj() to store energy and inelastic cross section data for a particular internal energy state of a particular gas contained in the master three dimensional arrays eV() and QNj(). The second of these loops then uses these temporary arrays as arguments of the subprogram Interp in order to get a good
estimate of the inelastic cross section at a particular energy (the right hand edge of the energy bin under consideration). The second loop steps through each of the energy bins as it computes and stores the rates. The array Rjs() is used to store the inelastic rates which have been calculated for a certain species in a particular internal energy state for each energy bin. The array RTjs() is used to store the sum of the individual rates over all the internal states of all the species for a particular energy bin. This loop does likewise for the superelastic rates which it stores in the arrays RSjs() for individual and RTSjs() for total rates. The actual calculation of the inelastic and superelastic rates are as shown in equation (39). The purpose of the two IF ... THEN statements within this loop is to allow the superelastic rates for \( \text{CO}_2 \) (where \( K=2 \)) to be calculated with the user supplied vibrational temperatures for \( \text{CO}_2 \) modes (100), (010) and (001).

The last part of this section concerns calculation of the elastic rates. The calculations are as shown in equation (39). This section consists of just one FOR ... NEXT loop which steps through each energy bin with the index I. The loop is controlled by the variable \( k\% \) (number of bins) which is supplied by the user through the main program CO2OSC. The subprogram Interp is called three times each loop in order to provide an interpolated value of the momentum transfer cross section for each of the three gases at each energy bin. The variables nup and nub represent \( \nu^+_v/N \) and \( \nu^+_\nu \) respectively from equation (39).

3.1.4 \((I-hC)\) Matrix This section of the program simultaneously loads the C-matrix, multiplies it by the time step \( h \), and then subtracts this resulting product from the identity matrix. Combining these steps allows for a reduction in the number of loops which would otherwise be required. The result of this is a shorter run time for the program. The first part of this section loads into the a() and b() arrays the boundary conditions as specified in section II.3. The C-matrix is then used to store the values of \((I-hC)\). Most of the values can be loaded through a series of loops. Those which must be loaded outside of loops are calculated and loaded first. All calculations in this section are in accordance with equations (39) - (40).
The second part of this section consists of a single loop which loads into the \((I-hC)\) matrix contributions along the three diagonals which are above, along and below the main diagonal. These contributions come from the \(a(), b(), Rjs()\) and \(PTjs()\) arrays. Up through this point in the program Boltz, all contributions will have been along one of these three diagonals.

The third part of this section allows for contributions to bands other than the three mentioned above. This part has one main loop and two levels of nested loops, one loop in each level. These three levels of loops step through each species of gas (N2 and then CO2, there is no inelastic contribution from He), each energy bin, and each internal state of each species. In this manner, all of the contributions to the \((I-hC)\) matrix from the three dimensional \(Rjs()\) and \(RSjs()\) matrices are accounted for, in accordance with equations (39) and (40). Two IF...THEN statements are used in the last nested loop. These statements provide for implementation of the boundary conditions as applied to the inelastic and superelastic contributions to the \((I-hC)\) matrix. When this section of Boltz is complete, a message is printed to the screen so as to inform the user of the progress Boltz has made thus far.

3.1.5 Inversion of \((I-hC)\) Boltz now calculates the inverse of the \((I-hC)\) matrix (which has been stored in the \(c()\) array in Boltz) in two parts. The first performs the \(L-U\) decomposition and the second part the backsubstitution described in Appendix E. Both routines were taken from reference 10, where they were published in Fortran as subroutines. They were rewritten in QuickBasic for use as part of Boltz. They are used as part of the main code in Boltz, not as subroutines. When the inverse of the \((I-hC)\) matrix has been completed, the inverse of \((I-hC)\) is stored in the \(c()\) array and a message is printed to the screen informing the user of the progress of Boltz.

3.1.6 Iterative Calculation of Electron Number Density With the inversion of \((I-hC)\) completed, Boltz is ready to iteratively calculate the normalized electron number density using equation (42). Before the first iteration can be calculated, an initial first guess is needed. Boltz supplies this initial guess in the form of a straight line (constant value) distribution. All elements of the \(NO()\)
array are set equal to a value of 1 before control is passed to the main iteration loop. The iteration part of Boltz consists of a main loop and two levels of nested loops. The main loop controls the maximum number of iterations that Boltz may perform. At present, this is set to 300. Of course, should the convergence criteria be met before the iteration number 300, control will pass from the iteration loop to the next part of Boltz. The first nested loop of this section also contains the second nested loop. These two loops perform the multiplication of the inverted \((1-hC)\) matrix by the last iteration of the \(\text{NO}()\) vector. The vector result of this operation is stored in the \(\text{NO1}()\) vector. The latest iteration of the un-normalized electron number density is thus contained in \(\text{NO1}()\) at this point. It must be emphasized that what has actually been calculated by Boltz is the total electron number density within each bin, and not for a particular energy. Before the vectors \(\text{NO}()\) and \(\text{NO1}()\) can be compared to determine if the convergence criteria has been met, \(\text{NO}()\) and \(\text{NO1}()\) must both be normalized such that the sum of the elements of each is equal to 1. This will fulfill the normalization condition of equation (14). The variables “sum” and “sum1” are used to store the values needed to normalize \(\text{NO}()\) and \(\text{NO1}()\) respectively. These values are determined by summing all of the values contained in \(\text{NO}()\) (for sum) and \(\text{NO1}()\) (for sum1). Each element of these two arrays is then divided by its respective normalizing factor. The values of \(\text{NO}()\) and \(\text{NO1}()\) are then compared for each energy bin and the maximum relative difference stored in the variable \(c_{\text{max}}\). This value is then compared to the convergence criteria stored in the variable \(\text{conv}\). If \(c_{\text{max}}\) is less than \(\text{conv}\), then the main iteration loop is terminated. If the convergence test fails, the \(\text{NO}()\) vector is updated with the values from \(\text{NO1}()\) and the iteration procedure is repeated.

Once the desired level of convergence is achieved, \(\text{NO}()\) is updated with the last normalized values from \(\text{NO}()\), and plotting occurs. Since \(\text{NO}()\) is a double precision array and the arguments of Plot1 are single precision, \(\text{NO}()\) must be temporarily stored in the single precision array \(\text{PNO}()\) for plotting.

1
3.1.7 *Transport Coefficients* Once the normalized electron number density has been determined, Boltz calculates the transport coefficients required for output to CO2OSC. The first step in this section of the program is to calculate the values of $\delta_k$ and $\beta_k$ required in equation (58). These values are stored in the $\text{abar}()$ and $\text{bbar}()$ arrays.

The first transport coefficient calculated is the drift velocity. Boltz accomplishes this using equation (59) as the basis. Because the drift velocity calculation is performed in units of S.I., the value which Boltz reports is divided by .01 so as to convert the output to cm/s. Thus the reported value is in units most often found in the literature. Once the drift velocity has been computed, Boltz reports its value to the screen along with many of the original parameters that went into the calculation. This enables the user to press SHIFT-PRINT SCREEN and have all this information sent to the printer at once.

Boltz next calculates the inelastic excitation rates for the eight vibrational levels of N2 and modes (100) and (001) of CO2. These calculations are accomplished using equation (61). For N2, the inelastic excitation rates for each of the eight individual levels and their total are reported to the screen. For CO2, the inelastic excitation rates for (100) and (001) modes are reported. Boltz also calculates a weighted total for N2 and stores this in $\text{TOTN2R}$. This weighted sum is used in the calculation of the pumping term for N2. An approximation is made here by assuming that the eight vibrational levels of N2 are equally spaced. This means that an N2 molecule excited to the $v=2$ state can vibrationally excite two CO2 molecules, in the $v=3$ state an N2 molecule can excite 3 CO2 molecules, etc.

3.1.8 *Pumping Terms* The objective of Boltz is to supply CO2OSC with the pumping terms $W_a$, $W_b$ and $W_c$. The formula as required by CO2OSC is

$$\frac{W}{\text{dcrit} \cdot (1/\text{tcav})} = \text{Pump Rate (sec}^{-1})$$

(50)
where \( W \) can be \( W_a, W_b \) or \( W_c \) and (3:162)

\[
W_a = N_e N_{CO2} \chi_{CO2(001)}
\]

\[
W_b = N_e N_{CO2} \chi_{CO2(100)}
\]

\[
W_c = N_e N_{N2} \chi_{N2}
\]

where \( N_e \) is the electron number density (unnormalized) and \( \chi \) is the respective inelastic excitation rate. To calculate \( N_e \), Boltz uses (3:167)

\[
N_e = \frac{\text{current density}}{\text{drift velocity} \times \text{electron charge}}
\]

This allows Boltz to complete the calculation of parameters to be passed back to CO2OSC. The final calculation performed by Boltz is energy balance. This acts as a check on the quality of the calculations performed to arrive at the electron number density.

### 3.2 Subprogram Interp

Interp is a subprogram used by Boltz to perform linear interpolation. This is important because the cross section data files contain data only at certain values of energy. An assumption is made here that linear interpolation will provide a sufficiently accurate estimate for a cross section value which falls somewhere between two known data points. This is based upon the assumption of linear behavior of the cross sections between these known points. Before Interp was written a cubic spline based interpolation program was tried. Due to the very abrupt changes in the cross section data curves (14:62-67), the cubic spline results tended to overshoot and give interpolated cross section values far removed from the known data. In some instances negative values for the cross section estimates were output by the cubic spline routine. Therefore, a linear interpolation based routine was written. A copy of the listing for subprogram Interp is in Appendix C. Interp is
based in part on the subroutine SPLINT in reference 10.

There are five parameters in the argument of Interp. The first four are input parameters supplied to Interp by the calling program, and the last is the output Interp provides to the calling program. These parameters are:

- \( x() \) - an array with the known values for the abscissas
- \( y() \) - an array with the known ordinates corresponding to the \( x() \) array
- \( N \) - total number of points contained in the \( x() \) array
- \( xin \) - the input abscissa value for which an ordinate value is to be determined by Interp
- \( yout \) - the output interpolated value

The first action Interp performs is to see if the input abscissa value is within the range for which non-zero cross section values exist. If it is outside this range, this is sensed by the IF...THEN and ELSEIF statements. These statements direct Interp to set \( yout \) equal to zero and return to the main program.

If Interp has determined that a non-zero cross section value exists for \( xin \), it then proceeds to find one. Interp uses the variables \( klo \) and \( khi \) as place markers for the low and high values in the array \( x() \). Interp initializes these place markers with the lowest and highest index values of the \( x() \) array (1 and \( N \)). Using an IF...THEN...ELSE construction, Interp performs a looping bisection search. Interp then denotes the lower value as \( x(klo) \) and the higher value as \( x(khi) \).

Now that Interp knows the two abscissas between which \( xin \) lies, it is ready to try to obtain an ordinate to assign to \( xin \). First though, Interp performs an internal check to make sure that it has not accidentally assigned the same point in the \( x() \) array to both \( x(klo) \) and \( x(khi) \). Once the internal error check is complete, Boltz determines the value of \( yout \) to assign to \( xin \) based upon the slope between the points \((x(klo), y(klo))\) and \((x(khi), y(khi))\). Boltz assigns to the variable \( h \) the difference in abscissa values for these two points. Even though the variable \( h \) is used elsewhere in Boltz, this does not cause a problem. Variables defined within a subprogram are local to that
subprogram. This is an advantage of defining Interp as a subprogram, instead of as a subroutine (in which variables become global). Boltz then uses \( h \) in the formula

\[
yout = y(klo) + ((xin - x(klo))/h) \times (y(khi) - y(klo))
\]

The interpolated ordinate value Interp has assigned to \( xin \) is then passed back to Boltz as the parameter \( yout \).

### 3.3 Plotting Routines

The two plotting routines used are Plot1 and Plot2. The listings for these subprograms are in Appendix C. Plot1 is used by Boltz to plot the electron number density and Plot2 is used by CO2OSC to plot laser output power and output total energy. Both subprograms provide linear and semilog plots. Plot2 has the additional capability of allowing the user to specify the minimum and maximum values for both coordinate axes and to replot a particular power or energy curve as many times as desired. Both routines make use of the subprogram cgadump (16:156), which can speed up printing out a plot on a printer (as opposed to using SHIFT-PRINT SCREEN). Since Plot1 and Plot2 are nearly identical, their descriptions are combined here, with differences highlighted as they occur.

#### 3.3.1 Input Parameters

All of the parameters in the plotting subprograms are supplied as input by the calling program. For Plot1 these are:

- \( de \) - abscissa coordinate spacing
- \( kc\% \) - number of points to be plotted
- \( NO() \) - ordinate value to be plotted
- \( h, T, P, EN \) - numerical values of time step, ambient temperature, pressure, and \( E/N \) to be displayed as information on the plots
For Plot2 the parameters are:

- \( h_1, h_2 \) - integration time steps (abscissa coordinate spacing in units of \( t_{cav} \))
- \( j_{ChStep} \) - the point in the ordinate data file (the index number of that array point) where integration time steps are changed
- \( ChTimeStep \) - if equal to zero then integration time steps are not changed (only \( h_1 \) is used), and if equal to other than zero then time steps change from \( h_1 \) to \( h_2 \) at \( j_{ChStep} \)
- \( t_{Cav} \) - unit of cavity lifetime as determined by CO2OSC and used in Plot2 to provide actual time values for the abscissa coordinates
- \( j_{max} \) - number of points in the ordinate array to be plotted
- \( Y_{quant()} \) - ordinate array to be plotted
- \( title\$ \) - character string to be displayed on the plot

### 3.3.2 Linear Plot

Linear and semilog plots are generated using these routines. The code used to produce each type is very nearly the same. The linear plot code will be discussed first. The semilog discussion will only highlight differences between the two.

### 3.3.3 Axes and Tick Marks

The first step of the actual plotting is to draw the horizontal and vertical axes and their corresponding tick marks. Before these lines are drawn however, the plotting routines first determine numerical ranges over which they will be working for both axes. In the case of Plot1, the minimum abscissa coordinate is the right hand edge of the first bin and the maximum is the right hand edge of the last bin. These values are stored in \( X_{Min} \) and \( X_{Max} \) respectively. A FOR...NEXT loop is then performed so as to sift through the \( NO() \) array and store its minimum and maximum values in the variables \( Min \) and \( Max \). Plot2 can also automatically determine the range of values to be plotted. For the first Plot during a particular call, Plot2 will branch to the label “autocoords”. The minimum and maximum values are determined in a similar manner to that of Plot1. The difference is that the minimum abscissa coordinate is zero and the
maximum corresponds to the time for the last element of Yquant(). If there is no change in time step, the maximum will be

$$X_{\text{Max}} = (h_1 \cdot t_{\text{cav}} \cdot 10^{-9}) \cdot j_{\text{max}}$$

This also converts the time associated with $j_{\text{max}}$ from units of $t_{\text{cav}}$ to nanoseconds. If a change in time step does occur, then the maximum will be

$$X_{\text{Max}} = (j_{\text{ChStep}} \cdot h_1 + (j_{\text{max}} - j_{\text{ChStep}}) \cdot h_2) \cdot t_{\text{cav}} \cdot 10^{-9}$$

Later in Plot2, the user may choose to replot a particular set of data and is then given the choice of manually setting these minimum and maximum values. This occurs in the section with the label “mancoords”. After inputting the range from the abscissa coordinates, the user is offered the choice of letting Plot2 automatically set the range for the ordinate values or enter them manually. Manual entry affords the user the opportunity to construct plots from different computer runs which have their data displayed over the same ranges for ease of comparison.

In preparation of drawing on the screen, the routines first clear the screen with CLS 0 command. The resolution is then set to 640x200 with the SCREEN2 command. The WINDOW and VIEW commands ensure that any previous graphics commands which might affect the display are negated. The axes and tick marks are then drawn using the LINE command and two FOR...NEXT loops.

3.3.4 **Label Tick Marks** In this section of the code, tick marks have numerical values printed next to them and labels are printed in the screen. The label identifying the plot is printed first along with information concerning input parameters which may have affected the plot. The range of abscissa and ordinate values is calculated and stored in the variables XRange and YRange. The increment between abscissa and ordinate tick marks is also calculated and stored in XIncr and YIncr. These incremental values are then used in the FOR...NEXT loops which label each tick
3.3.5 Plot the Data  

Before the routines draw lines connecting data points, the pixel locations on the screen must be redefined in order to accommodate the axes. If this is not done, then the axes, tick marks and plot will bear no relationship to each other. The area where the plotting will actually occur is defined with the VIEW command, the arguments of which define the pixel coordinate location of the lower left and upper right hand corners of the plot. This lower left hand corner is set to the point where the two axes meet. The upper right hand corner is set to the corner of the screen. The pixels themselves are scaled using the WINDOW command. This allows pixel coordinates to be specified according to an arbitrary scale. This means that during plotting, QuickBasic will automatically convert the values of the coordinates of the points to be plotted to pixel coordinates and then map that point onto the screen. This eliminates the need to set up a loop to accomplish these tasks manually.

With the viewing port and pixel scaling accomplished, the routines can begin plotting. In Plot1 this is accomplished with a single FOR...NEXT loop. The abscissa and ordinate values of the points are sequentially stored in the four variables (x1,y1) and (x2,y2) and a line drawn between them. In Plot2, if no change of integration time step has occurred, then the plotting procedure is the same as that in Plot1. When a change of integration time step has been used, control in Plot2 is then transferred to the point with the label “varplot”. Plotting then occurs as a two step process. Points which occur in time before the change are plotted with a spacing based upon h1. Those which occur after the change are plotted with a spacing based upon h2. For the case where one point is before the change and the other after, Plot2 applies the correct time factor to each and plots them.

When linear plotting has finished, the user is offered the opportunity to send the plot to the printer. This dump of the plot is handled by the subprogram cgadump. This routine was taken from Cooper (16:156). On an Apple II GS with an Applied Engineering PC Transporter installed,
using SHIFT-PRINT SCREEN to dump a plot to the printer required 4 minutes 45 seconds to print the plot. Using cgadump reduced this to 2 minutes 30 seconds.

The user of Plot2 is then given the chance to replot this set of data. Choosing to do this will cause control to branch back to the label "stplot", and the minimum and maximum values of the coordinate axes may then be set manually.

3.3.6 Log Plot  Upon completion of the linear plot, the routines perform a plot of the same data, only this time with the ordinate axis in common log scale. This part of the routines is nearly identical with the linear plot section of the code. The first change is that the ordinate values must be converted to common log values. Since QuickBasic's internal LOG command performs computation of a natural logarithm only, these log value are multiplied by .434294482. This effects conversion from natural to common logarithm. The second change occurs in determining the minimum and maximum abscissa values. For ease of interpretation of the log scale used on the ordinate axis, the minimum and maximum values are converted to integer values. This is accomplished using the INT command.

3.4 Data Files

The data files are saved on disk under the names N2DATA, CO2DATA and HEDATA. These contain the cross section data for N2, CO2 and He. All are saved as sequential ASCII files. This method of storage was chosen since it would provide easy access to the data files for most users, should the data file need to be modified. Any word processor capable of reading an ASCII file may be used to change the data in these three files. It is not necessary that the user have a copy of Microsoft QuickBasic to do this. The three data files are in Appendix D.

The N2 and CO2 data files are essentially the same. The first record contains one field. This field is stored in Boltz in the array jinO. It tells how many internal energy states are contained in the data file. The second record contains three fields. The first field of this record tells how many
records there are for this particular internal energy state. The second field contains the name of the
gas and the internal energy state. The third field is the threshold inelastic energy loss for this state,
and is the best means for positively identifying to as which group of data in reference 14 this data
set belongs. The rest of the records for that internal energy state will consist of two fields each.
The first field will contain an energy in electron volts and the second its corresponding inelastic
cross section in cm$^2$, from reference 14. After the last record for a particular internal energy state,
will be the first record of the next internal state. This pattern will continue until all of the inelastic
cross section data is exhausted, and the momentum transfer cross section data begins.

All three files share the same basic set up for the momentum transfer cross section data. For
N$_2$ and CO$_2$, this follows immediately after the inelastic record. For He, this is the only data in
the file. The first record consists of two fields. The first field tells how many momentum transfer
cross section records are contained in the file. The second field is the name of the gas. The rest of
the records consist of two fields each. The first field is the energy in electron volts and the second
its corresponding momentum transfer cross section in cm$^2$.

3.5 Interface with CO2OSC

Boltz and its accompanying subprograms were written so as to require only minimal changes
to CO2OSC. Users wishing to modify CO2OSC need to be aware however, of how Boltz fits into
CO2OSC and its special requirements. Failure to allow for the requirements of Boltz could lead to
a fatal error in attempting to run CO2OSC or cause erroneous output data to be generated. Listed
below are all the places in CO2OSC where an impact on the main level code from Boltz can be
seen. The listings for these portions of CO2OSC are in Appendix B.

One of the most important considerations for using Boltz with CO2OSC is memory require-
ments. Depending on the number of bins specified by the user, Boltz could temporarily need all of
the remaining memory in the computer. A 640K computer can handle 150 bins when running the
compiled version of CO2OSC, and 93 bins when run from the QuickBasic shell. Because Boltz can be very memory intensive, it should be run, if at all possible, before any other subprogram. Before Boltz terminates and returns control to CO2OSC, it de-allocates all unnecessary storage.

At the beginning of CO2OSC are the declaration statements for the subprograms. Five of these subprograms pertain to Boltz or were added to CO2OSC as part of this project. Boltz and Plot2 are subprograms which are called from the main level code of CO2OSC. Interp and Plot1 are called from Boltz and cgradump is called from Plot1 and Plot2. After the last DECLARE statement is a CLEAR statement. This was added to CO2OSC so as to allocate more space to the area of memory called the stack. This was done to accommodate the extra space needed in the stack by the newly added subprograms. If more subprograms are added, the memory block set aside by the CLEAR command may have to increase. Unfortunately, stack space competes with memory requirements for string space. Setting aside too much memory for the stack may deprive some other portion of the program memory, such as string variables, space it needs to run. One possible remedy to this problem is to run CO2OSC as a compiled program, rather than from the QuickBasic shell. This will free up the memory normally occupied by the QuickBasic shell for use by CO2OSC, which is why the compiled version can be run with a higher bin setting than that available when CO2OSC is run from the QuickBasic shell.

The nominal input parameter list has been changed to include:

- EN - E/N in volts cm2
- VT() - vibrational temperature for CO2 modes (100), (010) and (001)
- kc% - number of energy bins
- de - bin width in electron volts
- jd - plasma tube current density in amps/cm2
- Prev$ - a string variable used to tell CO2OSC if the user has decided to use the previously computed kinetics (thereby negating the need to call Boltz again)
These same variables are again used in the main level code of CO2OSC in the sections labeled “inputroutine” and SELECT CASE Choice$. These two sections of the code are used to display to the user the current default settings used by CO2OSC and to allow the user the opportunity to change these settings.

In the section labeled “pump rates and effective spontaneous emission rate” is where Boltz is actually called. An IF...THEN statement is used to check if the user has decided to use Boltz or the kinetic data from the previous run. After Boltz is run, a check is made to see if the user is satisfied with the Boltzmann calculation and wishes to continue the program or return to the main menu and change one or more parameters (for example bin width). If the user has chosen to continue the program, a message indicating that the laser portion of the calculation is in progress is sent to the screen. CO2OSC then uses the parameters passed to it from Boltz to calculate the pump rates to be used by CO2OSC in its rate equations.

The final change to CO2OSC is in the section labeled “Output routines”. Here, Plot2 has been added. Each call to Plot2 is preceded by storage in the string variable title$. This is a title to be displayed on the plot produced by Plot2.

3.6 User’s Guide

Boltz offers the user of CO2OSC the ability to account for the effects of the electric discharge excitation in computing CO2 laser output. However, it also places new demands on the user. Specifically, the user must know how to activate and use the new features of CO2OSC provided by Boltz. This section will cover the new features of CO2OSC and explain how to use them.

The procedure for booting CO2OSC is as before. However, the first screen presented to the user has eight new input parameters. These new input parameters are labeled y through y7. The results section explores the effects of these various parameters and explains the reasons why the nominal values provided in CO2OSC were chosen.
The first parameter, \( y \), allows the user to select a value for \( E/N \). This is the ratio of the electric field strength in volts/cm to the total neutral gas number density in \( \text{cm}^{-3} \). Therefore the units for \( E/N \) are Volts cm\(^2\).

The next three parameters, \( y_1 \) through \( y_3 \), allow the user to specify the vibrational temperatures of CO2 modes (100), (010), and (001). The unit for these vibrational temperatures is degrees kelvin.

The fifth parameter, \( y_4 \), is the number of energy bins. This is the parameter that decides into how many cells or bins the energy axis will be divided. The more bins used, the better the accuracy will usually be for a particular run. There is an upward limit of 150 bins if CO2OSC is run from a compiled version, or 93 bins if run from the QuickBasic shell. The user must be aware that a larger number of bins can dramatically affect the run time for CO2OSC. As a guide, an 8MHz computer with a math coprocessor will perform a 20 bin calculation in about 30 seconds, and a 100 bin calculation in about 10 minutes.

The sixth parameter, \( y_5 \), is the width in units of electron volts of an individual energy bin. Each bin has the same width. Multiplying the number of bins by the bin width gives the total energy range over which the Boltz calculations are performed.

The seventh parameter, \( y_6 \), is the current density, expressed in units of \( \text{amps/cm}^2 \). This is actually a circuit parameter provided by the user. It is used by Boltz, after the electron drift velocity has been calculated, to determine the electron number density.

The eighth parameter, \( y_7 \), offers the user the opportunity to use the previously computed electron kinetics, and avoid running Boltz again. This will save time if the user has decided to perform all CO2OSC runs using one particular set of variables which affect the electron kinetics, and just vary those parameters which do not affect the electron kinetics. The parameters requiring that Boltz be run again if changed are: \( d, e, f, g, k, y, y_1, y_2, y_3, y_4, y_5, y_6 \) and \( y_7 \).

Once the final choice of parameters has been made, pressing return will start the Boltzmann
portion of the calculation. Boltz will print to the screen messages to let the user know the progress it has made. When calculation of the normalized electron number density is complete, its linear plot will be displayed. At the bottom of the screen, the user is asked if a copy should be sent to the printer. After the linear plot, a semilog version is displayed on the screen and the user is again afforded the opportunity to send a copy to the printer. After the plots have been displayed, the pertinent input parameters and calculated transport coefficients are displayed on the screen. Pressing RETURN will then present the user the chance to return to the main menu or continue the laser calculation. Choosing to continue the laser calculation causes a confirmation message to be displayed on the screen.

The only change to CO2OSC after this is the ability to now plot the laser output power and energy as a function of time from within CO2OSC. The first plot to be displayed is a linear plot of power versus time. The plotting routine automatically chooses scales for the axes for the first plot. After this plot has been displayed on the screen, the user may choose to plot this data set again. If the choice is made to replot the data, the user will then be given the choice of manually selecting or letting the program select the range over which each axis is to be plotted. After the linear plot, a semilog plot of the same data will be displayed, and the same choices offered to the user. This same cycle will then be repeated for the plot of energy versus time.
IV. Results

The results presented here fall into two categories. First, a comparison is made between predictions from Boltz and the published results of others. Second, a study is made of the effects on laser output (power and energy) as various parameters related to Boltz are changed. Some of the following studies were made using the nominal parameters of CO2OSC, while others had parameters set to match the conditions for results published by others. At the end of this section are the rationale for the nominal parameters and the suggested operating limitations for CO2OSC, as these parameters and limitations apply to the Boltz modification made to CO2OSC.

4.1 Comparison with Published Results for a Single Gas (N2)

In this section, comparisons of predictions from Boltz are evaluated. Data and information are also presented to gain an understanding of what happens when the number of energy bins is varied. This is an attempt to help the user of CO2OSC appreciate the tradeoffs which arise when deciding whether to use a large or small number of bins. To simplify the situation, drift velocities and excitation rates are calculated for a single gas (N2). Two sources of published results were available for comparison with Boltz. An article containing computer predictions similar in nature to Boltz was published by Rockwood and Greene (8:383,393). Their results are used here to compare with Boltz, predictions made for drift velocity and inelastic excitation rates for N2. Data for the experimental determination of electron drift velocity has been published by Crompton and Huxley (15:627-628). Comparison with their results is also made here.

The computer runs for the drift velocity data presented in Table 1 were made at a temperature of 293 K. The computer used for these and all subsequent calculations was an Apple IIIGS with an Applied Engineering PC Transporter, math coprocessor and 640K of ram installed. The range of E/N for the drift velocity comparisons is from five to forty Townsends (Td). Rockwood (8:383) suggested this range so as to restrict the calculations to the region where vibrational excitation
Table 1. Nitrogen Drift Velocity Comparisons

<table>
<thead>
<tr>
<th>E/N (10^{-17} V cm^2)</th>
<th>Crompton</th>
<th>Rockwood</th>
<th>Error</th>
<th>CO2OSC(30)</th>
<th>Error</th>
<th>CO2OSC(100)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1.095</td>
<td>1.09</td>
<td>0.5%</td>
<td>1.075</td>
<td>1.8%</td>
<td>1.070</td>
<td>2.3%</td>
</tr>
<tr>
<td>10</td>
<td>1.838</td>
<td>1.78</td>
<td>3.2%</td>
<td>1.816</td>
<td>1.2%</td>
<td>1.793</td>
<td>2.4%</td>
</tr>
<tr>
<td>15</td>
<td>2.48</td>
<td>2.43</td>
<td>2.0%</td>
<td>2.516</td>
<td>1.5%</td>
<td>2.46</td>
<td>0.8%</td>
</tr>
<tr>
<td>20</td>
<td>3.09</td>
<td>3.06</td>
<td>1.0%</td>
<td>3.18</td>
<td>2.9%</td>
<td>3.10</td>
<td>0.3%</td>
</tr>
<tr>
<td>30</td>
<td>4.17</td>
<td>4.21</td>
<td>1.0%</td>
<td>4.38</td>
<td>5.0%</td>
<td>4.26</td>
<td>2.2%</td>
</tr>
<tr>
<td>40</td>
<td>5.18</td>
<td>5.26</td>
<td>1.5%</td>
<td>5.44</td>
<td>5.0%</td>
<td>5.28</td>
<td>1.9%</td>
</tr>
</tbody>
</table>

would dominate. That restriction is followed here and is adopted as a suggested operating limitation for CO2OSC.

In Table 1, the number in parentheses following CO2OSC is the number of bins used in the calculation. The energy range was 0 to 2.5 eV for all of the CO2OSC calculations. On average, the Rockwood calculations do the best over the entire range. The 100 bin CO2OSC calculation comes in close behind. The 30 bin CO2OSC calculations would have been excellent except for the large amount of error in the higher E/N values. This table gives the user of CO2OSC an idea of some of the potential errors and magnitudes of the Boltz portion of the CO2OSC program. If the user can live with these errors, the 30 second run time of the 30 bin calculation may be more appealing than the 9.5 minute run time of the 100 bin calculation. The effect of changing the time step h on the computed drift velocity was also examined. It was found that for h equal to 10^{-12} to 10^{-25} seconds, the drift velocity varied about .1%. Time steps above 10^{-25} caused the computer to overflow. Time steps below 10^{-12} resulted in too many iterations, and the program aborted the calculation before the convergence criteria was met.

In addition to the above data, Rockwood also reports the results of calculations made with his program for N2 at 300 K. He used a 250 point energy grid with a bin width of .01 eV. This calculation was repeated with CO2OSC using a 100 point grid with a bin width of .025 eV. The results listed in Table 2 are for electron drift velocity and inelastic excitation rates for the eight vibrational states of N2.

The drift calculations from the two different programs are in very good agreement. The
Table 2. Comparison with Rockwood 250 Point Grid

<table>
<thead>
<tr>
<th>Excitation Rates</th>
<th>Rockwood</th>
<th>CO2OSC</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_d (10^6 \text{cm/s})$</td>
<td>1.782</td>
<td>1.793</td>
<td>0.6%</td>
</tr>
<tr>
<td>N\text{2} v=1 (cm$^3$/sec)</td>
<td>3.493E-10</td>
<td>3.490E-10</td>
<td>0.1%</td>
</tr>
<tr>
<td>2</td>
<td>6.532E-11</td>
<td>6.635E-11</td>
<td>1.6%</td>
</tr>
<tr>
<td>3</td>
<td>2.755E-11</td>
<td>2.824E-11</td>
<td>2.5%</td>
</tr>
<tr>
<td>4</td>
<td>4.516E-12</td>
<td>4.688E-12</td>
<td>3.8%</td>
</tr>
<tr>
<td>5</td>
<td>8.762E-13</td>
<td>9.259E-13</td>
<td>5.7%</td>
</tr>
<tr>
<td>6</td>
<td>9.911E-15</td>
<td>1.110E-14</td>
<td>12.0%</td>
</tr>
<tr>
<td>7</td>
<td>7.474E-16</td>
<td>8.616E-16</td>
<td>15.3%</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Weighted Excitation</td>
<td>5.851E-10</td>
<td>5.899E-10</td>
<td>0.82%</td>
</tr>
</tbody>
</table>

Weighted excitation is calculated by multiplying each excitation rate by its vibrational state number, and then summing the resulting products. As explained in section V, the excitation of the upper laser level of CO2 occurs in part as a result of the transfer of vibrational energy from N\text{2}. It is assumed here that the eight vibrational states on N\text{2} are equally spaced, and that the number of CO2 molecules excited by a particular N\text{2} molecule is directly proportional to the vibrational state of the N\text{2} molecule. Hence, the comparison of the weighted excitations. It is interesting note that, even though the difference between the rates calculated by the two programs grows as the vibrational state increases in energy, the actual value of the inelastic excitation rates shrinks very quickly with increasing energy. This causes the weighted excitation rates to actually be much closer than might otherwise appear. Because the excitation rates calculated by Boltz play a major role in the calculation of the pump rates to be supplied to CO2OSC, it is encouraging that they are in good agreement with the published results of a commercially available program.

The results of this next section examine how the range of the energy axis used affects the results from Boltz as the number of bins is held constant at 100. The information presented here is intended to help the user of CO2OSC decide on a suitable bin width, since that is one of the user definable parameters of CO2OSC. This number of bins was chosen since from Table 1 it appeared to give better overall results. As in the previous part of this section, a single gas (N\text{2}) was used. In the next section all work will concentrate on using a typical laser mixture. The calculations reported
Table 3. Five Townsends Comparison

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width (eV)</th>
<th>Max Energy (eV)</th>
<th>CO2OSC Energy Balance</th>
<th>Crompton Energy Balance</th>
<th>v_d</th>
<th>v_d Balance</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.015 1.5</td>
<td>1.136</td>
<td>2.68E-05</td>
<td>1.095</td>
<td>3.74%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.02 2.0</td>
<td>1.081</td>
<td>3.38E-04</td>
<td>1.27%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.025 2.5</td>
<td>1.083</td>
<td>4.53E-04</td>
<td>1.10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.03 3.0</td>
<td>1.085</td>
<td>5.37E-04</td>
<td>0.91%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.035 3.5</td>
<td>1.074</td>
<td>1.24E-06</td>
<td>1.92%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.04 4.0</td>
<td>1.076</td>
<td>3.91E-08</td>
<td>1.74%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.045 4.5</td>
<td>1.070</td>
<td>4.56E-07</td>
<td>2.28%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.05 5.0</td>
<td>1.093</td>
<td>8.93E-04</td>
<td>0.18%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.055 5.5</td>
<td>1.079</td>
<td>8.31E-06</td>
<td>1.46%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.06 6.0</td>
<td>1.098</td>
<td>1.06E-03</td>
<td>0.27%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.065 6.5</td>
<td>1.072</td>
<td>1.32E-07</td>
<td>2.10%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07 7.0</td>
<td>1.089</td>
<td>3.73E-07</td>
<td>0.55%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.075 7.5</td>
<td>1.103</td>
<td>1.33E-03</td>
<td>0.73%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.08 8.0</td>
<td>1.118</td>
<td>2.40E-03</td>
<td>2.10%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Ten Townsends Comparison

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width (eV)</th>
<th>Max Energy (eV)</th>
<th>CO2OSC Energy Balance</th>
<th>Crompton Energy Balance</th>
<th>v_d</th>
<th>v_d Balance</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>.015 1.5</td>
<td>2.096</td>
<td>2.97E-06</td>
<td>1.838</td>
<td>14.04%</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.025 2.5</td>
<td>1.783</td>
<td>1.35E-04</td>
<td>2.99%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.035 3.5</td>
<td>1.785</td>
<td>3.06E-06</td>
<td>2.88%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.045 4.5</td>
<td>1.786</td>
<td>1.32E-06</td>
<td>2.83%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.055 5.5</td>
<td>1.805</td>
<td>1.13E-06</td>
<td>1.80%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.065 6.5</td>
<td>1.802</td>
<td>1.18E-07</td>
<td>1.96%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.075 7.5</td>
<td>1.840</td>
<td>3.77E-04</td>
<td>0.11%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.085 8.5</td>
<td>1.811</td>
<td>6.06E-07</td>
<td>1.47%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

here are from the subprogram Bolts, using CO2OSC as a shell to run Boltz. This was accomplished by setting the percent of N2 at 100, all other gases at 0, and using the nominal settings of parameters “a” through “x”. The value for E/N was set to five, ten and forty Townsends (10^-17 Vcm^2). This was chosen since good agreement was achieved over this range of E/N in the previous section with other published results. The parameter for bin width was varied so that a desired energy range was achieved. The remaining parameters were left set at the nominal values. Table 3 lists the drift velocities and energy balances obtained.

The table with the smallest deviation from the experimental drift velocity over all energy ranges is Table 3, which is also the smallest E/N. It maintains an error of about 1.5%. The trend is for a worsening of the deviation within all of the tables at the extreme values of energy range. The
Table 5. Twenty Townsends Comparison

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width(eV)</th>
<th>Max Energy(eV)</th>
<th>CO2OSC Energy Balance</th>
<th>Crompton Energy Balance</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.015 1.5</td>
<td>4.086</td>
<td>1.71E-05</td>
<td>3.09</td>
<td>32.23%</td>
</tr>
<tr>
<td></td>
<td>0.025 2.5</td>
<td>3.097</td>
<td>3.55E-05</td>
<td>0 %</td>
<td>0.23%</td>
</tr>
<tr>
<td></td>
<td>0.035 3.5</td>
<td>3.090</td>
<td>2.85E-05</td>
<td>0 %</td>
<td>0%</td>
</tr>
<tr>
<td></td>
<td>0.045 4.5</td>
<td>3.107</td>
<td>2.11E-06</td>
<td>0.55%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.055 5.5</td>
<td>3.135</td>
<td>4.69E-07</td>
<td>1.46%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.065 6.5</td>
<td>3.148</td>
<td>1.67E-07</td>
<td>1.88%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.075 7.5</td>
<td>3.197</td>
<td>1.06E-07</td>
<td>3.46%</td>
<td></td>
</tr>
</tbody>
</table>

Table 6. Forty Townsends Comparison

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width(eV)</th>
<th>Max Energy(eV)</th>
<th>CO2OSC Energy Balance</th>
<th>Crompton Energy Balance</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>0.015 1.5</td>
<td>8.116</td>
<td>3.52E-07</td>
<td>5.18</td>
<td>56.68%</td>
</tr>
<tr>
<td></td>
<td>0.02 2.0</td>
<td>4.640</td>
<td>3.61E-06</td>
<td>0.42%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.025 2.5</td>
<td>5.285</td>
<td>1.04E-05</td>
<td>2.03%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.035 3.5</td>
<td>5.295</td>
<td>8.82E-09</td>
<td>2.22%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.045 4.5</td>
<td>5.342</td>
<td>1.00E-06</td>
<td>3.13%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.055 5.5</td>
<td>5.371</td>
<td>2.25E-06</td>
<td>3.69%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.065 6.5</td>
<td>5.403</td>
<td>1.76E-07</td>
<td>4.31%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.075 7.5</td>
<td>5.458</td>
<td>3.35E-05</td>
<td>5.37%</td>
<td></td>
</tr>
</tbody>
</table>

Energy balance is very good in all of the runs. Rockwood (8:380) reports an energy balance of $10^{-4}$ or better. Only one run failed to meet or exceed this figure. Unfortunately, energy balance does not appear to be a good predictor of drift velocity computation accuracy. Good estimates and bad estimates of drift velocity all have relatively good energy balances. Some method of establishing the credibility of a particular drift velocity estimate is needed. The motivation for finding a reliable indicator is that it would help the user of CO2OSC decide if a particular combination of energy bin width and number of bins was a good choice. This is important since drift velocity is used to calculate the total electron number density, and this in turn is used to calculate the pumping rates. In the cases presented above the true answer is known in advance and such an indicator is not needed. However, in those cases where experimental data may not be available due to a different E/N value, different temperature, or mixture of gas being used, such an indicator would be very useful.

A better indicator appears to be the normalized electron number density distribution. Figures
<table>
<thead>
<tr>
<th>No. Density Number of bins = 100</th>
<th>de: 0.0150 eV</th>
<th>h: 10.000E-08</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear Plot Temp = 300 Pressure = 1 atm</td>
<td>E/N: 1.0000E-16 U cm^-2</td>
<td></td>
</tr>
</tbody>
</table>

2 and 3 show the linear and semilog plots of the distribution for N2 with E/N equal to 10 Td and a bin width of 0.015 eV. As can be seen, the linear plot of the distribution does not approach zero at the higher energy bins. It appears to pass through a minimum and start to rise again. Based upon other experiences with Bolts, this is usually a good sign of impending divergence. In this case the estimate of the electron number density is unreliable, as are any calculations based upon it.

For the case where inelastic collisions are negligible and the elastic collisions occur with a constant collision frequency, a pure Maxwellian would result (17:140). While it is expected that the inelastic processes present will drive the distribution curve away from a pure Maxwellian form, the distribution should still go to zero at higher energies. It is apparent since the curve for the distribution in Figure 2 does not follow the form of a decreasing function at higher energies, an energy range of 1.5 eV is inappropriate. The same basic behavior can be seen in Figure 3.
Figure 3. Ten Td Semilog Plot for $\Delta \epsilon = 0.015 \text{ eV}$
In Figures 4 and 5 are shown the linear and semilog plots of the distribution for N2 with E/N equal to 10 Td and a bin width of .025 eV. The plot in Figure 4 shows a distribution with the proper form. Comparison of the first two entries of Table 4 show a marked improvement in the computational value of the drift velocity when the bin width of .025 eV is used. Examination of Figure 5 shows that there is still possibly some distribution information present at higher energies.

Figures 6 and 7 show the linear and semilog plots for a bin width of .035 eV at 10 Td E/N. As can be seen from Figure 6, it is impossible to tell from the linear plot what the distribution function values are at energies above about 2 eV. The semilog plot of Figure 7 however reveals that the rate at which the distribution decreases has begun to level off. The range of values for the plot in Figure 7 covers about ten decades. Figures 8 and 9 show a continuation of this trend as the bin width is increased to .045 eV. The range of distribution presented in Figure 9 is about eleven
Figure 5. Ten Td Linear Plot for $\Delta \epsilon = 0.025$ eV
Figure 6. Ten Td Linear Plot for $\Delta \epsilon = .035 \text{ eV}$
Figure 7. Ten Td Linear Plot for $\Delta \tau = 0.035$ eV
Figure 8. Ten Td Linear Plot for $\Delta \varepsilon = 0.045$ eV
Electron No. Density Number of bins = 100  de = 0.0450eV  h = 10.000E-08
Semi-Log Plot Temp = 300 Pressure = 1 atm  E/N = 1.000D-16 V cm^2

Figure 9. Ten Td Linear Plot for Δε = .045 eV
decades, and the drift velocity error in Table 4 also shows a slight decrease.

The error for the final bin width of Table 4 shows an increase in error. Examination of the linear plot in Figure 10 reveals that the distribution is squeezed far to the left by this particular sampling interval. The semilog plot in Figure 11 shows that in the region above about 5.5 eV the distribution begins to exhibit a slight oscillatory behavior. Previous testing with Boltz showed that if bin width was too large, a very large oscillatory behavior would be present in the calculated number density distribution. The presence of this behavior in Figure 11 is probably a good indication that the bin width is too large and should not be used. Table 7 presents the drift velocity error as a function of the number of decades from the distribution maximum to its minimum, for a particular bin width.

While the data of Table 7 presents some interesting trends for a particular E/N, there is
Figure 11. Ten Td Linear Plot for $\Delta \varepsilon = 0.085$ eV
Table 7. Drift Velocity Error Versus Data Range

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width</th>
<th>v_d</th>
<th>%Error</th>
<th>Decades of</th>
<th>E/N (Td)</th>
<th>Bin Width</th>
<th>%Error</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.015</td>
<td>3.74</td>
<td>0.9</td>
<td>10</td>
<td>.015</td>
<td>14.04</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.02</td>
<td>1.27</td>
<td>3.1</td>
<td></td>
<td>.025</td>
<td>2.99</td>
<td>5.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.025</td>
<td>1.10</td>
<td>10.4</td>
<td></td>
<td>.035</td>
<td>2.88</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.03</td>
<td>0.91</td>
<td>17.6</td>
<td></td>
<td>.045</td>
<td>2.83</td>
<td>10.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.035</td>
<td>1.92</td>
<td>20.7</td>
<td></td>
<td>.055</td>
<td>1.80</td>
<td>11.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.04</td>
<td>1.74</td>
<td>21.9</td>
<td></td>
<td>.065</td>
<td>1.96</td>
<td>11.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.045</td>
<td>2.28</td>
<td>22.6</td>
<td></td>
<td>.075</td>
<td>0.11</td>
<td>11.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.05</td>
<td>0.18</td>
<td>26.2</td>
<td></td>
<td>.085</td>
<td>1.47</td>
<td>10.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.055</td>
<td>1.46</td>
<td>22.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.06</td>
<td>0.27</td>
<td>21.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.065</td>
<td>2.10</td>
<td>21.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.07</td>
<td>0.55</td>
<td>21.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.075</td>
<td>0.73</td>
<td>21.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.08</td>
<td>2.10</td>
<td>20.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Bin Width</th>
<th>v_d</th>
<th>%Error</th>
<th>Decades of</th>
<th>E/N (Td)</th>
<th>Bin Width</th>
<th>%Error</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>.015</td>
<td>32.23</td>
<td>0.9</td>
<td>40</td>
<td>.015</td>
<td>56.68</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.025</td>
<td>0.23</td>
<td>2.6</td>
<td></td>
<td>.02</td>
<td>10.42</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.035</td>
<td>0</td>
<td>4.9</td>
<td></td>
<td>.025</td>
<td>2.03</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.045</td>
<td>0.55</td>
<td>5.1</td>
<td></td>
<td>.035</td>
<td>2.22</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.055</td>
<td>1.46</td>
<td>5.2</td>
<td></td>
<td>.045</td>
<td>3.13</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.065</td>
<td>1.86</td>
<td>5.2</td>
<td></td>
<td>.055</td>
<td>3.69</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.075</td>
<td>3.46</td>
<td>5.3</td>
<td></td>
<td>.065</td>
<td>4.31</td>
<td>2.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>.075</td>
<td>3.46</td>
<td>5.3</td>
<td></td>
<td>.075</td>
<td>5.37</td>
<td>2.3</td>
<td></td>
</tr>
</tbody>
</table>

no one value with regards to the range from maximum to minimum that will work in all cases. However, some general guidelines do appear to be applicable. First, too small a value of bin width, resulting in too small of an energy range should be avoided, or gross errors in the calculated number density distribution will result. The energy range should not be less than 2.5 eV. Likewise, too large of a bin width can also result in an erroneous calculated number density. A safe upper limit of 5.5 eV appears to be effective. For E/N, a range of from 5 to 40 Td can be used. These limits also make sense since electronic excitation and ionization are not modeled here. While all of these limits appear to provide a good starting point, the user of CO2OSC should always examine the linear and semilog plots so as to detect any signs of error in the calculations.
Table 8. Comparison of Predictions for Drift Velocity and Excitation

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Elliott Predictions</th>
<th>CO2OSC Predictions</th>
<th>Diff</th>
<th>Excitation</th>
<th>Diff</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v_d$ (x10^6 cm/s)</td>
<td>$v_d$ (x10^6 cm/s)</td>
<td>Excitation</td>
<td>(x10^-3 cm^3/s)</td>
<td>Excitation</td>
</tr>
<tr>
<td>10</td>
<td>3.65</td>
<td>3.58</td>
<td>1.92%</td>
<td>4.39</td>
<td>0.92%</td>
</tr>
<tr>
<td>20</td>
<td>5.30</td>
<td>5.23</td>
<td>1.32%</td>
<td>5.31</td>
<td>1.14%</td>
</tr>
<tr>
<td>30</td>
<td>6.70</td>
<td>6.90</td>
<td>2.99%</td>
<td>5.56</td>
<td>1.09%</td>
</tr>
<tr>
<td>40</td>
<td>8.20</td>
<td>8.50</td>
<td>3.66%</td>
<td>5.71</td>
<td>1.96%</td>
</tr>
</tbody>
</table>

4.2 Comparison with Published Results for a Gas Mixture

In the previous section, the transport coefficients calculated by the Boltz subprogram of CO2OSC gave good agreement with the published results available for a single gas. The case of a typical laser mixture is considered here. For this purpose, we use the nominal parameters of CO2OSC. These settings are ten percent N2, ten percent CO2 and eighty percent He. The predictions made by CO2OSC are compared with the computer predictions published by Elliott (18:21,31), which were made with a program based in part on the work of Rockwood. Comparisons are made here between the computed electron drift velocities and excitation rates for the (001) mode (upper laser level) of CO2. The results are listed in Table 8.

We see in Table 8 excellent agreement between the predictions made by the two programs. We may now have confidence that CO2OSC can give reasonably good predictions of the transport coefficients we need for a gas mixture, as well as for a single gas. We can therefore be certain within the error bounds listed above for excitation, that Boltz does in fact provide the correct information upon which the pump rate equations are based.

4.3 The Effects of Boltz Related Parameters on Laser Output

We have examined in the last two parts of this section the reliability of Boltz in providing CO2OSC the information needed to calculate pumping rates based upon a numerical solution of the Boltzmann equation. This section examines the effects on laser output power and energy of the parameters in CO2OSC that are directly related to Boltz. In particular, the parameters $x$ through
### Table 9. Comparisons of Laser Output

<table>
<thead>
<tr>
<th>T(001) (K)</th>
<th>Pulse Length (nsec)</th>
<th>Number of Bins</th>
<th>Peak Power (MW/l)</th>
<th>Total Energy (J/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>300</td>
<td>200</td>
<td>20</td>
<td>71</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>71</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>64</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>64</td>
<td>13</td>
</tr>
<tr>
<td>400</td>
<td>20</td>
<td>73</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>72</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>68</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>69</td>
<td>27</td>
</tr>
<tr>
<td>4000</td>
<td>200</td>
<td>20</td>
<td>80</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>81</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>77</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>76</td>
<td>17</td>
</tr>
<tr>
<td>400</td>
<td>20</td>
<td>80</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>30</td>
<td>81</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>50</td>
<td>77</td>
<td>35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>100</td>
<td>81</td>
<td>39</td>
</tr>
</tbody>
</table>

y7 were added because of Boltz. These parameters are presented to the user in the opening screen of CO2OSC, where they may be changed to whatever values are needed. We will now change the values of some of these parameters from the nominal supplied values and see the effects as measured by the laser output power and energy calculations of CO2OSC.

The first issue addressed here is that of laser output sensitivity to bin number. This is intended to help the user of CO2OSC to see how the number of bins influences the predicted performance of a particular CO2 laser system. Computer runs at bin numbers 20, 30, 50 and 100 were made at vibrational temperatures of 300K and 4000K for CO2 mode (001). This was done for pulse lengths of 200 and 400 nanoseconds. A summary of the resulting laser output power and energy for each case is presented in Table 9.

The effect of varying the bin number (for a constant energy range) is fairly consistent throughout all of these runs. There is for the most part a decrease in both the power and energy as computed by CO2OSC as the number of bins increases. The range of variations is from 5% to 11% in power and from 12% to 15% in energy. The exception is the 400 nsec run for T(001) = 4000 K. Power and energy remain fairly constant at all bin numbers. Assuming that as was previously shown the 100
Figure 12. Laser Power Output with $T(001) = 300K$

bin run is most accurate, an approximation of the error introduced by using a smaller number of bins is available from Table 9. If the answer sought by the user is one which must predict power and energy levels with great accuracy, then computer runs with a higher number of bins are in order. If however the data from the computer runs will only be used to establish a trend as a particular parameter is varied over some range, a lower bin number may be acceptable.

Examination of Table 9 shows both peak power and total energy density are higher for the system with the higher effective vibrational temperature for mode (001). This may be due to an increase in pump rates, caused by superelastic collisions. A comparison of output power and energy for the 300 K and 4000 K levels at a pulse length of 200 nanoseconds can be made by examining Figures 12 through 15. It is apparent that lasing also starts sooner for the 4000K system.

The effects of pulse length are as expected for total energy. The longer the excitation pulse
Figure 13. Laser Energy Output with T(001) = 300K
Figure 14. Laser Power Output with T(001) = 4000K
Figure 15. Laser Energy Output with $T(001) = 4000K$
Table 10. Laser Output Versus E/N

<table>
<thead>
<tr>
<th>E/N (Td)</th>
<th>Peak Power (MW/l)</th>
<th>Total Energy density (J/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>14</td>
<td>3.6</td>
</tr>
<tr>
<td>10</td>
<td>64</td>
<td>13</td>
</tr>
<tr>
<td>20</td>
<td>75</td>
<td>25</td>
</tr>
<tr>
<td>30</td>
<td>78</td>
<td>28</td>
</tr>
<tr>
<td>40</td>
<td>75</td>
<td>26</td>
</tr>
</tbody>
</table>

lasts, the more electrical energy will be converted to optical energy. That peak power is also increased when pulse length is increased is probably a result of gain switching, although the difference seen here is very small.

The value of E/N is seen in equation (39) and (54a) as having a direct influence on the energy gained by the electrons from the field. We would expect from the cross section data that a higher E/N would make available more energy for transfer from the electrons to N2. This can also be seen if the value of N is held constant and E is increased. A higher value for the applied field means a greater accelerating force is applied to the electrons. These more energetic electrons can then transfer more energy to the other species. Alternatively, if we hold E constant and lower N, the mean free path between collisions will be increased. This means that the electrons will accelerate to a higher velocity before a collision occurs than in the case of the higher N value. Thus the electrons will again be more energetic at the time of collision. Table 10 shows the effects on laser output of varying E/N. The computer runs of CO2OSC are for a pulse length of 200 nanoseconds using 100 bins. All temperatures are at 300 K.

The results presented in Table 10 follow in general the expected trend. However, the last set of data for E/N of 40 Td appear to show a reversal of the previous trend. Examination of Figure 16, the plot of the normalized electron number density distribution for this run, shows the problem. The distribution function is showing signs of divergence. Switching to a smaller bin width would not help in this case, since the resulting calculation of the distribution would not enable a full description of the entire energy range covered by the distribution. This may also help explain the
Figure 16. Electron Number Density for Laser Mixture at 40 Td
observed differences between the Elliott and CO2OSC data of Table 8. Therefore we conclude that the 40 Td run is unreliable.

The final Boltz parameter examined here is current density. It can be seen from section V.A. that plasma tube current density is the circuit parameter used to determine the electron number density. This is described in the equation

$$N_e = \frac{\text{current density}}{\text{drift velocity} \times \text{electron charge}}$$

Thus the electron number density is directly proportional to the current density. We would therefore expect that as the current density is increased, more electrons will be present. If more electrons are now available for collisions, then there should be a greater flow of energy from the applied field to the excited states of the neutral species. This in turn leads to the expectation of greater laser output power and energy when current is increased, even when the other parameters (including E/N) are held constant. Table 11 shows the results from CO2OSC for two runs where only the tube current density was changed. The first run had a current density of 100 amp/cm² and the second 200 amp/cm². Both used 100 bins with a bin width of .055 eV and E/N of 10 Td. All other parameters were left set at the nominal values.

The expected behavior is seen. More of the energy is transferred from the applied field to the electrons and then to the excited states of the CO2 and N2 molecules when plasma tube current density is increased. Figures 14 and 17 show the peak power plots for the 100 and 200 amp/cm² cases respectively. Aside from the already stated difference in peak power, two other differences stand out. First, the system with the higher current density begins lasing sooner. Since more
Figure 17. Laser Power Output for 200 amps/cm²
electrons are available for impact excitation of the neutral species, the inversion needed to exceed threshold for lasing can occur more quickly. The second difference seen is in the backside of the main power peak. The higher current density system has its descent slowed near the bottom, resulting in a somewhat wider pulse than the lower current density system. Again, this is a result of the greater level of pumping that takes place when there are more electrons available for impact excitation.

The nominal values for the Boltz portion of CO2OSC and suggested operating limitations are based in part on the results presented above, and in part on the work of others. Boltz and CO2OSC have no internal means for checking on the reasonableness of the values a user might choose for the parameters. It is the responsibility of the user to make sure that all quantities are realistic and not in conflict with each other.

The nominal value for E/N is 10 Td. This value was tested thoroughly for the single gas (N2), and the mixture CO2, N2 and He in the ratio 1/1/8. No sign of divergence or instability was observed. The recommended range for the gas mixture is 5 to 30 Td. Above 30 Td divergence appears to seriously affect the output for the gas mixture. It is not known if this is true for all other ratios. The vibrational temperatures of CO2 modes (100) and (010) are set at the corresponding ambient temperature of 300 K. The effective vibrational temperature of mode (001) is set at 4000 K. Smith (21:2042) has indicated that small signal gain in a CO2 laser was a maximum when this value was used in computer simulations he performed. The number of bins is set at 30. The results obtained indicate that this is the best compromise between speed and accuracy. An energy range of 4 eV appears to be adequate for the range of E/N specified above. This means that the bin width must be set to 0.133 eV. The nominal value for current density comes from an article on V-I characteristics of CO2 lasers by Denes (22:131).
V. Conclusions

The subprogram Boltz, written to provide pumping terms for the CO2 laser design code CO2OSC, has been evaluated against experimental data and the calculations of similar programs. The transport coefficients which Boltz generates for use by CO2OSC appear to be very good, when used within the guidelines established in the previous section. As noted, the user of CO2OSC must always be alert for the signs of errors in the calculation of the normalized electron number density distribution. Since Boltz has not been tested for all possible ratios of CO2, N2 and He it is impossible to guarantee that the results presented here can be arbitrarily extended to other cases. Each individual set of parameters used must be carefully evaluated to prevent an erroneous set of data from causing a faulty conclusion.

The user of CO2OSC must decide the degree of accuracy with which the final laser output calculations will be performed. A more accurate answer requires more energy bins, which in turn means longer run times. Two options allow for a reduction in total computer time. First, initial runs could be made with a smaller number of bins in order to observe trends in the laser output power and density. As undesirable combinations are eliminated, a more accurate computation could then be made. Second, if those parameters affecting electron kinetics can be fixed and run once, then parameter y7 can be set to the “yes” option. This would allow subsequent computer runs to use the most recently calculated pumping terms, avoiding the need for CO2OSC to call Boltz. These two options can offer considerable savings in time.

Finally, we have seen the effects on laser output power and energy as the Boltz related parameters were varied. In general, results matched expectations in so far as trends were concerned. No experimental data and no calculations from other programs were available for comparison with the output from CO2OSC. In the case where an expected result was not achieved, the underlying problem appeared to stem from failure of the calculated distribution to go to zero at higher energies.
A set of nominal parameters has been programmed into CO2OSC. When used within the guidelines stated previously, computational inaccuracies should be no greater than those listed here.
VI. Recommendations

Certain projects could be undertaken which might enhance the speed and accuracy of Boltz and CO2OSC. These projects concern the numerical methods used by Boltz and the set up of CO2OSC. Neither Boltz nor CO2OSC model all of the physical processes at this point which might be of interest.

Among the methods tested, L-U decomposition offered the best results for speed and accuracy in solving for the inverse of the \((I-hC)\) matrix. However, the routine used is general in its applicability to all square matrices. A Boltz \(\rightarrow\) L-U decomposition may offer a substantial improvement in speed. At present, the L-U decomposition routine may not be making best use of the fact that \((I-hC)\) is a sparse, banded matrix. Such an optimized algorithm may already exist, or the present one modified to as to take advantage of the special characteristics of the \((I-hC)\) matrix.

The numerical solution to the Boltzmann equation proposed by Rockwood and upon which Boltz is based, might also warrant revision. A technique using an adaptive energy grid could offer a new and faster approach. This method offers the possibility of getting higher resolution in the electron energy distribution in areas where most needed, with a minimum of mesh points overall. Such a technique has been discussed by Nickel (20).

Another approach which could be used to speed up the Boltz portion of CO2OSC would be to use an interpolation table. If all but one parameter could be fixed, a lookup table could be generated over the dynamic range of interest. Thus, CO2OSC could consult the lookup table instead of calling Boltz.

Boltz itself does not take into account all of the physical processes which a particular user might wish to model. The effects of ionization for example might be interesting to include. While it would not be prudent to try to operate a laser with a plasma that is fully ionized, the effects of various levels of ionization could be modeled.
CO2OSC could also be improved in its ability to model the effects of circuit parameters. At present, only plasma tube current density is included. External excitation by electron beam would be interesting to model. A technique which would couple the external driving circuit equations to the plasma kinetic equations and solve them in a self consistent manner is one possible approach.

Finally, more work can be done with the program just as it stands. The results presented here only explore the behavior of CO2OSC over a small dynamic range of the input parameters. A more exhaustive set of test runs should be conducted over time so as to identify and document those regions where instabilities exist.
Appendix A. Program Boltz

DEFSIG I-J
SUB Boltz (kc%, de, pres, d2, d1, d3, T, VT(), EN, jd!, Wa, Wb, Wc)
DEFDBL A-Z
DEFSNG D-E, H, J-K, P-Q, T, V-W
'****** Program BOLTZ31.BAS - computation of n(u) and Vd***********
'****** Elastic, inelastic and superelastic terms for N2, CO2 and He ******
'****** Incorporates N2DATA, CO2DATA and HEDATA files************
'****** User defined Temp, Pressure &
E/****** *******************

'NOTE!! - arrays are dynamic, QuickBasic must be rebooted
'using qb/sh in order to exceed 64K memory limit.

PRINT "\nPRINT "Boltzmann calculation in progress."
DIM VB(15)
STATIC event
IF event = 1 GOTO label4: 'test to see if this routine has already been run. If so, do not re-load data.
STATIC eV(), QMJ(), eV1(), eVM2(), eVM3(), QNM1(), QNM2(), QNM3()
STATIC TevoV(), TempQj(), Tempy(), jin(), K(), ujs(), Ws(), mjsX() : STATJC jm1, jm2, jm3
'****** Load Cross Section
Data*****************************
OPEN "N2DATA" FOR INPUT AS #1
OPEN "CO2DATA" FOR INPUT AS #2
OPEN "HEDATA" FOR INPUT AS #3
DIM eV(2, 10, 50), QMJ(2, 10, 50), eVM1(70), eVM2(70), eVM3(70)
DIM QNM1(70), QNM2(70), QNM3(70) 'see definitions below
DIM TempoV(50), TempQj(50), Tempy(50) 'for use with linear interpolator
DIM jin(3), K(3, 15), uJS(3, 15), Ws(3), mjsX(3, 15)
'CLS

'****** Read N2 inelastic cross section
Note: data is in cm$^{-2}$, and is converted below to m$^{-2}$.

INPUT #1, jin(1)
(Excited states)
FOR j = 1 TO jin(1)
'Now, step through the excited states
INPUT #1, K(1, j), T$, ujs(1, j)
forth this state
'T$ - name of the gas and the excited state
'ujs - inelastic threshold
energy of state j
FOR I = 1 TO K(1, j)
'step through the energy levels of state j.
INPUT #1, eV(1, j, I), QNj(1, j, I) 'eV - energy in electron volts for QNj(1, j, I) = QNj(1, j, I) / 10000
'energy I (or bin) of state j.
NEXT I
'QNj - inelastic cross section for
NEXT j
'energy I (or bin) of state j.

******** Read #2 Momentum Transfer Cross Section Data
********
'Note: data is in cm$^{-2}$, and is converted below to m$^{-2}$.
INPUT #1, jMl, MT$ 'jMl = # of cross sections, MT$ - name of the gas
FOR j = 1 TO jMl
'step through the energy levels
INPUT #1, eVm(j), QNm(j) 'eVm - energy in electron volts
QNm(j) = QNm(j) / 10000 'QNm - momentum transfer cross section
NEXT j

******** Read CO2 inelastic cross section data
********
'Note: data is in cm$^{-2}$, and is converted below to m$^{-2}$.
INPUT #2, jin(2)
'jin = # of inelastic processes
(Excited states)
FOR j = 1 TO jin(2)
'Now, step through the excited states
INPUT #2, K(2, j), T$, ujs(2, j)
for this state
'k(2, J) = # of cross sections
excited state
'T$ - name of the gas and the excited state
'ujs - inelastic threshold
energy of state j
FOR I = 1 TO K(2, j) 'step through the energy
levels of state j.
INPUT #2, eV(2, j, I), QMj(2, j, I) 'eV - energy
in electron volts for
QMj(2, j, I) = QMj(2, j, I) / 10000# 'energy I
(or bin) of state j.
NEXT I 'QMj - inelastic
cross section for
NEXT j 'energy I (or bin)
of state j.

'****** Read CO2 Momentum Transfer Cross Section
Data***************************
'Note: data is in cm^-2, and is converted below to m^-2.
INPUT #2, jm2, MT$ 'jm = # of cross sections, MT$ -
name of the gas
FOR j = 1 TO jm2 'step through the energy levels
INPUT #2, eVm2(j), QMm2(j) 'eVm - energy in
electron volts
QMm2(j) = QMm2(j) / 10000# 'QMm - momentum
transfer cross section
NEXT j

'****** Read He Momentum Transfer Cross Section
Data***************************
'Note: data is in cm^-2, and is converted below to m^-2.
INPUT #3, jm3, MT$ 'jm = # of cross sections, MT$ -
name of the gas
FOR j = 1 TO jm3 'step through the energy levels
INPUT #3, eVm3(j), QMm3(j) 'eVm - energy in
electron volts
QMm3(j) = QMm3(j) / 10000# 'QMm - momentum
transfer cross section
NEXT j

'***************************

label4:
FOR I = 1 TO 3 'set Boltz vibrational temps to
input values
VB(I) = VT(I)
NEXT I
FOR I = 4 TO jin(2) 'set the remaining modes equal to
ambient temp
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VB(I) = T
NEXT I

REDIM a(kc%), b(kc% + 1) 'for use in energy balance & Vd
REDIM A(kc%), b(kc% + 1), Rj(kc%), Rjs(2, 9, kc%)
REDIM RSj(2, 9, kc%), Rjss(kc%) 'Superelastics
REDIM c(kc%, kc%), NO(kc%) 'C= constants
REDIM NO(kc%) 'NO = output energy densities
REDIM IN(kc%), vv(kc%), yb(kc%, kc%) 'used in back-sub.
REDIM PNO(kc%) 'temporary single prec. storage of NO for plotting

'*** Defining of Input Parameters and Constants and Terms in S.I. units***
CONST Pi = 3.1415926535
conv = .00001# 'convergence criteria for iteration loop to end
j = excited state, s = species
ek = value of right hand edge of energy cell
'Qjs - momentum transfer cross section for elastic collisions of
'electrons (of energy ek) with molecules of species
"s" (m^-2)
'Qjs - inelastic cross section for this process (m^-2)
ujs - energy loss in e-volts for the j-th inelastic process in species s
'T molecular gas temperature (K)
'IN = total molecular number density in 1/m^3
'Ms1 - molecular number density of species 1
'ds1 - number density of molecules of species 1/m^3 - delta sub s
'-E = applied field in V/m
'-E/K = input as Volts cm^-2, then converted to Volts m^-2
'do = width of cells along the energy axis - delta "e" (electron volts)
'-P = pressure - input as atmospheres, then converted to
Pascals
q = (1.6022D-19) * 2 'square of electron charge - (e^2)
ec = 1.6022D-19 'electron charge
m = 9.109399999999999D-31 'electron mass
KB = 8.617400000000001D-05'Boltzmann constant in eV/K
kg = 1.3807D-23 'J/K - S.I. Boltzmann constant in J/K
h = .00000001 'time step
Ms1 = 4.6518D-26 'mass of molecular H2 in kg
Ms2 = 7.3045D-26 'mass of molecular CO2 in kg
Ms3 = 6.6463D-27 'mass of He atom in kg

P = press * 110133#
N = P / (kg * T) 'gas density in m^(-3)
EON = E0N / 100000
E = EON * N
D1 = D1 / 100
D2 = D2 / 100
D3 = D3 / 100
Ns(1) = N * D1
Ns(2) = N * D2
Ns(3) = N * D3

** Convert to V m^-2 **

CLS
FOR j = 1 TO 2
    FOR I = 1 TO jin(j)
        mjs%(j, I) = CINT(ujs(j, I) / de)
    NEXT I
NEXT j

** Calculate Elements of a, b, and Rjs **

** Matrixes **

** Calculate Rjs(J,K) matrix elements and the RTjs(K) matrix elements **

** RTjs(K) - sum over all processes **

FOR K = 1 TO 3
    FOR I = 1 TO jin(K)
        FOR j = I TO K(K, I)
            Rjs(K, I, j) = Qjo * SQR(2 * ek * ec / m) * Ns(K) * RTjs(j) = RTjs(j) + Qjo * SQR(2 * ek * ec / m)
            CALL Interp(TempeV(), TempQj(), K(K, I), ek, Qjo, Rjs(K, I, j) = Qjo * SQR(2 * ek * ec / m) * Ns(K))
            CALL Interp(TempeV(), TempQj(), K(K, I), ek, Qsjo)
        NEXT j
    NEXT I
    NEXT K

** Selectively apply the correct vibrational temp **

Rsq(K, I, j) = Rq(K, I, j) * Ns(K) * EXP(-ujs(K, I) / (K * T))
END IF
IF K = 2 THEN
  RSjs(K, I, j) = RSjs(K, I, j) * Ws(K)
  RSjs(K, I, j) = RSjs(K, I, j) * EXP(-ujs(K, I) / (KB* VB(I)))
END IF
RTSjs(j) = RTSjs(j) + RSjs(K, I, j)

'** Note: Rjs and RTSjs include multiplication by Ws **'
NEXT j
NEXT I
NEXT K
FOR I = 1 TO kc%
  ek = I * de
  CALL Interp(eVm1(), QMm1(), jm1, ek, Qms1)
  CALL Interp(eVm2(), QMm2(), jm2, ek, Qms2)
  CALL Interp(eVm3(), QMm3(), jm3, ek, Qms3)
  nup = (SQRT(2 * ek * ek / m) * (d1 * Qms1 + d2 * Qms2 + d3 * Qms3))
  nub = (d1 * Qms1 / Ms1) + (d2 * Qms2 / Ms2) + (d3 * Qms3 / Ms3)
  nub = nub * (SQRT(2 * ek * ek / m)) * 2 * m * N
  A(I) = (2 * N * ek / (3 * m)) * ((E / N) - 2) * (1 / nup) * (de - 2)
  A(I) = A(I) + (ek + (de / 4)) + (nub / (2 * de)) * (KB * T / 2)
  A(I) = A(I) + (nub / (2 * de)) * (-ek + (2 * KB * T / de) * ek)
  b(I + 1) = (2 * N * ek / (3 * m)) * ((E / N) - 2) * (1 / nup) * (de - 2)
  b(I + 1) = b(I + 1) + (ek - (de / 4)) - (nub / (2 * de)) * (KB * T / 2)
  b(I + 1) = b(I + 1) + (ek + (2 * KB * T / de) * ek)
  b(I + 1) = b(I + 1) + (nub / (2 * de))
NEXT I

'******* Load (I-hc)-Matrix *******
b(1) = 0 'boundary condition
A(kc%) = 0 'boundary condition
c(1, 2) = -h * b(2)
c(1, 1) = 1 + h * (A(1) + b(1) + RTSjs(1) + RTSjs(1))
c(kc%, kc% - 1) = -h * A(kc% - 1)
c(kc%, kc%) = 1 + h * (A(kc%) + b(kc%) + RTSjs(kc%))
c(kc%. kc%) = c(kc%, kc%) + h = RTSjs(kc%)
FOR i = 2 TO kc% - 1
  c(i, I - 1) = -h * A(I - 1)
  c(i, I + 1) = -h * b(I + 1)
  c(i, I) = 1 + h * (A(I) + b(I) + RTSjs(I) + RTSjs(I))
NEXT I
FOR K = 1 TO 2 'species
  FOR I = 1 TO kc% 'energy bin
    FOR j = 1 TO jin(K) 'excited state
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IF I + mjs%(K, j) <= kc% THEN
  cim = -h * Rjs(K, j, I + mjs%(K, j))
  c(I, I + mjs%(K, j)) = cim + c(I, I + mjs%(K, j))
END IF

IF I - mjs%(K, j) >= 1 THEN
  cim = -h * Rjs(K, j, I - mjs%(K, j))
  c(I, I - mjs%(K, j)) = cim + c(I, I - mjs%(K, j))
END IF

NEXT j
NEXT I
NEXT K
PRINT ""
PRINT "(I-h*c) Matrix Loaded"

'************** Calculate the Inverse of (I-h*c)***************
'************* LU Decomposition Matrix Inversion Algorithm*************
'******** See Numerical Recipes - page 38**************

'******** Perform LU Decomposition*******************************
CONST Tiny = 1E-20
D = 1
FOR I = 1 TO kc%
  Aamax = 0
  FOR j = 1 TO kc%
    IF ABS(c(I, j)) > Aamax THEN
      Aamax = ABS(c(I, j))
    END IF
  NEXT j
  IF Aamax = 0 THEN
    PRINT "Singular Matrix"
    END
  END IF
  vv(I) = 1 / Aamax
NEXT I
FOR j = 1 TO kc%
  FOR I = 1 TO j - 1
    sum = c(I, j)
    FOR K = 1 TO I - 1
      sum = sum - c(I, K) * c(K, j)
    NEXT K
    c(I, j) = sum
  NEXT I
  Aamax = 0
  FOR I = j TO kc%
sum = c(I, j)
FOR K = 1 TO j - 1
    sum = sum - c(I, K) * c(K, j)
NEXT K


Next I
IF j <> Imax THEN
    FOR K = 1 TO kc%
        dum = c(Imax, K)
        c(Imax, K) = c(j, K)
        c(j, K) = dum
    NEXT K
    D = -D
    vv(Imax) = vv(j)
END IF

END I

sum = c(I, j)
next j

End

Substitution
FOR I = 1 TO kc%
    FOR j = 1 TO kc%
        yb(I, j) = 0
    NEXT j
    yb(I, I) = 1
NEXT I

FOR j = 1 TO kc%
    II = 0
    FOR I = 1 TO kc%
        LL = Indx(I)
        sum = yb(LL, j)
        yb(LL, j) = yb(I, j)
        IF II <> 0 THEN
            FOR J1 = II TO I - 1
                sum = sum - c(I, J1) * yb(J1, j)
            NEXT J1
        END IF
    NEXT I
END
ELSEIF sum <> 0 THEN
    II = I
END IF
yb(I, j) = sum
NEXT I
FOR I = kc% TO 1 STEP -1
    sum = yb(I, j)
    IF I < kc% THEN
        FOR J1 = I + 1 TO kc%
            sum = sum - c(I, J1) * yb(J1, j)
        NEXT J1
    END IF
    yb(I, j) = sum / c(I, I)
NEXT I
PRINT "Inverse of (I-hc) computed"

********** Load initial values for NO matrix**********
FOR I = 1 TO kc%
    NO(I) = 1
NEXT I

********** Calculate NO matrix through iteration**********
FOR K = 1 TO 300 'sets the maximum number of iterations
    FOR I = 1 TO kc% 'calculate the new electron number density
        sum = 0
        FOR j = 1 TO kc%
            sum = sum + (yb(I, j) * NO(j))
        NEXT j
        NO1(I) = sum
        PRINT "I = "; I; " NO(I)"; " NO(I); " NO1(I)";
    NEXT I
    sum1 = 0 'calculate the normalization factors for NO & NO1
    FOR I = 1 TO kc%
        sum1 = sum1 + (NO(I))
    NEXT I
    sum = 0
    FOR I = 1 TO kc%
        sum = sum + (NO(I))
    NEXT I
    NO1(I) = sum1 / sum1 'maximum difference value for a particular iteration
    diffl = NO(I) / sum
    diffl = NO1(I) / sum1
    diff = ABS(diffl)
    IF diff < 0.0001 THEN
        PRINT "Convergence achieved";
        BREAK
    END IF
NEXT K
PRINT "Convergence not achieved after 300 iterations";

IF diff > cmax THEN
  cmax = diff
END IF

NO(I) = NO1(I)  'Set up NO values for next K iteration
NEXT I

iter = K  'Used below to print out number of iterations
IF cmax < conv THEN  'Test for convergence
  K = 300
END IF

NEXT K
FOR I = 1 TO kc%
  NO(I) = NO(I) / sum  'normalization
  PNO(I) = NO(I)  'storage for plotting below, to p.oevent parameter
  NEXT I

'******** Plot the normalized electron number density distribution ********
BEEP
CALL Ploti(de, kc%, PNO(), h, T, P, EON)  'plot routine just for no. dens.

'******** Calculate a-bar and b-bar for drift velocity calculations ********
FOR I = 1 TO kc%
  ek = I * de
  CALL Interp(eVm1(), QNm1(), jm1, ek, Qms1)
  CALL Interp(eVm2(), QNm2(), jm2, ek, Qms2)
  CALL Interp(eVm3(), QNm3(), jm3, ek, Qms3)
  nup = (SQR(2 * ec * ek / m)) * (d1 * Qms1 + d2 * Qms2 + d3 * Qms3)
  nub = (d1 * Qms1 / Ms1) + (d2 * Qms2 / Ms2) + (d3 * Qms3 / Ms3)
  nub = nab * (SQR(2 * ec * ek / m)) + 2 * m * N
  abar(I) = (2 * N * ec / (3 * m)) * ((E / H) - 2) * (1 / nup) * (de - 2)
  abar(I) = abar(I) * (ek + (de / 4))
  bbar(I + 1) = (2 * N * ec / (3 * m)) * ((E / H) - 2) * (1 / nup) * (de - 2)
  bbar(I + 1) = bbar(I + 1) * (ek - (de / 4))
NEXT I

'******** Calculate Drift Velocities
........................................
CLS 0
PRINT "Loop ended with iteration "; iter;
PRINT USING " Difference = #.####"; cmax
PRINT "Number of bins ="; kc%; " de=";
PRINT USING "##.####"; de;
PRINT "eV ";
PRINT USING " N2/CO2/He = ##/##/##"; d1; d2; d3
Vd = 0
ebar = 0
FOR I = 1 TO kc%  'Calculate numerical drift
  Vd = Vd + (abar(I) - bbar(I)) * NO(I)
  ebar = ebar + (NO(I) * (I * de))
NEXT I
Vd = Vd * de / E
PRINT USING " T =#### T(100) =####"; T; VB(2);
PRINT USING " T(010) =#### T(001) =####"; VB(1); VB(3)
PRINT USING " E/N = ##.####"; (E / N) * 10000;
PRINT USING "Vcm"2 Numerical Drift Velocity = ##.####"; Vd/.01;
PRINT "cm/s"
PRINT USING " Average electron energy = ##.####"; ebar;
PRINT "eV"

'****** Min and Max Values of the Distribution
********************
Max = NO(1)  'Determine range of values
for y-axis
Min = NO(1)
FOR I = 1 TO kc%
  IF NO(I) > Max THEN
    Max = NO(I)
  END IF
  IF NO(I) < Min THEN
    Min = NO(I)
  END IF
NEXT I
PRINT USING "Max value of distribution = ##.####"; Max;
PRINT USING " Min value of distribution = ##.####"; Min

'****** Excitation Rate Calculations - From Rockwood and Greene, eq.(18) **
PRINT ""
PRINT " Excitation Rates for Nitrogen"
TOTN2RATE = 0
FOR I = 1 TO jin(1)  'number of excited states in aspecies
  FOR j = 1 TO K(1, I)  ' # of data points available for interp.
    TempE(j) = eV(1, I, j)
    TempQj(j) = QNj(i, I, j)
  NEXT j
N2RATE = 0
FOR j = 1 TO kc% 'energy bin
    ek = j * de
    CALL Interp(TempeV(), TempQj(), K(1, I), ek, Qjo)
    N2RATE = N2RATE + Qjo * SQR(2 * ek * ec / m) * NO(j)
NEXT j
PRINT "v = "; I; " Rate = ";
PRINT USING "##.###-----"; N2RATE * 1000000#
'conversion to cm^-3
PRINT " cm^-3/sec"
TOTN2RATE = TOTN2RATE + N2RATE * 1000000#
TOTN2R(i) = TOTN2R(i) + (I * N2MATE) 'Rate calculation
for term Wc
NEXT I
PRINT USING "Total excitation rate of all levels =
##.###-----";
TOTN2RATE;
PRINT " cm^-3/sec"

'**** CO2 ****

'Vibration - (010)
FOR j = 1 TO K(2, 1)
    TempeV(j) = eV(2, 1, j)
    TempQj(j) = QNj(2, 1, j)
NEXT j
CO2R2 = 0
FOR j = 1 TO kc% 'Vibration - (010)
    ek = j * de
    CALL Interp(TempeV(), TempQj(), K(2, 1), ek, Qjo)
    CO2R2 = CO2R2 + Qjo * SQR(2 * ek * ec / m) * NO(j)
NEXT j

'Vibration - (100)
FOR j = 1 TO K(2, 2)
    TempeV(j) = eV(2, 2, j)
    TempQj(j) = QNj(2, 2, j)
NEXT j
CO2R1 = 0
FOR j = 1 TO kc% 'Vibration - (100)
    ek = j * de
    CALL Interp(TempeV(), TempQj(), K(2, 2), ek, Qjo)
    CO2R1 = CO2R1 + Qjo * SQR(2 * ek * ec / m) * NO(j)
NEXT j

'Vibration - (001)
FOR j = 1 TO K(2, 3)
    TempeV(j) = eV(2, 3, j)
    TempQj(j) = QNj(2, 3, j)
NEXT j
CO2R3 = 0
FOR j = 1 TO kc% 'Vibration - (001)
    ek = j * de
    CALL Interp(TempeV(), TempQj(), K(2, 3), ek, Qjo)
    CO2R3 = CO2R3 + Qjo * SQR(2 * ek * ec / m) * NO(j)
NEXT j
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CALL Interp(TempsV(), TempQj(), K(2, 3), ek, Qjo)

CO2R3 = CO2R3 + Qjo * SQR(2 * ek * ec / m) * WO(j)

NEXT j
PRINT "Excitation rates for CO2"
PRINT USING "Excitation rate for (100) = #:##.###"; CO2R1 *1000000#
PRINT "cm"^3/sec"
PRINT USING "Excitation rate for (010) = #:##.###"; CO2R2 *1000000#
PRINT "cm"^3/sec"
PRINT USING "Excitation rate for (001) = #:##.###"; CO2R3 *1000000#
PRINT "cm"^3/sec"

'****** Calculation of Pumping Terms

CD = jd! = 10000!  'Conversion of current density to A/m^-2
Ne = CD / (Vd * ec)  'Electron number density in 1/(s*cm^-3)
Wa = Ne * (d2 * m) * CO2R3  '1/(s*cm^-3)
Wb = Ne * (d2 * m) * CO2R1  '1/(s*cm^-3)
Wc = Ne * (d1 * m) * TOTWR  '1/(s*cm^-3)

'****** Energy balance check

Egain = 0
Eelastic = 0
Einel = 0
FOR I = 1 TO kc%
Egain = Egain + (abar(I) - bbar(I)) * WO(I) * de
Eelastic = Eelastic - (A(I) - abar(I) - b(I) + bbar(I)) * NO(I) * de
FOR K = 1 TO 2  'species
FOR j = 1 TO jin(K)  'excited state
IF I + mjs%(K, j) <= kc% THEN
Eim = Ejs(K, j, I + mjs%(K, j))
Eim = Eim + NO(I + mjs%(K, j)) * mjs%(K, j) * de
END IF
Einel = Einel + Eim
END IF
IF I - mjs%(K, j) >= 1 THEN
Einl = RSjs(K, j, I - mjs%(K, j))
Einl = Einl + NO(I - mjs%(K, j)) * mjs%(K, j) * de
END IF
Einel = Einel - Einl
END IF
NEXT j
NEXT K
PRINT "Energy balance is good to ";
PRINT USING "#:##.###"; ABS((Egain - Eelastic - Einel) /
Egain)
PRINT ""
INPUT "Press Return to Continue", ff$
ERASE abar, bbar, A, b, RTjs, Rjs, RSjs, RTSjs, c, NO, NO1,
IMdx, vv, yb, PNO
CLS
END SUB
Appendix B. Program CO2OSC Modifications

'****** CO2OSC - CO2 Laser Design Software
*********************************************************
DECLARE SUB Plot2 (h1!, h2!, jChStep%, ChTimeStep!, tCav!,
jmax%, Yquant(), title$)
DECLARE SUB cgadump (res!)
DECLARE SUB Boltz (kc%, de!, pres!, d2!, d1!, d3!, T!,
VT!(),
EM!, jd!, Wa!, Wb!, Wc!)
DECLARE SUB Interp (x!, y!(), i!, xin!, yout!)
DECLARE SUB Plot1 (de!, kc%, NO!(), \,. T!, P!, EM!)
DECLARE SUB RungeKutta4 (t0!, y0!(), T!, y!(), h!)
DECLARE FUNCTION V! (I%, TV, y!())
CLEAR , , 1700 'Allows increased stack space for
subprocedures & functions.
'This CO2 pulsed laser model assumes 4-level operation. It
incorporates
' choice of integration time steps to track both the
"pulse" and the
' "tone" portions of the laser pulse.

'****** NOMINAL INPUT PARAMETER LIST ******

Lres = 1: refl = 71.6364: areaSec = .0004
pres = 1: pctCO2 = 10: pctH2 = 10: pctHe = 80
pctH2O = 0: pctH2 = 0: temp = 300
tauPump = 10: tmax = 400: h1 = .1: h2 = 1
pumpEff = .2: tChStep = 30: ChTimeStep = 1: fileStep = 5
timeFilUnits = 0: isotopes = 0: resonator = 1: alpha = 3
qSwitch = 0: timeqSwitch = 15: pulseShape = 0: EM = 1E-16

'****** For use with Sub Boltz
*********************************************************
DIM VT(15)
VT(2) = 300: VT(1) = 300: VT(3) = 4000: kc% = 30: de =
.1333: jd!
= 100
Prev$ = "n"

inputroutine:
n1 = 1: n2 = 3 'make array size variable so compiler
allocates dynamically
IF ChTimeStep = 0 THEN n3 = tmax / h1 ELSE n3 = tChStep / h1
+ (tmax - tChStep) / h2
REDIM SHARED Pop(n1 TO n2, n3), Gain(n3), Power(n3), Energy(n3),
REDIM Ps spont4Pi(n3), E spont4Pi(n3) AS SINGLE
REDIM SHARED y0(1 TO 4) AS SINGLE
REDIM SHARED y(1 TO 4) AS SINGLE
DIM SHARED PumpOn AS INTEGER
DIM SHARED Ga, Gb, GcCO2, GcN2, Wa, Wb, Wc, Ws, resonator1, degenRatio, qSwitch

\[ \text{tCav} = 2 \times \text{Lres} / \text{cLight} / \log(1 / (\text{refl} / 100)) \]  
\text{'cavity lifetime'}

COLOR 15, 1
CLS
COLOR 15, 2
PRINT "  INPUT PARAMETERS ";
COLOR 15, 1: PRINT " ";
COLOR 14, 4: PRINT "### Version "; version$; ", Dave Stone,
"; date$; " ### ";
COLOR 15, 1
PRINT "a. Resonator Length (m) "; Lres
PRINT "b. Output Reflectivity (%) "; refl; " ";
COLOR 15, 2: PRINT " cavity lifetime = ";
PRINT USING "##.#"; tCav * 1E+09;
PRINT "  nanosec ": COLOR 15, 1
PRINT "c. Q Switch on-1, off-0 "; qSwitch
PRINT "d. time to Q Switch "; timeqSwitch; " tCav" 
PRINT "d. Pressure (atm) "; pres; " ";
COLOR 15, 2: PRINT " * The code's time unit = cavity lifetime.";
COLOR 15, 1
PRINT "e. Percent CO2 in V cm^{-2}";
PRINT " "; pctCO2; " y. E/N"
PRINT "f. Percent H2 and Vibrational Temp":
PRINT " of mode (100)"; VT(2)
PRINT "g. Percent H2 and Vibrational Temp":
PRINT " of mode (010)"; VT(1)
PRINT "h. Percent H2O and Vibrational Temp":
PRINT " of mode (001)"; VT(3)
PRINT "i. Percent H2 and Number of energy":
PRINT " bins "; kc%
PRINT "j. Pump Efficiency and Energy cell width":
PRINT " in eV "; de
PRINT "k. Temperature (K) and Current Density":
PRINT " (A/cm^{-2}) "; jd!
PRINT "1. Pump Pulse Length (t0) " tauPump; "
Previous Kinetics?";
PRINT " (y/n) " Prev$
PRINT "11. Pulse Shape 0-rec,1-sin " pulseShape
PRINT "m. Max Computation Time (t0)"; tmax
PRINT "n. Integration Time Step #1 " h1
PRINT "p. Integration Time Step #2 " h2
PRINT "r. Time to Change Time Step " tChStep
PRINT "s. Change time step: 0,1 " ChTimeStep
PRINT "v. C12 - 0 or C13 - 1 " isotope
PRINT "x. Unfav loss % per rnd trip"; alpha
COLOR 14, 4
INPUT "Select item to be changed, <q> to quit, or <RETURN>
to run: ", Choices
SELECT CASE Choices
CASE "a", "A"
    INPUT "Lres = ", Lres
CASE "b", "B"
    INPUT "rel = ", rel1
CASE "c", "C"
    INPUT "qSwitch = ", qSwitch
CASE "c1", "Cl"
    INPUT "time to Q Switch = ", timeqSwitch
CASE "d", "D"
    INPUT "pres = ", pres
CASE "e", "E"
    INPUT "pctCO2 = ", pctCO2
CASE "f", "F"
    INPUT "pctN2 = ", pctN2
CASE "g", "G"
    INPUT "pctNE = ", pctNe
CASE "h", "H"
    INPUT "pctH2O = ", pctH20
CASE "i", "I"
    INPUT "pctH2 = ", pctH2
CASE "j", "J"
    INPUT "pumpEff = ", pumpEff
CASE "k", "K"
    INPUT "temp = ", temp
CASE "l", "L"
    INPUT "tauPump = ", tauPump
CASE "1", "L1"
    INPUT "pulse shape = ", pulseShape
CASE "m", "M"
    INPUT "tMax = ", tmax
CASE "n", "N"
    INPUT "h1 = ", h1
CASE "p", "P"
    INPUT "h2 = ", h2
CASE "r", "R"
    INPUT "tChStep = ", tChStep
CASE "s", "S"
    INPUT "ChTimeStep = ", ChTimeStep
CASE "v", "V"
    INPUT "isotope = ", isotope
CASE "w", "W"
    INPUT "resonator = ", resonator
CASE "x", "X"
    INPUT "alpha = ", alpha
CASE "y", "Y"
    INPUT "E/H in V cm^-2 = ", EH
CASE "y1", "Y1"
    INPUT "T(100) in (K) = ", VT(2)
CASE "y2", "Y2"
    INPUT "T(010) = ", VT(1)
CASE "y3", "Y3"
    INPUT "T(001) = ", VT(3)
CASE "y4", "Y4"
    INPUT "Number of cells (kc%) = ", kc%
CASE "y5", "Y5"
    INPUT "cell width de = ", de
CASE "y6", "Y6"
    INPUT "current density (A/cm^-2) = ", jd!
CASE "y7", "Y7"
    INPUT "use previous kinetic calculations (y/n) ? ", Prev$
    CASE "q", "Q"
        END
    CASE "n"
        GOTO MainBody
    CASE ELSE
        "Continue"
    END SELECT

'pump rates and effective spontaneous emission rate

d2 = pctCO2: d1 = pctHe2: d3 = pctHe
    'For use with Boltz subprocedure
IF Prev$ = "n" THEN
    CALL Boltz(kc%, de, pres, d2, d1, d3, temp, VT(), EH, 
        jd!, W1, W2, W3)
    'Wb = Wa
'****** Check to see if Boltz calculation is acceptable

PRINT "Is the Boltzmann calculation acceptable (y/n) ?"
    INPUT "     y - continue the program    n - return to 
        menu", L$
SELECT CASE L$
    CASE "n"
        GOTO inputroutine:
SELECT END IF PRINT "Laser calculation in progress."

\[ Wa = \frac{tCav \cdot W1}{dCrit} \]

\[ Wb = \frac{tCav \cdot W2}{dCrit} \]

\[ Wc = \frac{tCav \cdot W3}{dCrit} \]

\[ Ws = \frac{rSigma \cdot areaSec}{\pi} \]

\[ Wcl = Wc, \quad Wal = Wa, \quad Wbl = Wb \]

'Output routines
BEEP
Start:
COLOR 14, 4
INPUT "Print again? y or n ", b$
IF b$ = "y" THEN GOTO Start
titles = "Power(MW/1) vs time(ns)"
CALL Plot2(h1, h2, jChStep, ChTimeStep, tCav, jmax, Power(), titles)
titles = "Energy(J/1) vs time(ns)"
CALL Plot2(h1, h2, jChStep, ChTimeStep, tCav, jmax, Energy(), titles)
INPUT "Make data files? y or n ", c$
IF c$ = "y" THEN GOTO OutputFiling ELSE GOTO inputroutine

RoutineVariableTimeStep:
COLOR 14, 4
Finish:
COLOR 14, 4
INPUT "Print again? y or n ", b$
IF b$ = "y" THEN GOTO Start
titles = "Power(MW/1) vs time(ns)"
CALL Plot2(h1, h2, jChStep, ChTimeStep, tCav, jmax, Power(), titles)
titles = "Energy(J/1) vs time(ns)"
CALL Plot2(h1, h2, jChStep, ChTimeStep, tCav, jmax, Energy(), titles)
Appendix C. Subprograms

DEFINT I-J
DEFSG A-C, F-G, L-O, R-S, U, X-Z


SUB cgadump (res)
DIM buf(800) AS INTEGER, I AS INTEGER, j AS INTEGER
DIM col AS INTEGER
esc$ = CHR$(27)
WIDTH "lpt1:", 255
SELECT CASE res
CASE LORES:
   ctrlchar$ = "K"
   incr = 4
   bytes = 400
CASE MEDRES:
   ctrlchar$ = "Y"
   incr = 8
   bytes = 800
CASE HIRES:
   ctrlchar$ = "L"
   incr = 8
   bytes = 800
END SELECT
LPRIIT esc$; "3"; CHR$(24)
FOR col = 0 TO 79
   DEF SEG = &H800
   I = bytes - 1
   FOR j = 0 TO 99
      buf(I) = PEEK(j * 80 + col)
      buf(I - 1) = buf(I)
      IF (res <> LORES) THEN
         buf(I - 2) = buf(I)
         buf(I - 3) = buf(I)
      END IF
      I = I - incr
   NEXT j
   DEF SEG = &HBA00
   I = bytes - 1 - incr / 2
   FOR j = 0 TO 99
      buf(I) = PEEK(j * 80 + col)
      buf(I - 1) = buf(I)
      IF (res <> LORES) THEN
         buf(I - 2) = buf(I)
         buf(I - 3) = buf(I)
      END IF
   NEXT j
I = I - incr
NEXT j
hibyte = bytes \ 256
lobyte = bytes - (hibyte * 256)
LPRINT esc$; ctrlchar$;
LPRINT CHR$(lobyte); CHR$(hibyte);
FOR I = 0 TO bytes - 1
    LPRINT CHR$(buf(I));
NEXT I
LPRINT
NEXT col
LPRINT CHR$(12);
END

DEF I^
SUB Interp (x(), y(), N, xin, yout)
    'x - input tabulated abscissas
    '(known)
    'y - input tabulated ordinates
    '(known)
    'n - max index of input arrays
    'xin - input abscissa value
    '(known)
    'yout - output ordinate value
    '(unknown)
    IF xin < x(1) THEN
        'Check to see if input x value is in
        'table range.
        yout = 0
        GOTO label2:
    ELSEIF xin > x(N) THEN
        GOTO label2:
    END IF
    klo = 1
    khi = N
    label3:
    IF khi - klo > 1 THEN
        KK = (khi + klo) / 2
        IF x(KK) > xin THEN
            khi = KK
        ELSE
            klo = KK
        END IF
    GOTO label3:
    END IF
    h = x(khi) - x(klo)
    IF h = 0 THEN
PRINT "Bad x input"
END

yout = y(klo) + ((xin - x(klo)) / h) * (y(khi) - y(klo))
label2:
END SUB

DEFINT I-J
SUB Plotl (de, kc%, NO(), h, T, P, EN)
  '******** Linear Plot
  '************************************
  '******** Draw axes and tick marks
  '************************************
  xmin = de 'Determine range of values for x-axis
  xmax = de + kc%
  Max = NO(I) 'Determine range of values for y-axis
  Min = 0
  FOR I = 1 TO kc%
    IF NO(I) > Max THEN
      Max = NO(I)
    END IF
  NEXT I
  CLS 0 'Clear the screen
  SCREEN 2 'Set the display to 640 x 200
  WINDOW
  VIEW
  LINE (64, 180)-(640, 180) 'Draw horizontal axis
  FOR x = 0 TO 10 'Draw tick marks on horizontal axis
    LINE (x * 115 + 64, 178)-(x * 115 + 64, 182)
    LINE ((x * 115 / 2) + 64, 178)-((x * 115 / 2) + 64, 182)
  NEXT x
  LINE (64, 20)-(64, 180) 'Draw vertical axis
  FOR y = 0 TO 10 'Draw tick marks on vertical axis
    LINE (64, 180 - y * 16)-(68, 180 - y * 16)
  NEXT y
  '****************** Label the Tick Marks
  '******************
  LOCATE 1, 1
  PRINT "Electron No. Density ";
  PRINT "Number of bins ="; kc%; " de=";
  PRINT USING "##.#####"; de;
  PRINT "eV h=";
  PRINT USING "##.#####----"; h
  PRINT " Linear Plot Temp = "; T; " Pressure = "; P / 1101332; " atm":
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PRINT "E/N=
PRINT USING "##.###-###": (EN) * 10000#;
PRINT "V cm^2"
YRange = Max - Min  ' y-axis range
YIncr = YRange / 10  ' incremental difference between y-axis ticks
FOR y = 0 TO 10  ' Label vertical axis tick marks
    LOCATE y * 2 + 3, 1
    PRINT USING "#.###": (Min + (10 - y) * YIncr)
NEXT y
XMin = 0
XRange = Xmax - Xmin  ' x-axis range
XIncr = XRange / 5  ' incremental difference between x-axis ticks
LOCATE 24, 5
FOR x = 0 TO 4  ' Label horizontal axis tick marks
    PRINT USING "#.###": TAB((x) * 14 + 5); (Min + x * XIncr);
NEXT x
PRINT USING "#.###": (Min + 5 * XIncr);

****** Plot the Data
*********************************************************
VIEW (64, 20)-(639, 180)  ' Define view port to match axes
WINDOW (Xmin, Min)-(Xmax, Max)  ' Scale pixel coordinates
FOR x = 1 TO kc% - 1
    x1 = Xmin + (XRange / (kc% - 1)) * (x - 1)
    y1 = NO(x)
    x2 = Xmin + (XRange / (kc% - 1)) * (x)
    y2 = NO(x + 1)
    LINE (x1, y1)-(x2, y2)
NEXT x
LOCATE 25, 1
PRINT "Send plot to printer ?
LS = INPUT$(1)
SELECT CASE LS
    CASE "y", "Y"
        LOCATE 25, 1: PRINT "
        CALL cgadump(1)
END SELECT
SCREEN 0

****** Log Plot
******************************************************************************
****** Draw axes and tick marks
******************************************************************************
Xmin = de  ' Determine range of values for
x-axis
Xmax = de * kc%
FOR I = 1 TO kc%
    NO(I) = .4342944828 * LOG(NO(I))  'Convert NO() to common log
NEXT I
Max = NO(I)                         'Determine range of values for y-axis
Min = NO(I)
FOR I = 1 TO kc%
    IF NO(I) > Max THEN
        Max = NO(I)
    END IF
    IF NO(I) < Min THEN
        Min = NO(I)
    END IF
NEXT I
Min = INT(Min)
Max = INT(Max + 1)
CLS 0                           'Clear the screen
SCREEN 2                       'Set the display to 640 x 200
WINDOW
VIEW
LINE (64, 180)-(640, 180)     'Draw horizontal axis
FOR x = 0 TO 10               'Draw tick marks on horizontal axis
    LINE (x * 115 + 64, 176)-(x * 115 + 64, 182)
    LINE ((x * 115 / 2) + 64, 178)-((x * 115 / 2) + 64, 182)
NEXT x
LINE (64, 20)-(64, 180)       'Draw vertical axis
FOR y = 0 TO 10               'Draw tick marks on vertical axis
    LINE (64, 180 - y * 16)-(68, 180 - y * 16)
NEXT y

'**********************************************************************************
Label the Tick Marks
**********************************************************************************
LOCATE 1, 1
PRINT "Electron No. Density ";
PRINT "Number of bins = "; kc%; " de = ";
PRINT USING "#.### "; de;
PRINT "eV h = ";
PRINT USING "#.###----- "; h
PRINT " Semi-Log Plot Temp = "; T; " Pressure = "; P / 1101338; " atm ";
PRINT " E / N = ";
PRINT USING "#.###----- "; (E/W) * 100000;
PRINT " V cm^-2 ";
YRange = Max - Min                'y-axis range
YIncr = YRange / 10       'incremental difference
between y-axis ticks
PRINT USING "###.##"; Max 'Label vertical axis tick
marks
FOR y = 1 TO 10
    LOCATE y * 2 + 3, 1
    PRINT USING "###.##"; (Min + (10 - y) * YIncr)
NEXT y

'XMin = 0
Xrange = Xmax - Xmin 'x-axis range
XIncr = XRange / 5 'incremental difference
between x-axis ticks
LOCATE 24, 5
FOR x = 0 TO 4 'Label horizontal axis tick
    PRINT USING "##...."; TAB((x) * 14 + 5); (Xmin + x * XIncr);
NEXT x
PRINT USING "##----"; (Xmin + 5 * XIncr);

'*************************************************************************

VIEW (64, 20)-(639, 180) 'Define view port to match axes
WINDOW (Xmin, Min)-(Xmax, Max) 'Scale pixel coordinates
FOR x = 1 TO kc% - 1
    xl = Xmin + (XRange / (kc% - 1)) * (x - 1)
    y1 = NO(x)
    x2 = Xmin + (XRange / (kc% - 1)) * (x)
    y2 = NO(x + 1)
    LINE (xl, y1)-(x2, y2)
NEXT x
LOCATE 25, 1
PRINT "Do you wish to specify the x & y ranges to be plotted ?";
L$ = INPUT$(1)
SELECT CASE L$
    CASE "y", "Y"
        LOCATE 25, 1: PRINT " "
        CALL cgadump(NIRES)
END SELECT
SCREEN 0
END SUB

SUB Plot2 (h1, h2, jChStep, ChTimeStep, tCav, jmax, Yquant(), title$)
    '******* Linear Plot
    '*************************************************************************
    '******** Draw axes and tick marks
    '*************************************************************************
    GOTO autocoords
stplot:
PRINT "Do you wish to specify the x & y ranges to be plotted"
L$ = INPUT$(1)
SELECT CASE L$
    CASE "y", "Y"
        GOTO mancoords
END SELECT
autocoords: 'sets x & y ranges to be plotted automatically
Xmin = 0 'Determine range of values for x-axis
IF ChTimeStep = 0 THEN
    Xmax = (hi * tCav * 1E+09) * jmax
ELSE
    Xmax = (jChStep * hi + (jmax - jChStep) * h2) * tCav * 1E+09
END IF
Max = Yquant(1) 'Determine range of values for y-axis
Min = 0
FOR I = 1 TO jmax
    IF Yquant(I) > Max THEN
        Max = Yquant(I)
    END IF
NEXT I
GOTO endcoords
mancoords: INPUT "The minimum and maximum x values (ns) are:"; Xmin, Xmax
PRINT "Do you wish to specify the y range to be plotted?"
L$ = INPUT$(1)
SELECT CASE L$
    CASE "y", "Y"
        GOTO ycoords
    END SELECT
Max = Yquant(1) 'Determine range of values for y-axis
Min = 0
FOR I = 1 TO jmax
    IF Yquant(I) > Max THEN
        Max = Yquant(I)
    END IF
NEXT I
GOTO endcoords
ycoords: INPUT "The minimum and maximum y values are:"; Min, Max
endcoords:.cls 0 'Clear the screen
SCREEN 2 'Set the display to 640 x 200
VIEW
LINE (64, 180)-(640, 180)  'Draw horizontal axis
FOR x = 0 TO 10           'Draw tick marks on horizontal axis
    LINE (x * 115 + 64, 176)-(x * 115 + 64, 182)
    LINE ((x * 115 / 2) + 64, 178)-((x * 115 / 2) + 64, 182)
NEXT x
LINE (64, 20)-(64, 180)   'Draw vertical axis
FOR y = 0 TO 10           'Draw tick marks on vertical axis
    LINE (64, 180 - y * 16)-(68, 180 - y * 16)
NEXT y

'*************** Label the Tick Marks
*****************************************************************************
LOCATE 1, 1
PRINT title$; " Linear Plot"
YRange = Max - Min          'y-axis range
YIncr = YRange / 10         'incremental difference between y-axis ticks
FOR y = 0 TO 10             'Label vertical axis tick marks
    LOCATE y * 2 + 3, 1
    PRINT USING "**.##...**"; (Min + (10 - y) * YIncr)
NEXT y

'XMin = 0
XRange = Xmax - Xmin        'x-axis range
XIncr = XRange / 5          'incremental difference between x-axis ticks
LOCATE 24, 5
FOR x = 0 TO 4              'Label horizontal axis tick marks
    PRINT USING "##...##"; TAB((x) * 14 + 5); (Xmin + x * XIncr)
NEXT x
PRINT USING "##...##"; (Xmin + 5 * XIncr);

'**************** Plot the Data
*****************************************************************************
VIEW (64, 20)-(639, 180)    'Define view port to match axes
WINDOW (Xmin, Min)-(Xmax, Max) 'Scale pixel coordinates
IF ChTimeStep = 1 THEN GOTO varplot
FOR x = 1 TO jmax - 1
    y1 = Yquant(x)
    x1 = (hi * tCav * 1E+09) * (x - 1)
    x2 = (hi * tCav * 1E+09) * (x)
    y2 = Yquant(x + 1)
    LINE (x1, y1)-(x2, y2)
NEXT x
GOTO plotend
varplot:
FOR x = 1 TO jmax - 1
    IF x <= jChStep - 1 THEN
        x1 = (h1 * tCav * 1E+09) * (x - 1)
        x2 = (h1 * tCav * 1E+09) * (x)
        y1 = Yquant(x)
        y2 = Yquant(x + 1)
        LINE (x1, y1)-(x2, y2)
    END IF
    IF x = jChStep THEN
        x1 = (h1 * tCav * 1E+09) * (x - 1)
        x2 = (jChStep * h1 + (x - jChStep) * h2) * tCav * 1E+09
        y1 = Yquant(x)
        y2 = Yquant(x + 1)
        LINE (x1, y1)-(x2, y2)
    END IF
    IF x > jChStep THEN
        x1 = jChStep * h1 + ((x - i) - jChStep) * h2
    END IF
NEXT x
plotend:
LOCATE 25, 1
PRINT "Send plot to printer ?";
L$ = INPUT$(1)
SELECT CASE L$
    CASE "y", "Y"
        LOCATE 25, 1: PRINT ""
        CALL cgadump(HIRES)
    END SELECT
LOCATE 25, 1: PRINT "Plot the Linear Plot again ?"
L$ = INPUT$(1)
SELECT CASE L$
    CASE "y", "Y"
        GOTO stplot
    END SELECT

'****** Log Plot
'******************************************************************************
'****** Draw axes and tick marks
'******************************************************************************
FOR I = 1 TO jmax 'Convert Yquant() to common log
    Yquant(I) = .4342944829 * LOG(Yquant(I))
NEXT I
GOTO autocoords1
stplotl:
PRINT "Do you wish to specify the x & y ranges to be plotted
for
Log Plot ?"
L$ = INPUT$(1)
SELECT CASE L$
  CASE "y", "Y"
    GOTO mancoords1
END SELECT
autocoords1:   "sets x & y ranges to be plotted
automatically
Xmin = 0       'Determine range of values
for x-axis
IF ChTimeStep = 0 THEN
  Xmax = (hi * tCav * 1E+09) * jmax
ELSE
  Xmax = (jChStep * h1 + (jmax - jChStep) * h2) * tCav *
  1E+09
END IF
Max = Yquant(i) 'Determine range of
values for y-axis
Min = Yquant(i)
FOR I = 1 TO jmax
  IF Yquant(I) > Max THEN
    Max = Yquant(I)
  END IF
  IF Yquant(I) < Min THEN
    Min = Yquant(I)
  END IF
NEXT I
Min = INT(Min)
Max = INT(Max + 1)
GOTO endcoords1
mancoords1:
INPUT "The minimum and maximum x values (ns) are:"; Xmin, Xmax
PRINT "Do you wish to specify the y range to be plotted ?"
L$ = INPUT$(1)
SELECT CASE L$
  CASE "y", "Y"
    GOTO ycoords1
END SELECT
Max = Yquant(i) 'Determine range of
values for y-axis
Min = Yquant(i)
FOR I = 1 TO jmax
  IF Yquant(I) > Max THEN
    Max = Yquant(I)
  END IF
IF Yquant(I) < Min THEN
    Min = Yquant(I)
END IF
NEXT I
Min = INT(Min)
Max = INT(Max + 1)
GOTO endcoords1
ycoords1:
INPUT "The minimum and maximum y values are:"; Min, Max
endcoords1:
CLS 0  'Clear the screen
SCREEN 2  'Set the display to 640 x 200
WINDOW
VIEW
LINE (64, 180)-(640, 180)  'Draw horizontal axis
FOR x = 0 TO 10  'Draw tick marks on horizontal axis
    LINE (x * 115 + 64, 176)-(x * 115 + 64, 182)
    LINE ((x * 115 / 2) + 64, 178)-(x * 115 / 2) + 64,
    182)
NEXT x
LINE (64, 20)-(64, 180)  'Draw vertical axis
FOR y = 0 TO 10  'Draw tick marks on vertical axis
    LINE (64, 180 - y * 16)-(64, 180 - y * 16)
NEXT y

'****************** Label the Tick Marks
**********************
LOCATE 1, 1
PRINT title$; " Log Plot"
YRange = Max - Min  'y-axis range
YIncr = YRange / 10  'incremental difference between y-axis ticks
LOCATE 3, 1
PRINT USING "##.##"; Max
FOR y = 1 TO 10  'Label vertical axis tick marks
    LOCATE y * 2 + 3, 1
    PRINT USING "##.##"; (Min + (10 - y) * YIncr)
NEXT y

'XMin = 0
XRange = Xmax - Xmin  'x-axis range
XIncr = XRange / 5  'incremental difference between x-axis ticks
LOCATE 24, 5
FOR x = 0 TO 4  'Label horizontal axis tick marks
    PRINT USING ".###--"; TAB((x) * 14 + 5); (Xmin + x * XIncr);
NEXT x

CLS 0  'Clear the screen
SCREEN 2  'Set the display to 640 x 200
WINDOW
VIEW
LINE (64, 180)-(640, 180)  'Draw horizontal axis
FOR x = 0 TO 10  'Draw tick marks on horizontal axis
    LINE (x * 115 + 64, 176)-(x * 115 + 64, 182)
    LINE ((x * 115 / 2) + 64, 178)-(x * 115 / 2) + 64,
    182)
NEXT x
LINE (64, 20)-(64, 180)  'Draw vertical axis
FOR y = 0 TO 10  'Draw tick marks on vertical axis
    LINE (64, 180 - y * 16)-(64, 180 - y * 16)
NEXT y

'****************** Label the Tick Marks
**********************
LOCATE 1, 1
PRINT title$; " Log Plot"
YRange = Max - Min  'y-axis range
YIncr = YRange / 10  'incremental difference between y-axis ticks
LOCATE 3, 1
PRINT USING "##.##"; Max
FOR y = 1 TO 10  'Label vertical axis tick marks
    LOCATE y * 2 + 3, 1
    PRINT USING "##.##"; (Min + (10 - y) * YIncr)
NEXT y

'XMin = 0
XRange = Xmax - Xmin  'x-axis range
XIncr = XRange / 5  'incremental difference between x-axis ticks
LOCATE 24, 5
FOR x = 0 TO 4  'Label horizontal axis tick marks
    PRINT USING ".###--"; TAB((x) * 14 + 5); (Xmin + x * XIncr);
NEXT x
PRINT USING " .###-"; (Xmin + 5 * XIncr);

'------------------- Plot the Data
'-------------------
VIEW (64, 20)-(639, 180) 'Define view port to match axes
WINDOW (Xmin, Min)-(Xmax, Max) 'Scale pixel coordinates
IF ChTimeStep = 1 THEN GOTO varplot1
FOR x = 1 TO jmax - 1
  y1 = Yquant(x)
  x1 = (h1 * tCav * 1E+09) * (x - 1)
  x2 = (h1 * tCav * 1E+09) * (x)
  y2 = Yquant(x + 1)
  LINE (x1, y1)-(x2, y2)
NEXT x
GOTO plotendl
varplot1:
FOR x = 1 TO jmax - 1
  IF x <= jChStep - 1 THEN
    x1 = (h1 * tCav * 1E+09) * (x - 1)
    x2 = (h1 * tCav * 1E+09) * (x)
    y1 = Yquant(x)
    y2 = Yquant(x + 1)
    LINE (x1, y1)-(x2, y2)
  END IF
  IF x = jChStep THEN
    x1 = (h1 * tCav * 1E+09) * (x - 1)
    x2 = (h1 * tCav * 1E+09) * (x - jChStep) * tCav + 1E+09
    y1 = Yquant(x)
    y2 = Yquant(x + 1)
    LINE (x1, y1)-(x2, y2)
  END IF
  IF x > jChStep THEN
    x1 = (jChStep * h1 + ((x - 1) - jChStep) * h2) * tCav + 1E+09
    x2 = (jChStep * h1 + (x - jChStep) * h2) * tCav + 1E+09
    y1 = Yquant(x)
    y2 = Yquant(x + 1)
    LINE (x1, y1)-(x2, y2)
  END IF
NEXT x
plotendl:
LOCATE 26, 1
PRINT "Send plot to printer?";
LS = INPUT$(1)
SELECT CASE LS
  CASE "y", "Y"
    LOCATE 25, 1; PRINT "
    CALL cgdump(HIRES)
  CASE "\n"
LOCATE 25, 1: PRINT "Plot Log Plot again?"
L$ = INPUT$(1)
SELECT CASE L$
   CASE "y", "Y"
      GOTO stplot1
END SELECT
SCREEN 0
END SUB
Appendix D. Data Files

D.1 Nitrogen

<table>
<thead>
<tr>
<th>V</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>.29</td>
<td>0</td>
</tr>
<tr>
<td>.29</td>
<td>0</td>
</tr>
<tr>
<td>.3</td>
<td>1E-19</td>
</tr>
<tr>
<td>.33</td>
<td>2E-19</td>
</tr>
<tr>
<td>.4</td>
<td>3E-19</td>
</tr>
<tr>
<td>.5</td>
<td>5E-19</td>
</tr>
<tr>
<td>.65</td>
<td>6.5E-19</td>
</tr>
<tr>
<td>1</td>
<td>8E-19</td>
</tr>
<tr>
<td>1.1</td>
<td>1E-19</td>
</tr>
<tr>
<td>1.16</td>
<td>1.2E-18</td>
</tr>
<tr>
<td>1.2</td>
<td>1.37E-18</td>
</tr>
<tr>
<td>1.21</td>
<td>1.5E-18</td>
</tr>
<tr>
<td>1.4</td>
<td>6.75E-18</td>
</tr>
<tr>
<td>1.5</td>
<td>9.5E-18</td>
</tr>
<tr>
<td>1.6</td>
<td>1.22E-17</td>
</tr>
<tr>
<td>1.65</td>
<td>1.39E-17</td>
</tr>
<tr>
<td>1.7</td>
<td>1.6E-17</td>
</tr>
<tr>
<td>1.8</td>
<td>3.3E-17</td>
</tr>
<tr>
<td>1.9</td>
<td>1.52E-16</td>
</tr>
<tr>
<td>2.1</td>
<td>32E-16</td>
</tr>
<tr>
<td>2.1</td>
<td>4.6E-17</td>
</tr>
<tr>
<td>2.2</td>
<td>1.63E-16</td>
</tr>
<tr>
<td>2.3</td>
<td>1.23E-16</td>
</tr>
<tr>
<td>2.4</td>
<td>4.6E-17</td>
</tr>
<tr>
<td>2.5</td>
<td>8.6E-17</td>
</tr>
<tr>
<td>2.6</td>
<td>1.04E-16</td>
</tr>
<tr>
<td>2.7</td>
<td>2.7E-17</td>
</tr>
<tr>
<td>2.8</td>
<td>4.2E-17</td>
</tr>
<tr>
<td>2.9</td>
<td>4.27E-17</td>
</tr>
<tr>
<td>3.0</td>
<td>4.3E-17</td>
</tr>
<tr>
<td>3.1</td>
<td>5.8E-17</td>
</tr>
<tr>
<td>3.2</td>
<td>3.8E-17</td>
</tr>
<tr>
<td>3.3</td>
<td>2.9E-17</td>
</tr>
<tr>
<td>3.6</td>
<td>2.9E-17</td>
</tr>
<tr>
<td>5.0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>12 V=2, .59</td>
</tr>
<tr>
<td>1.7</td>
<td>0</td>
</tr>
<tr>
<td>1.8</td>
<td>9E-18</td>
</tr>
<tr>
<td>1.9</td>
<td>4E-17</td>
</tr>
<tr>
<td>2.0</td>
<td>1.62E-16</td>
</tr>
<tr>
<td>2.1</td>
<td>1.4E-16</td>
</tr>
<tr>
<td>2.2</td>
<td>6.2E-17</td>
</tr>
<tr>
<td>2.3</td>
<td>6E-17</td>
</tr>
<tr>
<td>2.4</td>
<td>1.39E-16</td>
</tr>
</tbody>
</table>
2.5,1.4E-16
2.6,3.1E-17
2.7,4.9E-17
2.8,5.1E-17
2.9,1.8E-17
3.0,2.4E-17
3.1,1.5E-17
3.2,1.1E-17
3.3,7E-18
3.4,0

17, W2 V=3, .89
1.8,0
1.9,1.8E-17
2.0,7.5E-17
2.1,1.41E-16
2.2,1.69E-16
2.3,8.5E-17
2.4,2.9E-17
2.5,7.7E-17
2.6,1.17E-16
2.7,6.4E-17
2.8,2.6E-17
2.9,4E-17
3.0,4E-17
3.1,1.6E-17
3.2,9E-18
3.3,1.6E-17
3.4,0

16, W2 V=4, 1.17
1.9,0
2.0,1.6E-17
2.1,4.6E-17
2.2,1.1E-16
2.3,1.3E-16
2.4,7.1E-17
2.5,2E-17
2.6,3.1E-17
2.7,6E-17
2.8,4.9E-17
2.9,1.8E-17
3.0,1.6E-17
3.1,1.6E-17
3.2,1.1E-17
3.3,7E-18
3.4,0

15, W2 V=5, 1.47
2.0,0
2.1,2E-17
2.2,4.6E-17
2.3,7.7E-17
2.4,1.04E-16
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>1.0E-16</td>
<td>2.6</td>
<td>5.1E-17</td>
<td>2.7</td>
</tr>
<tr>
<td>2.8</td>
<td>3.7E-17</td>
<td>2.9</td>
<td>6.2E-17</td>
<td>3.0</td>
</tr>
<tr>
<td>3.1</td>
<td>2.7E-17</td>
<td>3.2</td>
<td>3.5E-17</td>
<td>3.3</td>
</tr>
<tr>
<td>3.4</td>
<td>0</td>
<td>13</td>
<td>32</td>
<td>22</td>
</tr>
<tr>
<td>2.3</td>
<td>1.1E-17</td>
<td>2.4</td>
<td>3.7E-17</td>
<td>2.5</td>
</tr>
<tr>
<td>2.6</td>
<td>8E-17</td>
<td>2.7</td>
<td>3.7E-17</td>
<td>2.8</td>
</tr>
<tr>
<td>2.9</td>
<td>9E-18</td>
<td>3.0</td>
<td>1.6E-17</td>
<td>3.1</td>
</tr>
<tr>
<td>3.2</td>
<td>7E-18</td>
<td>3.3</td>
<td>5E-18</td>
<td>3.4</td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>22</td>
<td>V=6</td>
<td>1.76</td>
</tr>
<tr>
<td>2.3</td>
<td>0</td>
<td>2.4</td>
<td>7E-18</td>
<td>2.5</td>
</tr>
<tr>
<td>2.6</td>
<td>2.9E-17</td>
<td>2.7</td>
<td>4.4E-17</td>
<td>2.8</td>
</tr>
<tr>
<td>2.9</td>
<td>1.8E-17</td>
<td>3.0</td>
<td>5E-18</td>
<td>3.1</td>
</tr>
<tr>
<td>3.2</td>
<td>1.6E-17</td>
<td>3.3</td>
<td>7E-18</td>
<td>3.4</td>
</tr>
<tr>
<td>12</td>
<td>32</td>
<td>22</td>
<td>V=7</td>
<td>2.06</td>
</tr>
<tr>
<td>2.3</td>
<td>0</td>
<td>2.4</td>
<td>7E-18</td>
<td>2.5</td>
</tr>
<tr>
<td>2.6</td>
<td>2.9E-17</td>
<td>2.7</td>
<td>4.4E-17</td>
<td>2.8</td>
</tr>
<tr>
<td>2.9</td>
<td>1.8E-17</td>
<td>3.0</td>
<td>5E-18</td>
<td>3.1</td>
</tr>
<tr>
<td>3.2</td>
<td>1.6E-17</td>
<td>3.3</td>
<td>7E-18</td>
<td>3.4</td>
</tr>
<tr>
<td>8</td>
<td>32</td>
<td>22</td>
<td>V=8</td>
<td>2.35</td>
</tr>
<tr>
<td>2.5</td>
<td>0</td>
<td>2.6</td>
<td>7E-18</td>
<td>2.7</td>
</tr>
<tr>
<td>2.8</td>
<td>1.8E-17</td>
<td>2.9</td>
<td>2.4E-17</td>
<td>3.0</td>
</tr>
<tr>
<td>3.1</td>
<td>7E-18</td>
<td>3.2</td>
<td>0</td>
<td>50</td>
</tr>
<tr>
<td>0</td>
<td>1E-16</td>
<td>1E-6</td>
<td>1E-16</td>
<td>4E-6</td>
</tr>
<tr>
<td>9E-4</td>
<td>1.33E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value</td>
<td>Expression</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.6E-3</td>
<td>1.43E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.5E-3</td>
<td>1.56E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6E-3</td>
<td>1.69E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.9E-3</td>
<td>1.8E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4E-3</td>
<td>1.94E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.1E-3</td>
<td>2.05E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.03E-2</td>
<td>2.2E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.44E-2</td>
<td>2.49E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.21E-2</td>
<td>2.94E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.24E-2</td>
<td>3.5E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0E-2</td>
<td>3.8E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.84E-2</td>
<td>4.24E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.51E-2</td>
<td>4.9E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7.88E-2</td>
<td>5.33E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.103</td>
<td>6.04E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.115</td>
<td>6.31E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.1502</td>
<td>7.12E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.226</td>
<td>8.22E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.332</td>
<td>9.34E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.446</td>
<td>9.95E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>9.98E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>1.014E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>1.051E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>1.18E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>1.145E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>1.196E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.6</td>
<td>1.29E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.7</td>
<td>1.343E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>1.696E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.9</td>
<td>1.983E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>2.401E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.2</td>
<td>2.876E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.6</td>
<td>2.988E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.8</td>
<td>2.801E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>2.163E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.3</td>
<td>1.719E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.6</td>
<td>1.466E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.0</td>
<td>1.262E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5</td>
<td>1.152E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0</td>
<td>1.03E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.5</td>
<td>1.51E-16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10.1</td>
<td>1.1E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.1</td>
<td>1.2E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25.1</td>
<td>1.17E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35.1</td>
<td>1.06E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40.1</td>
<td>1.01E-15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3</td>
<td>CO2 v=4</td>
<td>CO2 v=5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------</td>
<td>---------</td>
<td>---------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.25, 4.4E-17</td>
<td>1.5, 4.4E-17</td>
<td>1.95, 7E-18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.0, 5.3E-17</td>
<td>2.5, 8.4E-17</td>
<td>2.5, 2E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.0, 1.28E-16</td>
<td>3.2, 1.57E-16</td>
<td>3.0, 4.1E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.4, 1.77E-16</td>
<td>3.55, 1.78E-16</td>
<td>3.56, 1.61E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.7, 1.75E-16</td>
<td>3.9, 1.6E-16</td>
<td>4.1, 1.28E-16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.5, 8.8E-17</td>
<td>4.9, 3.9E-17</td>
<td>5.2, 3.3E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.0, 2.7E-17</td>
<td>8.0, 2.5E-17</td>
<td>10.2, 1E-17</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20.0</td>
<td>18.0, 2.91</td>
<td>8.0, 2.339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18.0, 0</td>
<td>2.0, 2.97</td>
<td>1.50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 0.291</td>
<td>CO2 v=3, 0.297</td>
<td>CO2 v=3, 0.295</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 0.303</td>
<td>CO2 v=3, 0.327</td>
<td>CO2 v=3, 0.364</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 0.364</td>
<td>CO2 v=3, 0.425</td>
<td>CO2 v=3, 0.486</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 0.506</td>
<td>CO2 v=3, 0.607</td>
<td>CO2 v=3, 0.728</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 0.728</td>
<td>CO2 v=3, 0.969</td>
<td>CO2 v=3, 1.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 1.21</td>
<td>CO2 v=3, 2.43</td>
<td>CO2 v=3, 4.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 4.85</td>
<td>CO2 v=3, 9.68</td>
<td>CO2 v=3, 18.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 9.68</td>
<td>CO2 v=3, 36.4</td>
<td>CO2 v=3, 58.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=3, 36.4</td>
<td>CO2 v=3, 100.0</td>
<td>CO2 v=3, 8.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.259</td>
<td>CO2 v=4, 0.297</td>
<td>CO2 v=4, 0.339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.297</td>
<td>CO2 v=4, 0.327</td>
<td>CO2 v=4, 0.364</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.364</td>
<td>CO2 v=4, 0.425</td>
<td>CO2 v=4, 0.486</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.486</td>
<td>CO2 v=4, 0.506</td>
<td>CO2 v=4, 0.607</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.607</td>
<td>CO2 v=4, 0.728</td>
<td>CO2 v=4, 0.969</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 0.969</td>
<td>CO2 v=4, 1.21</td>
<td>CO2 v=4, 2.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 2.43</td>
<td>CO2 v=4, 4.85</td>
<td>CO2 v=4, 9.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 9.68</td>
<td>CO2 v=4, 18.2</td>
<td>CO2 v=4, 36.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=4, 36.4</td>
<td>CO2 v=4, 58.2</td>
<td>CO2 v=4, 100.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.252</td>
<td>CO2 v=5, 0.297</td>
<td>CO2 v=5, 0.339</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.297</td>
<td>CO2 v=5, 0.327</td>
<td>CO2 v=5, 0.364</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.364</td>
<td>CO2 v=5, 0.425</td>
<td>CO2 v=5, 0.486</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.486</td>
<td>CO2 v=5, 0.506</td>
<td>CO2 v=5, 0.607</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.607</td>
<td>CO2 v=5, 0.728</td>
<td>CO2 v=5, 0.969</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 0.969</td>
<td>CO2 v=5, 1.21</td>
<td>CO2 v=5, 2.43</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 2.43</td>
<td>CO2 v=5, 4.85</td>
<td>CO2 v=5, 9.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 9.68</td>
<td>CO2 v=5, 18.2</td>
<td>CO2 v=5, 36.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO2 v=5, 36.4</td>
<td>CO2 v=5, 58.2</td>
<td>CO2 v=5, 100.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.5, 1.6E-17
5.0, 4.4E-18
6.0, 0
5, CO2 \( v=6, \) 0.422
2.5, 0
3.0, 1.05E-17
3.56, 2.25E-17
4.1, 1E-17
4.5, 0
5, CO2 \( v=7, \) 0.505
2.5, 0
3.0, 1.56E-17
3.56, 3.3E-17
4.1, 1.56E-17
4.5, 0
5, CO2 \( v=8, \) 2.5
2.5, 0
3.0, 1.8E-17
3.56, 2.5E-17
4.1, 1.8E-17
4.5, 0
10, CO2 \( v=9, \) 3.85
3.65, 0
4.3, 1.4E-19
4.5, 1.4E-19
5.1, 0
6.6, 0
7.2, 7E-20
8.2, 4.5E-19
8.4, 4.2E-19
8.9, 1E-19
9.7, 0
44, CO2
0.0, 6E-14
0.001, 5.4E-14
0.002, 3.8E-14
0.004, 2.7E-14
0.007, 2E-14
0.01, 1.7E-14
0.02, 1.2E-14
0.04, 8.6E-15
0.07, 6.4E-15
0.1, 5.2E-15
0.15, 4E-15
0.2, 3.15E-15
0.25, 2.5E-15
0.3, 2E-15
0.35, 1.65E-15
0.42, 1.3E-15
0.5, 1.08E-15
0.6, 8.8E-16
<table>
<thead>
<tr>
<th>Value</th>
<th>Helium</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>1.1E-16</td>
</tr>
<tr>
<td>0.85</td>
<td>6.3E-16</td>
</tr>
<tr>
<td>1.0</td>
<td>5.6E-16</td>
</tr>
<tr>
<td>1.25</td>
<td>5.1E-16</td>
</tr>
<tr>
<td>1.5</td>
<td>5.6E-16</td>
</tr>
<tr>
<td>1.8</td>
<td>5E-16</td>
</tr>
<tr>
<td>2.2</td>
<td>5.4E-16</td>
</tr>
<tr>
<td>2.5</td>
<td>6.5E-16</td>
</tr>
<tr>
<td>2.8</td>
<td>7.6E-16</td>
</tr>
<tr>
<td>3.2</td>
<td>1.03E-15</td>
</tr>
<tr>
<td>3.6</td>
<td>1.42E-15</td>
</tr>
<tr>
<td>4.0</td>
<td>1.52E-15</td>
</tr>
<tr>
<td>4.5</td>
<td>1.48E-15</td>
</tr>
<tr>
<td>4.9</td>
<td>1.32E-15</td>
</tr>
<tr>
<td>5.2</td>
<td>1.22E-15</td>
</tr>
<tr>
<td>5.6</td>
<td>1.08E-15</td>
</tr>
<tr>
<td>6.4</td>
<td>9.8E-16</td>
</tr>
<tr>
<td>8.0</td>
<td>1.08E-15</td>
</tr>
<tr>
<td>10</td>
<td>1.21E-15</td>
</tr>
<tr>
<td>14</td>
<td>1.41E-15</td>
</tr>
<tr>
<td>18</td>
<td>1.56E-15</td>
</tr>
<tr>
<td>28</td>
<td>1.62E-15</td>
</tr>
<tr>
<td>40</td>
<td>1.46E-15</td>
</tr>
<tr>
<td>52</td>
<td>1.27E-15</td>
</tr>
<tr>
<td>75</td>
<td>9.6E-16</td>
</tr>
<tr>
<td>100</td>
<td>8E-16</td>
</tr>
</tbody>
</table>

D.3 Helium

<table>
<thead>
<tr>
<th>Value</th>
<th>Helium</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>5.18E-16</td>
</tr>
<tr>
<td>0.008</td>
<td>5.15E-16</td>
</tr>
<tr>
<td>0.009</td>
<td>5.19E-16</td>
</tr>
<tr>
<td>0.01</td>
<td>5.21E-16</td>
</tr>
<tr>
<td>0.013</td>
<td>5.26E-16</td>
</tr>
<tr>
<td>0.017</td>
<td>5.31E-16</td>
</tr>
<tr>
<td>0.02</td>
<td>5.35E-16</td>
</tr>
<tr>
<td>0.025</td>
<td>5.41E-16</td>
</tr>
<tr>
<td>0.03</td>
<td>5.46E-16</td>
</tr>
<tr>
<td>0.04</td>
<td>5.54E-16</td>
</tr>
<tr>
<td>0.08</td>
<td>5.62E-16</td>
</tr>
<tr>
<td>0.08</td>
<td>5.69E-16</td>
</tr>
<tr>
<td>0.07</td>
<td>5.74E-16</td>
</tr>
<tr>
<td>0.08</td>
<td>5.79E-16</td>
</tr>
<tr>
<td>0.09</td>
<td>5.83E-16</td>
</tr>
<tr>
<td>0.1</td>
<td>5.86E-16</td>
</tr>
<tr>
<td>0.12</td>
<td>5.94E-16</td>
</tr>
<tr>
<td>0.15</td>
<td>6.04E-16</td>
</tr>
</tbody>
</table>
0.18, 6.12E-16
0.2, 6.16E-16
0.25, 6.27E-16
0.3, 6.36E-16
0.4, 6.49E-16
0.5, 6.59E-16
0.6, 6.66E-16
0.7, 6.73E-16
0.8, 6.77E-16
0.9, 6.82E-16
1, 6.85E-16
1.2, 6.91E-16
1.5, 6.98E-16
1.8, 6.98E-16
2.0, 6.99E-16
2.5, 6.96E-16
3.0, 6.89E-16
4.0, 6.6E-16
5.0, 6.28E-16
6.0, 6.01E-16
Appendix E. Methods of Numerical Solution

E.1 Gauss-Jordan

The Gauss-Jordan method calculates the inverse of a matrix through a series of steps called normalization and reduction (11:193). The first step in this process is to form an augmented matrix using the $\bar{A}$ matrix which is to be inverted, and matrix $\bar{I}$, the identity matrix.

$$
[\bar{A}\bar{I}] = 
\begin{pmatrix}
    a_{11} & a_{12} & a_{13} & 1 & 0 & 0 \\
    a_{21} & a_{22} & a_{23} & 0 & 1 & 0 \\
    a_{31} & a_{32} & a_{33} & 0 & 0 & 1
\end{pmatrix}
$$

The second step is to normalize all the elements of the first row by its diagonal element. The normalized first row is now multiplied by an appropriately chosen constant such that when subtracted from the second row the result will reduce at least one of the second row's elements to zero. This process of row reduction using the normalized first row is performed on each row (excluding the normalized row). When reduction using the first row is complete, the second row is normalized by its diagonal element, and reduction of all the other rows performed. This process is repeated until the last row has been normalized. Once complete, the original matrix $\bar{A}$ will have been reduced to the identity matrix, and the $\bar{I}$ matrix will have been replaced by the inverse of $\bar{A}$.

This method can be used to solve for the inverse of $(I - hC)$ in equation (42). An initial guess distribution is then used to iteratively solve for the electron number density distribution. The initial guess distribution used was a straight line distribution (constant value equal to one). Fortunately, this inverse need only be calculated once for a particular solution. The iterative process of equation (42) is repeated until the desired convergence criteria ($10^{-5}$) is met. The algorithm used for the Gauss-Jordan solution was taken from reference 11.
E.2 \textit{L-U Decomposition}

L-U decomposition is another method which attempts to solve equation (42) by calculation of the inverse of \((I - hC)\). This technique is based upon a decomposition of the original matrix \(\tilde{A}\) into a lower triangular part and an upper triangular part. These are denoted \(\tilde{L}\) and \(\tilde{U}\), such that

\[ \tilde{L} \cdot \tilde{U} = \tilde{A} \quad (52) \]

and we wish to solve the linear equation

\[ \tilde{A} \cdot \tilde{z} = \tilde{b} \quad (53) \]

such that

\[ \tilde{A} \cdot \tilde{z} = \left( \tilde{L} \cdot \tilde{U} \right) \cdot \tilde{z} = \tilde{L} \cdot \left( \tilde{U} \cdot \tilde{z} \right) = \tilde{b} \quad (54) \]

We accomplish this by first solving for the vector \(\tilde{y}\) where

\[ \tilde{L} \cdot \tilde{y} = \tilde{b} \quad (55) \]

and then solving for \(\tilde{z}\) by

\[ \tilde{U} \cdot \tilde{z} = \tilde{y} \quad (56) \]

Once we have L-U decomposed a particular matrix \(\tilde{A}\), we can solve for its inverse one column at a time, by successively letting the \(\tilde{b}\) vector be a column of the identity matrix. The resulting columns when put together will form the inverse of the \(\tilde{A}\) matrix. The program for this procedure comes from Press (10:31). This inverted \((I - hC)\) matrix was then used iteratively in equation (42) with the initial guess being a straight line (constant distribution).
E.3 Gauss-Seidel

Referring to equation (40), we see that for the steady state case

$$\sum_{i} C_{ki} n_i = 0$$  \hspace{1cm} (57)

Assuming once again that the elements of the C matrix are constants, we are left with solving a set of linear equations. Iterative algorithms can offer a fast, accurate solution in cases where the C matrix is large (13:382). One such technique is the Gauss-Seidel algorithm. For solving equation (49), this algorithm takes the form (9:373)

$$n_k^{(i+1)} = -\frac{1}{C_{ki}} \left( \sum_{i=1}^{k-1} C_{ki} n_i^{(i)} + \sum_{i=k+1}^{K} C_{ki} n_i^{(i+1)} \right)$$  \hspace{1cm} (58)

for \( k = K \) to \( k = 1 \). This is an improvement over a technique such as the Jacobi method because as soon as they are available, updated values are used to calculate in the second term on the right to calculate estimates of the same iterative order. The rate of convergence may be improved through the use of Aitken's acceleration technique (9:373). The formula for this algorithm is

$$n_k^{(i+1)} = n_k^{(i-2)} - \frac{(n_k^{(i-2)} - n_k^{(i-1)})^2}{n_k^{(i-2)} - 2n_k^{(i-1)} + n_k^{(i-1)}}$$  \hspace{1cm} (59)

A potential drawback with the Gauss-Seidel method lies with the initial guess that must be supplied. If the initial guess is far off, convergence may be very time consuming (even with the use of an accelerator). In order to limit this problem, the input initial guess used came from 20, 30 and 50 bin calculations using the L U decomposition method. An initial guess constant value distribution was also tried.
E.4 Successive Over Relaxation (SOR)

Let us denote \( x \) as an approximation to a linear system \( A\bar{z} = \bar{b} \). We will define a residual vector with respect to this system as \( \bar{r} = \bar{b} - A\bar{z} \). Using the notation of the residual vector, the Gauss-Seidel method may be rewritten as (13:391)

\[
x_i^{(k)} = x_i^{(k-1)} + \frac{r_i^{(k)}}{a_{ii}}
\]

(60)

This in turn may be modified such that

\[
x_i^{(k)} = x_i^{(kj-1)} + \omega \frac{r_i^{(k)}}{a_{ii}}
\]

(61)

Certain choices of \( \omega \) may lead to faster convergence for equation (53). Methods of solution based upon equation (53) are called relaxation methods. Under-relaxation is the region where \( 0 < \omega < 1 \). Over-relaxation is the region where \( \omega > 1 \). Both of these methods are abbreviated as Successive Over-Relaxation (SOR). Using this approach, we rewrite equation (50) as (13:391)

\[
x_i^{(k)} = (1 - \omega)x_i^{(k-1)} + \frac{\omega}{a_{ii}} \left[ - \sum_{j=1}^{i-1} a_{ij} x_j^{(k)} - \sum_{j=i+1}^{n} a_{ij} x_j^{(k-1)} \right]
\]

(62)

for \( i = 1 \) to \( K \). The advantage of this method over Gauss-Seidel is that it may provide accelerated convergence. According to the theorem of Kahan (13:392), we must have \( 0 < \omega < 2 \) if \( a_{ii} \neq 0 \) for each \( i = 1, 2, ..., K \). Otherwise the solution will not be convergent. As in the case of the Gauss-Seidel method, L-U decomposition and a straight line distribution were used to seed the initial guess vectors.
E.5 Speed and Accuracy Comparison

To judge how well a particular method worked, a normalized (\(\sum n(\varepsilon)\Delta \varepsilon = 1\)) electron number density distribution was calculated using the above methods. Double precision was used in all calculations. The computer used was an Apple II GS with an Applied Engineering PC Transporter, math coprocessor and 640 K of ram installed. The cross section data used was for nitrogen (14:62-67). From this distribution function, the drift velocity, relative convergence of the distribution and the energy balance were calculated. To determine the energy balance, the rate at which the electrons gained energy from the field and the rates at which the electrons lost energy through elastic and inelastic collisions were all calculated. From equation (39), (56) and (57) we get

\[
\dot{E}_g = \sum_k (a_k - b_k)n_k \Delta \varepsilon
\]

\[
\dot{E}_{el} = - \sum_k [(a_k - \bar{a}_k) - (b_k - \bar{b}_k)]n_k \Delta \varepsilon
\]

\[
\dot{E}_{inel} = - \sum_k [N_k(R_{j_s, k+m_j, s, m_j} - \Delta j_s, R'_j, n_k - m_j)]\Delta \varepsilon
\]

\[
\text{Energy Balance} = \frac{E_g - E_{el} - E_{inel}}{E_g} \quad (63)
\]

A convergence value for each element of the distribution was calculated according to

\[|n_k^m - n_k^{m-1}|/n_k^{m-1}\]. The convergence criteria used was \(10^{-5}\).

The number of iterations and run time were also recorded. The calculated drift velocity was compared with that for an experimentally reported value (15:627-628) with \(E/N = 5 \times 10^{-17} \text{ V cm}^2\) at a temperature of 293 K. The results are reported in Table 12.

In Table 12, the best results obtained by each method are reported. The two methods used to seed the initial guess for the last three methods were L-U decomposition and a straight line distribution. Runs were made using 20, 30 and 50 bins to generate the initial guess distribution by L-U decomposition. The best results were obtained using fifty bins, although this increased run time. L-U decomposition providing the initial guess always gave better speed and equal or better
Table 12. Comparison of Algorithms

<table>
<thead>
<tr>
<th>Method</th>
<th>(vd^{***})</th>
<th>Converg</th>
<th>Balance</th>
<th>Iter</th>
<th>Run Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental</td>
<td>1.095</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-U decompo</td>
<td>1.083</td>
<td>1.28x10^{-7}</td>
<td>4.50x10^{-4}</td>
<td>4</td>
<td>9.5</td>
</tr>
<tr>
<td>Gauss-Jordan</td>
<td>1.083</td>
<td>2.76x10^{-6}</td>
<td>4.50x10^{-4}</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>Gauss-Seidel*</td>
<td>1.079</td>
<td>9.98x10^{-6}</td>
<td>4.51x10^{-3}</td>
<td>1188</td>
<td>90</td>
</tr>
<tr>
<td>Gauss-Seidel**</td>
<td>-</td>
<td>D</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SOR</td>
<td>1.081</td>
<td>9.86x10^{-6}</td>
<td>1.48x10^{-4}</td>
<td>112</td>
<td>10.5</td>
</tr>
</tbody>
</table>

* - no acceleration technique is applied  
** - Aitken’s acceleration technique is applied  
*** - velocity is \(x10^6\) cm/s  
D - did not converge

All run times are in minutes, convergence criteria was \(10^{-5}\)

Accuracy than the straight line distribution.

Gauss-Seidel with Aitken’s acceleration did not converge to a stable solution. An oscillatory component was present in the convergence calculations, and this prevented the calculation from establishing a sufficiently strong overall downward trend. This same result occurred regardless of the initial guess used.

SOR also exhibited an oscillatory behavior in the convergence calculation. However, this behavior was weak enough so that the overall trend in convergence was downward. Eventually, the convergence criteria was met. The best SOR results were obtained with a 50 bin L-U decomposition initial guess and \(\omega = 1.9\).

L-U decomposition and Gauss-Jordan provided results of comparable accuracy. Run time for Gauss-Jordan is however nearly twice that of L-U decomposition. This factor of two is due to the greater number of computations required of the Gauss-Jordan method. About eighty five percent of run time was spent on matrix inversion for both L-U decomposition and Gauss-Jordan. Experience has shown that an energy balance of \(10^{-4}\) or smaller (meaning a better energy balance) should be obtainable for a good choice of energy range, bin width, number of bins and time step. An energy balance of greater than \(10^{-3}\) has usually meant the presence of an instability which might be seen by examination of the linear and log plots of the number density. Of all the methods tried, L-U decomposition provided the best accuracy and run time.
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The collisional Boltzmann equation was solved numerically to obtain excitation rates for use in a CO2 laser design program. The program was written in Microsoft QuickBasic for use on the IBM Personal Computer or equivalent.

Program validation involved comparisons of computed transport coefficients with experimental data and previous theoretical work. Four different numerical algorithms were evaluated in terms of accuracy and efficiency. L-U decomposition was identified as the preferred approach. The calculated transport coefficients were found to agree with empirical data within one to five percent.

The program was integrated into a CO2 laser design program. Studies were then performed to evaluate the effects on predicted laser output power and energy density as parameters affecting electron kinetics were changed. Plotting routines were written for both programs.