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EXECUTIVE SUMMARY

The third annual report of the University Research Initiative project at UCSB on High-Temperature, High-Performance Composites consists of sections compiled in a total of six books. The first section in Book 1 is concerned with the properties and structure of bimaterial interfaces and the related problem of coating decohesion and cracking. The second section describes research on the strengths and fracture resistance of brittle matrix composites manufactured with fibers, whiskers and ductile phases. This information is presented in Books 2 and 3. The third section addresses the flow and creep strength of reinforced systems, with emphasis on effects of aspect ratio and the incidence of damage, and is offered in Book 4. The fourth section, Books 5 and 6, describes work on processing of intermetallic and ceramic matrices and composites, as well as numerical modelling of the melt-spinning process.

SECTION 3: FLOW AND CREEP STRENGTH

A substantial activity has been initiated to examine strength and ductility during both plastic flow and creep in the presence of reinforcements. The variables of principal interest are the reinforcement aspect ratio and size, as well as their fracture/debond resistance. The initial studies have been on a model, solute-strengthened system, Al 4% Mg reinforced with SiC having different morphologies, fabricated by squeeze casting. The matrix is chosen to be ductile and fails by necking to a ridge and thereby, inhibits premature rupture.

Strengthening and ductility have been explored in the alloy containing equiaxed SiC particles (50% by volume) having a range of particle sizes between 3 and 160μm (Yang et al.). The results indicate that the flow strength diminishes
somewhat with increase in particle size; this effect has been attributed to the enhanced damage (particle cracking) observed in materials containing the large particles. Conversely, there is a strong effect of particle size on ductility, with the greatest ductility occurring in materials containing the smallest particles. This trend is attributed to the relative incidence of particle cracking, as governed by weakest link statistics associated with flaws in the particles, introduced during comminution. The ultimate strengths of these materials is high (~600 MPa) and greater than that expected from calculations conducted for composites with a spatially uniform particle distribution. The discrepancy is being addressed by examination of the influence on non-uniform spatial arrangements and the associated high constraint between the more closely-spaced particles. Similarly large strength elevation has also been found for material reinforced with Al₂O₃ particulates (Hirth et al.). In this case, the strengthening has been attributed to dislocation cell formation governed by the particle spacing. These different effects remain to be brought together in a unified model. In addition, the toughness of the Al₂O₃ containing material has been measured (Hirth et al.) to reveal that the toughness increases with increase in particle size in accordance with known concepts of ductile fracture.
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ABSTRACT

The processing and mechanical properties of an Al alloy reinforced with a high volume fraction of SiC particulates have been investigated. The properties are shown to be appreciably affected by the particle size. These effects have been exclusively related to the incidence of damage caused by the particulates. In particular, particle cracking has been shown to occur in the larger particles, with a cracking probability that increases as the particle size increases. The cracks reduce the flow strength of the materials and crack coalescence controls the ultimate strength and ductility. The measured trends in these properties are consistent with simple models of these damage processes.
1. INTRODUCTION

The modulus, strength and ductility of Al alloys reinforced with ceramic particulates are known to be influenced by such variables as the particle size and the volume fraction, as well as the matrix flow stress and the debond resistance of the interface.\(^1\)\(^-\)\(^2\) In particular, the attainment of the high Young's modulus required for some applications (of order 200GPa) dictates high volume fractions of reinforcements and attendant problems associated with relatively low ductility and toughness. The intent of the present study is to examine mechanical properties in systems of this type, as needed to provide a basis for optimizing properties.

Al matrix composites with high volume fractions of reinforcements can be produced with controlled matrix and interface characteristics by squeeze casting. This processing approach is selected for present purposes. Furthermore, it has been evident that a high ductility matrix is needed to achieve good composite properties at high reinforcement volume fractions. Consequently, this investigation emphasizes solid solution alloys based on Al/Mg.

An important theme of this paper is to relate the composite mechanical properties to the flow strength and ductility of the matrix through appropriate modelling approaches. For this purpose, the flow properties of the composite are evaluated in both tension and compression and the ductility is measured in both tension and bending. In addition, microhardness measurements are used to correlate the flow strength of the matrix material with the flow strength of the corresponding bulk matrix material. Effects of particle size on these properties represent a central feature of the investigation.
2. COMPOSITE PROCESSING

A modified squeeze casting, pressure infiltration process was used for composite processing. In this process the silicon carbide preform is surrounded with a relatively rigid ceramic filter, (Fig. 1), which serves several functions. First, the ceramic filter removes oxides entrained in the melt. Second, the melt flow into the preform is multi-dimensional, from its sides as well as the top, allowing uniform preform deformation and hence microstructures. Finally, since the lower die half is not evacuated, entrapped air is pushed down into the porous filter located below the preform.

The Al-4wt%Mg alloy melt was prepared from 99.98% purity Al and Mg using an induction power supply. The melt was degased using conventional practice, and superheated ~150K prior to introduction above the filter/preform assembly in the lower die (Fig. 1).

The preforms consisted of SiC particulates, 3.5μm to 165μm in size purchased from Norton Company. The particulates were encapsulated in the ceramic preform, heated to ~1050K in a resistance furnace prior to introduction in the lower die half. The die itself was preheated to ~573K.

The ram speed in the hydraulic press during the infiltration process was ~10mm/sec. A final press pressure of ~180MPa was maintained on the composite until complete solidification of the alloy.

Representative microstructures of as-cast composites containing 0.5 volume fraction of SiC particles are shown in Figure 2.
3. MECHANICAL MEASUREMENTS

3.1 COMPRESSIVE PROPERTIES

Compressive tests were conducted using procedures described elsewhere, leading to the true stress/true strain curves plotted on Fig. 3. A prominent feature of the results is the grouping of the materials into two classes: "large" particles (≥50 μm) and "small" particles (<20 μm). The flow strengths of the former are lower than those for the latter, but both have substantially higher strength than the matrix.

Observations conducted on the test specimens revealed a substantial difference between the two material classes with regard to the tendency toward particle cracking during testing. Specifically, materials containing the "large" particles exhibited multiple particle cracking, with most cracks oriented along the stress axis (Fig. 4a). These cracks had fully developed at relatively small plastic strains of order 1 percent. Conversely, cracks could not be detected in the materials containing small particles, even at plastic strains of ~3.5 percent (Fig. 4b). Similar trends in particle cracking are evident upon tensile and flexural testing, as elaborated below.

3.2 TENSILE PROPERTIES

Tensile tests have been conducted on test specimens having the geometry depicted in Fig. 5. Following water jet cutting, the gauge sections were carefully polished to minimize mechanical damage. Stress-strain curves obtained for each material are summarized in Fig. 6. It is apparent that the flow strengths of the materials are similar, but that the ductility is substantially dependent on particle size: decreasing as the particle size increases. Also, some weakening of the material containing coarse particles is apparent at strains approaching the rupture strain. The
effects of particle size on strength and ductility are summarized in Fig. 7. Fractographic inspection of the fracture surface revealed that the large SiC particles fracture, whereas interface debonding occurs with the smallest particles (Fig. 8).

3.3 FLEXURAL PROPERTIES

Specimens suitable for four-point flexure tests have been prepared with considerable care devoted to the condition of the tensile surface. Specifically, final polishing with 1/4μm Al₂O₃ has allowed high quality surfaces to be produced. Nominal stress-strain curves obtained from the flexure tests are shown in Fig. 9. This mode of testing confirms that material with the 'small' particles exhibits the higher flow strength and the greater fracture strain. The flexural information may be converted into tensile stress/strain curves (Appendix I), leading to trends in the effects of particle size on strength and ductility summarized in Fig. 7.

Sequential observations have been used to monitor the evolution of the damage that leads to fracture and controls the ductility. For the materials with the larger reinforcements, particle cracking is apparent and initially occurs in a spatially random mode (Fig. 10). Just prior to ultimate failure, cracks within particles interact with those in neighboring particles and produce a macroscopic crack which leads to rupture.

3.4 HARDNESS MEASUREMENTS

The in-situ flow strength of the Al alloy within the composite and the bulk Al alloy were compared using microhardness measurements performed with a Vicker's diamond indenter. The load (~ 2N) was selected such that the indentation size was no greater than about one third of the spacing between adjacent SiC particles in the composite. Anomalously small indentations in the composite were disregarded.
because of the influence of particles immediately beneath the indentation. The results, summarized in Table 1, indicate the in-situ flow strength of the Al matrix is ≈ 40% greater than that of the bulk alloy.

4. SOME BASIC MODELS

4.1 FLOW STRENGTH

It is apparent that the composite flow strength decreases with increasing particle size, independent of the testing mode. To understand the size effect, it is recognized that continuum analysis of the composite flow strength predicts size independent behavior. However, it is also appreciated that damage in the form of particle cracking and interfacial debonding degrades the flow strength. One interpretation of the observed flow characteristics thus invokes unique flow strength behavior in the absence of damage, with deviations occurring as damage accumulates in the material. Qualitative support for this hypothesis is given by the observations of damage and the strains at which damage initiates (Fig. 10). Notably, particle cracking is most prevalent and initiates earlier in materials with larger particles. Further support for the effects of damage is provided below.

The level of the flow strength of undamaged material is substantially above that for the matrix. Specifically, by taking account of the differences in matrix flow strength in the composite and in the bulk alloy, the strength ratio (composite/matrix) is ~ 4. Such large strengths are not consistent with calculations of the composite flow strength conducted for regular arrays of equiaxed rigid particles, which indicate a strength ratio of only 1.5 for the present volume fraction ($f_p = 0.5$). However, the spatial arrangement has a profound effect on the flow strength, because of the high constraint present between closely spaced particles. One possible explanation of the high strength thus resides in the specific spatial arrangements and the associated level of connectivity between closely spaced
particles. To further explore this possibility, it is insightful to invoke the Prandtl solution for a perfectly plastic layer between rigid plates which predicts a flow strength, \( \sigma \), given by:

\[
\sigma / \sigma_0 = \frac{3}{4} + \frac{1}{4}(R/h)
\]  

(1)

where \( \sigma_0 \) is the uniaxial yield strength of the matrix, \( 2h \) is the metal layer thickness between particles and \( 2R \) is the plate width (Fig. 11). Consequently, to achieve the measured strength level (of order \( 4\sigma_0 \)), the metal layer thickness that controls the composite behavior should be:

\[
h/R \equiv 0.08
\]  

(2)

Matrix regions of this thickness are certainly common (Fig. 2), but it is unclear why such regions should dominate the strength.

4.2 EFFECTS OF DAMAGE

To further examine the influence of damage on the flow strength, a solution for the strain caused by penny-shaped microcracks in a power law material may be invoked. This solution has reasonable applicability to the present problem of cracked particles, because most of the plastic strain develops around the crack perimeter. Specifically, for a crack subject to axial and transverse stresses \( \sigma_S \) and \( \sigma_T \), respectively, the volume of the microcrack \( \Delta V \) is:

\[
\Delta V = \frac{8\varepsilon_0 a^3}{(1+3N)^{1/2}} \frac{\sigma_S}{|\sigma_S - \sigma_T|}
\]  

(3)
where $N$ is the work hardening exponent for a power law hardening material:

\[ \sigma = \sigma_0 \left( \varepsilon / \varepsilon_0 \right)^N, \]

$a$ is the crack radius and $\varepsilon^*_c$ is the remote (applied) equivalent plastic strain. When multiple aligned cracks are present, $\ell$ per unit volume, the dilatational strain $\theta$ is then,

\[ \theta = \ell \Delta V \]  \hspace{1cm} (4)

Furthermore, using the conventional notation for the "volume fraction" of microcracks, $\xi$, given by,$^8$

\[ \xi = \left( \frac{4\pi}{3} \right) \langle a^3 \rangle \ell \]  \hspace{1cm} (5)

the dilatational strain becomes:

\[ \frac{\theta}{\varepsilon^*_c} = \frac{6\xi}{\pi(1+3N)^{3/2}} \left[ \frac{\sigma_s}{\sigma_s - \sigma_T} \right] \]  \hspace{1cm} (6)

For uniaxial tension ($\sigma_T = 0$), equation (6) reduces to:

\[ \frac{\theta}{\varepsilon^*_c} = \frac{6\xi}{\pi(1+3N)^{3/2}} \]  \hspace{1cm} (7)

where $\varepsilon^*_c$ is the applied strain. In the present problem the quantity $\xi$ can be associated with the volume fraction of cracked particles. Furthermore, since all of the strain caused by the microcracks occurs in the direction of the applied strain, $\theta$ in equation (7) can be viewed as the extra axial plastic strain induced by the
microcracked particles. For the present case, \( N = 0.1 \) and, if all the particles microcrack, \( \xi = 0.5 \), then;

\[
\frac{\theta}{\varepsilon_{\text{II}}^*} = 0.84. \quad (8)
\]

Consequently, substantial additional strain is possible. Some results for different \( \xi \), representing different fractions of cracked particles, are shown in Fig. 12.

### 4.3 Fracture Strength and Ductility

Strong effects of both particle size and applied loading on the ultimate strength and ductility are evident (Fig. 7). The trend in tensile ductility with particle size is related to the effect of size on the incidence and coalescence of damage. Specifically, the cracks that form readily in the larger-sized particles result in reduced ductility, whereas the smaller SiC particles resist cracking and provide greater ductility. Since the stresses in the particles are independent of particle size, these trends reflect the strength characteristics of the particles. The most obvious size effect derives from weakest link statistics.\(^9\) Notably, for particles subject to homogeneous stress \( S \) having behavior dominated by surface flaws, the fracture probability \( P \) at stress \( S \) varies as;

\[
-\ln(1 - p) = \left(\frac{S}{S_0}\right)^m \left(\frac{R^2}{A_0}\right)
\]

where \( S_0 \) and \( A_0 \) are scale parameters and \( m \) is a shape parameter that characterizes the flaw population: \( R \) is the particle radius. The size scaling associated with particle crack formation thus has the form, \( S \sim (1/R)^{2/m} \).
Another size effect arises because the cracks formed have size governed by the particle size. A fracture model involving cracked particles that has the requisite basic features invokes a crack comprising multiple, contiguous fractured particles, with intact intervening matrix (Fig. 13). For this model, the onset of unstable fracture occurs in accordance with a mode I toughness, $K_{IC}$ that varies in approximate accordance with $^{10}$

$$
\frac{K_{IC}}{K_o} = \left[ 1 + \frac{\bar{\sigma} f_m \delta_c}{K_o^2(1 - \nu^2)} \right]^{1/2}
$$

(19)

where $K_o$ is the toughness associated with a crack without bridging ductile material, $\bar{\sigma}$ is the traction exerted on the crack by the intact ductile ligaments, $\delta_c$ is the critical plastic stretch of the ligaments, $f_m$ is the matrix volume fraction and $E$ and $\nu$ are the modulus and Poisson's ratio of the composite. The fracture stress $T$ is related to $K_{IC}$ by:

$$
T = \frac{\sqrt{\pi}}{2} \frac{K_{IC}}{a_c}
$$

(11)

where $a_c$ is the crack radius at fracture. The critical crack radius is governed by the number of contiguous cracked particles, $n$, and the particle fraction, $f_p (\approx 1 - f_m)$, such that,

$$
a_c / R = \frac{\sqrt{n}}{f_p^{1/3}}
$$

(12)

Consequently, the fracture stress becomes,
\[ T = \frac{K_{IC}}{2} \sqrt{\frac{\pi}{R}} \left( \frac{f_p^{1/6}}{n^{1/4}} \right) \] (13)

The occurrence of \( f_p \) in the numerator reflects the feature that fewer cracked particles are needed to produce a crack of specified radius, when \( f \) is small.

The two preceding size dependent features can be combined to provide an estimation of the tendency for particle cracks to form in neighboring particles and thus, to establish some basic characteristics of the fracture process. At the very simplest level, it may be assumed that particle cracking occurs in a statistically independent manner (i.e., no interaction effects). Results of this type have previously been developed for microcracks and creep cracks.\textsuperscript{11,12} The analysis presented in Appendix II indicates that \( n \) is a weak, logarithmic function of the strain, the volume fraction of particles and the specimen volume. Consequently, the dominant non-dimensional parameter is, \( T \sqrt{R} / K_{IC} f_p^{1/6} \). The variation in composite fracture stress \( T \) with particle size \( R \) measured in this study (Fig. 7) indeed varies as \( \sim \sqrt{R} \).

5. CONCLUDING REMARKS

The experimental measurements and observations have highlighted the influence of damage on the flow properties of the composites as well as on their ultimate strength and ductility. An important influence of damage has also been identified in previous studies of the effect of superimposed pressure.\textsuperscript{4} Various forms of damage are possible, but the present studies have emphasized particle increases. The cracking encourages additional plastic strain in the matrix and can lead to appreciable softening of the material. This effect has been proposed as the principal origin of the lower flow strength of the material containing the larger
particles. Cracks in particles have also been shown to coalesce and produce a macroscopic crack bridged by segments of the ductile matrix. The unstable growth of this crack occurs at the ultimate strength and governs the ductility of the composite. Tentative models for this process have been provided.

Finally, it is appreciated that the dominant mode of damage and its role in flow and fracture is influenced by the matrix strength and ductility. The present results and interpretations refer to a low strength, high ductility matrix. Transitions in damage mode and in the failure criticality are expected when higher strength, low ductility matrices are used.
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APPENDIX I

TRUE FRACTURE STRESSES IN FLEXURE

The true stress $\sigma_t$ on the tensile face of a plastically deforming flexure specimen can be estimated by assuming that the axial strain varies linearly across the beam section and that the material exhibits no strength differential effect i.e. the tensile and compressive flow curves are identical. In this case the applied bending moment, $M$, is given by\(^{13}\):

$$\frac{2M}{BD^2} = \frac{1}{\varepsilon_t} \int_0^{\varepsilon_t} \bar{\sigma} \, d\varepsilon$$

(A1)

where $B$ is the specimen thickness, $D$ is the specimen height, $\varepsilon_t$ is the strain on the tensile face, and the flow stress $\bar{\sigma}$ is assumed to obey power law hardening. Integrating equation (A1) gives,

$$\frac{2M}{BD^2} = \frac{\sigma_t}{N+2}$$

(A2)

The corresponding nominal stress, $S$, derived from a linear elastic analysis is,

$$S = \frac{6M}{BD^2}$$

(A3)

Comparison of equation (A2) and (A3) leads to the result,

$$\frac{\sigma_t}{S} = \frac{2+N}{3}$$

(A4)
For the materials examined in this study $N = 0.1$ and thus $\sigma_t = 0.7S$. 
APPENDIX II

PROBABILISTIC ASPECTS OF PARTICLE CRACKING

The probability $\Phi$ that $n$ cracked particles will be contiguous within a gauge section volume $V$ is $^{11,12}$:

$$
\Phi = f_p^{n+1/2} \left( \frac{V}{R^3} \right) \left[ \frac{1}{2} - 1/\ell np \right]^{-1}
$$

(B1)

The full solution of the fracture problem described by equations (9) and (13) is unwieldy. Physically insightful trends, suitable for present purposes, can be elucidated by regarding $p$ as relatively small ($p < 0.2$) and $n$ as relatively large ($n \geq 10$), whereupon equations (9) and (B1) combine to give:

$$
\Phi = \frac{f_p V}{R^3} \left[ \left( \frac{S}{S_0} \right)^m \frac{R^2}{A_0} \right]^n \left\{ -\ln \left[ \left( \frac{S}{S_0} \right)^m \frac{R^2}{A_0} \right] \right\}
$$

(B2)

To facilitate application of this result, it is convenient to express it in terms of the stress dependence of the number of contiguous cracked particles, at a fixed probability level; whereupon,

$$
n = \frac{\log \left[ \frac{R^3 \Phi}{f_p V \left\{ -\ln \left[ \left( \frac{S}{S_0} \right)^m \frac{R^2}{A_0} \right] \right\} } \right]}{\log \left[ \left( \frac{S}{S_0} \right)^m \frac{R^2}{A_0} \right]}
$$

(B3)
The logarithmic dependence on the variables indicates that $n$ is relatively invariant and can be regarded as approximately constant in equation (13).
TABLE 1,
SUMMARY OF HARDNESS TESTS

<table>
<thead>
<tr>
<th></th>
<th>VHN (MPa)</th>
<th>STANDARD DEVIATION (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al alloy in</td>
<td>690</td>
<td>50</td>
</tr>
<tr>
<td>composite</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bulk Al alloy</td>
<td>500</td>
<td>20</td>
</tr>
</tbody>
</table>

Ratio of VHN (Composite/Bulk) = 1.38
Fig. 1  A schematic diagram of the squeeze casting process.

Fig. 2  Microstructures of as-cast composites containing SiC particulates, (a) 160µm and (b) 13 µm in size.

Fig. 3  Effects of particle size on the compressive stress-strain behavior.

Fig. 4  (a) Transverse section of a compressed specimen containing coarse SiC particles. (b) Longitudinal section of a composite containing small particles. Both specimens were subjected to a compressive strain of 3.5%. The compression axis is vertical in (b).

Fig. 5  Tensile test specimen. Dimension are in mm.

Fig. 6  Typical tensile stress-strain curves for composites containing large and small particles.

Fig. 7  Effects of particle size on (a) ultimate strength and (b) ductility in tensile and flexure tests.

Fig. 8  Fracture surfaces of composites containing (a) 160µm and (b) 13µm SiC particulates. The large particles crack, whereas the smaller ones exhibit both cracking and debonding. The fine dimples in (b) are a result of particle-matrix debonding. (c) Crack propagation in a flexure specimen of material containing 13µm particles, again showing both particle cracking and debonding.

Fig. 9  Typical nominal tensile stress-strain curves obtained from four-point flexure tests.

Fig. 10  Micrographs showing the propagation of particle cracking on the tensile face of a flexural specimen. (a) and (b) are identical regions at nominal stresses of 120 and 270 MPa, respectively. The arrows in (b) show cracks which were not present in (a). (c) An SEM view of the tensile face immediately before fracture showing linking of particle cracks.

Fig. 11  A schematic diagram showing the stress-strain characteristics of a thin metal layer sandwiched between rigid plates.

Fig. 12  A diagram showing the effect of the volume fraction of cracked particles, $\xi$, on the plastic flow behavior of a metal-matrix composite.
Fig. 13 A schematic diagram showing the evolution and coalescence of damage during plastic straining of a particulate-reinforced composite.
Fig. 1  A schematic diagram of the squeeze casting process.
Fig. 2  Microstructures of as-cast composites containing SiC particulates, (a) 160μm and (b) 13 μm in size.
Fig. 3  
Effects of particle size on the compressive stress-strain behavior.
Fig. 4 (a) Transverse section of a compressed specimen containing coarse SiC particles. (b) Longitudinal section of a composite containing small particles. Both specimens were subjected to a compressive strain of 3.5%. The compression axis is vertical in (b).
Fig. 5  Tensile test specimen. Dimension are in mm.

Thickness = 4 mm.
Fig. 6 Typical tensile stress-strain curves for composites containing large and small particles.
Fracture Stress (MPa) vs. Particle Size (μm)

4 Point Bend Tests
Tensile Tests
Fig. 7 Effects of particle size on (a) ultimate strength and (b) ductility in tensile and flexure tests.
Fracture surfaces of composites containing (a) 160μm and (b) 13μm SiC particulates. The large particles crack, whereas the smaller ones exhibit both cracking and debonding. The fine dimples in (b) are a result of particle-matrix debonding. (c) Crack propagation in a flexure specimen of material containing 13μm particles, again showing both particle cracking and debonding.
Fig. 9 Typical nominal tensile stress-strain curves obtained from four-point flexure tests.
Fig. 10 Micrographs showing the propagation of particle cracking on the tensile face of a flexural specimen. (a) and (b) are identical regions at nominal stresses of 120 and 270 MPa, respectively. The arrows in (b) show cracks which were not present in (a). (c) An SEM view of the tensile face immediately before fracture showing linking of particle cracks.
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Fig. 11 A schematic diagram showing the stress-strain characteristics of a thin metal layer sandwiched between rigid plates.

\[ \frac{\sigma}{\sigma_0} = \frac{3}{4} + \frac{1}{4}(R/h) \]
Fig. 12  A diagram showing the effect of the volume fraction of cracked particles, $\xi$, on the plastic flow behavior of a metal-matrix composite.
Fig. 13 A schematic diagram showing the evolution and coalescence of damage during plastic straining of a particulate-reinforced composite.
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1. INTRODUCTION

Ceramics are typically capable of withstanding higher temperatures than other materials. Hence, there is substantial interest in such materials for heat engines [1,2], bearings [3], etc. However, high temperature degradation phenomena exist that influence performance and reliability. The important degradation processes include: creep [4], creep rupture [5,6], flaw generation [7], diminished toughness [8] and microstructural instability [9]. The fundamental principles associated with some of these degradation phenomena are reviewed, and prospects for counteracting the prevalent mechanisms are discussed.

The strength of a ceramic typically diminishes at elevated temperatures (Fig. 1), initially owing to the diminished potency of toughening mechanisms1 [8] and subsequently, following the onset of creep [11]. The

1 Ceramic composites that exhibit notch insensitivity at lower temperatures can also experience a temperature dependent transition to notch sensitivity [10].
degradation mechanisms that operate at the highest temperatures—in the creep regime—are emphasized in this article. A dominant microstructural consideration with regard to elevated temperature behavior is the existence of a grain boundary phase [9]. Such phases typically remain after liquid phase sintering and, frequently, are amorphous and silicate-based. The second phase constitutes a vehicle for rapid mass transport and dominates the creep [12], creep rupture [13] and oxidation [9] properties, as well as the microstructural stability. The grain size constitutes another important microstructural parameter, by virtue of its influence on the diffusion length and on the path density. Amorphous phase and grain size effects are thus emphasized in subsequent discussions of microstructural influences on high temperature properties.

The high temperature phenomenon that, in the broadest sense, has overwhelming practical significance is the existence of a transition between creep brittleness and creep ductility [5,6] (Fig. 2a,b). Fracture in the creep ductile regime occurs at large strains (ε ≥ 0.1, Fig. 2c), in excess of allowable strains in typical components. Consequently, when creep ductile behavior obtains creep rupture is not normally a limiting material property. The current article thus emphasizes the material parameters that govern the brittle-to-ductile transition. However, it is recognized that this transition may not occur within a practical range in materials having undesirable microstructures. The emphasis regarding microstructural design would thus differ

---

Footnote: Especially for applications that allow only limited dimensional changes during operation such as engine components.
The differing fracture behaviors in the creep brittle (A) and creep ductile (B) regimes.

**FIG. 3a.** Temperature dependent trends in flow and fracture revealing of brittle and ductile behavior.

**FIG. 2b.** The differing fracture behaviors in the creep brittle (A) and creep ductile (B) regimes.
from those presented in this article. Finally, some preliminary remarks and speculations regarding the influence of reinforcements, such as whiskers and fibers, on the high temperature performance are presented.

II. CREEP DUCTILITY

The transition to creep ductility represents, at the simplest level, a competition between flow and fracture, and thus, occurs when the flow stress becomes smaller than the stress needed to induce the unstable extension or cracks (Fig. 2a). At a more sophisticated level, it is necessary to specify the flow and fracture characteristics, subject to the imposed loading. The flow in fine-grained materials is supposedly governed by diffusional creep and can usually be represented by a viscosity [4]

$$\eta = \frac{kT\ell^3}{D\delta(1 + D_s/D\delta)\Omega}$$  \hspace{1cm} (1)

where $\ell$ is the grain size, $D_s$ is the lattice diffusivity, $\Omega$ the atomic volume and $D\delta$ is the diffusion parameter pertinent to either the grain boundary, $D_b\delta_b$, or the grain boundary phase, $D_p\delta_p$. Some complicating effects occur in very fine
grained materials, involving nonlinearity at low stresses [14]. Such effects are not well understood, but are believed to relate to stress-dependent interface limitations (such as grain boundary sliding). Nonlinearities are also encountered in liquid phase sintered systems [15, 16] again for reasons not yet apparent.

The pertinent fracture processes are more complex. The fracture parameter seemingly having the greatest relevance to the brittle-to-ductile transition is the threshold stress intensity, $K_{th}$, that dictates the onset of crack blunting [6] (Fig. 3). Specifically, at stress intensities below $K_{th}$, crack growth is prohibited, whereupon creep ductility is assured (Fig. 2a). A conservative criterion for creep ductility is thus obtained by applying the inequality

$$K_{th} > \frac{2\sigma_y}{\sqrt{\pi u}}$$

(2)

where $u$ is the radius of the largest crack that either pre-exists or may be nucleated by heterogeneous creep, oxidation, etc., and $\sigma_y$ is the design stress.

---

**Fig. 3.** A schematic illustrating the generalized dependence of high temperature crack growth rate, $J$, on stress intensity, $K$, showing the differing regimes of crack growth.
However, it is also recognized that the permissible creep strain \( \varepsilon^* \) must not be exceeded within the lifetime, \( t^* \), resulting in a second criterion,

\[
\eta \geq \frac{\varepsilon^* t^*}{L}
\]

(3)

The inequalities of Eqs. (2) and (3) must be satisfied to ensure adequate creep performance. Further progress thus requires appreciation of the creep crack growth threshold, as well as an understanding of the dominant high temperature flaws.

In some materials, significant creep crack growth is not encountered before the ductility transition. For such materials, the critical stress intensity, \( K_c \), is presumed to be the relevant fracture parameter, replacing \( K_{IC} \) in Eq. (3). Consequently, \( K_c \) at elevated temperatures is also afforded consideration.

III. CREEP CRACK GROWTH

A. Creep Crack Growth Mechanisms

The basis for comprehending creep crack growth mechanisms is the character of the crack tip when diffusion operates, at elevated temperatures. At such temperatures, chemical potential continuity and force equilibrium are demanded at the crack tip [17]. Hence, since cracks are typically intergranular at high temperatures [5,6,15] the crack tip must be partially blunt (Fig. 4) in order to satisfy the equilibrium relations [17],

\[
\gamma_b = 2\gamma \cos \psi
\]

(4)

\[
\gamma_s = \delta_0
\]

where \( \psi \) is the dihedral angle, \( \gamma_b \) and \( \gamma_s \) are the grain boundary and surface energies, respectively, \( \delta_0 \) is the surface curvature at the crack tip and \( \delta_0 \) is the normal stress on the grain boundary at the tip intersection. The resultant tip configuration, as well as the corresponding crack tip field are very different from those associated with the sharp cracks involved in brittle fracture. Consequently, the conditions for extension of the crack cannot be readily related to the ambient fracture toughness. Instead, the crack growth mechanisms involve the removal of material from the crack tip region (by diffusion or viscous flow), resulting in the creation of new crack surfaces. Two categories of such mechanisms typically dominate: direct extension mechanisms that entail matter transport over relatively large distances [17,18] (Fig. 4a), and damage mechanisms that involve small scale mass transport within a zone directly
ahead of the crack tip \([9, 20]\) (Fig. 4b). However, the mechanistic details are sensitive to various aspects of the microstructure.

Creep crack growth rates in ceramics that exhibit Newtonian behavior typically satisfy the non-dimensional form:

\[
K_0 \cdot \sigma_0 \sqrt{L} = F(M)
\]  

where \(L\) is a characteristic length for grain boundary diffusion, and \(F\) is a function of various microstructural features, such as grain size and cavity spacing. Typically, both \(\sigma_0\) and \(L\) depend on crack velocity, resulting in non-linear crack growth rates

\[
d = d_0 \cdot (\sqrt{K_0})^n
\]

where \(d_0\) and \(n\) are material sensitive coefficients. In particular, the magnitude of \(n\) depends sensitively on the dominant mechanism and the choice of boundary conditions. Selection of conditions that pertain to the actual crack growth problem of interest is thus a crucial aspect of comparing crack growth measurements with predictions.

In some materials, especially those containing amorphous phases, intact ligaments of amorphous material remain behind the crack tip \([16]\) (Fig. 5).
These ligaments enforce crack surface tractions that reduce the tip $K$ and thus impede crack growth. Such wake effects need to be incorporated into generalized models of creep crack growth. Some of the relevant models and the associated conditions are described below.

1. **Direct Extension Mechanisms**

Direct crack extension involves the mass flow depicted in Fig. 4a. The flux within the crack is directed toward the tip, while the local grain boundary flux
nonlinear function of \( K \), due to the nonlinear relation between crack velocity and the predominant diffusion lengths (e.g., \( L \) in Eq. (5)).

Operation of the above mechanism in polycrystals is restricted by the ability of cracks to circumvent grain junctions. Specifically, when the crack does not contain a wetting fluid, the dihedral angle, \( \psi \), is large, and substantial mass flow is needed to achieve crack extension across a grain junction. Consequently, only the relatively narrow cracks that are obtained at higher velocities extend by this mechanism. However, when a wetting fluid is located in the crack, \( (\psi = 0 \text{ or } \psi > \psi_c, 2) \), the crack can remain as a narrow entity \([18]\), even at low velocities, and extend beyond the grain junction. For this reason, a wetting fluid may be regarded as a prime source of high temperature stress corrosion.

Materials that contain a continuous amorphous phase may be subject to an alternative direct crack advance mechanism \([13]\). In this instance, an amorphous phase meniscus at the crack tip (Fig. 6) simply extends along the grain boundary, causing the crack to grow, and leaving amorphous material on the crack surface. Analysis of this process has been conducted subject to the conditions: the amorphous phase is thin, the grain displacements are discretized by the sliding of grain boundaries ahead to the crack and such displacements are accommodated by viscous creep of the surrounding solid. Then, crack growth is highly constrained and the crack growth rate has the form \([13]\)

\[
d = \frac{K D_b \Omega}{k T \dot{\epsilon} \eta^2 (\dot{\epsilon}_f / \dot{\epsilon}_0 - 1)}
\]

where \( \dot{\epsilon} \) is now the amorphous phase thickness (the subscripts 0 and c refer, respectively to the initial value and the value when the grains at the crack tip separate). Unfortunately, it is not possible to compare Eq. (9) with Eq. (8), because of the very different material responses used to derive the results.

\[\text{Fig. 6. A mechanism of creep crack growth in materials that contain a thin amorphous grain boundary phase.}\]
nonlinear function of $K$, due to the nonlinear relation between crack velocity and the predominant diffusion lengths [e.g., $L$ in Eq. (5)].

Operation of the above mechanism in polycrystals is restricted by the ability of cracks to circumvent grain junctions. Specifically, when the crack does not contain a wetting fluid, the dihedral angle, $\psi$, is large, and substantial mass flow is needed to achieve crack extension across a grain junction. Consequently, only the relatively narrow cracks that are obtained at higher velocities extend by this mechanism. However, when a wetting fluid is located in the crack, ($\psi = 0$ or $\gamma_c - \gamma_w > 2$), the crack can remain as a narrow entity [18], even at low velocities, and extend beyond the grain junction. For this reason, a wetting fluid may be regarded as a prime source of high temperature stress corrosion.

Materials that contain a continuous amorphous phase may be subject to an alternative direct crack advance mechanism [13]. In this instance, an amorphous phase meniscus at the crack tip (Fig. 6) simply extends along the grain boundary, causing the crack to grow, and leaving amorphous material on the crack surface. Analysis of this process has been conducted subject to the conditions: the amorphous phase is thin, the grain displacements are discretized by the sliding of grain boundaries ahead to the crack and such displacements are accommodated by viscous creep of the surrounding solid. Then, crack growth is highly constrained and the crack growth rate has the form [13]

$$d \approx \frac{KD_0 \zeta}{kTz^{1/3}(\delta/\delta_0 - 1)}$$

(9)

where $\delta$ is now the amorphous phase thickness (the subscripts 0 and c refer, respectively to the initial value and the value when the grains at the crack tip separate). Unfortunately, it is not possible to compare Eq. (9) with Eq. (8), because of the very different material responses used to derive the results.

![Fig. 6. A mechanism of creep crack growth in materials that contain a thin amorphous grain boundary phase.](image)
Nevertheless, it is noteworthy that the crack velocity in Eq. (9) is insensitive to the thickness of the second phase, \( \delta_0 \), but strongly dependent on grain size.

2. **Damage Mechanisms**

The prevalent mechanism of damage enhanced crack growth involves the nucleation and growth of cavities on grain boundaries in a damage zone ahead of the crack [19,20] (Fig. 7). The stress on the damage zone motivates growth of the cavities, once nucleated. Consequently, the crack progresses when the damage coalesces on those grain facets continuous with the crack. The growth of the cavities in the damage zone generally causes displacements that modify the stress field ahead of the crack [20] (c.f. Fig. 4a). Determination of the crack growth rates thus requires solution of simultaneous relations for the cavity growth rate (as determined by the resultant normal stress) and the stresses (as dictated by the displacements induced by cavity growth). Such calculations have been conducted for a viscous solid [13,20]. Then, when the damage zone is large (such that damage growth is relatively unconstrained) the steady-state crack growth rate has the form

\[
 \dot{a} \approx \frac{K_{\text{eff}} \Delta s}{kT^{1/3}(\Delta e)^{1/2}}
\]  

(10)
where $\lambda$ is the spacing between cavities in the damage zone. Non-linear behavior would be obtained if $\lambda/\varepsilon$ were dependent on crack velocity. Zone size effects also emerge, and affect the linearity, when the zone size becomes small [13].

Comparison of the above crack growth rate predictions with data has been achieved by using independent measurements of $\lambda$ and of the damage zone size obtained, on failed specimens [21] (Fig. 8). However, a full predictive capability does not exist, because there is no fundamental understanding of the effects of microstructure on $\lambda$. Nevertheless, certain important trends are apparent. In particular, the importance of the grain size, diffusivity and cavity spacing appear explicitly and have the expected influence on crack growth rates. When an amorphous phase is present [20], the velocity increases by $\varepsilon/\delta$, as well as by the increase in diffusivity ($D_a/D_s$).

3. MECHANISM REGIONS

Various observations and predictions suggest that the direct extension and damage mechanism have differing realms of dominance. Observations of failed specimens [21] have revealed that cavitation damage exists on the
fracture surface in the region of slow crack growth (Fig. 9a). By contrast, rapid propagation is accompanied by a facetted fracture surface (Fig. 9b). Such observations clearly suggest the prevalence of damage mechanisms at the lower crack velocities. Crack growth models predict similar features (Fig. 3), because the direct extension mechanisms have a larger $n$ [Eq. (6)], owing to additional velocity dependent parameters (notably, the crack width). This separation of the regimes of relevance has significant implications for two features of the fracture process: the crack growth threshold, $K_{th}$, and the critical stress intensity factor, $K_c$, as discussed in the subsequent sections.
4. Effect of Ligaments

When intact ligaments remain behind the crack tip, they exert forces on the crack surface that tend to reduce the tip $K$ and thus diminish the creep crack growth rate. The general trends can be conceived from a simplified analysis, depicted in Fig. 5, based on observations by Wiederhorn et al. [15,16]. The intact regions exert tractions that depend on the sine, $\xi$, and viscosity, $\eta_x$, of the ligament material. The corresponding opening rate of the crack surface is governed by the viscosity $\eta$ of the body and the resultant tip $K$. Hence, by utilizing a Dugdale analysis, it can be readily demonstrated that the change in $K$ provided by the intact ligaments has the form:

$$\Delta K = -2\xi/d^2(\eta \xi \delta)^{2/3} K^{1/3} d^{1/3} \delta^{-1}$$

where $d$ is the spacing between ligaments and $\lambda$ is a constant $\approx 0.1$. Then, the crack growth rate may be related to the applied $K$, by combining Eqs. (6) and (11) within

$$K_n = K + \Delta K$$

to give the relation

$$K_n = d^{1/3} \frac{K_0}{\delta_0} + \lambda^{1/3} \frac{K_n}{\delta_0} 2(\xi/d)^2(\eta \xi \delta)^{2/3} \delta^{-1}$$

The ligaments thus introduce a complex dependence between crack growth rate and stress intensity. Furthermore, strong effects on crack growth rate of the viscosity of the ligament material and ligament sine and spacing are apparent. Ligament effects may be of considerable importance in the near threshold region and thus, some understanding of how ligaments form is regarded as an important topic for future research.

B. The Threshold Stress Intensity

The considerations of the preceding sections reveal that the threshold represents a process that intervenes while crack growth is occurring by a damage mechanism (Fig. 3). It thus seems appropriate to regard the threshold as a stress intensity level that inhibits the nucleation of damage in the crack tip region [22]. For a viscoelastic solid, typical of most ceramics, damage inhibition would require that the elastic stress on the first grain boundary facet (as modified by grain boundary sliding, at the crack tip) be less than a ‘critical’ stress for cavity nucleation. Indeed, considerations of cavity nucleation rates [22] indicate that crack growth can be nucleation limited (Fig. 10), resulting in a relatively abrupt decrease in the crack growth
rate. A nucleation limited threshold thus seems plausible, with the threshold occurring at a stress intensity

\[ K_{th} \approx \gamma \sqrt{\Omega / \delta} F(\psi) \]  

where, \( F(\psi) = \pi^{1/2} (8\pi/3)^{1/3} [2-3 \cos \phi + \cos^2 \psi]^{1/3} \), or in the presence of an amorphous phase,

\[ K_{th} \approx \gamma r \sqrt{\ell / \delta_0} \]  

This predicted threshold is larger than values observed experimentally (probably because of additional stresses induced by grain boundary sliding transients) [22]. Nevertheless, general trends in \( K_{th} \) with grain size and surface energy appear to be in accordance with the limited threshold data available in the literature. Specifically, the threshold is apparently lower in materials having a fine grain size\(^3\) and in the presence of an amorphous phase.

\(^3\) However, it is cautioned that the effect of grain size on viscosity introduces some subjectivity into the interpretation of grain size trends.
that both reduces the surface energy pertinent to damage nucleation, and allows an increase in the characteristic nucleation dimension ($\delta_0$ replaces $\Omega^{1/2}$).

Comparison of Eq. (14) with Eq. (2) reveals the explicit influence on the ductile-to-brittle transition of such parameters as the grain size, diffusivity, surface energy, dihedral angle, and amorphous phase content. In particular, amorphous phases substantially reduce $K_c$ and thus encourage creep brittleness [13,22]. The major remaining uncertainty is the flaw size, $a$. High temperature flaws are discussed in the following sections.

C. The Critical Stress Intensity

The preceding discussion of mechanism regimes suggests that unstable crack growth by bond rupture is most likely to intervene while creep crack growth is proceeding by a direct extension mechanism. However, the criterion that dictates the transition is unknown. Furthermore, in most ceramic materials, high temperature stable, slow crack growth may occur at stress intensities substantially in excess of the ambient $K_c$, as illustrated in Fig. 3 [16,24]. This phenomenon reflects the 'blunt' character of the crack tip, during creep crack growth, as elucidated in Section III.A.

Recognition that direct creep crack extension processes are accompanied by a peak tensile stress, $\sigma$, at a distance $x$, ahead of the crack tip (Fig. 4a) suggests two plausible criteria for the transition to brittle propagation. Either $\sigma$ exceeds the stress needed to nucleate a brittle crack at $\delta$, or $\delta$ diminishes to the atomic dimension. Both criteria give a peak stress intensity, $R$, in excess of the ambient $K_c$ (Fig. 3), in qualitative accordance with the previously stated measurements of creep crack growth. The quantity $R$ would represent the 'critical stress intensity factor' measured using the usual fracture mechanics techniques.

IV. HIGH TEMPERATURE FLAWS

Observations of fracture origins and of flaw initiation sites at high temperature are less prevalent than those available at lower temperatures. Nevertheless, present evidence [5,6] strongly infers that the predominant high temperature flaws are generally different than the flaws that dominate the ambient mechanical strength. In particular, flaws are frequently found to originate at various chemical and microstructural heterogeneities (Fig. 11), as summarized in Table 1. Such regions evolve into flaws, either because local
**Table 1**

**Origins of High Temperature Flaws**

<table>
<thead>
<tr>
<th>High Temperature Flaw</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large Grained Region</td>
<td>$\text{Al}_2\text{O}_3\text{MgO}$, $\text{SiC/B}$</td>
</tr>
<tr>
<td>Amorphous Zone</td>
<td>$\text{Al}_2\text{O}_3\text{MgO}$, $\text{SiC/B}$</td>
</tr>
<tr>
<td>Machining Flaw</td>
<td>$\text{Si}_3\text{N}_4$ (all alloys), $\text{SiC}$ (all alloys), $\text{Al}_2\text{O}_3$ (all alloys)</td>
</tr>
<tr>
<td>Oxidation Pit</td>
<td>$\text{Si}_3\text{N}_4$ (all alloys)</td>
</tr>
<tr>
<td>'Blocky' Heterogeneity</td>
<td>$\text{Al}_2\text{O}_3\text{SiO}_2$, $\text{Si}_3\text{N}_4\text{MgO}$</td>
</tr>
<tr>
<td>Chemical Heterogeneity</td>
<td>$\text{Al}_2\text{O}_3\text{MgO/\text{NiO}}\text{SiC/Al}_2\text{O}_3$</td>
</tr>
</tbody>
</table>

Fig. 11. Scanning electron micrographs of typical high temperatures flaws.
strain concentrations result from viscosity differentials, oxidation strains, etc., or because phases are formed that locally degrade the creep crack growth resistance. In either case, the zone of influence is typically of the order of the heterogeneity size, resulting in flaws that scale with the heterogeneity diameter [6].

While the quantitative understanding of high temperature flaws is lacking, it is deemed useful to present some results that have relevance to flaw formation and initial growth. In particular, it is noted that stress concentration effects can be estimated from elastic solutions, by replacing the shear moduli with the equivalent viscosities. Furthermore, it is noted that the important flaw problems usually involve two stress intensities: a localized value, $K_h$, associated with the concentrated stress around the heterogeneity and an applied value $K_m$ (c.f. indentation fracture) [25]. Typically, these stress intensities have opposing trends with crack length, resulting in a minimum, $K_m$ (Fig. 12). When this situation is obtained, creep ductility can be assured, by requiring that $K_m < K_h$. Explicit expressions for creep ductility can thereby be derived.

Of particular interest are planar, low viscosity faults [16]. Such faults, when inclined to the imposed tension, cause the sliding of relatively large 'blocks' of material resulting in values of $K_m$ of order,

$$K_m \approx \tau_d \sqrt{d} \quad \text{(15)}$$
where \( \tau_s \) is the shear stress along the fault and \( 2\alpha \) is the length of the fault. Hence, creep ductility is assured when,

\[
\frac{\tau_s}{\Omega^{1/2} \nu} > \frac{\tau_s}{F(\psi)}
\]

This inequality constitutes a conservative ductility criterion, because stress relaxation by local mass transport reduces the stress at the fault tip and eliminates the singularity (c.f. Fig. 4a). The maximum stress \( \sigma_m \) then varies with time \( t \) after the sliding event, as [23]

\[
\sigma_m = \tau_s \sqrt{\frac{4(1 - \nu^2) E T}{EDs \delta_e \Omega t}}
\]

Consequently, large values of the diffusivity and slow sliding rates can reduce the local stress and may result in peak stresses less than the critical level needed to nucleate flaws. Such effects may be used, advantageously, to encourage creep ductility.

Oxidation induced flaws have various manifestations, depending on the nature of the heterogeneity having the greatest susceptibility to oxide formation. The flaws may either form externally, as perturbations on the surface oxide [26], or internally. Such oxidation sites usually evolve into high temperature flaws because of the residual stresses associated with the oxidation strain rate, \( \varepsilon' \). Crack formation at sites of local dilatation in a viscous solid is accompanied by a residual stress intensity,

\[
K_R \approx 3.5 \sqrt{\pi} \eta b^{3/2} (\varepsilon' / a)^{1/2}
\]

where \( b \) is the radius of the oxidation zone. Hence, by superimposing the stress intensity associated with the design stress

\[
K_w \approx (2\sqrt{\pi}) \sigma_a \sqrt{a}
\]

\( K_m \) may be evaluated. Then, by setting \( K_{iw} > K_m \), the following creep ductility criterion results,

\[
\frac{\gamma_a \sqrt{\bar{\gamma}} b}{\Omega^{1/2} (\eta^2 \bar{\gamma} / 2)^{1/2}} > \xi \frac{a^{3/2}}{F(\psi)}
\]

where \( \xi \approx 3 \). The trends associated with the important material parameters \( (\gamma_a, \varepsilon', \eta, \psi) \) are clearly prescribed by this result. In particular, a critical size of oxidation prone defect can be defined, such that, ductility is assured if,

\[
b^2 < \frac{\gamma_a \sqrt{\bar{\gamma}} F(\psi)}{\xi \Omega^{1/2} (\eta^2 \bar{\gamma} / 2)^{1/2}}
\]
V. CERAMIC COMPOSITES

A. Creep Rates

Ceramic composites typically consist of a creep susceptible matrix and creep resistant reinforcements [27]. For this case, the creep characteristics depend on the relative dimensions of the whiskers and the grains. When the whiskers are relatively large and have a width, \( w \ll l \), the matrix behaves as a continuum. Then, the steady-state creep rate of the composite has the same stress dependence as the matrix, but deviates from the matrix creep rate by a fixed multiple \( \omega \), that depends on the creep resistance, volume fraction, and shape of the reinforcement, as well as the shear resistance of the interface. For a linearly viscous matrix, the magnitude of \( \omega \) can be obtained from composite elastic modulus solutions, by replacing the shear modulus with the viscosity. Typical trends are illustrated in Fig. 13 for randomly oriented, rigid whiskers [28] having a shear resistant interface. Similar values of \( \omega \) would obtain for \( n \approx 2 \), typical of most ceramics.

When the interface has a relatively low viscosity compared with that of the matrix, the magnitude of \( \omega \) diminishes. Such behavior is expected to be typical of many reinforced ceramics, due to the tendency to form thin amorphous phases at the interface [29]. Sliding at the interface clearly enhances the creep rate, by means of a change in \( \omega \). However, sliding may

![Graph](image-url)

**Fig. 13.** Predicted trends in creep rate with volume fraction of long aspect ratio whiskers, according to a continuum model.
also induce stress concentrations that result in creep damage and a consequent acceleration of the creep rate. In particular, the component of the stress resolved along the major axis causes stress concentrations at the tip of the reinforcement, that may nucleate cavities. The reinforcement then becomes partially ineffectual as a creep inhibitor.

When the fiber width is small, \( w < \ell \), a continuum description is inappropriate. Then, the role of the whisker is to inhibit grain boundary sliding, as sketched in Fig. 14. Sliding occurs at a rate dictated by the transport of matter from one side of the whisker to the other, through the amorphous interphase. Simple analysis indicates that this process can be characterized by a viscosity

\[
\eta \approx \frac{kT\omega^{2}\ell}{D_{\alpha} \delta_{b} \Omega}
\]  

Comparison of Eq. (22) with Eq. (1) reveals that, since \( w < \ell \) and \( D \delta \) for the amorphous phase is expected to be larger than that for the grain boundary, small whiskers should not exert a significant influence on the creep rate.

A comparison of the preceding predictions with creep data obtained for Al\(_{2}\)O\(_3\) reinforced with SiC whiskers reveals several features of interest (Fig. 15). In particular, the composite creep rate data have a different slope than the matrix data and hence, the results deviate from the continuum prediction for a composite containing stiff, bonded whiskers. Another disparity between experiment and theory is the relatively low creep rate achieved by the composite, at low stresses. Such low creep rates (small \( \omega \)) are not predicted from composite theory. One explanation of the disparity is that the diffusivity and grain boundary sliding rate are affected by the chemical changes that
not well understood. Further understanding of this phenomenon should thus
be a priority for future research on high temperature reliability.

Models of creep crack growth have limited applicability because, in most
cases, the material response considered in the models does not coincide
with the behavior of typical ceramic polycrystals. A substantial need thus exists for
the development of models that incorporate both the viscoelastic character of
the ceramic and specific microstructural events (such as localized grain
boundary sliding).

High temperature flaws in ceramics, in many instances, differ from the
flaws that control brittle failure at ambient temperatures. Some understanding
of these flaws is beginning to emerge. However, a systematic attempt
should be made to locate and analyze the flaws having the major influence on
creep rupture, in the creep brittle range.

Finally, it is noted that certain ceramic composites have interesting
high temperature characteristics, such as creep and creep rupture resistance. Little
is known about these materials, suggesting the need for systematic investigation.
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Abstract...
Chemical analysis was performed to determine the total boron, silicon, carbon, and oxygen contents. For boron analysis, samples were crushed and the boron leached out into an acid solution. This solution was then plasma-heated and the photon intensities characteristic of boron determined. The silicon content was determined by fusing. The resultant glass was dissolved in a hydrochloric acid solution and the silicon evaluated using atomic absorption. The carbon content was determined by fusing with an oxidant to evolve carbon dioxide. The carbon dioxide content was then analyzed using a coulometer and a carbonate standard. Finally, the oxygen content was determined by neutron activation analysis. Other impurities were identified using semiquantitative spectroscopic procedures.

A microprobe was used to determine the composition of second-phase impurities from X-ray spectra and maps. The scanning electron microscope (SEM) was used to obtain information about porosity and carbon inclusions: the former on uncoated, mechanically polished surfaces and the latter on gold-coated fracture surfaces. Transmission electron microscopy (TEM) was used to examine grain-boundary phases, employing both light- and dark-field techniques. Electron energy loss spectroscopy also identified the principal second phases.

(2) Microstructure

(A) Hot-Pressed Silicon Carbide: Specimens having a light thermal etch observed in the optical microscope revealed a grain size of about 0.5 μm. The chemical analysis (Table I) indicated appreciable oxygen, aluminum, tungsten, and cobalt. The tungsten and cobalt were presumably introduced by the cobalt-bonded tungsten carbide grinding media used to mix the initial powders. Microprobe analysis confirmed appreciable quantities of second phases. Backscattered electron images and related X-ray spectra identified silicides having variable composition. Some of these are tungsten silicide while others are a mixture of tungsten, cobalt, and iron silicides. Attempts to image a grain-boundary phase in the TEM were unsuccessful, indicating that amorphous phases, if present, must be less than ~0.5 nm in width.

(B) Sintered Silicon Carbide: Optical observations of thermally etched specimens revealed a grain size of about 10 μm. Chemical analysis (Table I) indicated few impurities. However, residual carbon is implied. Specifically, by assuming that all the silicon and boron present are in the form of carbides, the residual carbon content can be estimated at 0.8 wt%. This estimate is confirmed by TEM, which reveals graphite inclusions (Fig. 2(A)). The graphite structure is confirmed by the near-edge fine structure of the electron energy loss spectrum (Fig. 2(B)). The graphite is also well delineated on fracture faces (Fig. 2(C)).

(3) Toughness Measurements

Four-point flexure beams (3 by 3 by 30 mm) were indented on the tensile surface, with a 200-N Knoop indenter, such that the long axis of the indenter was oriented perpendicular to the applied stress axis. The indent created a semicircular crack having 125- to 150-μm radius. The residual stress was removed by surface polishing. The edges of the tensile surface were also beveled to remove flaws that might cause premature failure.

Table I. Material Composition

<table>
<thead>
<tr>
<th>Material (quantitative composition)</th>
<th>Major Impurities (semiquantitative)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hot-pressed SiC</td>
<td>1.50 wt% Al &amp; 2.50 wt% W</td>
</tr>
<tr>
<td>29.84 wt% C</td>
<td>0.10 wt% Co &amp; 0.10 wt% Fe</td>
</tr>
<tr>
<td>64.69 wt% Si</td>
<td>1.70 wt% O</td>
</tr>
<tr>
<td>50 ppm B</td>
<td></td>
</tr>
<tr>
<td>Sintered α-SiC</td>
<td>0.18 wt% Al &amp; 0.07 wt% Ca</td>
</tr>
<tr>
<td>30.50 wt% C</td>
<td>0.06 wt% Cu &amp; 0.16 wt% Fe</td>
</tr>
<tr>
<td>69.40 wt% Si</td>
<td>0.23 wt% O</td>
</tr>
<tr>
<td>0.15 wt% B</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. (A) Transmission electron micrograph of sintered silicon carbide showing graphite inclusion. (B) Electron energy loss spectrum from inclusion with graphite structure confirmed by near-edge fine structure. (C) Scanning electron micrograph of fracture surface with graphite inclusion.
The fracture toughness was determined as a function of temperature by using indented beams tested at a strain rate of $6 \times 10^{-3}$ s$^{-1}$. The initial flaw size due to the indent was measured on the fracture surface in the SEM after testing. The critical stress intensity factor was determined using the relation:

$$K_I = (2/\sqrt{\pi})\sigma_{\text{cr}}\sqrt{a}$$  
(1)

where $\sigma_{\text{cr}}$ is the fracture stress and $a$ is the flaw radius.

The results (Table II) show that the sintered material has a temperature-insensitive toughness. The hot-pressed material has a somewhat higher room-temperature toughness, but the toughness diminishes at higher temperature to a level comparable to that of the sintered material.

(4) Deformation Measurements

Creep tests were performed at 1600° to 1800°C in an argon atmosphere, and at constant displacement rates of 10$^{-3}$ to 10$^{-2}$ m/s and the "steady-state" creep properties characterized by

$$\dot{\varepsilon} = \dot{\varepsilon}_0(\sigma/\sigma_0)^n$$  
(2)

where $\dot{\varepsilon}$ is the strain rate and $\sigma_0$ the stress in steady state, $n$ is the creep exponent, and $\dot{\varepsilon}_0$ and $\sigma_0$ are constants. The steady-state stress on the tensile surface was estimated using

$$\sigma_0 = \frac{3(L - b/N)^2}{4b^2} \left(\frac{2n + 1}{3n}\right)$$  
(3)

where $L$ is the outer span in four-point bending, $l$ is the inner span, $b$ is the steady-state load, $h$ is the thickness, and $N$ is the height. The use of Eq. (3) is justified by the absence of noticeable creep damage (see Fig. 8) and, hence, of obvious asymmetry in creep between tension and compression. Sequential testing was used in some cases, with SEM examinations conducted between each iteration. The evolution of damage and the behavior of indentation flaws could thereby be established. At the conclusion of sequential testing, the beams were fractured either by testing rapidly to failure (Fig. 3) or by cooling under stress to room temperature and then loading to failure. The material directly in front of the crack tip was then examined for damage in the SEM and a nominal toughness ascertained.

The testing revealed an abrupt transition from brittle to ductile behavior (Fig. 4) such that, in the ductile region, the strain on the tensile surface exceeded 10% without failure. Extensive creep ductility in SIC has also been noted in a previous study. At strain rates of $10^{-2}$ s$^{-1}$, the transition for the hot-pressed material occurred between 1650° and 1700°C, and for the sintered material it occurred between 1750° and 1800°C. In the ductile range, the creep exponent of the hot-pressed silicon carbide was 2.3, and that for the sintered silicon carbide was 1.7. These values are in the range expected for superplastic behavior, consistent with the extensive ductility observed above the transition temperature.

Above the transition temperature, precracks in the sintered material exhibited blunting and opening without growth (Fig. 5), such that the crack-tip opening at increased substantially with strain (Fig. 6). The blunting exhibits a functional dependence on strain (see Eq. (13a)); $b/a = a^2$ (Fig. 7). Furthermore, damage is evident in the vicinity of the blunt tip in the form of cavities that seemingly initiated at graphite inclusions (Fig. 8). These cavities are typically 1 μm in diameter, essentially independent of the creep strain. In the hot-pressed material, some slow crack growth occurred. Appreciable damage was also detected in a crack-tip zone (Fig. 9) consisting of lenticular-shaped facet cavities.

![Fig. 3](image_url)

*Fig. 3.* Schematic stress-strain curve for tests used to evaluate creep damage. The sudden increase in strain rate at a certain level of strain causes the specimen to fracture at an overstress $\Delta$σ.

![Fig. 4](image_url)

*Fig. 4.* Representative stress-strain curves illustrating the change in behavior of both materials over a small temperature range: (A) sintered, (B) hot-pressed.
cies typical of those apparent during creep-crack growth.\(^2\) The
lack of slow crack growth caused the crack profile to evolve with
complex geometry, and thus blunting measurements comparable to
those obtained for the sintered material (Fig. 6) could not be obtained.
Consequently, the study of blunting effects is restricted to the mea-
surements obtained on the sintered material.

Specimens of the sintered material tested at room temperature
after exposure to steady-state conditions at high temperature to
cause crack blunting gave nominal toughnesses \(K_c\) larger than the
sharp-crack toughness (Table I). Specimens tested rapidly to
failure at temperature after steady-state creep also gave a rela-
tively high nominal toughness. Furthermore, the toughness sys-
tematically increased with increase in creep strain and, hence,

\[
\text{III. Some Basic Mechanics}
\]

Stationary cracks in a body subject to steady-state creep gener-
ate displacement and strain fields directly analogous to the corre-
sponding nonlinear hardening solutions.\(^3\) The crack-tip stresses
outside the blunting region in plane strain have the singular form

\[
\sigma_x = \left( \frac{C^*}{\sigma_0 \delta_d / \delta} \right)^{1/\gamma} \sigma_0
\]

or

\[
\sigma_x = \left( \frac{C^* \sigma_0}{\delta_d \delta} \right)^{1/\gamma} \sigma_0
\]

where \(C^*\) is the loading parameter, \(\sigma_0\) is the stress at the
crack tip, and \(\delta_d\) and \(\delta\) are nondimensional coordinates tabu-
lated by Hutchinson.\(^4\) Then, by noting that, for a surface crack,

\[
C^* = \sigma_0 \delta_d \delta
\]

where \(\delta_d\) is a constant, Eq. (4) becomes

\[
\frac{\sigma_x}{\sigma_0} = \frac{\delta_d}{\delta} \frac{\sigma_0}{\sigma_0} = \left( \frac{\delta_d}{\delta} \right)^{1/\gamma} \sigma_0
\]

At the crack tip, blunting occurs, and the stresses are locally
reduced below the value predicted by Eq. (6). A peaking occurs
at \(\delta\) values of 1 to 2 times \(\delta_d\).\(^5\) However, the peak is substantially
influenced by the shape of the blunting crack tip. Some solu-

![Fig. 5. Scanning electron micrograph of indentation crack in
sintered material tested above the transition temperature.](image)

![Fig. 6. Crack tip in sintered material tested above the transition
temperature exhibiting blunting and opening with no propagation:
(A) \(\varepsilon = 3.5\%\), (B) \(\varepsilon = 6\%\), (C) \(\varepsilon = 8.5\%\).](image)
When specimens with blunt cracks are either loaded rapidly to failure at elevated temperature or tested to failure at low temperature, a further elastic stress concentration $S$ develops at the crack tip given by

$$ S = (1 + 2\alpha/b)\Delta\sigma $$

where $\Delta\sigma$ is the incremental applied stress upon elastic loading.

IV. Brittle-to-Ductile Transition

The brittle-to-ductile transition involves local competition between flow and fracture. Flow at elevated temperature is

![Graph showing crack opening as a function of strain for the sintered silicon carbide.](image1)

![Diagram illustrating crack opening at steady state and blunting.](image2)

for self-similar shapes are first summarized, followed by approximate results that may apply when the blunting morphology changes (Fig. 6).

When the material ahead of the crack can be represented by a continuum constitutive law, the following expressions obtain:

$$ \frac{\sigma}{\sigma_y} = \xi(n) $$

$$ b = 0.55c^*+\sigma_f $$

where $\xi$ is a function of the creep exponent only, $\sigma$ is the peak value of $\sigma_{\text{cr}}$, and $\sigma_f$ is the flow stress at a strain rate of $1/(n + 1)$. Inserting $c^*$ from Eq. (3) into Eq. (7b) then gives, for steady state

$$ b/a = 0.55h(n + 1)^{1/n+1}e_{\text{im}} $$

where $e_{\text{im}}$ is the imposed creep strain. The crack opening is thus predicted to vary linearly with strain. This prediction is at variance with measurements (Fig. 7). The disparity arises because the crack-tip blunting does not develop with a self-similar shape, probably because of discrete grain-size effects that obtain at small $b$ (Fig. 6). When self-similarity is violated, the coefficient $\xi$ in Eq. (7) exhibits an additional dependence on $b$.

Consequently, for present purposes, a simple assumption is made and justified by comparison with experimental results. Specifically, it is assumed that the peak stress develops at $r = 2b$, for all $b$. Then Eq. (6) gives

$$ \frac{\sigma}{\sigma_y} = (1/2b)^{\xi(n+1)}e_{\text{im}} $$

which for the present materials (n = 2, $h = 1.4$, $l = 5.8$, $e_{\text{im}} = 1.3$) gives

$$ \frac{\sigma}{\sigma_y} = 0.89(a/b)^{1/n} $$

Consequently, this assumption predicts that the peak stress diminishes upon blunting. An analogous expression for the blunting rate is derived by also allowing the blunting to scale with the peak stress

$$ b \approx A\tau^*/\sigma $$

where $A$ is a nondimensional coefficient of order unity. Hence, inserting $\sigma$ from Eq. (10) and $\tau^*$ from Eq. (5), gives (n = 2)

$$ b/a = 2\Delta\sigma $$

such that

$$ \sigma = (0.7/A^{1/2})\sigma_y e_{\text{im}}^{1/2} $$

The nonlinear dependence of $b$ on $e_{\text{im}}$ conforms well with experiment (Fig. 7).
Damage zone. The brittle fracture stress at rapid strain rates is temperature-sensitive. In the absence of a creep-damage mechanism in the material, a transition to superplastic behavior should occur when the peak stress in the crack-tip zone becomes less than the stress needed to activate the largest microstructural flaws (Fig. 10). The fracture zone is then governed by the interaction of the crack-tip field with the population of flaws, such that the toughness varies strongly with temperature and strain rate and microstructure-sensitive.

The activation of flaws in the crack-tip zone is assumed to be governed by Eq. (3), reexpressed in the form

$$\sigma_c = \frac{\sqrt{\pi} K_c}{2 \tau}$$

(14)

where $\sigma_c$ is the critical stress that must be exceeded in the crack-tip zone to cause brittle fracture and $\tau$ is the radius of the flaws in the damage zone. The ductility requirement is then simply

$$\sigma < \sigma_c$$

(15)

Then, upon equating $\sigma_c$ to $\sigma_c^*$, the radius of the flaws in the damage zone can be calculated. The results for the sintered materials (Table IV) yield a constant value, $c = 1 \mu$m. Furthermore, this value of $c$ agrees well with measured values (Fig. 8). The results are thus consistent with the proposed criterion for brittle fracture after creep blunting.

With this background, it is now possible to address the ductility transition. Ultimately, this will require knowledge of the size distribution of the crack-tip damage in conjunction with a weakest-link statistical analysis within the crack-tip field. Without this knowledge, an elementary transition criterion for constant displacement rate testing may be based on Eq. (12b), which implies that the peak stress decreases as the strain increases, during steady state. Consequently, creep inhibits fracture at least when the damage size $c$ is strain-insensitive, whereas ductility obtains as soon as tip blunting initiates. Conversely, for materials in which the size of the flaws in the damage zone increases upon blunting, brittle fracture can occur during creep.

V. Conclusions

Silicon carbide exhibits a transition from creep brittleness to creep ductility. Below the transition temperature, the material fails by brittle crack extension. Above the transition temperature, the material is superplastic and can withstand strains in excess of 10%. Cracks in sintered silicon carbide open and blunt with damage around the crack tip characterized by cavities opening at graphite inclusions. Cracks in the hot-pressed material open, stay sharp, and propagate at a very slow rate accompanied by cavity formation on grain facets in front of the crack tip.

The brittle fracture stress at rapid strain rates is temperature-insensitive. However, the onset of blunting is strongly dependent on strain rate and temperature. When the crack blunts, the stress field around its tip is reduced and impedes brittle fracture.

---

**Table III. Nominal Toughness of Sintered SIC After Creep**

<table>
<thead>
<tr>
<th>Test temperature (°C)</th>
<th>Creep stress (%)</th>
<th>$K_c$ (MPa·m$^{1/2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT</td>
<td>6.0</td>
<td>0.067</td>
</tr>
<tr>
<td>1800</td>
<td>2.9</td>
<td>0.030</td>
</tr>
<tr>
<td>1800</td>
<td>6.0</td>
<td>0.067</td>
</tr>
</tbody>
</table>

$^a$ Room temperature.

---

**Fig. 9.** Scanning electron micrograph of lenticular cavities formed in the region close to the tip of an indentation crack in the hot-pressed SIC which was creep to 10% strain above the transition temperature and subsequently fractured at room temperature.

**Fig. 10.** Schematic representation of the competition between flow and fracture to produce a transition temperature, with a schematic of fracture initiated by creep damage. The strain rate $\dot{\varepsilon}$ arrows indicate the direction in which the flow and failure curves shift as the strain rate is increased.
Table IV. Calculation of Flow Size in Damage Zone of Sintered SiC

<table>
<thead>
<tr>
<th>Creep stress (ksi)</th>
<th>( \sigma_{0} ) (MPa)</th>
<th>( \Delta \sigma ) (MPa)</th>
<th>( \epsilon_{u} ) (m/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.9</td>
<td>245 = 3</td>
<td>60 = 2</td>
<td>0.8</td>
</tr>
<tr>
<td>6.0</td>
<td>365 = 3</td>
<td>135 = 14</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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ABSTRACT

Fracture toughness and tension tests were performed on two aluminum alloy matrices, 2014-0 and 2024-0, reinforced with alumina particulates of different volume fractions and particulate sizes. The results indicated that the yield strength increased with decreasing particle spacing. The fracture toughness increased with increasing particle spacing provided that the particle size was less than a limiting value, above which unstable crack growth occurred and the toughness lowered. Although these composites exhibited limited ductility on a macroscopic scale, fractography revealed that fracture occurred by a locally ductile mechanism.
1. INTRODUCTION

Most research in aluminum-matrix composites has been directed toward development of high performance continuous fiber-reinforced composites, with high specific strengths and elastic moduli, for specialized aerospace applications [1]. Such composites, in spite of their unique properties are not cost effective for most applications because of the high costs of reinforcements, fabrication and secondary processing. This has led, in recent years, to the development of the relatively less expensive particulate-reinforced aluminum-matrix composites for potential use in certain aerospace applications where the very high directional properties available with continuous fiber-reinforced composites may not be required. Currently, moderate knowledge exists regarding the tensile properties of particulate-reinforced aluminum-matrix composites but not much is known about their fracture behavior.

The principal objectives of this current investigation were to determine how the microstructural parameters, such as the volume fraction of the particulate and the particulate size, affect the tensile properties and fracture toughness and to shed more light on the failure mechanisms operative in such composites so as to aid in the correlation of microstructure and properties for such materials.
2. EXPERIMENTAL PROCEDURES

The materials chosen for study in this investigation were two aluminum alloy matrices, 2014-0 and 2024-0, reinforced with alumina particulates of different sizes and volume fractions. The starting materials, in the form of 4 mm thick, 76 mm diameter disks, are listed in Table 1. The nominal compositions of the matrices [2] are as follows:

- 2014: 4.4 wt. % Cu, 0.8 wt. % Si, 0.8 wt. % Mn, 0.4 wt. % Mg, balance Al.
- 2024: 4.5 wt. % Cu, 1.5 wt. % Si, 0.6 wt. % Mn, balance Al.

These composites were fabricated by means of a slurry casting technique, the details of which are described in ref. 2. The composites contain a nominally homogeneous distribution of alumina particulates with the surrounding matrix being void free. The composites also have excellent bonding between the alumina particulates and the aluminum alloy matrices [2]. The bonding is postulated to be associated with the formation of MgAl$_2$O$_4$ and CuAl$_2$O$_4$ spinel particles at the interface [2]. Interface interactions between alumina and aluminum alloy matrices during fabrication of composites using mechanical agitation have been previously investigated and discussed [3,4].

Tension and mode I fracture toughness tests were performed on these materials in the O condition to produce a soft matrix. The tension test specimen design used in this investigation is shown in figure 1. It does not satisfy the ASTM E-8 [5] requirements for a standard sheet specimen for tension testing a gauge section.
width of 3.18 mm because the as-received material was too small. Two specimens were tested for each composite listed in table 1 by means of a MTS servohydraulic testing system. The tests were performed at a constant cross-head speed of 10 μm/s. The load and the cross-head displacements were recorded by means of a X-Y recorder. The effects of the machine compliance were included in the data analysis.

The pure mode I fracture toughness test specimen design is shown in figure 2. It is based on the standard compact tension specimen design recommended by ASTM E-399 [5]. The w/B ratio is 6.4, which does not correspond to the recommended 2 ≤ w/B ≤ 4, but is an acceptable alternative when the thickness of the as-received material is small. Most of the compact tension specimens had sharp crack tips of 4 μm radius produced by means of electron discharge machining (EDM). Tests on specimens with pre-cracks produced by fatigue, a difficult process for the composites, gave equivalent values for K_{Ic}. Thus, the EDM notches are smaller than the process zone size and the simpler EDM notches were used. The specimens were tested on a MTS servohydraulic testing machine at a constant cross-head speed of 10 μm/s. The load and the displacements parallel to the load line were recorded. All the broken tension and compact tension specimens were then examined under the SEM. Some fractured specimens were sectioned in a plane perpendicular to the crack plane to examine the material just underneath the fracture surface and to determine the extent of subsurface micro-cracking.
3. RESULTS

3.1. Tensile Tests

A representative true stress versus true strain plot obtained from a tension test is shown in figure 3. The 0.2 percent offset yield strength $\sigma_y$, the ultimate tensile strength $\sigma_u$, and the strain to failure $\varepsilon_f$ were calculated from this plot and the calculated values of the tensile properties are listed in table 2. Each value listed is an average of two readings, with a mean deviation for all tests of 2.2 percent, 1.5 percent and 4.7 percent for the yield strength, the ultimate tensile strength, and strain to failure, respectively.

The volume fraction of alumina particulates was found to have a significant effect on the tensile properties of both the 2014-0 and the 2024-0 aluminum alloy matrix composites. This is illustrated in figures 4 and 5 which show the variation of 0.2 percent offset yield strength and strain to failure with volume fraction of alumina, respectively, for a constant particulate size. The ultimate tensile strength varied in a manner similar to that in figure 4. A single one of these graphs, with two or three data points, would be inadequate to draw even a trend line; however since the data trends are monotonic in the same sense for all graphs, they are presented as a guide to the trends. The yield and the ultimate tensile strengths of the composites increase whereas the strain to failure decreases as the volume fraction of alumina increases, for a constant particulate size.
Figures 4 and 5 also show that, for a constant particulate size and volume fraction of alumina, composites with 2014-0 as the matrix exhibit higher yield and ultimate tensile strengths but lower strains to failure as compared to composites with 2024-0 as the matrix; trends consistent with properties of those alloys in the 0 condition without any dispersoids [7]. This implies that along with the reinforcement content, the matrix composition also plays a significant role in controlling the tensile properties of such composites.

The alumina particulate size also had a significant effect on the tensile properties of both the 2014 and 2024 alloy matrix composites. As shown in Table 2, for a constant volume fraction of alumina, the 0.2 percent offset yield strength, ultimate tensile strength and strain to failure all decreased with an increase in particulate size for both the matrices.

3.2. Fracture Toughness

The mode I stress intensity factor analysis was performed according to ASTM E-399 [6]. A representative load versus load line displacement plot is shown in figure 6. \( P_Q \) was chosen to be the load where the initial drop in the load occurred as illustrated in figure 6 and \( K_{IQ} \) was calculated by means of the following relationship:

\[
K_{IQ} = \frac{P_Q}{B \cdot w^{1/2}} \cdot f(a/w) \tag{1}
\]

The calculated values of \( K \) are listed in Table 2. Each value listed is an average of two realings. The average spread of the
two values was 1.5 percent. For most cases $K_{IQ}$ satisfies the condition for the applicability of linear elastic fracture mechanics (LEFM), that is

$$a, w-a \geq 2.5 \left(\frac{K_{IQ}}{\sigma_f}\right)^2$$

but does not satisfy the condition for plane strain, that is

$$B \geq 2.5 \left(\frac{K_{IQ}}{\sigma_f}\right)^2$$

where $\sigma_f = (\sigma_y + \sigma_u)/2$, the coefficient for the present case being 0.45 instead of 2.5. Thus the $K_{IQ}$ values obtained here are meaningful fracture toughness parameters, but not formally valid plane strain fracture toughnesses.

The influence of volume fraction of alumina on the conditional mode I fracture toughness ($K_{IQ}$) is shown in figure 7. For a constant particulate size, $K_{IQ}$ decreases with increasing volume fraction of alumina. Figure 7 also shows that, for a constant alumina particulate size and volume fraction, 2014-0 alloy matrix composites have a lower $K_{IQ}$ than 2024-0 alloy matrix composites. This implies that the matrix composition also plays a significant role in controlling the fracture toughness along with the reinforcement content.

The conditional mode I fracture toughness increases with increasing particulate size, for a constant volume fraction, as listed in Table 2. This is in contrast to the behavior exhibited by the tensile properties. A similar contrast in behavior between the tensile properties and fracture toughness has also been reported by Stephens et al [8] for cast Al-7Si composites reinforced with either silicon carbide or boron carbide particulates.
3.3. Fractography

Although these composites exhibited limited ductility on a macroscopic scale, SEM fractography revealed that the fracture occurred by a locally ductile mechanism. The tension and the compact tension specimens essentially exhibited similar general features under the SEM. A few representative fractographs are shown in figure 8. The fracture surfaces essentially consisted of a bimodal distribution of flat dimples of the order of 5-50 μm in size associated with the alumina particles and small dimples, less than 1 μm in size, associated with the ductile failure of the aluminum alloy matrix, analogous to the observations of You et al [9]. In most cases the large dimples contained alumina particles and were of the same approximate size as the particles responsible for their formation. The observation of stereo pairs revealed the dimples to be shallow, which is consistent with the low plasticity levels exhibited by these composites. Also the observation of stereo pairs of particle surfaces at high magnification essentially showed smooth planar particle surfaces for about 90 percent of the particles, which, together with the observation of such particles in about 95 percent of the dimples, indicates that this portion of the particles were cut rather than decohered. Since the thickness of the spinel layer at the interface is minimized for the present heat treatment [2], the observation of particle fracture for the majority of particles is consistent with recent observations of alumina fracture for thin spinel layers at a planar bimaterial alumina/aluminum couple
[10]. The other 10 percent of the particles appeared to have fractured in the matrix near the interface as in the earlier work [10] with thicker layers and as observed by You et al [9]. A few secondary branches of the crack were observed on the fracture surface for all the composites and they were confirmed by cross-sectional views of the region adjacent to the fracture surface.

4. DISCUSSION

4.1. Strength

Models for hardening of composite systems include the shear lag model [11] and a dislocation model related to plastic strain introduced near particles by mismatch in thermal expansion coefficients [12]. The former model would lead to a flow stress, for spherical particles, of the form [13]:

\[
\sigma = \sigma_y (1 + 0.48f) \tag{4}
\]

independent of microstructural parameters. The second model would be related to a dispersion-hardening type model, with plastic incompatibility, expressible for example by the Ashby geometrically necessary dislocation concept [14], leading to excess dislocations in the near-particle region. The plastic deformation induced dislocations would become dominant when the plastic strain exceeded the thermal mismatch strain and the two effects would act in parallel, so they are lumped together.
For fine particles and spacing, the incompatibility/dislocation approach would lead to an Orowan-type relation of stress to both particle size and particle spacing [14-18]. However, for the relatively larger particle size and spacing in the present work, the single dislocation, Orowan-type hardening would be completely negligible. On the basis of experimental observations, for example those of Humphreys and Hirsch [19], we suggest the following alternative. At small strains, dislocation tangles form around the particles, because of plastic incompatibility, and eventually link up creating a dislocation cell structure with the cell size d linked to the particle spacing λ. Together with the universally observed scaling of the flow stress with (1/d) [20], this would lead to a flow stress

\[ \sigma = a(\mu b/\lambda) \]

Figure 9 represents a plot of the 0.2 percent offset yield strength normalized by the matrix yield strength as a function of f for all the material. As can be seen, a roughly linear correlation of strength and f could be made for the 5 μm diameter particles, but the data for the larger particles fall well off such a line. Moreover, the magnitude of the hardening in all cases is larger than expected from equation (4). Figure 10 presents a plot of the normalized yield strength as a function of inverse particle spacing. As indicated, the fit to such a relation is good. We interpret the fit as consistent with the dislocation model described above. A conceivable alternative is that shear bands, resembling mode II cracks, are pinned by particles giving an Orowan-type effect with resistance associated
with the elastic energy of the bowed shear band, analogous to the mode I results of Rice [21].

The correlation of yield strength with particle spacing does not mean that the shear lag is absent. The work hardening rate of the particulate composite would decrease at the point, presumably near the yield strength because of the high stress level, where the natural matrix cell size becomes smaller than the particulate pinned size, say at $\varepsilon_1$ in figure 11. The subsequent flow behavior of the composite $\sigma_c(\varepsilon - \varepsilon_1)$ should map with the matrix flow behavior $\sigma_m(\varepsilon - \varepsilon_2)$ past an equivalent cell size. The value of $\sigma_c(\varepsilon_1) - \sigma_m(\varepsilon_2)$ should then represent the shear lag contribution to hardening at $\varepsilon_1$. Further experiments are planned to test this hypothesis.

4.2. Fracture

The trends in $K_{IQ}$ values with $\lambda$, together with the fractographic observations, suggest that the toughness is limited by particle spacing in the manner first suggested by Rice and Johnson [22]. All particles are considered to crack or decohere ahead of the major crack tip and at a small local strain value. The region of intense plastic flow is limited to a volume of width $\lambda$ as illustrated in figure 12. This model would give a value for the energy release rate $J_{IC} = \sigma_f \lambda$ and would imply that $J_{IC}$ would increase monotonically with $\lambda$. In order to test this surmise, data for $K_{IC}$ were converted to $J_{IC}$ values by the relation
\[ J_{IC} = \frac{K_{IC}^2 (1 - \nu^2)}{E} \]  

(6)

If the data were to fit the Rice-Johnson relation \( J_{IC}/\sigma_f \) should scale linearly with \( \lambda \).

\[ J_{IC}/\sigma_f = \lambda \]  

(7)

A plot of this line is presented in figure 13 along with the experimental values of \( J_{IC}/\sigma_f \) for both matrices. As shown in the plot the data lie on or near the Rice-Johnson line for all cases where some stable crack growth occurred, supporting their model. For the largest value of \( \lambda \) for each alloy, corresponding to the largest particle spacing, there was very little stable crack growth and the \( J_{IC}/\sigma_f \) values fall well below the expected trend. The values in Table 3 show the same trend.

For the cases of unstable crack growth, one would expect behavior analogous to that discussed by Evans [23] for steels tested below the ductile-brittle transition temperatures. The initial crack begins to blunt and the stress is increased ahead of the crack because of plastic flow and because of hydrostatic stress elevation [24], giving maximum normal stress values \( \approx 5 \sigma_f \). A particle in the deformed region cracks and, if the local energy release rate is sufficient, runs back to the main crack and triggers unstable crack growth. Statistically, the most likely particle to crack is unlikely to be at the maximum stress position, so the maximum stress, influencing the propagation of the microcrack back to the main crack, would tend to exceed the local stress at the particle by some small factor, leading to further plastic flow, work hardening and stress elevation prior to cracking. Together, these factors would contribute to a local
expected $K_{IC}$ value for propagation of the microcracked particle into the matrix of $\sim 10 \sigma_f \sqrt{D}$. Further if this propagation event triggered unstable crack growth, the local value should correlate with the dynamic fracture toughness value $K_{ID}$ of the matrix alloys [25], which should be less than the value of $K_{IC}$ which is approximately equal to 35 MPa\(\sqrt{m}\) [26]. The value of $10 \sigma_f \sqrt{D}$ for the 2014-0 alloy with $D = 15 \mu m$ and $f = 0.05$ is 6.87 MPa\(\sqrt{m}\) while that for the 2024-0 alloy with $D = 50 \mu m$ and $f = 0.20$ is 10.1 MPa\(\sqrt{m}\). These values are of the order of the matrix toughness but are somewhat smaller, consistent with the above discussion.

A summary of a workshop on the design of ideal microstructures to optimize toughness [27] indicated that the optimum structure would be a dispersoid with very small particle size and spacing, provided that the particle size was less than a critical value, dependent on interface cohesion or particle toughness, but of the order of 20 nm, below which decohesion or cracking of the particles should not occur [28]. Once $J_{IC}$ were reached for such a material, however, unstable crack growth would occur. Contrariwise, for particles that do crack or decohere, a large particle spacing is desirable, as in the present case, achievable by decreasing the volume fraction or increasing the particle size but only up to another limiting particle size. The latter critical size corresponds to that for unstable propagation of a microcrack into the matrix. To the extent that the matrix toughness does not degrade and lower the upper critical size, an increase in matrix yield strength should increase toughnesses in this latter case.
Together, the two cases suggest that large toughnesses together with resistance to unstable cracking could be achieved by a duplex microstructure. The larger particles, provided that they were less than the upper critical size, would provide resistance to unstable crack propagation while the finer particles, provided they were less than the lower critical size, would provide matrix strengthening and crack initiation toughness.

5. CONCLUSIONS

1. Alumina particles in the size range 5 to 50 μm and with volume fractions from 2 to 20 percent harden 2014-0 and 2024-0 aluminum alloy matrices in fair accord with an inverse particle spacing relation. The results are consistent with a model that the initial yield depends on both shear lag and structural effects while subsequent flow is dominated by the shear lag.

2. The fracture toughness increases with particle spacing provided that the particle size is less than a critical value. This critical value correlates with a particle which when cracked presents a microcrack that exceeds the matrix toughness locally.
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Table 1. List of Composites Investigated

<table>
<thead>
<tr>
<th>Matrix</th>
<th>Alumina Particulate Size</th>
<th>Alumina Volume Fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>5</td>
<td>0.02</td>
</tr>
<tr>
<td>2014</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>2014</td>
<td>15</td>
<td>0.05</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>0.02</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>2024</td>
<td>50</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 2. Tensile Properties and Fracture Toughness of the Composites in the O Condition

<table>
<thead>
<tr>
<th>Composite</th>
<th>Matrix</th>
<th>D (μm)</th>
<th>f</th>
<th>σ_y (MPa)</th>
<th>σ_u (MPa)</th>
<th>ε_f (%)</th>
<th>K_{IQ} (MPa/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014-O</td>
<td>2014</td>
<td>5</td>
<td>0.02</td>
<td>97</td>
<td>185</td>
<td>18.0</td>
<td>-</td>
</tr>
<tr>
<td>2014</td>
<td>2014</td>
<td>5</td>
<td>0.05</td>
<td>128</td>
<td>265</td>
<td>10.0</td>
<td>14.55</td>
</tr>
<tr>
<td>2014</td>
<td>2014</td>
<td>15</td>
<td>0.05</td>
<td>137</td>
<td>280</td>
<td>7.3</td>
<td>13.50</td>
</tr>
<tr>
<td>2024-O</td>
<td>2024</td>
<td>5</td>
<td>0.02</td>
<td>75</td>
<td>185</td>
<td>21.0</td>
<td>-</td>
</tr>
<tr>
<td>2024</td>
<td>2024</td>
<td>5</td>
<td>0.05</td>
<td>100</td>
<td>227</td>
<td>12.0</td>
<td>16.54</td>
</tr>
<tr>
<td>2024</td>
<td>2024</td>
<td>5</td>
<td>0.20</td>
<td>107</td>
<td>240</td>
<td>9.0</td>
<td>15.77</td>
</tr>
<tr>
<td>2024</td>
<td>2024</td>
<td>50</td>
<td>0.20</td>
<td>114</td>
<td>252</td>
<td>4.3</td>
<td>12.16</td>
</tr>
</tbody>
</table>

* Values from ref. 29.
### Table 3. Comparison of Measured Values of $J_{IC}/\sigma_f$ with $\lambda$.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>D</th>
<th>$f$</th>
<th>$J_{IC}/\sigma_f$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu$m</td>
<td>$\mu$m</td>
<td>$\mu$m</td>
<td></td>
</tr>
<tr>
<td>2014</td>
<td>5</td>
<td>0.02</td>
<td>13.18</td>
<td>25.58</td>
</tr>
<tr>
<td>2014</td>
<td>5</td>
<td>0.05</td>
<td>10.40</td>
<td>16.18</td>
</tr>
<tr>
<td>2014</td>
<td>15</td>
<td>0.05</td>
<td>12.95</td>
<td>18.54</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>0.02</td>
<td>20.42</td>
<td>25.58</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>0.05</td>
<td>17.06</td>
<td>16.18</td>
</tr>
<tr>
<td>2024</td>
<td>5</td>
<td>0.20</td>
<td>8.41</td>
<td>8.09</td>
</tr>
<tr>
<td>2024</td>
<td>50</td>
<td>0.20</td>
<td>12.58</td>
<td>80.90</td>
</tr>
</tbody>
</table>
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Introduction

The relatively low costs for fabrication and secondary processing of particulate-reinforced aluminum alloy matrix composites has made them attractive for certain aerospace applications where the very high strengths and elastic moduli offered by continuous fiber-reinforced aluminum alloy-matrix composites may not be required. The role of microstructural parameters on fracture toughness and tensile properties in such composites has been discussed in a previous paper (1). However, more often than not, practical structures are subjected to combined mode loading, which necessitates the study of crack initiation under such conditions. The objective of this paper is to determine how mode III loading superimposed on mode I, an example among several mixed-mode possibilities, affects the fracture toughness and failure mechanisms in aluminum particulate-reinforced aluminum alloy-matrix composites. There is a paucity of experimental data describing fracture under combined mode I - mode III loading conditions for any type of material let alone particulate-reinforced metal-matrix composites. Most investigators have reported (2-5) that an imposed mode III load contribution lowers the mode I component required to initiate fracture. However, Pook (6) found that mode I fracture toughness was independent of transverse shear for several high strength alloys and that fracture occurs when the resolved mode I component equals K_{1C}. Recent investigations (7,8) have established that combined mode I - mode III behavior in steels could be characterized into two groups. In ductile steels, a mode III loading component seems to have a significant influence on the mode I fracture toughness whereas in relatively brittle steels the mode III component has very little influence on mode I fracture toughness. Thus it would be interesting to observe whether alumina particulate-reinforced aluminum alloy-matrix composites, which exhibit only a limited macroscopic ductility, follow a similar trend under combined mode I - mode III loading conditions.

Experimental Procedure

Mode I and combined mode I - mode III fracture toughness tests were performed on the composites listed in Table I with the matrices in the O condition and with nominally equiaxed particles as discussed in earlier work (9,10). The mode I and combined mode I - mode III specimen designs are illustrated in figures 1 and 2, respectively. The mode I specimen design is based on the standard compact tension design recommended by ASTM E-399 (11). The essential modification of the combined mode I - mode II design compared to the standard compact tension design is the slanted notch oriented at 45^0 to the load line, which causes the crack plane to adopt this slanted orientation at the onset of...
crack initiation. The 45° angle was chosen because it results in equal amounts of mode I and mode III loading components. The w/B ratio in both the specimen designs is 6:4, which does not satisfy the recommended 2 ≤ w ≤ 4, but is an acceptable alternative when the thickness of the as-received material is small.

For the combined mode I - mode III specimens, it was observed experimentally that the fatigue pre-cracks did not follow the initial slanted notch, and hence for consistency all the specimens, including the pure mode I specimens, were pre-cracked by means of electron discharge machining (EDM). Comparative tests with prestriated and EDM notched mode I specimens gave identical results indicating that the EDM notch root was less than the process zone size. The specimens were pulled at a constant crosshead velocity of 10 μm/s in a KTS servohydraulic testing machine and the load versus load-line displacement recorded. For a few combined mode experiments, the loading was interrupted at fixed intervals to measure the displacements normal to the load line (horizontal displacements) across the mouth of the specimens. The measurements correlated well with continuous measurements and final displacement measurements and hence the rest of the combined mode I - mode III tests were carried out continuously. The fracture surfaces of all the broken compact tension specimens were examined under a scanning electron microscope.

Results and Discussion

Mode I Stress Intensity Factor

The mode I stress intensity factor analysis was done according to ASTM E-399 (11). K1Q was calculated by means of the following relationship:

$$K_{1Q} = \frac{P_0}{\sqrt{B}} \sin^3 \left( \frac{a}{B} \right)$$

The calculated values of K1Q are listed in Table II. Each value listed is an average of two readings with a spread in the total data of 1.5 percent. For most cases, the K1Q obtained satisfies the condition for the applicability of LEFM but does not satisfy the condition for plane strain. Thus, the stress intensity factors obtained here are meaningful fracture toughness parameters but not valid plane strain fracture toughnesses.

Combined Mode I - Mode III Stress Intensity Factor

There is no standard procedure for analyzing combined mode I - mode III data. In this investigation, we have chosen to do the analysis using the resolution method. This method involves resolving the loads and the displacements into mode I and mode III components. From the geometry of figure 3, one can write:

$$F = P \sin \theta, \quad F_{III} = P \cos \theta$$

and,

$$E_1 = E_y \sin \theta - E_B \cos \theta, \quad E_{III} = E_y \cos \theta + E_B \sin \theta$$

where E_y, is the measured vertical displacement or displacement parallel to the load line and E_B is the measured horizontal displacement or displacement normal to the load line. It was experimentally found that E_B = 0 which reduces equation (3) to

$$E_1 = E_y \sin \theta, \quad E_{III} = E_y \cos \theta$$

Representative F versus E_1 and F_{III} versus E_{III} plots are shown in fig. 4. They are identical because θ was = 45° in this investigation, which results in F_{III} being equal to F. The resolved mode I stress intensity factor, K_{1Q}, was then calculated analogous to ASTM E-399 (11) by means of the following relationship:

$$K_{1Q} = \frac{P_{1Q}/B}{\sqrt{a}}$$

where B' = B/sinθ. This is because the slanted crack makes the effective thickness of the crack plane larger than the specimen thickness.

A similar type of analysis could be used to calculate the resolved mode III stress intensity factor, K_{IIIQ}, with K_{IIIQ} given by:

$$K_{IIIQ} = \frac{P_{IIIQ}/B}{\sqrt{a}}$$
However, the problem is that there are no explicit solutions available for \( K_{II} / K_{I} \), for compact tension specimens loaded in mode III conditions. This problem was solved by finding the ratio of the stress intensity factors under mode III and mode I conditions for a geometry, illustrated in figure 5, which approximates closest to a compact tension geometry and assuming that the same ratio holds true for the compact tension case. The ratio of mode III to mode I was calculated for the above geometry using the stress intensity factors given in ref. 12 and was found to be equal to 0.833. Thus

\[
K_{II} / K_{I} = 0.833 \quad \text{or} \quad (1) \]

The values of \( K_{I} \) and \( K_{II} \) as obtained are listed in Table II along with the value of the total stress intensity factor for the combined mode case, \( K_{total} \) which was calculated by means of the following relationship:

\[
K_{total} = K_{I} + K_{II} \quad \text{or} \quad (11) \]

Each value listed is an average of two readings with a spread in the total data of 1.5 percent.

Effect of Crack Angle on Fracture Parameters

Figure 6 a) and b) show the bar graphs of \( K_{I} \) and \( K_{total} \) for the two crack angles, respectively. \( K_{total} \) and \( K_{I} \) are identical for the pure mode I case. The imposed mode III loading component slightly lowered the mode I stress intensity factor required for crack initiation, however, the total stress intensity factor was higher in the combined mode I - mode III case as compared to the mode I case. This implied that the crack initiation was more difficult in the combined mode I - mode III orientation as compared to the mode I orientation. This result was consistent with the macroscopic observation of crack rotation towards mode orientation immediately following crack initiation. The observation of fracture surfaces of both the mode I and combined mode I - mode III compact tension specimens under the SEM revealed essentially the same general features as shown in figure 7. The combined mode I - mode III specimen fracture surfaces did not show any voids elongated in the shear (mode III) direction. All of the above observations tend to indicate that the fracture in such composites was mainly governed by tensile (mode I) stresses and not by mode III shear. Thus, it appears that there is no apparent change in the failure mechanism in such composites with the introduction of a mode III loading component. These observations are consistent with the results reported by other investigators (7,8,12,13) for other materials exhibiting limited ductility. The higher value of \( K_{total} \) in combined mode I - mode III loading compared to \( K_{I} \) also suggested that in alumina-particulate reinforced aluminum alloy-matrix composites, at least for the combined mode I - mode III loading, \( K_{I} \) may be a good conservative estimate of the fracture toughness for design purposes.

Conclusion

1) The imposed mode III loading component slightly lowered the mode I stress intensity factor required for crack initiation. However, crack initiation was more difficult in the combined mode I - mode III case as compared to the pure mode I case as reflected by the higher total stress intensity factor at crack initiation.

2) There was no apparent change in the failure mechanism with the introduction of the mode III loading component. Mode III shear did not play a significant role in the failure process which was mostly influenced by mode I tensile stresses.
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Table 1. Alumina particulate size D and volume fraction f for Composites Investigated

<table>
<thead>
<tr>
<th>Matrix</th>
<th>D (μm)</th>
<th>f</th>
<th>Matrix</th>
<th>D (μm)</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>2014</td>
<td>5</td>
<td>0.02</td>
<td>2024</td>
<td>5</td>
<td>0.02</td>
</tr>
<tr>
<td>2014</td>
<td>5</td>
<td>0.05</td>
<td>2024</td>
<td>5</td>
<td>0.05</td>
</tr>
<tr>
<td>2014</td>
<td>15</td>
<td>0.05</td>
<td>2024</td>
<td>5</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2024</td>
<td>50</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 2. Mode I and combined mode I - mode III fracture toughness of the composites in the O condition

<table>
<thead>
<tr>
<th>Composite</th>
<th>Mode I K</th>
<th>Combined Mode I - Mode III K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix D f μm</td>
<td>K1Q</td>
<td>K1Q</td>
</tr>
<tr>
<td>(A) 2014 5</td>
<td>14.4</td>
<td>13.8</td>
</tr>
<tr>
<td>(B) 2014 5</td>
<td>13.9</td>
<td>11.5</td>
</tr>
<tr>
<td>(C) 2014 5</td>
<td>11.9</td>
<td>9.9</td>
</tr>
<tr>
<td>(D) 2024 5</td>
<td>16.5</td>
<td>11.2</td>
</tr>
<tr>
<td>(E) 2024 5</td>
<td>11.8</td>
<td>11.8</td>
</tr>
<tr>
<td>(F) 2024 5</td>
<td>12.2</td>
<td>9.3</td>
</tr>
<tr>
<td>(G) 2024 50</td>
<td>13.2</td>
<td>10.0</td>
</tr>
</tbody>
</table>

FIG. 1. Mode I compact tension specimen design.
FIG. 2. Combined Mode I - Mode III compact tension specimen design.
FIG. 3. Resolution of load and displacement into mode I and mode III components.

FIG. 4. Representative resolved load versus resolved displacement plots.

Figure 5. Geometry used for calculating $K_{III}/K_1$. 
FIG. 6. Bar graphs illustrating a) mode I stress intensity factors and b) total stress intensity factors, for the two crack angles for all the composites investigated.

FIG. 7. SEM micrographs showing the general fracture surface features for a) mode I case and b) combined mode I - mode III case.
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Abstract

The creep deformation behavior of metal-matrix composites has been studied using finite element techniques. The objective of the work has been to understand the underlying mechanisms of fiber reinforcement at high temperatures. Axisymmetric and plane strain unit cells are used to model a material that consists of stiff, elastic fibers in an elastic, power law creeping matrix. Results indicate that large triaxial stresses are induced in the matrix due to the constraint imposed by the more rigid fibers, and that these stresses have a strong effect on reducing the creep rate of the composite. The effect of reinforcement phase geometry on the overall deformation rate is investigated, with particular emphasis on fiber aspect ratio, unit cell geometry, and various forms of fiber clustering. Theoretical predictions from this modelling are compared to experimental results of creep deformation in metal-matrix composites.

To be published in:
**Introduction**

The development of advanced aerospace structures and engine components depends critically on the availability of materials that retain their stiffness and strength at high temperatures. While it has been known for several years that fiber reinforcement increases the strength and stiffness of metals even at high temperatures, there is still a lack of understanding about the basic deformation processes in metal-matrix composites at these high temperatures. Strengthening has been attributed to such mechanisms as load transfer from the matrix to the fiber \([1]\), increased dislocation density around the fiber \([2]\), constrained flow of matrix material around the fiber \([3]\), and residual stresses resulting from thermal expansion mismatch between the fiber and matrix \([4]\). The importance of each of these mechanisms in creep deformation for any given fiber/matrix combination has not been adequately assessed. In particular, the effect of geometrical variables and fiber distribution has not been clearly defined for the creep regime.

The objective of this study is to further understand the geometrical constraints on plastic flow during creep deformation of fiber reinforced metal-matrix composites. Finite element modeling is used to characterize the evolution of hydrostatic stress and plastic strain during creep deformation and to consider the effects of various geometrical arrangements of fibers on the overall steady state creep rate.

**Finite Element Model Description**

The process of formulating the boundary value problem to be solved by the finite element method is illustrated in Figure 1. In order to make the problem tractable, the fibers are represented by cylinders of half-length \(l\) and radius \(r\) in a regular array aligned with the principal loading direction. The ratio of fiber length to diameter, \(l/r\), is defined as the fiber aspect ratio. It is further assumed that this regular array of fibers may be approximated by a unit cell consisting of a single fiber embedded in a cylinder of matrix material of half-length \(a\) and radius \(b\). The ratio of unit cell length to diameter, \(a/b\), is defined as the unit cell aspect ratio. The symmetry of the problem is used to further simplify the three dimensional unit cell to a two dimensional axisymmetric unit "half cell" as shown in the figure. The effect of the other fibers in the array is simulated by appropriate choice of the boundary conditions on the outer surface of the cylinder. The boundary conditions on the unit cell are summarized as:

\[
\begin{align*}
  u_r &= 0 \quad \sigma_{rz} = 0 \quad \text{on} \quad r = 0 \\
  u_z &= 0 \quad \sigma_{rz} = 0 \quad \text{on} \quad z = 0 \\
  u_r \neq f(z) \quad \sigma_{rz} = 0 \quad \text{on} \quad r = b \\
  u_z \neq f(r) \quad \sigma_{rz} = 0 \quad \text{on} \quad z = a
\end{align*}
\]

The composite is loaded with a constant average stress of \(\bar{\sigma}\), and condition (4) ensures that the tractions on the end of the unit cell, \(T\), are given by:

\[
\int T dA = \bar{\sigma} A
\]

The inner boundaries between the fiber and matrix are assumed to be perfectly bonded so that all displacements are continuous across the boundary. The constitutive behavior for the fiber is purely elastic, and the matrix is modeled as elastic-viscoplastic:

\[
\begin{align*}
  \varepsilon &= \frac{\sigma}{E} \quad \text{for fiber} \\
  \dot{\varepsilon} &= \frac{\dot{\sigma}}{E + C\sigma^n} \quad \text{for matrix}
\end{align*}
\]

where \(E\) is the Young's modulus for the material, \(n\) is the stress exponent, and \(C\) is a constant which depends on temperature. While any choice of material is possible, for this study 6061...
Figure 1 - Formulation of the boundary value problem for creep of a fiber reinforced composite. a) regular array of fibers in matrix; b) array divided into hexagonal array of cells; c) hexagonal array approximated by cylindrical unit cell; d) symmetry used to define axisymmetric domain for problem.
aluminum reinforced with 20% silicon carbide whiskers with the following properties \[5,6,7\] will be used:

\[
\begin{align*}
E_{AI} &= 68.3 \text{ GPa} & \nu_{AI} &= 0.345 \\
E_{SiC} &= 470 \text{ GPa} & \nu_{SiC} &= 0.300 \\
n &= 4.0
\end{align*}
\]

(8) (9) (10)

The boundary value problem thus formulated is solved using MARC, a commercially available finite element code for structural problems \[8\]. A mesh of approximately 150-200 axisymmetric 8-node isoparametric elements is constructed for each geometry under consideration. Convergence studies show this number of elements to be sufficient to describe the stress state accurately. An updated Lagrangian element formulation is used to account for the geometry changes associated with large strain plasticity, expected in the more highly stressed regions of the mesh. A Newton-Raphson technique with adaptive time stepping is used to solve the nonlinear equations associated with plastic deformation.

**Results**

**Description of Stress State**

For all subsequent analyses, the nominal conditions for the “base case” have been defined as an average stress of 80 MPa applied at 561°C to a composite consisting of aligned SiC fibers with a volume fraction of 20% and an aspect ratio of 5 in a matrix of 6061 aluminum having a cell aspect ratio of 5 as well. Under these conditions, the predicted creep rate is \[3.41 \times 10^{-4} \text{ sec}^{-1}\], which is in good agreement with the experimental data for the composite at this stress and temperature. All variations in geometric arrangement will be compared to this base case to determine the effect of the variations.

**Axial Stress.** Figure 2 shows the development of axial stress within the composite upon initial loading and after 4, 18, and 36 hours of creep deformation. The figures are plots of the magnitude of the axial stress as a function of radial and axial position within the unit cell of the finite element model. The numbers printed around the surface plot indicate the magnitude of the quantities plotted in certain important areas of the mesh.

Upon initial loading, the fiber bears a large fraction of the load, with the stress reaching a value of 194 MPa or over twice the applied stress of 80 MPa. The stress decreases axially along the centerline of the fiber and is continuous across the fiber/matrix interface. Note that this load transfer across the end of the fiber, which is often neglected in simpler analyses, is a significant 105 MPa. Axial stress in the matrix is significantly lower at 20 MPa. Note that there is a large stress concentration of 248 MPa at the sharp corner of the fiber. While the presence of this stress concentration is expected, its value may not be very accurate because the mesh is not refined enough in this area to capture the rapid increase of stress with position. However, since the primary purpose of this study is to look at the deformation of the matrix, errors in the prediction of the stress concentration in the fiber should not affect the overall prediction of creep rate of the composite.

As the matrix creeps around the fiber, it forces the extension of the fiber because of the perfect bond at the fiber/matrix interface. This results in an increase by nearly a factor of two in the axial stress in the center of the fiber after four hours of creep, reaching a maximum of 390 MPa after 18 hours of creep deformation. Consequently, in order for equilibrium to be maintained, axial stresses in the matrix around the center of the fiber become compressive. A maximum compressive stress of 97 MPa is established in the composite. Note that after 36 hours, there is virtually no change in the stress state around the fiber indicating that steady state has been achieved.

**Hydrostatic Stress.** Figure 3 shows the evolution of hydrostatic stress in and around the fiber. As seen in the axial stress profile, tensile hydrostatic stresses are produced within the fiber, and
Figure 2 - Evolution of axial stress within the composite over time. Each surface plot represents the magnitude of the axial stress plotted as a function of radial ($r$) and axial ($z$) position within the unit cell at the time indicated. The numbers represent stresses in MPa for pertinent areas of the surface plot.
Figure 3 - Evolution of hydrostatic stress within the composite over time. Each surface plot represents the magnitude of the hydrostatic stress plotted as a function of radial (r) and axial (z) position within the unit cell at the time indicated. The numbers represent stresses in MPa for pertinent areas of the surface plot.
Figure 4 - Evolution of equivalent plastic creep strain within the composite over time. Each surface plot represents the magnitude of the plastic creep strain plotted as a function of radial (r) and axial (z) position within the unit cell at the time indicated. The numbers represent strains in percent for pertinent areas of the surface plot.
these stresses increase with creep deformation. Large hydrostatic compressive stresses develop in the matrix around the center of the fiber. These compressive stresses may be attributed to the constrained outer surface of the cylinder of the unit cell which cause large compressive radial and circumferential stresses to develop. Note that by the time steady state is reached, the stress state in the matrix near the fiber center is purely hydrostatic in nature, with the hydrostatic stress (-101 MPa) being roughly equivalent to the axial stress (-97 MPa).

Near the end of the fiber, there is a rapid variation in the stress field, changing from slightly compressive within the fiber end, to strongly tensile in the matrix, with a steady state value of about 180 MPa. The variation in the stress field can be seen most clearly in the t=0 surface plot of Figure 3. The same variation exists at subsequent times, but it is obscured in the surface plot by the peak stresses near the fiber corner. This phenomenon can be explained by the difference in Poisson's ratios for the two materials. The aluminum matrix, with the larger Poisson's ratio, wants to contract radially more than the stiffer fiber will allow. Consequently, the matrix "squeezes" the end of the fiber radially resulting in compressive hydrostatic stresses. The fiber, on the other hand, resists this deformation and "pulls" the matrix into tension. The magnitude of these stresses is also seen to increase with creep deformation until a steady state is reached.

**Creep Strain.** Equivalent creep strain in this context is defined as the integral of the equivalent creep strain rate given by the constitutive law:

\[ \varepsilon_e = \int \varepsilon_e \, dt = \int \sigma_{\text{equ}} \, \varepsilon_e \, dt \]  \hspace{1cm} (11)

where \( \varepsilon_e \) is the equivalent creep strain rate and \( \sigma_{\text{equ}} \) is Von Mises equivalent stress. Figure 4 shows the evolution of plastic creep strain in and around the fiber. As expected, there is no plastic creep strain upon initial loading. Once creep deformation begins to take place, strain is concentrated in the matrix in the region of the sharp fiber corner. After 36 hours, a maximum of 7.2% strain is seen locally although the overall strain of the composite at this time is only 0.6%. While not modelled in this simulation, it is highly likely that damage would accrue in this highly deformed region, leading ultimately to tertiary creep of the composite and ultimate failure.

**Effect of Fiber Aspect Ratio**

Fiber aspect ratio \( (l/r) \) was varied over the range of 3 to 20, representing the typical range of fiber aspect ratios found in whisker composites. In order to make a valid comparison between models with differing fiber aspect ratios, the cell aspect ratio was assigned the same value as the fiber aspect ratio. This has the effect of preserving the ratio of matrix material at the fiber end to matrix material at the fiber sides. Under the nominal conditions of 561°C and 80 MPa, creep rates were determined for composites of varying fiber aspect ratios, and the results presented in Figure 5 in the form of a strain rate versus strain plot.

In all cases, there is a short transient where strain rate decreases as load is transferred from the matrix to the fibers. Note that while this transient looks like primary creep behavior exhibited by many pure metals and Class II solid solution alloys, there is no primary creep modelled in the matrix at the present time. The steady state strain rate is seen to decrease by several orders of magnitude as the fiber aspect ratio is increased. This effect is explained by the more severe constraint on the matrix material flowing around the fibers. In this aligned configuration, as the fiber aspect ratio increases, the inter-fiber distance decreases, resulting in a smaller cross sectional flow area for the matrix material. In this region around the sides of the fiber, the compressive hydrostatic stress is seen to increase with fiber aspect ratio from a value of -70 MPa for an aspect ratio of 3 to a value of -110 MPa for an aspect ratio of 20. The large hydrostatic compressive stress in this region inhibits local creep deformation.

In order for the composite to extend in the axial direction, matrix deformation must take place both in the more highly constrained region at the sides of the fiber and in the less constrained region at the end of the fiber. With the side walls of the unit cell constrained as described by equations (3) and (4), the two deforming zones are placed "in parallel", and the overall
Figure 5 - Effect of varying fiber aspect ratio on the simulated creep rate of 6061 Al/20% SiC whisker composites.

Figure 6 - Effect of varying unit cell aspect ratio on the simulated creep rate of 6061 Al/20% SiC whisker composites. In all cases, the fiber aspect ratio remains at a value of 5.
deformation rate of the composite is limited by the deformation rate of the more slowly deforming region at the fiber sides. In order to assess the constraint effects on the overall deformation rate of the composite, a finite element simulation was run with the constraints of equations (3) and (4) removed. In its place, traction-free boundary conditions were substituted. With the side wall constraint removed in this fashion the two regions are placed "in series" and are free to deform independently. Consequently, the overall deformation rate of the composite is set by the more rapidly deforming zone at the fiber end. Without the constraint on the outer surface of the unit cell, the steady state creep rate is increased by nearly two orders of magnitude to 3.14 x 10^{-6} \text{ sec}^{-1}. The importance of the lateral constraint of the unit cell in accurately modelling deformation behavior of composites has already been stressed by Christman et al. [9].

**Effect of Unit Cell Aspect Ratio**

Unit cell aspect ratio \((a/b)\) was varied over the range of 2.5 to 10 to simulate the effects of fibers being clustered together axially (cell aspect ratio small) and radially (cell aspect ratio large). In all cases the fiber aspect ratio was held constant at a value of 5. Changing the cell aspect ratio has the effect of varying the relative amounts of matrix material at the fiber ends and the fiber sides. The results are plotted in Figure 6 in the form of strain rate versus strain curves.

Radial clustering of the fibers, as described by an increase in the unit cell aspect ratio, causes a greater constraint on the flowing matrix material and results in a lower creep rate. While it is true that there is more matrix material at the fiber ends, and this material is subject to less constraint from the fiber, the smaller amount of matrix material at the fiber sides is very greatly constrained and causes a reduction in the overall creep rate of the composite.

For very low cell aspect ratios, when the fibers are strongly axially clustered, the material trapped between the two fiber ends cannot effectively contribute to the flow of the composite. Thus the composite begins to act like a continuous fiber composite, having a very low creep rate. This explains the decrease in creep rate as the cell aspect ratio is reduced from 3.5 to 2.5. Taking this trend further, at a cell aspect ratio of 2.236, the composite would have continuous fibers (for this volume fraction of 20\%) and a steady state creep rate of \(0\).

**Effect of Offsetting Fibers**

In all the previous finite element simulations, the unit cell has consisted of a single fiber in the surrounding matrix material. In order to assess the effects of clustering and interactions between fibers, it is necessary to include two or more fibers offset in some way within the unit cell. Consequently, the axisymmetry of the single fiber unit cell is lost and a full three-dimensional model must be used in order to fully describe the geometry. However, valuable insights may still be gained from the much simpler two-dimensional plane strain model. In this case, the results will describe the interaction between two infinitely wide plates, and therefore will not be directly comparable to the previously derived results for axisymmetric cylinders. For example, at the same 20\% volume fraction of reinforcement and the loading conditions of 561°K and 80 MPa, the single fiber axisymmetric model predicts a steady state creep rate of 3.41 x 10^{-8} \text{ sec}^{-1} while the single plate plane strain model predicts a steady state creep rate of 1.29 x 10^{-7} \text{ sec}^{-1}. This difference of a factor of nearly 4 shows that the results are not directly comparable. However, it is believed that the trends apparent in the plane strain data for various geometries will still be valid for comparable geometries in the fiber composite.

Figure 7 shows the geometry of the unit cell for this part of the investigation. Because of the symmetry of the problem, the unit cell consists of one quadrant of each of the two fibers within the unit cell. The fiber center-to-center distance along the \(x\) direction is defined as \(a\); the center-to-center distance along the \(y\) direction is defined as \(b\). The offset ratio is defined as \(a/b\). For the offset fiber plane strain geometry, varying the offset ratio varies the amount of overlap between the fibers. For offset ratios less than 2, the fibers overlap, with a lower aspect ratio meaning a greater degree of overlap. Offset ratio was varied over the range of 1 to 12.5, while holding the fiber aspect ratio constant at a value of 5. The predicted creep rates are presented in Figure 8.
Figure 7 - Geometry of plane strain unit cell used for offset fiber study. Offset ratio is defined as $a/b$, while fiber aspect ratio is $l/r$.

Figure 8 - Effect of varying offset ratio on the simulated creep rate of 6061 Al/20% SiC whisker composites. In all cases, the fiber aspect ratio remains at a value of 5.
Overlapping of fibers, as described by a decrease in the offset ratio, results in an increase in the creep rate. In this overlapped configuration, the tensile hydrostatic stress field associated with the end of one fiber adds to the compressive hydrostatic stress field associated with the sides of the other fiber resulting in a net tensile hydrostatic stress field throughout the matrix. This reduced degree of constraint on the matrix manifests itself as an increase in the creep rate of the composite. In addition to an increased steady state creep rate, the overlapped fiber configuration exhibits a much shorter transient to establish steady state, indicative of the ease with which the matrix material can flow around the fiber. Note that if the offset ratio is decreased below a value of 1, steady state creep rate will decrease because of the increased difficulty for flow of matrix material trapped between the ends of the fibers. At an offset ratio of 0.5, the composite would have continuous fibers (for this volume fraction of 20%) and a steady state creep rate of 0.

Simulation of Creep Deformation

A comparison between the creep deformation behavior of the 6061 Al/20% SiC composite (from the data of Nieh [7]) and the simulated behavior of the finite element model is shown in Figure 9. While the finite element model of the composite simulates an appropriate reduction in creep rate of the matrix material at high stresses, it grossly overpredicts the creep rate at lower stresses. Since the finite element modeling is based on a continuum treatment, the simulated stress dependence of the composite must be the same as the stress dependence of the matrix material alone, namely having a stress exponent of 4. This is not in agreement with the observed stress exponent for the composite of nearly 21 [7,10]. Clearly, other microstructural features such as dislocations and grain boundaries are inhibiting flow at low stresses. Finite element modeling alone cannot assess the effect of these features, and further experimentation is needed to describe the stress dependence of the composite material.

![Steady State Creep Data for 6061 Al/20% SiC](image)

Figure 9 - Comparison of finite element simulations with experimental data for 6061 Al/20% SiC whiskers at 561K. Data taken from Nieh [7].
Conclusions

In summary, this work has shown that for a regular array of aligned fibers in a creeping matrix:

1. The constraint on the outer surface of the unit cell is crucial to accurately model the deformation behavior of the composite because the overall deformation of the composite is controlled by the flow of the matrix through the highly constrained region around the rigid fibers.

2. Increasing either the fiber aspect ratio or the unit cell aspect ratio while holding the volume fraction constant reduces the spacing between fibers and results in higher compressive hydrostatic stresses. Higher hydrostatic stresses are indicative of a greater degree of constraint on the matrix material and cause a decrease in the steady state creep rate of the composite.

3. Offsetting fibers causes the hydrostatic tensile and compressive stress fields of adjacent fibers to overlap and reduce the degree of constraint on the matrix material, which in turn results in an increase in the steady state creep rate.

4. Finite element modelling of creep behavior can simulate a reduction in the creep rate of the composite but cannot adequately predict the observed high stress exponent of the composite material.
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ABSTRACT

The results of three-dimensional finite element calculations are presented for a cubic array of rigid spherical inclusions embedded in an elastic perfectly plastic matrix. The analysis examines the strengthening effect of the inclusions under macroscopic loads of uniaxial tension and pure shear. At low volume fractions, the fractional increase in strength is more modest than the volume fraction of particles, and only becomes comparable at around 40% loading. The local stress and deformation fields in the region of the inclusion are presented. The numerical results show that for volume fractions of inclusions below about 25% the surface tractions on the inclusion have the same order of magnitude as the matrix material's tensile yield stress. Volume fractions of 40% particles are necessary before the interface tractions are approximately double the yield strength.

1. INTRODUCTION

A hard second particulate phase is sometimes added to ductile metals to provide improved strength and other specific mechanical properties. In addition, such hard particles are often present in alloys as a result of processing and both types of inclusions provide a source for ductile fracture. When the particles are large, bigger than 1μm say, they will act as continuum elements within the microstructure. Then the role of those particles in strength and fracture must be understood and modelled in that context. This paper presents some results of continuum calculations for hard spheres embedded in a perfectly plastic matrix, providing information relating to strength and fracture.

There have been some attempts to model the strength of ductile materials reinforced by large hard particulates. Drucker [1] used limit theory to show that small volume fractions of inclusions would have a negligible influence on strength because they would fail to inhibit the plastic flow. He also estimated the strengthening effect of hexagonal fibers loaded transversely and interpreted the model for particulates with
hexagon-shaped cross-sections. He found only weak effects at low volume fractions of particles. However, he deduced that above 50% loadings, the fractional strengthening exceeds the particle volume fraction and rises in a strongly nonlinear fashion with volume fraction. This arises due to the constrained plastic flow which occurs. Similarly, Duva [2] finds modest strengthening at low volume fractions of spherical inclusions in a power law matrix where he used the self consistent averaging scheme to obtain results. The fractional strengthening over the matrix level is about half the volume fraction when the latter is low and again the rule of mixtures estimate is exceeded substantially only above 50% loadings.

Cell model calculations for spherical inclusions in strain hardening materials [3, 4] indicate the same behavior at low volume fractions up to 10% in that there is little strengthening. However, Christman et al. [4] report that squat cylinders in cell calculations have a more substantial effect on strength, which they attribute to the angular shape of such reinforcements and its influence on strain hardening. They also attribute many features of the plastic flow, strength and failure of ductile matrix composites to the plastic constraint which develops between the reinforcements.

Many numerical calculations have been carried out to determine the tensile stresses arising at the particle-matrix interface. For isolated particles, the tensile stresses have a magnitude comparable to the matrix yield strength [5-10], not more than 60% above the applied stress. The exception is Thomson and Hancock [8] where no steady polar stress occurs on the particle and the stress level continues to climb with strain. This apart, the stress levels are thought generally to be too low to explain particle decohesion or cracking in ductile failure [7]. Argon et al. [7] suggested that proximity interactions between neighboring particles would elevate the interface stresses. This would occur due to plastic constraint. Needleman [3] outlined an alternative possibility that nominal stresses on isolated particles could cause void nucleation and used a model with cohesion characteristics to model the process. A fairly high triaxiality was invoked in the nominal
stress field, however, more characteristic of a crack tip domain [11] than a necking tensile bar.

In this paper we present the results of calculations for plastic flow around a cubic array of rigid spheres. Both the effect on strength and the interface stress levels are considered. Uniaxial tension and pure shear are analyzed for a few volume fractions of particles. Most results involve low loadings of particles of less than 25% in which case the effects are modest and interactions between particles are mild. However, one result for 38% of particles is also provided.

2. FORMULATION OF THE BOUNDARY VALUE PROBLEM

A ductile material containing hard second phase particles was modelled as a periodic cubic array of rigid spherical inclusions embedded in an elastic-perfectly plastic matrix. A single representative cube of matrix material with the appropriate symmetry and periodicity conditions at the faces of the cell was used in the calculations as shown in Figure 1 and 2. All six sides of the cell cube were constrained to remain plane so that the cell deforms into a right parallelepiped. The cube contains a single rigid spherical inclusion at the center of the cell as indicated in Figure 2. The effect of this inclusion was modelled by constraining displacements at the inclusion-matrix interface. The elastic response of the matrix material was isotropic; the plastic response was perfectly plastic and governed by a von Mises yield criterion with the associated Prandtl-Reuss flow rule.

Displacement boundary conditions are imposed at the face of the cube to make the normal surface tractions correspond to a given macroscopic state of stress. All shear tractions on each face of the cube are zero. Two macroscopic stress states, shown in Figure 1, were analyzed: pure shear and uniaxial tension. For an elastic-plastic matrix material with an elastic inclusion, Wilner [3] has shown that when purely hydrostatic stresses are involved, very high stresses are required for plastic zones of significant size to develop. Therefore, a moderate macroscopic hydrostatic component of stress can be superimposed
on the solutions for uniaxial stress and pure shear without perturbing the plasticity behavior. Thus, the magnitude of stress at the inclusion-matrix interface can be estimated from the finite element results to which can be added the superimposed hydrostatic stress.

The problem of a complete cubic cell containing a spherical void can be reduced due to the symmetry of the two loading conditions examined. For the case of macroscopic uniaxial tension, five planes of symmetry exist and only one sixteenth of the cell need be considered. Figure 2 shows those symmetry planes and the fraction of the cell that was actually analyzed. The appropriate boundary conditions were imposed on the symmetry planes. For the case of macroscopic pure shear, three planes of symmetry exist and only one eighth of the cubic cell need be considered. The part of the cell analyzed for the case of pure shear is the segment shown displaced in Figure 2 plus a mirror image across the diagonal plane added to it.

The volume fraction of inclusions $\rho$ is determined by the ratio of the inclusion volume to the cube cell volume. Inclusion volume fractions, $\rho = 0.8, 6.5, 12.7, 21.9$ and 38.2% were considered.

The numerical computations were carried out to large macroscopic strains to study the plastic flow in the inclusion-matrix cell. For these large deformations in the matrix, a formulation and an elastic-plastic constitutive law discussed by McMeeking and Rice [13] were used which accounts for large rotations of the principal axes of deformation.

3. FINITE ELEMENT FORMULATION

The problem described in Section 2 was solved using ABAQUS, a general purpose finite element code [14]. An updated Lagrangian feature is used for large deformations. The modified Riks algorithm described by Powell and Simons [15] was utilized for incrementing the load. This algorithm provides improved numerical stability for problems involving perfectly plastic material response. For each increment of load,
approximately four iterations were performed to achieve equilibrium at the end of the step.

A typical finite element mesh used to model the one sixteenth segment of the cube unit cell under macroscopic uniaxial tension is shown in Figure 3. This mesh contains 135 twenty noded isoparametric brick elements and 3252 degrees of freedom. The 20-node brick element was used with eight integration stations and locking of the finite element mesh due to the plastic incompressibility constraint was avoided by use of an element feature based on the method of Nagtegaal, Parks and Rice [16]. The mesh for a macroscopic pure shear load consists of that shown in Figure 3 and its reflection across the diagonal symmetry plane.

The macroscopic true strain $E_j$ is defined as $1 n (1 / 1_n)$ where $1_n$ is the length of the underformed unit cell shown in Figure 1 and $1_x$ is the current length of the unit cell in the $x_j$ direction. The coordinate system is defined so that the $x_j$ axis lies in the direction of the macroscopic tensile stress (see Figure 1). Calculations for uniaxial tension were carried out to macroscopic strains $E_j$ of 40% or until increments of local plastic strains in the matrix were too large to allow convergence of the solution in a reasonable amount of time. Calculations for pure shear were carried out to macroscopic strains of 10%.

The finite element computations were done using a Convex C1-XP2 minisupercomputer at the University of California, Santa Barbara. In a typical case for uniaxial tension, 45 increments were performed which required 675 minutes of computer time.

4. RESULTS OF THE FINITE ELEMENT ANALYSIS

Results of the numerical computations for macroscopic stress states of uniaxial tension and pure shear are presented in this section. All calculations were done with material constants $E / \sigma_e = 200$ and $\nu = 0.3$, where $E$ is Young's modulus, $\sigma_e$ is the
yield stress in uniaxial tension, and \( \nu \) is Poisson's ratio. The material in all the calculations presented is perfectly plastic obeying the von Mises yield criterion.

4.1 The Macroscopic Effect of Rigid Inclusions

Figure 4 is a plot of the macroscopic response of the material containing rigid inclusions under uniaxial tension. The macroscopic true stress-true strain curves are plotted for five different inclusion volume fractions. As one would expect, for all five inclusion densities, the material is strengthened by the particles. As the strain is increased, the response of the material with the small inclusion densities \( \rho = 0.8\% \) and \( 6.5\% \) remains unchanged and there is a classical limit flow at constant applied stress. However, for the large inclusion densities \( \rho = 12.7\% \) and \( 21.9\% \) increasing strain causes a slight strengthening of the material. Clearly for \( \rho = 0.8\% \) and \( 6.5\% \) the inclusions have little effect on the plastic flow of the matrix, and it is as if particles are isolated. Indeed, the strengthening effect is less potent than a simple volume fraction, with the fractional increase of strength being about \( \rho / 2 \). For \( \rho = 12.7\% \) and \( 21.9\% \), the inclusions seem to be interacting at larger strains in a way that creates more resistance to plastic flow in the matrix material, but the initial effect is still modest with the fractional increase of strength still limited to \( \rho / 2 \). Only when \( \rho = 38.2\% \) is the fractional increase of strength in excess of \( \rho \).

Figure 5 is a plot of the stress-strain behavior of the cubic cell under conditions of pure shear. The results show that for all inclusion densities there is a steady increase in the strength of the composite material with increasing strain. For the three lowest inclusion densities of 0.8, 6.5 and 12.7%, the response of the material is roughly the same with a slight divergence with increasing strain. However, for the 21.9% inclusion density, the composite material has a higher strength.
4.2 The Local Stress and Strain Fields Around the Inclusions

Figures 6 are contour plots of the tensile effective plastic stain $\varepsilon^p$ in a cross section of the cell with $\rho = 6.5\%$ for uniaxial tension. The tensile effective plastic strain is a measure whose rate of change is defined as

$$\dot{\varepsilon}^p = (\frac{1}{3} d_i d_i')^{\frac{1}{2}}$$

where $d_i'$ is the plastic part of the deformation rate which in turn is the symmetric part of the spatial velocity gradient. The dark lines in Figure 6 represent the boundary of the plastic zone, and indicate the development of the zone during the early stages of loading. The finite element results show that yielding first occurs in the matrix above the inclusion. The plastic zone quickly moves down to the ligament between the inclusion and its transverse neighbor. Once the plastic zone envelops this ligament, the limit load of the cubic cell is reached and plastic flow is relatively unconstrained in the matrix. However, small regions in the matrix at the top and side of the inclusion remain completely elastic at high macroscopic strains.

Figure 7 is a contour plot of the tensile effective plastic strain $\varepsilon^p$ in a section of the cubic cell for $\rho = 6.5\%$ in uniaxial tension at a macroscopic strain $E_\varepsilon$ of 10%. The contour plot shows that most of the plastic deformation occurs directly above the inclusion, because the ligament between the inclusion and its neighbor in the tensile direction must deform more than other material to maintain compatibility with the macroscopic strain. The strain level in the rest of the cell is roughly uniform at the level of the macroscopic strain. However, in the ligament between the inclusion and its neighbor in the transverse direction, there is a slight elevation in the plastic strain which indicates a small amount of interaction between the two particles. There is also a slight concentration of strain on the inclusion surface at 45° above the transverse plane.
The interaction between particles is seen more clearly for higher inclusion densities. Figure 8 is a contour plot of the tensile effective plastic strain for $\rho = 21.9\%$ in uniaxial tension at a macroscopic strain $E_j$ of 11.1%. The cell is contracting in the transverse direction and this has become noticeable at this strain level. This contraction and the incompressibility constraint results in strains in the ligaments which are higher than the macroscopic strain. Material is flowing away from the ligament on the transverse plane and into the ligament separating particles in the tensile direction. Two shear bands on planes oriented at 45° to the direction of the tensile loading are required to accommodate the motion of the matrix relative to the particle.

Figure 9 is a contour plot of the effective plastic strain in a section of the cubic cell in pure shear when the macroscopic shear strain $E_j$ is 9.0%. The figure shows that most of the plastic deformation lies in shear bands oriented in the direction of maximum macroscopic shear. These shear bands lie between diagonal layers of inclusions. The contour plot (Figure 9) also shows that in pure shear even for high strains, regions in the matrix directly above and to the side of the inclusion still remain elastic.

The finite element analysis was also used to obtain the stress at the particle's surface. Figure 10 is a plot for the uniaxial tension case of the normal interfacial stress for an inclusion density $\rho = 6.5\%$ versus the angle $\phi$, which is defined in the figure inset. The stress states at various levels of macroscopic strain are plotted. The results show that the interfacial stresses reach a steady state at high strains. The maximum normal stress predicted by the finite element calculation is approximately $1.4\sigma$, and it occurs over a region from 70° to 90°. Argon et al. [7], Wilner [10] and Budiansky [9] have noted that for isolated inclusions the maximum normal stress occurs at an angle slightly off the pole but it is not clear in our finite element results if that is, in fact, the case. The dashed line in Figure 10 is the stress state when no inclusions are present in the matrix. Clearly the presence of the inclusion does not raise the level of stress significantly. For volume fractions of 21.9%, the level of the normal interfacial stress is roughly the same as that predicted for the low inclusion densities. Figure 11 shows the surface stresses for
macroscopic uniaxial tension and an inclusion density \( \rho = 21.9\% \). In this case, the normal stress seems to be slightly higher at the top of the particle at low strains but as the deformation increases, the peak in normal stress seems to move away from the pole. At low strains the maximum normal stress is \( 1.6 \sigma_y \), but at higher strains it drops to \( 1.5 \sigma_y \) and seems to be off the pole. The compressive stress at the side of the inclusion increases with increasing macroscopic strain. This elevation seems to be due to the compression in the ligament as the inclusion and its transverse neighbor move closer together.

Elevation of the interfacial tensile stress is more apparent for the high volume fraction of 38.2\% in uniaxial tension. At macroscopic strains of 0.5\%, the maximum stress is already over 3 times the matrix tensile yield strength. At 2.1\% strain, the maximum stress is almost 4 times the matrix yield strength and seems to have steadied at that level. The effect must arise from plastic constraint in the ductile layer between two particles which has a thickness only 1/9 of the particle diameter. Such layers become comparable to the highly constrained channels analyzed by Drucker [1].

Figure 13 is a plot of the normal surface traction at the inclusion-matrix interface for macroscopic pure shear and \( \rho = 6.5\% \). The dashed lines indicate the stress field when no inclusions are present. The results show that the local stresses are actually reduced by the presence of the inclusion. The stress magnitudes at the top and side of the inclusion are lower. This seems to reflect the fact that the neighboring matrix material is still completely elastic there and the plastic flow in the matrix has relaxed the stress in these regions. Because the macroscopic load is pure shear, there seems to be little tendency for the stress level at the interface to be increased by local hydrostatic stress.

5. DISCUSSION

The results presented in the prior section concern finite element calculations for the plastic flow around a cubic array of rigid spheres. Periodicity and symmetry are imposed in the calculations to produce states of uniaxial tension and pure shear. The
results reflect this strict imposition of periodicity and symmetry in the following sense first enunciated by Drucker [1]. Consider a large body of perfectly plastic material in which is embedded a cubic periodic array of rigid spheres. The surfaces of this large body are subject to traction boundary conditions producing a state of pure shear with principal stresses aligned with the array axes. Let this stress be sufficient to yield the matrix material in the absence of the inclusions. If a plane can be passed entirely through matrix material in such a way that the normal to that plane is one of the square diagonals of the sphere array, then the composite material will also yield at that stress. That is, the limit load in pure shear of the composite material in this orientation will be the yield stress in shear of the matrix material and the rigid spheres have no effect on the strength of the composite material. The associated limit mechanism could be localized shearing on the 45° plane passing through the matrix material. Furthermore, the interface stresses would be simply the normal and shear stresses projected by uniaxial state of stress so there would be little or no concentration of stresses associated with the rigid spherical inclusions.

The situation described above prevails for volume fractions of spheres in regular arrangements below 18.5%. Above that volume fraction, plastic shearing cannot occur on single planes in the matrix and constraint would develop, elevating the limit load above the yield stress in shear of the matrix material. Thus, above inclusion volume fractions of 18.5%, there will be a strengthening effect arising from rigid spheres arranged in a periodic cubic array.

Now consider the finite element results for pure shear. The boundary conditions on the domain analyzed ensure that its plane surfaces remain plane during the deformation. The net forces on the planes are chosen to enforce the state of pure shear, but the kinematic aspect of the boundary conditions used precludes any prolonged localized shearing mode of deformation.

It is apparent in Figure 5 that for $\rho$ equal to 0.127 and less, the composite material yields at the flow stress in shear of the matrix material. This seems to occur because at the instant the limit mechanism of flow sets in, localized shearing can occur on a plane at 45°
passing from one corner of the unit cell to the other. After some small amount of strain, the 45° plane no longer passes from one corner of the unit cell to the other due to the finite deformations occurring in the calculations. The requirement that the plane surfaces of the unit cell remain plane precludes any localized shearing on 45° planes since they no longer pass from corner to corner. This constrains the plastic flow and a higher load is required to cause the limit mechanism. This behavior appears in the finite element results as a form of strain hardening as can be seen in Figure 5. The effect is really one of geometric hardening and is independent of inclusion volume fraction. However, the effect in the finite element calculation is also somewhat artificial as it is tied up with the peculiarities of the particular unit cell used, the finite deformations in the calculations and with perfect plasticity. As long as a 45° plane can pass through the matrix, it can be expected that no strengthening will occur in perfect plasticity of the composite. The finite element results for \( \rho = 0.219 \) in Figure 5 show a modest elevation of the strength of the composite material in pure shear above the yield strength of the matrix. Thereafter, the material hardens at a rate similar to the lower volume fraction materials, so this effect seems to arise predominantly from the same geometric source as described above.

Similar phenomena as in pure shear seem to occur in the finite element results for uniaxial tension. However, in this state of stress, localized shearing at 45° in the matrix requires an applied stress of \( 2\sigma_y / \sqrt{3} \), about 15% above the yield stress in tension. Diffuse plastic deformation in the matrix is thus favored by a state of uniaxial stress and as a result, the cubic array of rigid spheres does provide some real strengthening to the composite material, since the inclusions disrupt the diffuse pattern of plastic flow. However, in the case of \( \rho = 21.9\% \) and below, shearing in somewhat narrow bands is still possible and this seems to make it relatively easy for the flow pattern in the matrix to accommodate the presence of the rigid spheres. As a result, the strengthening effect is well below the level of a volume fraction effect as can be seen in Figure 4.

On the other hand, when \( \rho = 38.2\% \), the strengthening is around 40% and the interface tensile stresses on the particle rise considerably above the uniaxial yield strength.
of the matrix material. This reflects high hydrostatic stresses in the thin layer of material separating particles in the tensile direction. These hydrostatic stresses build up to about 4 times the yield stress in tension towards the end of the calculation when the nominal strain is only 2.1%. The plastic constraint in the thin layer causes this stress build up and its development is completely analogous to the effect Drucker [1] computed in similar thin layers between rigid hexagons. It is perhaps also the effect Argon et al. [7] were invoking as the source of high stress capable of decohering or cracking large closely spaced particles. Note, however, that the gap between neighboring particles is only 1/9 of the diameter of the particles when \( \rho = 38.2\% \) in the cell model calculations. Furthermore, a regular cubic array of spheres percolates (touches) at 52.36\% volume fraction of those spheres. A matrix which completely wets and bonds to the particles would then experience such a high constraint that the composite material would be locked against substantial plastic flow. In view of this the strengthening effect must rise dramatically above 38.2\% until there is an infinite strength at 52.36\%. Of course, this would tend to lead to interface or matrix failure, but the behavior would differ from a regular plastic flow of the matrix which can occur at lower particle volume fractions.

The interfacial stresses of Figure 11 confirm that the geometric hardening in Figure 4 for \( \rho = 0.219 \) is due to the narrowing of the transverse ligament between particles as strain increases. It is apparent that with increasing deformation, the compressive stress in the transverse ligament is depressed while the tensile stress in the ligaments above and below the particles is relaxed. This seems to be related to the increasing difficulty that squeezing material out of the transverse ligaments presents as it gets narrower. At the same time, the top and bottom ligaments thicken and it becomes easier to deform that portion of the material. However, the depressed compressive stress in the transverse ligament must be balanced by tensile stresses to ensure a net zero transverse stress in the composite material. This requires a general increase in the hydrostatic stress which is apparent in the relatively steep rise to a relatively flat curve for tensile stress around the pole of particle. As a result, a higher axial stress is required to cause plastic deformation.
This effect indicates that at higher loadings of particles, and with consequently thin ligaments between particles, the yield stress will be dominated by the constraint built up in these narrow zones of matrix material. This effect is apparent at 38.2% in Figure 12 where high stress has built up around the pole of the particle. In this case, however, the stresses rise steadily towards the pole and there is no plateau of stress evident around there.

It is clear that some of the behavior evident in the finite element calculations is dominated by the perfect plasticity of the matrix and the regularity of the cubic array. One would expect that strain hardening would eliminate the very localized modes of deformation and so allow the unit cell calculations to be more representative of macroscopic flow in the pure shear case. However, the kinematic constraint in the pure shear case may still produce spurious effects even with strain hardening since there may still be a tendency for somewhat localized shearing to occur. On the other hand, in the uniaxial tension case, there would seem to be no reason for radical changes of flow behavior just because of strain hardening. The diffuse deformation in uniaxial tension suggests that regularity is not of such great significance to those results at modest volume fractions of particles as has been suggested also when strain hardening is present by Christman et al. [4]

A comparison of the theoretical results can be made with experiment in the case of silica particle-filled epoxy resin composites tested in compression [17]. The ultimate strength for the composite normalized by that of the matrix alone is plotted in Figure [14] against the volume fraction of silica particles in the composite material. The values for ultimate strength were estimated from Figure of ref. [17]. The numerical results for the limit load are shown in the same figure. It can be seen that there is a substantial discrepancy at the lower volume fractions. However, at higher volume fractions of particles there is an indication of reasonable agreement. The discrepancy is probably due to the fact that the silica particles are not spherical, they are not of uniform size and not regularly arranged. We feel that these features would be more important at lower
volume fractions of particles than at high. The fact that the data rise rapidly at around 50% volume fraction seems to confirm our previous comments about the effect on strength of a very high density of particles. Also shown in Figure [14] is the volume fraction at which spheres in a cubic array touch, indicating a very high limit stress in that case.

On the other hand, the finite element results presented here are incapable of explaining any of the data for the plastic flow behavior of certain particulate reinforced metal composites such as aluminum reinforced with SiC as reported in refs. (18, 19). In those materials, the increase in uniaxial strength expressed as a fraction of the flow stress of the matrix material alone exceeds the volume fraction of particulates at modest volume fractions as in the epoxy composites. Indeed, Christman et al. [4] also found that calculations for cylindrical unit cells containing spherical inclusions underpredict the flow stress of the composite even though they included strain hardening and show a stronger strengthening effect than we find in our computations. Christman et al. [4] were able to get agreement between model and experiments by using squat cylindrical inclusions in the calculations rather than spheres to represent the influence of sharp cornered particulate reinforcements.

6. COMPARISON WITH LINEAR HARDENING MODEL

It has become popular to analyze the strengthening effect of elastic reinforcements in metal matrix composites by use of a linear hardening model [20-28]. This model is based on an assumption that the plastic strain is uniform in the matrix and that this situation cannot be relaxed by any rearrangement of dislocations. As a result, the incompatibility between the strain in the matrix and the strain in the particles must be accommodated by elastic distortions of both matrix and particle. This leads to elastic stresses superimposed on the stresses already present in the matrix. By assumption, this stress cannot be relaxed by dislocation motion and so its associated elastic strain energy
remains locked in the matrix. This work contribution must be provided by the applied loads and so those loads rise linearly with the uniform plastic strain in the matrix since the strain incompatibility between matrix and particles is proportional to the plastic strain. Thus, no limit load can develop even if there is no inherent matrix hardening mechanism controlling the slip of dislocations. The flow stress is then predicted to be

\[ \sigma_f = \sigma_0 + C \rho \mu \varepsilon_p \]  

(2)

where \( \mu \) is the matrix elastic shear modulus and \( C \) is a dimensionless order unity function of particle aspect ratio and the ratio of particle elastic modulus to matrix elastic modulus. This predicts very large increases of strength with plastic strain. As noted above, this model is sometimes used to explain the flow stress and hardening behavior of metal matrix composites [20, 22, 23-28].

The model outlined above is only viable if the matrix plastic strain is in fact uniform in practice. This situation can be envisaged in a narrow set of circumstances in which the size scales are relatively small and the ability of dislocations to slip in arbitrary orientations is limited. The smallness of the size scale would ensure that there could only be a few dislocations present in the matrix near the particles so that there would be a limited potential for any relaxation deformations to occur. The limitations on the ability of the dislocations to slip in arbitrary orientations would make it possible for elastic stresses to build up in certain orientations not favoring dislocation motion. Although the size scale and crystallography in which this situation occurs is not precisely known, in general, it is probable that the particles have to be submicron for the effect to prevail. In the case of larger particles embedded in a polycrystalline matrix, the mobility and availability of dislocations and the fact that the spacing between slip systems is very small compared to particle size mean that dislocations can readily rearrange to relax elastic stresses which exceed the stress capable of moving dislocations. This will keep the stresses locally down to levels which are determined by the inherent hardening of the matrix.
Independent of the large elastic particles. The plastic strain will also be markedly non-uniform as a result of the dislocation motion. In view of this, it must be inappropriate to model the strength of particulate reinforced metal matrix composite materials by the linear hardening model when the particulates have a diameter larger than a micron.

Instead, the appropriate model is related to the calculations presented by Duva [2], Christman et al. [4] and by us in this paper, i.e. where inhomogeneous diffuse plastic flow occurs around reinforcements embedded in the matrix. The rather weak effect on strength computed at low volume fractions in those results suggests that flow inhibition by particulates is not a promising strengthening strategy. On the other hand, experimental data indicate that large increases in strength are apparently caused by particulate reinforcement [4, 17, 18] and these increases cannot be explained by flow inhibition models alone. However, the actual matrix properties must be used in any comparison of strengths rather than the nominal properties of the matrix material when not in reinforced form. These properties can be very different [29], with a considerably higher strength occurring in the composite material matrix because of accelerated aging. In addition, thermal expansion mismatches and actual reinforcement geometry must be taken into account. Furthermore, careful and critical comparisons between hypothesis and experiment must be carried out such as described in ref. [30].

8. CONCLUSIONS

Calculations show that modest volume fractions of rigid spheres arranged in a cubic array have little effect on the strength of a perfectly plastic matrix. The increase in strength in uniaxial tension as a fraction of the yield strength of the matrix is predicted to be about half the volume fraction of inclusions present at volume fractions below 25%. At around 40% loading, however, the fractional strengthening equals the volume fraction of particles.
In the low volume fraction cases below 25%, the interface stresses between the matrix and the inclusion are modestly elevated compared to the matrix yield strength. At 40% volume fraction, however, the peak interface stress rises to 4 times the tensile yield strength when the macroscopic strain is 2.1%. These stress elevations are caused by plastic constraint.

Unit cell calculations for pure shear in perfect plasticity could be misleading as predictions of macroscopic behavior because of the symmetry and periodicity conditions imposed. Below 20% volume fractions, the calculations are interpreted to confirm that in perfect plasticity there is no strengthening. Above 20% volume fraction, the 45° shear bands are inhibited by the particles and a very small amount of strengthening occurs.
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FIGURE CAPTIONS

Figure 1: The two macroscopic stress states examined and the coordinate system used in this paper.

Figure 2: A unit cell containing a single rigid inclusion embedded in a cube of plastically deforming matrix material. The shaded lines indicate the five symmetry planes for a loading of uniaxial tension.

Figure 3: The finite element mesh used to model one sixteenth of the cubic cell.

Figure 4: The macroscopic true stress-true strain behavior of the cubic cell under uniaxial tension for different inclusion densities.

Figure 5: The macroscopic true stress-true strain behavior of the cubic cell under pure shear for different inclusion densities.

Figure 6: Contour plot of the effective plastic strain $\varepsilon'$ in the cubic cell. Development of the plastic zone around the inclusion under uniaxial tension for $\rho = 6.5\%$ is shown with dark lines. The view is the cross-section of the cubic cell shaded in the figure inset.

Figure 7: A contour plot of the effective plastic strain $\varepsilon'$ in a cross-section of the cubic cell under uniaxial tension. The level of macroscopic plastic strain $\varepsilon_y$ is 10.0\% and the inclusion density $\rho$ is 6.5\%.

Figure 8: A contour plot of the effective plastic strain $\varepsilon'$ in a cross-section of the cubic cell under uniaxial tension. The level of macroscopic plastic strain $\varepsilon_y$ is 11.1\% and the inclusion density $\rho$ is 21.9\%.

Figure 9: A contour plot of the effective plastic strain $\varepsilon'$ in a cross-section of the cubic cell under pure shear. The level of macroscopic plastic strain $\varepsilon_y$ is 9.0\% and the inclusion density $\rho$ is 6.5\%.

Figure 10: A plot of the normal interfacial stress at the surface of the inclusion versus angle $\phi$ for uniaxial tension at various levels of macroscopic strain. The inclusion density $\rho$ is 6.5\%.
Figure 11: A plot of the normal interfacial stress at the surface of the inclusion versus angle $\phi$ for uniaxial tension at various levels of macroscopic strain. The inclusion density $\rho$ is 21.9%.

Figure 12: Same as Fig. 11 but $\rho = 38.2\%$.

Figure 13: A plot of the normal interfacial stress at the surface of the inclusion versus angle $\phi$ for pure shear at various levels of macroscopic strain. The inclusion density $\rho$ is 6.5%.

Figure 14: Comparison of ultimate compressive strength for silica particle-filled epoxy resin composites with the theoretical predictions.
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ABSTRACT

The fracture of a fibrous and a particulate metal-matrix composite have been studied as a function of confining pressure. The fracture was found to occur by the accumulation of damage caused mainly by the fracture of the reinforcing phase. The mechanisms by which the damage nucleates and grows, and links to form a final failure surface, changes as the pressure is increased. These mechanisms are described and their consequence for alloy development is discussed.

1. INTRODUCTION

It is well established that the application of hydrostatic pressure during deformation can influence both the damage accumulation rate and the final fracture mode. Investigations have been reported on the behaviour of various metallic materials (see, for example, Teirlinck et al., 1988) and on polymer-matrix fibre composites (Parry and Wronski 1985, 1986), but none to our knowledge on metal-matrix composites.

Composites represent an interesting class of materials from the viewpoint of their pressure-dependent flow because, in addition to the problems of damage accumulation due to dilatant behaviour, they may contain residual stresses and interfaces whose behaviour may be dependent on the hydrostatic pressure.

In the current study, the influence of hydrostatic pressure on the fracture behaviour of two metal-matrix composites has been examined: (i) a directionally solidified Al 6% Ni eutectic alloy containing aligned Al-Ni fibres in an Al matrix, and (ii) an Al alloy containing SiC particles. Our observations are discussed in a general context of the competitive damage and fracture processes which may occur in both fibre-reinforced and particle-reinforced composites.

2. DAMAGE AND FRACTURE PROCESSES IN COMPOSITE MATERIALS

Failure of composite materials generally occurs not by sudden, catastrophic propagation of a single crack, but by a more gradual process of damage accumulation. The damage may
originate in the matrix or in the reinforcing phase. Various possible damage mechanisms are described below; they are based on direct observations described in the next section.

The sequence of possible damage processes in composite materials containing long brittle fibres in a ductile metallic matrix is shown schematically in Fig. 1. Plastic strain causes load transfer to the fibres, and damage develops in the form of fibre fracture, this appears to occur throughout the composite (Stage I). The damage spreads in a number of ways depending on the current stress state and on the relative mechanical properties of the matrix and the fibres.

![Fig. 1. Sequence of damage events leading to fracture in fibre composites.](image)

If, for example, the matrix yield stress is sufficiently large and the fibres are closely spaced, then the elastic stress concentration in the plane of the crack may result in fracture of the neighbouring fibres (Fig. 1(a), Stage II). The damage then spreads in a planar fashion, progressively increasing the load carried by the matrix until ultimately the ligaments between the cracks fail (Stage III). This process is favoured by large hydrostatic tensile stresses.

If, on the other hand, the matrix yield stress is very much lower than the fibre fracture stress and the work hardening rate of the matrix is low, then the additional stress in the matrix, resulting from fibre fracture and the corresponding load redistribution, may cause strain localization ahead of the crack tip (Fig. 1(b) Stage II). The stress concentration at the tip of the localization aids in the fracture of neighbouring fibres, causing the damage to spread along a plane inclined at approximately 45° to the tensile direction.

When the hydrostatic pressure exceeds a level approximately equal to the ultimate tensile strength of the composite, an alternate process may occur (Fig. 1(c)). Here again damage initially involves fibre fracture and the damage may spread by a cooperative mechanism (Stage II). But now the net axial stress is always compressive and the tensile fracture of the matrix, shown in Figs. 1(a) and (b), is inhibited. Instead, the softening effect of the dilatant damage results in a macroscopic strain localization (Fig. 1(c), Stage III) similar to that frequently seen in single phase ductile materials (Teirlinck et al., 1988). This strain localization may be accompanied by large rotations of the fibres which can also contribute to softening within the deformation band, as described later.
The influence of pressure on fracture of composites.

The sequence of possible damage processes in particle reinforced metal-matrix composites is shown schematically in Fig. 2. The figure shows a microstructure containing both coarse reinforcing particles and smaller precipitates or inclusions in a microstructure representative of the Al-SiC composite examined in the present study. Here the damage processes may initiate either at the reinforcing particles or within the matrix. For example, the large particles may fracture (Fig. 2a) or debond from the matrix (Fig. 2b). Upon further straining these damage events may spread in a manner similar to that described for fibre composites, until ultimately the matrix fails by either a ductile or shear mode. However, the constraints exerted by the non-deforming particles can generate large triaxial tensions in the matrix, causing damage in the matrix in the form of void growth or shear cracks (Fig. 2c) and (d), originating at the smaller particles and inclusions and which spreads by a process which involves particle fracture or decohesion.

The various damage and fracture processes described here are used as a framework to describe the fracture behaviour of the composites examined in this study.

![Sequence of damage events](image)

**Fig. 2.** Sequence of damage events leading to fracture in particulate composites.

3. MATERIALS AND EXPERIMENTAL PROCEDURES

The Al-6%Ni alloy was produced by Alcan International and was subsequently directionally solidified in a Bridgeman-type furnace at a rate of 3 cm/hr. The resulting microstructure consisted of 10% aligned Al$_2$Ni fibres in an Al matrix. Most fibres were approximately 1 µm in diameter and spaced ~3 µm apart. Regions containing coarse fibres, -10 µm in diameter, were also present.

The Al-SiC composite was a commercial Dural containing ~20% particulate SiC in a 2014 Al alloy matrix. The average particle size was 13 µm and average aspect ratio measured in the plane containing the tensile axis was 1.23. However, a significant fraction of the particles (~5%) were larger than 40 µm or had an aspect ratio greater than 3. The material was provided by General Motors and was tested in the extruded condition.
Tensile tests were conducted on cylindrical samples using superimposed hydrostatic pressures up to 700 MPa. The deformation and fracture behaviours were studied using standard fractographic and metallographic techniques on both samples tested to failure and samples from interrupted tests.

4. RESULTS AND DISCUSSION

4.1 Al-Ni alloy. The influence of hydrostatic pressure on the ductility of the Al-Ni alloy is shown in Fig. 3. The fracture strain increased rapidly with pressure up to ~350 MPa, beyond which point it was insensitive to pressure. This critical pressure is approximately equal to the ultimate tensile strength of the composite.

![Fig. 3. The influence of hydrostatic pressure, p, on the fracture strain, εf, of the Al-Ni composite.](image)

These results suggest that at low pressures fracture is controlled by a strongly pressure-sensitive mechanism (that is, a dilatant mechanism involving microcracking or void growth) whereas at high pressure it is controlled by a less dilatational mechanism. The fractographic and metallographic observations confirmed that a change in fracture mechanisms occurred at a pressure of around 350 MPa. Typical fracture surfaces of samples tested above and below this pressure are shown in Fig. 4.

![Fig. 4. Fracture surfaces of the Al-Ni composite tested under hydrostatic pressure of (a) 175 MPa and (b) 525 MPa (30° tilt).](image)
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The fracture surfaces of samples tested at low pressures were inclined at ~45° to the tensile direction and exhibited a dimpled appearance. A fractured Al2Ni fibre was located at the centre of each dimple. The fracture process in this pressure regime involved the cooperative spread of fibres fracture similar to that shown schematically in Fig. 1(b).

The fracture surfaces of samples tested at the higher pressures were also inclined at ~45° to the tensile direction, but exhibited large shallow dimples, with only very few fractured fibres intersecting the fracture surface. The fracture process in this pressure regime was elucidated by examining external surfaces and longitudinal sections of both fractured and interrupted samples. The events leading to fracture are shown in Figs. 5 and 6, and can be described in the following way.

Fig. 5. Longitudinal section through fractured Al-Ni sample tested at 690 MPa pressure. Note the fractured fibres and the subsequent inward flow of the matrix (see arrows).

Fig. 6. Longitudinal sections through Al-Ni tensile samples tested at 690 MPa pressure (a) Interrupted at ε = 0.08, (b) Interrupted at ε = 0.2, and (c) Fractured. Note the development of the strain localization and the corresponding fibre rotation.
At small plastic strains (~ 0.03) the fibres began to fracture. The large stresses developed in the matrix ahead of the crack tip caused fibre-matrix debonding over lengths of ~0.1 μm (Fig. 5). Thin torus-shaped voids were also formed in the matrix ahead of the cracks. However, upon further straining, the fractured fibre ends separated and the matrix flowed inward between the fibre ends, the hydrostatic pressure suppressed, and ultimately reversed the dilational damage which leads to fracture at lower pressures. Although the cracks formed in the bulk of the material were unable to link or to propagate, cracks located near the external surface were able to link up with the surface via narrow shear cracks (Fig. 6a). At the tips of some of these shear cracks, the strain became localized into coarse deformation bands (~200 μm wide) which propagated stably into the bulk of the material (Fig. 6b). Within the deformation bands, the strain was sufficiently large that the fibres were rotated away from the tensile direction causing geometric softening of the band until a critical point (~30°-40°) at which fracture occurred along a path through the Al matrix (Fig. 6c). As a result, very few fibres were seen on the fracture surface.

The shear fracture behaviour of the Al-Ni composite and the corresponding saturation in fracture strain at large hydrostatic pressures may provide useful information regarding the limits of plastic strain which can in general be applied to fibre composites prior to instability and fracture. For this reason, it is of interest to examine the nature of the shear instability in the Al-Ni composite in more detail.

During tensile deformation of metallic materials there are generally two processes which promote shear localization. They are (i) a decrease in work hardening rate and (ii) an increase in dilational damage with plastic strain (Yamamoto 1978). In fibre reinforced composites, an additional softening mechanism, caused by fibre rotation must be considered. Fig. 7 shows a plot of the tensile stress required to deform an element of the Al-Ni composite in simple shear on a plane at 45° to the tensile direction, against the local fibre rotation. For simplicity, the fibres are assumed to be infinitely long and rigid-plastic, the matrix is assumed to be in plane strain and the composite flow stress is written in terms of the simple rule of mixtures. The plot suggests that beyond a critical rotation (~14°), the net hardening rate for simple shear deformation (neglecting any dilational damage) is less than zero. Therefore, shear localization in fibre composites may not only be influenced by the work hardening rate of the matrix and the dilational damage, but also by any relatively small fibre rotations or misorientations.

![Fig. 7. Tensile stress required for simple shear deformation of Al-Ni composite.](image)
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4.2 Al-SiC composite. The effect of hydrostatic pressure on the ductility of the Al-SiC composite is shown in Fig. 8. The fracture strain was strongly pressure-dependent over the entire pressure range.

![Graph showing fracture strain vs pressure](image)

Fig. 8. The influence of hydrostatic pressure, $P$, on the fracture strain, $\gamma_f$, of the Al-SiC composite.

The origins of fracture in Al-SiC particulate composites have previously been suggested to be either the fracture or decohesion of the SIC particles (Lewandowski et al. 1987) or failure within the Al alloy matrix (You et al. 1996), as shown schematically in Fig. 2. To distinguish between fracture and decohesion of the SIC particles in the present study, matching fracture surfaces were carefully examined. Fig. 9 shows an example of matching fracture surfaces, where the corresponding letters on the micrographs show matching halves of fractured SIC particles; particle-matrix decohesion was rarely observed. Longitudinal sections through the fractured samples also revealed a number of fractured particles below the fracture surface (Fig. 10). Particle fracture was often associated with the more elongated particles which were aligned with the tensile direction. There was also evidence below the fracture surface of cavitation at some of the small intermetallic particles.

The only observed change in fracture behaviour with pressure was in the mechanism by which the matrix failed. At low pressures the mechanism was one of microvoid coalescence, as evidenced by the dimpled fracture surface. At the higher pressures the matrix failed by a shear mode. At all pressures, however, it was difficult to ascertain the order of events leading to fracture, i.e., whether or not matrix failure preceded particle fracture.

![Micrographs showing fracture surfaces](image)

Fig. 9. Matching fracture surfaces of Al-SiC sample tested at 490 MPa pressure.
In order to determine whether composite fracture was initiated by fracture of the SiC particles, the tensile stress in the SiC particles at the point of composite fracture was estimated using Eshelby's equivalent inclusion method (Eshelby, 1957). The particles were assumed to be isolated ellipsoids with an aspect ratio of 3:1 and an infinitesimal matrix which was subjected to far-field tension plus a hydrostatic pressure. The calculations only account for the elastic component of strain; the internal stresses which arise from the plastic strain incompatibility at the undeformable particles are neglected. The results were then used to predict the composite fracture stress assuming that composite fracture occurred when the tensile stress in the more elongated particles reached a critical value required for brittle fracture, i.e., the largest, most elongated particles, were assumed to be the weakest link. Figure 11 shows the predicted curve along with the experimental data. The predicted curve was normalised by the composite fracture stress at atmospheric pressure such that the pressure-dependencies of the predicted and measured fracture stresses could be compared. The predicted curve shows that the far-field tension required for particle fracture does not increase with pressure as rapidly as would be predicted by a critical macroscopic tension (shown by the line of slope 1). However, the predicted curve still exhibits a pressure-dependence which is greater than that of the measured values.

The discrepancy between the predicted and measured values may be due in part to the internal stresses which are developed during plastic deformation. The internal stresses in the undeformable SiC particles are tensile and therefore further promote particle fracture. The average value of internal stress may be measured at small plastic strains by conducting Bauschinger tests; however, the results of such tests may not be representative of the local internal stresses at elongated SiC particles or within particle clusters where the damage process is most likely to initiate, particularly at the level of strain at which failure occurs.
addition, the underlying assumptions in the equivalent inclusion calculations, namely that the volume fraction of particles is small and that the particles are ellipsoidal, may result in significant errors in the calculated stresses.

In light of the complexities involved in evaluating the stress distribution in the composite material, it is clearly difficult to establish a simple fracture criteria which involves a critical average stress or strain. Nevertheless, our observations and approximate calculations suggest that composite fracture is initiated by a process which involves brittle fracture of elongated SiC particles.

In order to better understand the role of matrix failure in composite fracture, we are currently studying the effect of pressure on the fracture behaviour of the Al alloy matrix itself. However, in a concurrent study of a SiC whisker-reinforced Al alloy, Vandeveyan et al. (1986) found a strong pressure-dependence in the fracture strain of the composite material and almost no pressure-dependence in the fracture strain of the Al alloy matrix itself. This result provides further evidence of composite fracture that is initiated by damage in the reinforcing particles rather than within the matrix. But, as pointed out by others (Hunt et al., 1987) this may not be the case for higher volume fractions of reinforcement.

5. CONCLUSIONS

The behaviour of Al based metal-matrix composites under superimposed hydrostatic pressure reveals a variety of damage and fracture processes. In the case of fibre-reinforced composite, failure at atmospheric pressure occurs by a series of fibre fractures followed by ductile failure of the matrix. At large pressures, failure occurs by a strain localisation which is accelerated by both dilatation due to fibre fracture and softening due to fibre rotation. In the case of particle-reinforced composites, failure is initiated by brittle fracture of the reinforcing particles.

Studies of the pressure-dependence of ductility may be useful for defining the critical parameters, such as reinforcement size, morphology and degree of particle aggregation, which control damage initiation and evolution in metal-matrix composites.
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Abstract—Diagrams can be constructed in stress space which show, for metals and alloys, the competition between the processes which lead to fracture. These include yield, necking, void nucleation, ductile fracture, brittle grain-boundary fracture, cleavage, shear fracture, and plastic rupture. Simplified diagrams are constructed for E. T. P. copper, n-brass, two steels and an aluminium alloy. The diagrams show how the fracture mechanism changes with stress state and help rationalize a number of apparently conflicting observations. They have application in predicting the behaviour of metals under complex stress states.

Résumé—On peut construire, dans l'espace des contraintes, des diagrammes qui représentent la compétition entre les différents mécanismes conduisant à la rupture dans les métaux et les alliages, ces mécanismes étant la déformation, la traction, la peroration de cavités, la rupture ductile, la rupture intergranulaire fraîche, etc.; la rupture et la rupture plastique. Nous construisons des diagrammes simplifiés pour le cuivre E. T. P., le laiton n, deux aciers et un alliage d'aluminium. Ces diagrammes montrent comment le mécanisme de rupture évolue avec l'état de contrainte, et aident à rationaliser de nombreuses observations apparemment contradictoires. On peut les appliquer pour prédire le comportement des métaux sous des états de contrainte complexes.


1. INTRODUCTION

The plastic behaviour of metals depends only weakly on hydrostatic pressure. For most practical purposes, metals yield when the effective stress

\[ \sigma = \frac{1}{3} \left( (\sigma_x - \sigma_y)^2 + (\sigma_y - \sigma_z)^2 + (\sigma_z - \sigma_x)^2 \right) \]

reaches a critical value, the initial yield stress, \( \sigma_y \). Fracture is different: when voids nucleate and grow, or when cleavage cracks nucleate and propagate, the volume of the sample increases. Partly because of this, the processes depend on both \( \sigma \) and on the mean stress

\[ \sigma_n = \frac{1}{3} (\sigma_x + \sigma_y + \sigma_z) \]

(which, of course, includes any superimposed hydrostatic pressure, \( \rho \)) and, sometimes, on a third independent variable of the stress state: the most logical is the maximum (most tensile) normal stress, \( \sigma_n \).

For each mechanism, a surface exists in stress space at which failure by that mechanism occurs in proportional, monotonic, loading: stress states inside the surface do not cause fracture whereas stress states on the surface do. In general, the surfaces for different mechanisms intersect. Then, as the stress state is changed, the dominant fracture mode (characterized by the innermost surface) may switch from one mechanism to another. We show, below, that as many as four mechanism changes can be identified for common alloys at room temperature.

In this paper we simplify the problem by considering only the axial loading of cylindrical tensile samples under superimposed hydrostatic pressure and of notched samples at atmospheric pressure. These provide a wide range of axisymmetric stress states over which fracture can be studied. Fracture mechanism maps are constructed for five engineering materials in \( \sigma - \rho \) space and compared to maps previously constructed in \( \sigma - \rho \) space [1].

2. STRESS STATES IN CYLINDRICAL TENSILE SAMPLES

The stress state in a cylindrical tensile sample prior to necking is one of uniaxial tension plus any superimposed hydrostatic pressure, \( \rho \). Once a neck forms, there is an additional hydrostatic tension, \( \sigma_n \), which varies across the sample section. A similar stress state is found in a cylindrical tensile sample which has had a circular notch machined within the gauge length prior to deformation. Since the stress state in the
sample clearly influences the fracture behaviour, the effect of specimen geometry on stress state is reviewed here.

The additional hydrostatic tension in the plane of a neck or notch [2] is

\[ \sigma_f = \sigma_{\text{flow}} \ln \left[ 1 + \frac{a}{2R} \right] \]

(3)

where \( \sigma_{\text{flow}} \) is the current flow stress, \( a \) is the minimum sample radius, \( R \) is the radius of curvature at the neck or notch and \( r \) is the distance from the centre along the plane of the neck. In unnotched samples Bridgman found that \( 2R \) was mainly dependent on the strain beyond necking, i.e.

\[ \frac{a}{2R} = k (\epsilon - \epsilon_{\text{neq}}) \]

(4)

where \( \epsilon_{\text{neq}} \) is the strain at the onset of necking and \( k \) is a constant \( \approx 0.30 \). Since fracture is initiated near the centre of the sample, we only consider the stress state at \( r = 0 \). Thus, from equations (3) and (4) we get

\[ \sigma_f = \sigma_{\text{flow}} \ln \left[ 1 + k (\epsilon - \epsilon_{\text{neq}}) \right] \]

(5)

In pre-notched samples, the variation of \( a/2R \) with strain is not as simple as that given by equation (4). Here there is an effect of the initial notch geometry and the work hardening behaviour of the material [3]. High work hardening rates and high values of \( a/2R \), tend to cause notch blunting during the initial stages of deformation, i.e. there is a decrease in \( a/2R \) with \( \epsilon \). Conversely, for low work hardening rates and low values of \( a/2R \), the notch develops similarly to a neck in an unnotched sample. Here we can use equation (4) in which \( \epsilon_{\text{neq}} \approx 0 \) to describe the change in notch geometry with strain. For intermediate notch geometries, i.e. \( a/2R \approx 0.3 \) to 1, \( a/2R \) remain roughly constant up to fracture. In this case the hydrostatic tension can be approximated by

\[ \sigma_f = \sigma_{\text{flow}} \ln \left[ 1 + \frac{a}{2R} \right] \]

(6)

When studying the deformation behaviour of a particular material, it is best to monitor the neck or notch geometry during straining in order to evaluate the stress state. However, in our modelling of stress states in notched samples, and their effects on fracture behaviour, we find that the fracture conditions can be adequately described by assuming \( a/2R \) remains constant to fracture. Thus we use equation (6) to estimate the hydrostatic tensile stress.

Here we also find it useful to define a hydrostatic stress, \( \sigma_H \), in a similar way to that of Goods and Brown [4]. The hydrostatic stress includes any superimposed pressure, \( p \), and the hydrostatic tension, \( \sigma_f \), due to a neck or notch, but not the component due to the flow stress \( \sigma_{\text{flow}} \). In this context the hydrostatic stress is not the same as the mean stress, \( \sigma_m \); the two quantities are related through the expressions

\[ \sigma_H = \sigma_f - \sigma_m \]

(7)

J. MECHANISMS

We consider the following mechanisms

(a) Plastic failure (Fig. 1). If no other mechanism intervenes, a ductile material loaded in axial tension, or in axial tension with superimposed pressure, fails in a purely-plastic way. The material yields after a strain, \( \epsilon_{\text{neq}} \), it necks and strain localizes in the necked

Fig. 1. (a) Schematic representation of the purely plastic failure mode. It is favoured by high confining pressure (b) Macrophotograph of 7075-T6 aluminium alloy loaded in axial tension with a confining pressure of 1100 MPa.
(b) Cleavage and brittle intergranular fracture (Fig. 2). If the intrinsic fracture toughness of a material is low, or if impurities embrittle its grain boundaries, then slip may nucleate cracks (across grains, at grain boundaries or at second-phase particles). If the stress is sufficient to cause one of these cracks to propagate, a brittle fracture follows. The fracture path may follow cleavage planes within the grains, or may follow grain boundaries, depending on which path has the lower toughness. This mode involves opening of cracks, and is strongly pressure dependent (Section 3.2).

c) Ductile fracture (Fig. 3) Engineering alloys contain inclusions or particles. After a plastic strain

Fig. 2. (a) Schematic representation of cleavage and of brittle intergranular fracture. (b) Micrograph showing the intergranular brittle fracture of an Al-3.6% Cu axisymmetric tensile sample. (c) Cleavage fracture occurring in an Fe-1.2% P alloy broken in axisymmetric tension.

Fig. 3. (a) Schematic diagram showing the nucleation, growth and coalescence of voids leading to ductile fracture. (b) Macrophotograph of a tensile sample of spheroidized 1080 steel which has failed by ductile fracture. (c) Micrograph showing damage development in a 1045 spheroidized steel sample broken in axisymmetric tension.
(d) Shear fracture, or void-sheeting (Fig. 4). Under the right conditions, voids which nucleate in a slip band reduce the load-bearing area of the band so much that flow localizes there. Further shear increases the area of the void in the shear band, until separation occurs in the plane of the band. Voids which extend in shear need not increase in volume, so shear fracture is less pressure-dependent than ductile fracture, though it remains more pressure-dependent than purely-plastic failure (Section 3.4).

For each mechanism a relation exists between \( \sigma \) and \( \sigma_0 \) at failure. These relations define failure surfaces on a diagram with \( \sigma \) and \( \sigma_0 \) axes. We now consider each mechanism in turn, examining the approximate form of the \( \sigma = \sigma_0 \) relation at failure. The symbols used in the text are listed in Table 1.

### 3.1. Plastic rupture

Plastic flow occurs when

\[
\sigma = \sigma_0
\]

Work hardening causes the yield stress to increase with the effective plastic strain, \( \varepsilon \). At atmospheric pressure the strain dependence of the yield stress can be approximated by a power hardening relation of the form:

\[
\sigma_{\text{yield}} = A \varepsilon^m
\]

where \( A \) and \( m \) are work hardening constants.

The yield stress also depends weakly on the pressure, \( p \) (the effect derives from the effect of pressure on dislocation motion (5.6)). The shear stress, \( \tau \), required to move a dislocation at pressure \( p \), is approximately

\[
\tau = \tau_0 \left[ 1 + \frac{2p}{G_0} \right]^{-1/3}
\]

where \( \tau_0 \) and \( G_0 \) are the shear stress required for dislocation motion and shear modulus, respectively, at atmospheric pressure. Generally \( dG/dp > 2 \) for cubic metals [7]. Figure 5 shows that this approximation is in good agreement with experimental measurements. Equations (8) and (9) can then be combined to obtain a pressure-dependent power hardening law

\[
\sigma_{\text{yield}} = A \varepsilon^m \left[ 1 + \frac{2p}{G_0} \right]^{-1/3}
\]

The yield surface after an equivalent strain, \( \varepsilon \), is given by

\[
\sigma = \sigma_0 (\varepsilon, p)
\]

In particular, we define the initial yield surface by

\[
\sigma = \sigma_0 \left[ 1 - \frac{4pG_0}{\gamma} \right]^{-1/3}
\]

where \( \sigma_0^0 \) is the initial yield stress in an unnotched sample with no superimposed pressure.

Necking under multiaxial stress states can be complicated. For the axisymmetric stress state we consider here, however, it is straightforward. Hydrostatic
pressure influences necking only in so far as it changes the flow stress slightly through equation (11). The stress at the onset of necking, \( \sigma_{nk} \), can then be evaluated from the Consider criterion

\[
\frac{dd}{d\epsilon} = \sigma
\]

From equations (10) and (12) we find that

\[
\sigma_{nk} = m
\]

and from equation (10), the corresponding true stress is

\[
\sigma_f = A (1 + m) \left( 1 + \frac{4p}{G} \right).
\]

Alternatively, if the plastic rupture stress \( \sigma_f \) at some pressure \( p^* \) is known, then the stress for plastic rupture at any other pressure, \( p \), is

\[
\sigma_f = \sigma_f \left( 1 + \frac{4p}{G} (p - p^*) \right).
\]

3.2. Cleavage fracture and brittle intergranular fracture

Most crystalline solids will fail in a brittle manner, either by transgranular cleavage or by brittle intergranular fracture, if the temperature is sufficiently low or if the hydrostatic tension sufficiently large.

3.2.1. Nucleation. Many brittle solids—most ceramics, for instance—contain small flaws caused by abrasion, corrosion, or growth defects. Intrinsically-brittle metals—the b.c.c. and h.c.p. metals and alloys, for example—may contain such intrinsic flaws.
Cracks, but even when they do not, twinning or slip can create them. Generally speaking, cracks thus nucleated have a length, 2c, which scales as the grain size. Thus below the ductile-to-brittle transition temperature grain-sized cracks nucleate as soon as the yield stress is exceeded. Then the nucleation condition is simply

$$d = \sigma_n$$  \hspace{1cm} (16)

If the fracture toughness is sufficiently low, one of the cracks will propagate unstably immediately after nucleation, causing fracture. The fracture stress will then be the same as the nucleation stress. This fracture mode is consequently referred to as initiation-controlled brittle fracture. In materials with higher fracture toughness, the cracks are not initially unstable. But as work-hardening increases the flow stress, new slip-induced cracks are nucleated and the stress ultimately reaches the level required for fast propagation.

3.2.2. Crack propagation and fracture. One of the cracks propagates, either by transgranular cleavage or by an intergranular path, when the Griffiths criterion is satisfied. In simple tension, this requires that the tensile stress reaches the critical value

$$\sigma_t = \frac{C_1 K_f}{\sqrt{2\pi c}}$$  \hspace{1cm} (17)$$

where $K_f$ is the fracture toughness of the material and $C_1$ is a constant near unity. For axisymmetric loading with $\sigma_t$ tensile, the fracture surface is described by

$$d = \sigma_t + p$$  \hspace{1cm} (18)

where $\sigma_t$ can either be estimated from equation (17) or measured by lowering the temperature to allow brittle fracture at atmospheric pressure.

This fracture mode is referred to as propagation-controlled brittle fracture. It is important to note that both the nucleation and propagation criteria [equations (16) and (18)] must be satisfied in order for brittle fracture to take place.

3.3. Classical ductile fracture

Most ductile metals at atmospheric pressure fail by the nucleation, growth and linkage of voids, giving a cup-and-cone fracture in axisymmetric tension. Voids nucleate at second phase particles, grow by the plastic strain of the surrounding matrix, and link when their size is such that interaction with neighbours becomes strong.

3.3.1. Void nucleation. We describe the nucleation of voids by using the method of Good's and Brown [4]. Nucleation occurs when the local tensile stress at the particle-matrix interface reaches a critical value, $\sigma_n$, sufficient to cause particle-matrix decohesion or particle fracture. The stress at the particle is that due to local work hardening, $\sigma_n$, (which is always larger than the general rate of work hardening because of the specially dense packing of dislocations at the particle) plus the hydrostatic stress, $\sigma_H$. The nucleation condition can then be written as

$$\sigma_n + \sigma_H = \sigma_t.$$  \hspace{1cm} (19)$$

The stress $\sigma_n$ is determined by the local dislocation density, $\rho_n$, at the particle-matrix interface. In the absence of recovery or other annealing effects, $\rho_n$ increases proportionally with strain [8, 9]. Then if $\sigma_n$ is proportional to $G\sqrt{\rho_n}$, where $b$ is the Burgers vector, the nucleation strain is

$$\epsilon_n = C_2 \left[ \frac{\sigma_t - \sigma_H}{G} \right]^2.$$  \hspace{1cm} (20)

where $C_2$ is a constant.

If nucleation occurs prior to necking, then $\sigma_H = 0$, and the nucleation condition can be written as

$$\epsilon_n = \frac{\sigma_t}{G} \left[ 1 + \frac{\rho_n}{\rho_{cr}} \right]^{\frac{1}{2}}.$$  \hspace{1cm} (21)

where $\epsilon_n$ is the nucleation strain at $p = 0$. The nucleation condition can be rewritten in terms of the

\[ \epsilon_n = \frac{\sigma_t}{G} \left( 1 + \frac{\rho_n}{\rho_{cr}} \right)^{\frac{1}{2}} \]
flow stress using equation (10)
\[
\sigma_{\text{nu}} = \sigma_0 \left[ 1 + \frac{P}{\sigma_0} \right]^{-\left(1 + \frac{4p}{C} \right)}
\]
(22)
where \(\sigma_{\text{nu}}\) is the nucleation stress at \(P = 0\).

If nucleation occurs after necking, \(\sigma_{\text{nu}}\) must include the hydrostatic tensile stress, \(\sigma_t\), due to the neck, as well as the superimposed pressure, \(P\). From equations (5) and (20) the nucleation condition is
\[
\sigma_{\text{nu}} = \sigma_t + P
\]
(23)
where the brackets \(\langle x \rangle\) have the meaning \(\langle x \rangle = 0\) for \(x < 0\)
and
\(\langle x \rangle = x\) for \(x > 0\).

[Note that equation (23) simplifies to (21) if nucleation occurs prior to necking both at \(P = 0\) and at a pressure, \(P\).] The nucleation strain can again be converted to a stress through equation (11). A similar expression can be derived for the nucleation strain in a notched sample. The limit of the void nucleation line in \(\sigma = \sigma_0\) space as \(\sigma = 0\) occurs at \(\sigma_{\text{nu}} = \sigma_t\).

3.2.2. Void growth. Under an axisymmetric flow field, initially spherical voids grow into ellipsoids. Their growth rate depends on the mean stress and the current level of plastic strain. The axial growth rate, \(i_1\), and the lateral growth rate, \(i_2\), are given by Rice and Tracey [10] as
\[
i_1 = r_j (\gamma + D) \xi^2
\]
(24a)
\[
i_2 = r_j (-\gamma/2 + D) \xi^2
\]
(24b)
where \(\xi^2\) is the remote axial strain rate; \(\gamma\) is a shape change amplification factor which depends on the current void shape; and \(D\) is a volume change amplification factor which depends on the mean stress. \(\gamma\) and \(D\) are described in the Appendix.) Integration of equations (24a) and (24b) gives the size of the void in the tensile direction as (from the Appendix)
\[
i_2 = \left[ 2 \exp \frac{3}{2} \xi - 1 \right]^{1/3}
\times \exp \left[ 0.28 \xi + 2.21 \left( 1 + x \ln x - 2 \right) \right]
- \frac{0.84p}{A(1-m)} \left( \xi^{1-n} - \xi^{2-n} \right)
\]
(25)
where \(\xi\) is the strain beyond nucleation, \(\xi = \xi - \xi_0\), \(\xi_0\) is the initial void radius (which is taken as the radius of the particle) and \(x\) is given by
\[
x = 1 + k (\xi - m).
\]
Here we assume that void coalescence occurs when \(\xi_{\text{coalescence}}\) reaches a critical value [11]. From this criterion we can evaluate the fracture strain, \(e_1\), at some pressure, \(P\), in terms of the fracture strain, \(e_1\), at \(P = 0\). The fracture strain can then be converted to a stress through equation (10). The ductile fracture surface for materials with low work hardening exponents \((m < 0.1)\) and which do not undergo extensive necking is given approximately by
\[
\sigma = \sigma_f \left[ 1 - 0.66p \right]^{-\left(1 + \frac{4p}{C} \right)}
\]
(26)
where \(\sigma_f\) is the fracture stress at \(P = 0\) and \(\sigma_f\) is the fracture stress at pressure \(P\).

In constructing the fracture maps shown later, we have used the more complex equations of the Appendix which are not limited to narrow ranges of \(m\) or \(i\) and which include the fracture conditions for pre-notched samples.

3.4. Void linkage by shear
If the void density becomes high enough, a new sort of instability becomes possible. It is variously called "void sheeting" or "void coalescence by shear" and involves the catastrophic linkage of voids in a shear band. It is perhaps the least studied, and least well understood, of the fracture mechanisms discussed here; the model must be regarded as a first approximation only.

3.4.1. The instability. The mechanics of shear instability have been analyzed by McClintock [3], Yamamoto [12] and Saje et al. [13]. At the simplest level, the idea is as follows. If the density of spherical voids is \(N\), per unit volume, of mean radius, \(r\), then an increment of shear \(\delta\) in a band of area, \(A\), and thickness equal to \(2\xi\), reduces the section of the band by
\[
\frac{dA}{A} = -\delta r_{\text{nu}} N, d\).
\]
(27)
At constant load, the true shear stress, \(\sigma_s\), in the band increases by
\[
\frac{d\sigma_s}{\sigma_s} = -\frac{d\sigma_s}{\sigma_s} = -\frac{d\sigma_s}{A_{\text{shear}}}
\]
(28)
Unstable void growth will occur if the work hardening is insufficient to compensate for this increase in shear stress. The instability condition is
\[
\frac{1}{\sigma_s} \frac{d\sigma_s}{d\gamma} - \frac{1}{\sigma_s} \frac{d\sigma_s}{d\gamma} = \gamma' N, d\)
(29)
where \(\gamma' \sim \delta r_{\text{nu}}\) is the volume of a void. Using equation (10), we find the condition for unstable void growth in shear to be
\[
m \left( \frac{d}{\delta} \right)^{1-n} = \gamma' N, d\)
(29)
Shear coalescence is less pressure-dependent than classical ductile fracture, and because of this it becomes dominant as the pressure increases. At high pressures, voids do not grow much, so \(\gamma'\) is roughly
constant with strain and the most important term on
the right hand side of the equation is the void density, 

4.2. Fracture by shear-linkage of voids. Detailed
studies of void nucleation [14-18] show that, after
an initial nucleation stress which we called \( \sigma_{v0} \) in Section 3.3, the number of voids increases roughly in propor-
tion to the plastic strain, \( \varepsilon \). From equation (22)

\[
\sigma_{v} = \sigma_{v0} \left[ 1 + \frac{\pi}{4} \left( \frac{d}{\varepsilon} \right)^{2} \right]
\]

Then, using equation (10)

\[
\frac{1}{\sigma_{v}} \left( \frac{d}{\sigma_{v0}} \right) = \frac{1}{\sigma_{v0}} \left[ 1 + \frac{\pi}{4} \left( \frac{d}{\varepsilon} \right)^{2} \right]
\]

where \( C_{1} \) is a constant. Combining this with equation
(29) gives the failure condition

\[
\sigma_{v} = C_{1} d \left[ 1 + \frac{\pi}{4} \left( \frac{d}{\varepsilon} \right)^{2} \right]
\]

where \( C_{1} \) is a dimensionless constant. The trou-
blesome constant \( C_{1} \) is removed by using experi-
mental data. Suppose that void coalescence by shear
is observed at a stress \( \sigma_{\text{fract}}^{*} \) when the pressure is \( \rho^{*} \).

Then equation (31) can be rewritten as

\[
\left( \frac{\sigma_{\text{fract}}^{*} \rho^{*}}{\sigma_{\text{fract}} \rho} \right) = \left( \frac{\sigma_{\text{fract}}^{*}}{\sigma_{\text{fract}}} \right) \left( \frac{\rho^{*}}{\rho} \right)
\]

This defines the fracture surface for shear-induced
void linkage. When the nucleation stress \( \sigma_{v0} \) is small
(as, for example, when the mean stress \( \sigma_{m} \) is large)
equation (32) simplifies to

\[ \sigma_{v} = \text{constant} \]

When, instead, the nucleation stress is large, the
failure condition tends to

\[ \sigma_{v} = \sigma_{v0} \]

and thus (through equation (23)) is pressure de-
dependent.

4. CONSTRUCTION OF THE MAPS

The equations developed in Sections 2 and 3 relate
the effective stress, \( \sigma \), to the mean stress, \( \sigma_{m} \), for
tensile tests on cylindrical samples with a confining
pressure and notched samples with no confining
pressure (i.e. axisymmetric stress states). Similar
equations can be developed for other multiaxial stress
states.

The failure surfaces for each mechanism are con-
veniently shown as lines on axes of \( \sigma \) and \( \sigma_{m} \). Here
we use \( -\sigma_{m} \) on the abscissa (as opposed to + \( \sigma_{m} \))
such that the superimposed pressure increases as we
move to the right of the axis. This allows for an easier
comparison with maps which have previously been
plotted in \( \sigma - p \) space [1]. The maps also show
the stress trajectories which are taken at various pres-
sures or with various notch geometries to reach the
fracture surface.

The failure surfaces are plotted by stepping
through values of \( p \) and evaluating the stress trajec-
tory [from equations (7) and (10)] and values of \( \sigma \) and \( \sigma_{m} \)
corresponding to fracture at each step. A similar
procedure is followed for notched samples except that
we step through values of \( (\alpha / 2R) \). The maps show
the stress trajectories for several pressures and notch
geometries: the trajectories for other conditions can be
evaluated either from the equations presented here
or by interpolating between the trajectories shown
on the maps. To plot the failure surfaces, data are
needed for a number of material properties. We have
derived these from the open literature and from our
own extensive studies of the way in which super-
imposed pressure influences fracture mechanisms in
axisymmetric deformation. The data are assembled in
Table 2 for various type of behaviour. The origins of
the data are documented below.

The procedure used to construct the diagrams was
as follows. First, the yield [equation (11)], necking
[equation (14)] and void-nucleation [equation (23)]
lines were plotted. The mechanism at \( p = 0 \) (simple
tension with no superimposed pressure) was
identified: for most engineering alloys it is ductile
fracture. The ductile fracture line was then plotted
equations (A10) and (A14) using the value of \( \sigma \)
giving fracture at \( p = 0 \) as a normalizing stress. Data
for the mechanism change from ductile fracture to
shear fracture or to plastic rupture are now used to
read off the value of \( \sigma \), given by this line, at the
pressure corresponding to the first change of me-
chanism. This pair of values of \( \sigma^{*} \) and \( \rho^{*} \) are the
normalizing stress and pressure for the new me-
chanism [equations (15) and (32)]. The line for the new

<table>
<thead>
<tr>
<th>Material</th>
<th>Copper</th>
<th>Z-Bronze</th>
<th>1045</th>
<th>4340</th>
<th>AI 3-6.5 Cu</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus (MPa)</td>
<td>4.5 x 10^5</td>
<td>10 x 10^5</td>
<td>7.7 x 10^5</td>
<td>7.7 x 10^5</td>
<td>2.5 x 10^5</td>
</tr>
<tr>
<td>Yield strength ( \sigma_{y} ) (MPa)</td>
<td>72</td>
<td>105</td>
<td>383</td>
<td>1400</td>
<td>140</td>
</tr>
<tr>
<td>Tensile strength ( \sigma_{u} ) (MPa)</td>
<td>223</td>
<td>310</td>
<td>315</td>
<td>1200</td>
<td>150</td>
</tr>
<tr>
<td>Power hardening constant ( a_{1} ) (MPa)</td>
<td>570</td>
<td>300</td>
<td>920</td>
<td>1000</td>
<td>645</td>
</tr>
<tr>
<td>Power hardening exponent ( m )</td>
<td>0.54</td>
<td>0.32</td>
<td>0.25</td>
<td>0.05</td>
<td>0.28</td>
</tr>
<tr>
<td>Fracture strain at 1 atm, ( \varepsilon_{f} )</td>
<td>1.5</td>
<td>1.9</td>
<td>1.3</td>
<td>0.29</td>
<td>0.15</td>
</tr>
<tr>
<td>Fracture stress at 1 atm, ( \sigma_{f} ) (MPa)</td>
<td>645</td>
<td>1250</td>
<td>980</td>
<td>1000</td>
<td>350</td>
</tr>
<tr>
<td>Void nucleation stress at 1 atm, ( \sigma_{vn} ) (MPa)</td>
<td>0</td>
<td>380</td>
<td>380</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>Interfacial strength ( \sigma_{i} ) (MPa)</td>
<td>0</td>
<td>5200</td>
<td>1800</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>Brittle Fracture Stress at 1 atm, ( \sigma_{bf} ) (MPa)</td>
<td>—</td>
<td>—</td>
<td>2000</td>
<td>1400</td>
<td>—</td>
</tr>
</tbody>
</table>

*Data for material in the non-ambient state.
mechanism was constructed and the process repeated for each change of mechanism.

An example may be helpful here. At P = 0, an overaged high-purity Al-3.6% Cu alloy fails by intergranular fracture (Fig. 2(b)); the corresponding intergranular fracture lines are constructed from equations (16) and (18). The first change of mechanism is to a shear fracture; it occurs at P* = 100 MPa when d* = 425 MPa (Fig. 6). This pair of values are used in the shear fracture equation [equation (32)] to construct the shear fracture line. A second change of mechanism, to plastic failure (Fig. 7), occurs at P* = 440 MPa when d* = 460 MPa. This pair of values are used in equation (15) to construct the plastic failure line.

The figures show maps for copper, annealed z-brass, spheroidized medium carbon steel, a temper embrittled metal and an overaged Al-3.6% Cu alloy. The diagrams show a full line for each fracture mechanism and broken lines for the yield surface, the onset of necking and the onset of void nucleation. The inner envelope of the fracture surfaces isowhaht, half defines failure. The diagrams illustrate how the fracture mechanism changes in the sequence

Bimetal fracture = Office fracture =

Shear fracture = Plastic, rupture

as pressure is increased. Note particularly how the strong pressure dependence of ductile fracture gives it to be replaced by shear fracture and that this in turn becomes pressure dependent as it passes the void nucleation line and is replaced in its turn by plastic rupture.

5. ORIGINS OF THE DATA

5.1. E.T.P. Copper (Fig. 8)

The diagram for E.T.P. copper shows two failure mechanisms: ductile fracture and plastic failure. E.T.P. copper is 99.98 wt% Cu, 0.023 wt% O, with inclusions of Cu3O. The standard heat treatment (1 h at 600°C) gave a mean grain size of 0.02 mm. French and Weinrich [18] and Yajima et al. [19] observed ductile fracture with large voids in the centre of the neck, from 0 < P < 350 MPa with a transition to plastic failure with a chisel edge fracture above 350 MPa.

The shear modulus G and initial yield strength σ0* are from standard handbooks [25]. The tensile strength σ0 and the work-hardening exponent m are from French and Weinrich [18]. The work-hardening constant A is calculated from A = σ0* exp(m) m*. The fracture stress at P = 0 was calculated from σf = A* using data from Fig. 8 from the same source. The Cu3O particles in E.T.P. copper are cracked, even in the as-received material, so...void nucleation stress at P = 0 and the interface stress σf were taken as zero. The stress for plastic failure is the stress corresponding to a strain of β0 + β1... By fitting our equations to French and Weinrich's [18] data, we find

5.2. x-Brass (Fig. 9)

The map for x brass shows three mechanisms: ductile fracture, shear fracture and plastic failure. The brass contains 70.1 wt% Cu and 29.9 wt% Zn, with inclusions of ZnS [20]. The standard heat treatment (1 h at 600°C) gave a mean grain size of 0.07 mm. French and Weinrich [20] observed three mechanisms: ductile fracture from 0 < P < 350 MPa, shear fracture from 350 < P < 1150 MPa and plastic failure for P > 1150 MPa. These findings are broadly confirmed by Yajima et al. [19] and Beresnev et al. [24] who identified the transition from ductile to shear fracture at P ≈ 400 MPa.
The shear modulus $G$ and the yield strength $\sigma_0^p$ are from the *ASM Metals Handbook* [25]. The tensile strength $\sigma_0^T$ and the work-hardening exponent $m$ are from French and Weinrich [22]. The work-hardening constant $A$ was calculated from $A = \sigma_0^T \exp(m); m\sigma_0^T$. The fracture stress at $\rho = 0$ was calculated from the fracture strains given by French and Weinrich [22] using $\sigma_f^p = A\sigma_0^T$. There are no measurements of the stress at which voids nucleate at the ZnS particles. We have found that the overall observations of fracture modes are adequately described by taking $\sigma_f^p = 2000$ MPa (about $G/20$) and $\sigma_0^p = 380$ MPa. The observations of plastic rupture are well-described by setting $\rho_0 = 1.3$.

5.3. 1045 spheroidized steel (Fig. 10)

The map shows a large regime of ductile fracture. At very low mean stresses, i.e. high pressures, this mode is replaced by shear fracture. At very high mean stresses, cleavage fracture is the dominant mode.

Although the map suggests that in principle this material could fail by cleavage, in practise it is unlikely that a sufficiently severe stress concentration could be maintained at room temperature in order to attain the required hydrostatic tensile stress. The large stresses at the notch tip would result in plastic flow and subsequent notch blunting. Beyond yield, therefore, the mean stress would no longer increase proportionally with the effective stress, as indicated by the stress trajectory for $(a/2K)^{1/2} = 1$, but rather remain constant or drop as the effective stress was increased. Consequently the ductile fracture line would be reached before the cleavage line. This stress trajectory is shown schematically on the map (curve $A$). At lower temperatures, however, the yield and ductile fracture lines would be displaced upward such
that the cleavage line could be easily reached using the appropriate sample geometry.

Almost all the data are from Brownrigg et al. (16). Their material (AISI 1045) was austenitized for 1 h at 900°C, oil quenched, tempered under vacuum for 31 h at 700°C and furnace cooled. The cleavage stress was calculated in the way suggested by Knott (26), using

\[ \sigma_c = \left( \frac{K_{IC}}{2\epsilon_c} \right)^{1/2} \]

with \( E = 2 \times 10^5 \) MPa \( [3] \), \( K_{IC} = 14 \) J m\(^{-2}\) and \( \epsilon_c = 1.1 \) μm (the 95th percentile of the carbide size distribution), using data from Brownrigg et al. (16). The value of \( \sigma_c \) obtained by Brownrigg et al. (16) was not used here since it was evaluated incorrectly according to the method of Goods and Brown [4]. In this method \( (\epsilon_{IC})^2 \) is plotted against the hydrostatic stress, \( \sigma_h \), and the data are extrapolated to \( \epsilon_{IC} = 0 \). At this point \( \sigma_h = \sigma_c \). Brownrigg et al. plotted \( (\epsilon_{IC})^2 \) against the mean stress, \( \sigma_m \), resulting in a value of \( \sigma_c = 1200 \) MPa. A similar value was obtained by LeRoy et al. (14) using the same incorrect method. By plotting Brownrigg's data as \( (\epsilon_{IC})^2 \) vs \( \sigma_h \), we find that \( \sigma_h = 1800 \) MPa. This value is in good agreement with values of 2000 MPa obtained by Goods and Brown [4] and 1700 MPa obtained by Argon and Im [27].

Fig. 10. (a) A fracture map in \( \sigma - \sigma_h \) space of the 1045 steel in the spheroidized condition. It shows regimes of ductile fracture, shear fracture and cleavage. The curve labelled \( \sigma \) schematically shows the trajectory for a severely notched sample which undergoes notch blunting and ultimately fails by ductile fracture

(b) The map in (a) plotted in \( \sigma - p \) space.
The lines corresponding to the other mechanisms were plotted in the way already described for copper and a-brass, again using data from Brownrigg et al. [16]

5.4. 4340 Steel, temper-embrittled (Fig. 11)

Embrittling treatments displace the brittle intergranular fracture line to the right so that it truncates the ductile fracture line. The map shows how brittle fracture is replaced by ductile fracture as the pressure is increased. The data are from Cox and Low [28]. The material contains two kinds of inclusions: large MnS particles on which voids nucleate as soon as the matrix yields, and smaller Fe3C particles which give voids in shear bands linking the MnS-nucleated voids. Nucleation at the MnS particles is described by:

\[ \sigma_l = \sigma_{MN} = \sigma_p = 1400 \text{ MPa} \]

In the embrittled state, the fracture stress at \( p = 200 \text{ MPa} \) was taken as the yield stress. Note that the brittle intergranular fracture line has two branches. At low pressures or in notched samples, brittle fracture is initiation-controlled and thus the fracture stress coincides with the yield stress. At high pressures, cracks which are nucleated at the yield point are initially stable. Further straining increases the stress until the level required for rapid crack propagation is attained.

Neither shear fracture nor plastic rupture appear in the range of pressures for which data are available.

5.5. Al-3.6% Cu alloy (Fig. 12)

The map shows three mechanisms: intergranular brittle fracture, shear fracture and plastic rupture. The data are from Teirlinck [29]. The material is a high-purity Al-3.6% Cu alloy which has been solution-heat treated, quenched and aged for four days at 125°C to give extensive grain boundary precipitation, resulting in intergranular fracture at \( p = 0 \). The lines for the other mechanisms were
been included. Clearly, it is easier to read the fracture states.

6. DISCUSSION

6.1. Comparison with previous fracture maps

The preceding examples show how diagrams in $d - \sigma_m$ space describe in a pictorial way the relation between competing fracture mechanisms as the stress state is changed. Similar maps have previously been constructed in $d - \sigma_t$ space [1]. Although the two types of maps convey essentially the same information about the fracture mode at a given pressure, there are some distinct differences between the maps which need to be addressed.

The maps in $d - \sigma_t$ space have the advantage that they are simpler to construct and read since there is no need to explicitly follow the stress trajectory during deformation. In these maps, the stress trajectory is simply one in which the pressure is increased to some fixed value, and the effective stress then increased monotonically to failure. In $d - \sigma_m$ space, the stress trajectory at a fixed pressure is a function of the changing sample geometry and must therefore be shown explicitly on the maps. Without these trajectories, the fracture mode and fracture stress could not be easily read off the maps.

One disadvantage of the maps in $d - \sigma_t$ space is that there is no indication of the change in stress state resulting from necking. The hydrostatic tensile stress which can be attained within a neck may reach a significant fraction of the flow stress and clearly influences the fracture mode and fracture stress at a given pressure. It is therefore useful to depict the contribution of the changing sample geometry to the stress state as shown on the maps in $d - \sigma_m$ space.

An additional difficulty arises in the $d - \sigma_t$ maps in the region where $\sigma_t < 0$, i.e., superimposed hydrostatic tension. In practice, we cannot superimpose an arbitrary hydrostatic tension onto a tensile sample. Instead, we use notches to create a hydrostatic tensile stress which varies with the current flow stress and current neck geometry. Thus the parameter which is plotted on the abscissa of the left side of these maps is actually the hydrostatic tension, $\sigma_t$, resulting from the non-uniform sample geometry, whereas the abscissa of the right side is the superimposed pressure. This inconsistency can be remedied by replacing the pressure on the abscissa with the hydrostatic stress, $\sigma_m$ (which includes both the superimposed pressure and the hydrostatic tension due to a neck or notch) or with the mean stress, $\sigma_m$ (which includes $\sigma_t$ and a component due to $\sigma_n$) as we have done here. In doing so, we also provide a more complete description of the stress state during deformation and at fracture.

To provide a comparison of the two type of maps, the data for the 1045 spheroidized steel [Fig. 10(a)] were plotted in $d - \sigma_t$ space [Fig. 10(b)]. For reasons outlined above, only the region in which $\sigma_t > 0$ has been included. Clearly, it is easier to read the fracture stress at a given pressure in $d - \sigma_t$ space. However, there is no indication here of the large hydrostatic tension due to necking (as seen at higher pressures in Fig. 10(a)), nor is there any information regarding the fracture of initially notched samples.

In view of the additional information provided in the $d - \sigma_m$ maps, it is our feeling that the additional complexity involved in constructing and reading these maps is justified. However, for materials in which necking is not very extensive, and when the behaviour for $\sigma_t > 0$ is of primary interest, the maps in $d - \sigma_t$ space provide an appropriate representation of the fracture conditions.

6.2. Damage accumulation and fracture

Fracture is the end point of a damage accumulation process, and not a discrete event independent of the deformation process. In this context, the fracture "event" can be viewed as the attainment of a critical damage level, with the fracture mode being determined by which sort of damage first accumulates to a critical level. It is, therefore, useful to describe damage evolution by contours of constant damage on the fracture mechanism maps. A given damage level indicates how close the material is to failure and the relative positions of the contours indicates the rate of damage accumulation at various points along the deformation path. The damage contours combined with the fracture surface provide a more complete picture of the processes leading to fracture than that provided by the fracture conditions alone.

An example of damage contours for a single mechanism (ductile fracture) is given in Fig. 13, where the lines corresponding to damage levels of 0.2 and 0.5 have been drawn for a 1045 spheroidized steel. The damage is expressed as the ratio of the void dimension in the tensile direction, $t$, to the critical value of this dimension, $t_{cr}$, at fracture. It takes the value of zero just before void nucleation, and a value of 1 at fracture. Such contours show how the relative importance of nucleation and growth of voids changes with stress state: when the superimposed hydrostatic pressure is large, the lines of constant damage are close to the ductile fracture line, indicating that the pressure dependence of damage growth is higher than that of void nucleation.

The maps also illustrate how the cup-and-cone fracture forms in an ordinary tensile specimen. In the centre, where the fracture initiates, necking generates a large hydrostatic tension, favoring classical ductile fracture. At the surface of the specimen, the hydrostatic tension is much less, and a switch to shear fracture occurs.

Finally, it is worth noting that it is possible to reach almost any point in these maps by creating a suitable stress concentration. Hydrostatic tension can be created by notches or cracks and positive pressure by indent or point loads. The maps give some idea how failure will occur under these multiaxial stress states.
7. CONCLUSIONS

The basic fracture mechanisms of engineering alloys (plastic rupture, ductile fracture, shear fracture and brittle fracture) can be modelled and described approximately by equations which define a set of surfaces in stress space. When the loading is axisymmetric, the equations take simple forms, relating the effective stress at failure, \( \Delta \sigma \), to the mean stress, \( \sigma_m \). The models are the simplest possible that still, in our judgement, retain the essential physics of each fracture process. So, although they do not give an exact description of the data, they adequately describe the relationship between mechanisms.

Maps have been constructed in \( d - \Delta \sigma_m \) space for five illustrative engineering alloys. The diagrams show the range of pressure over which each failure mechanism is dominant. They also show changes in underlying processes: yielding, plastic instability, cleavage crack propagation, void nucleation and linkage, and so forth, revealing the physical reasons for the changes of mechanism. Alloys differ greatly in the extent and position of each regime, depending on their yield strength, rate of work hardening, inclusion content, etc.

The diagrams have a number of applications:

(a) They reveal in a simple way the complex interaction between competing fracture mechanisms, and the physical origins which underly them.

(b) They show how pressure may be used in processing to change the fracture mechanism, and how, in a notched sample (where hydrostatic tensions appear) changes of mechanism may be induced.

(c) They help show how processing variables which change the material properties (yield strength, work hardening exponent, inclusion content, etc.) can change the fracture mode of the material.
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**APPENDIX**

**Ductile Fracture**

Here the criteria for ductile fracture in notched and unnotched tensile samples are developed. This is done by integrating the Rice and Tracey solutions for void growth and assuming that fracture occurs at a critical value of $\varepsilon$, independent of stress state.

(1) Unnotched Tensile Samples

The volume change parameter $D$ is given by

$$ D = 0.54 \ln \left( \frac{r}{y} \right), \quad (A1) $$

The ratio $\varepsilon_y / \varepsilon_{on}$ during symmetric loading is given by

$$ \frac{\varepsilon_y}{\varepsilon_{on}} = 1 - \ln (1 - \frac{Y}{W}) = \frac{r}{y} \quad (A2) $$

The shape change parameter, $\gamma$, is given approximately by

$$ \gamma = 1 + \frac{r}{y} \quad (A3) $$

Upon substitution of equations (A1)-(A3) and (10) into (24), we obtain an expression for the growth rate; only in terms of the strain, superimposed pressure and work hardening constants. The resultant expression can be integrated from $\varepsilon_{on}$ to $\varepsilon$ to get equation (25) in the text.

Since our criterion for ductile fracture is simply one in which the void size reaches a critical value, the strain $\varepsilon_f$ at some pressure, $p$, can be evaluated in terms of the fracture strain, $\varepsilon_f$, at $p = 0$ by equating the expressions for $\varepsilon_f$ at the two pressures.

At $p = 0$

$$ \varepsilon_f = \left[ 2 \exp \left( \frac{1}{2} \varepsilon_f - 1 \right) \right]^2 \times \exp \left[ 0.28 \varepsilon_f + \frac{0.84}{k} (1 + \ln s_k - s_k) \right] \quad (A4) $$

where $s_k = 1 + k \varepsilon_f - m$.

At a pressure, $p$

$$ \varepsilon_f = \left[ 2 \exp \left( \frac{1}{2} \varepsilon_f - 1 \right) \right]^2 \times \exp \left[ 0.28 \varepsilon_f + \frac{0.84}{k} (1 + \ln s_k - s_k) \right] \quad (A5) $$

where $s_k = 1 + k \varepsilon_f - m$.

LeRoy et al. [14] showed that for typical values of $\varepsilon_f$ and $\varepsilon_f$ in 2exp $\varepsilon_f > 1$.

Thus, taking

$$ 2 \exp \varepsilon_f - 1 = 2 \exp \varepsilon_f $$

and equating the expressions in (A4) and (A5), we obtain the following expression

$$ 1.28 \varepsilon_f + \frac{0.84}{k} (1 + \ln s_k - s_k) = 2 \exp \varepsilon_f $$

$$ = 1.28 \varepsilon_f + \frac{0.84}{k} (1 + \ln s_k - s_k) $$

Equation (A6) can be simplified to

$$ 0.84 \varepsilon_f + \frac{0.84}{k} (1 + \ln s_k - s_k) = 2 \exp \varepsilon_f $$

Recall that

$$ \varepsilon_f = \varepsilon_f - \varepsilon_{on} $$

and

$$ \varepsilon_f = \varepsilon_f - \varepsilon_{on} $$

Thus

$$ \varepsilon_f = \frac{1}{1 - k} (\varepsilon_f - \varepsilon_{on}) $$

For most alloys

$$ \varepsilon_f = \frac{1}{1 - k} (\varepsilon_f - \varepsilon_{on}) $$

which leads to the approximation

$$ \varepsilon_f = \frac{1}{1 - k} (\varepsilon_f - \varepsilon_{on}) $$

(1AR)

Furthermore

$$ \varepsilon_f - \varepsilon_{on} = k \varepsilon_f - \varepsilon_{on} $$

Upon substitution of (A8) and (A9) into (A7), and taking $k = 0.38$ [2], we obtain an expression for the pressure dependence of the fracture strain

$$ 0.44 (\varepsilon_f - \varepsilon_{on}) + 2.21 (\ln s_k - s_k) $$

which leads to the expression

$$ 0.44 (\varepsilon_f - \varepsilon_{on}) + 2.21 (\ln s_k - s_k) $$

(1AT)

Then, using experimental data for the fracture strain at $p = 0$ and the work hardening constants, the fracture strain and fracture stress can be evaluated in terms of the superimposed pressure.

For materials which do not undergo extensive necking ($\varepsilon_f \leq 1$), the last term in equation (1A1) can be approximated by

$$ \ln (1 - k (\varepsilon_f - m)) = k (\varepsilon_f - m) $$

Thus

$$ \varepsilon_f - \varepsilon_{on} = k \varepsilon_f - \varepsilon_{on} $$

Neglecting second order terms in $m$, we get

$$ 2 \exp \varepsilon_f - 1 = 2 \exp \varepsilon_f $$

Substituting this result into equation (A10) and taking $m \approx 1$, we obtain the following simplified form of the fracture surface

$$ \varepsilon_f = \frac{\varepsilon_f - 1}{k} + \frac{0.84}{k} (1 + \ln s_k - s_k) $$

(1A1)

The fracture strain can be converted to a stress using equation (10) and the resultant expression is equation (26) in the text.

(2) Notched Tensile Samples

The use of a void in a pre-notched tensile sample tested at atmospheric pressure can be evaluated in a similar way.
to that in an unnotched sample. However, the larger
hydraulic tension in a pre-notched sample must be taken
into account.
Here we integrate the growth rate equations assuming the
notch geometry remains constant during deformation. Thus
from equations (A1) and (16)
\[
D = 0.566 \ln \left( \frac{1}{2} \sqrt{1 + \left( 1 - \frac{a}{2R} \right)^2} \right)
\]
Integrating the growth rate expressions we obtain
\[
\frac{\Delta}{\Delta t} = \frac{2 \exp \left( \frac{1}{2} \right) - 1}{1 + \exp \left( \frac{1}{2} \right)} \exp \left( \frac{1}{2} \right)
\]
(A12)
The fracture strain, \( \varepsilon_f \), in a sample with a known initial
notch geometry, \( 2R \times a \), can then be evaluated in terms of
the fracture strain, \( \varepsilon_f \), of an unnotched sample at \( p = 0 \) by
equating the expressions for \( \varepsilon \). Thus
\[
0.256 - 2.21 \left( 1 + a, \ln a, - a, 1 \right) = \frac{2 \ln 2}{a} - \varepsilon_f
\]
\[
= D \frac{\Delta}{\Delta t} = \frac{2 \ln 2}{1 - \varepsilon_f}
\]
(A13)