The success of criterion-referenced testing programs depends to a considerable extent upon how effectively tests are constructed, and test scores used to assign examinees to mastery states and/or to estimate examinee domain scores. Methodologies such as decision theory, Bayesian statistics, and generalizability theory have been used successfully to address a variety of technical matters (for example, reliability estimation and domain score estimation). The purposes of this paper were to consider latent trait theory...
as a framework for resolving some of the technical aspects associated with criterion-referenced tests. Specifically, advantages and disadvantages of latent trait theoretic concepts were considered; a discussion of past applications to test development and test score usage were provided; and directions for future research and development were offered.

Features that make the use of latent trait theory attractive include

1. the independence of examinee ability estimates from the particular choice of test items from a "pool" of calibrated test items defining some content domain,
2. the independence of item statistics from the particular examinee sample used to calibrate them, and
3. the availability of a measure of precision for each ability estimate.
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The success of competency based education will depend to a considerable extent upon how effectively criterion-referenced tests are constructed, and how the test scores are used (1) to assess examinee performance levels and (2) to make mastery/non-mastery decisions. It is common to define a criterion-referenced test as a test which is designed to provide examinee data relative to well-defined objectives being measured by a test (Popham, 1978). "Well-defined" means that each objective is stated in such a way that the relevant pool of possible test items measuring an objective is clear to anyone who makes use of the test scores or who becomes involved in the test development process (for example, item writers and item reviewers).

Up until about five years ago there was a considerable amount of energy being expended in the development of criterion-referenced tests and in the use of criterion-referenced test scores. However, the potential of these criterion-referenced testing programs was not often realized.
either because of poorly constructed tests or misinterpreted test scores or both. Undoubtedly such a state of affairs existed because of the shortage of technical guidelines to aid both test developers and test score users. Often the test items did not measure the intended objectives, too few test items were used in the tests, performance standards were set without due consideration of the relevant issues and/or using proper methods, and so on.

Fortunately, there is no reason for the problems to exist any more. There have been a large number of very useful contributions to a criterion-referenced testing technology and you have heard about many of these from the other presenters at this symposium (Brennan, Huynh, Subkoviak). Such contributions are making it possible to develop better criterion-referenced tests and to use the scores in more appropriate ways (Popham, 1978; Hambleton, Swaminathan, Algina, & Coulson, 1978). For example, much is known about steps for developing criterion-referenced tests, assessing content validity, assembling tests, setting performance standards and assessing test reliability.

Before I lull the reader into a state of euphoria, let me be quick to point out that many very important problems remain. For one, what are the best methods for obtaining more accurate estimates of examinees' domain scores (level of performance scores relative to each objective being tested) and for decreasing the frequency of times examinees are misclassified (assigned to "non-mastery" states when they are "masters" and assigned to "mastery" states when they are "non-masters")?

Student mastery of objectives in a unit or module is often determined by an administration of a criterion-referenced test. "Mastery" is inferred when a student's test performance on a set of items measuring an objective exceeds some minimum performance level. The minimum performance level for mastery is often referred to as a cutting score or passing score.
In theory, criterion-referenced test scores can be made as reliable and valid as necessary by adding additional test items. Unfortunately, making a mastery—non-mastery decision on each of the objectives measured by a criterion-referenced test often requires a considerable amount of testing time. Therefore, it is usually impractical to consider lengthening tests, particularly to the length that would often be necessary to accomplish some desired goal for reliability and validity of test scores.

Some critics have argued there is already too much criterion-referenced testing for instructional and program evaluation purposes. On the other hand, some increase in testing time can be defended on the grounds that test response data is closely tied to the objectives defining a curriculum and that the data are used to monitor student progress. Nevertheless, it seems clear that research is needed on procedures offering potential for reducing testing time without reducing the quality of decision-making from test score results.

The use of Bayesian statistical procedures represents one promising method for reducing testing time and/or improving the quality of mastery decisions (Hambleton & Novick, 1973; Novick & Jackson, 1974; Swaminathan, Hambleton, & Algina, 1975). This method is particularly appealing because it requires no change from the most common methods of test administration. Improvements in decision making are attributable to the utilization of information ignored by non-Bayesian procedures. Bayesian procedures may use not only the direct information provided by an examinee's test score, but they also make use of collateral information contained in the data of other examinees and of prior information on other relevant data that are available on the examinee (e.g., test scores from other segments of the course).
In one simulation study Hambleton, Hunter, and Swaminathan (1986) compared several Bayesian estimation procedures with several classical procedures for assessing student mastery and making instructional decisions. They reported modest gains from use of the Bayesian estimation procedures. On the negative side, Bayesian statistical procedures are based on restrictive assumptions, and robustness of the procedures has not been studied extensively. Also, some individuals feel that the utilization of group information to influence individual mastery estimates is a contradiction of one of the fundamental postulates of objectives-based instruction, that is, each student is judged on his/her own merits; thus, mastery decisions should not depend on the performance of other students.

There is a second solution to the problem sketched out earlier (and other testing problems). This solution involves the use of latent trait theory (Lord & Novick, 1968; Hambleton, Swaminathan, Cook, Eignor, & Cifford, 1979). Considerable research has been done with latent trait models and concepts and many applications to testing have been highly successful but relatively little specific attention to criterion-referenced testing problems has been given. Specific attention is important because norm-referenced tests and criterion-referenced tests are constructed, analyzed, and test scores interpreted in fundamentally different ways (norm-referenced tests are constructed to facilitate comparing one person with another on the ability measured by a test; criterion-referenced tests are constructed to determine examinee level of performance relative to the objectives measured by the test) and therefore latent trait theoretic results which apply to norm-referenced tests will not necessarily apply to criterion-referenced tests. Unfortunately, much of the research and development work has been done with respect to norm-referenced tests (see, for example, work by Hambleton et al., 1979; Lord, in press; Weiss, 1978).
Purposes of the Study

Two important technologies have emerged in the last ten years which have considerable potential for improving the assessment of individuals. The first, criterion-referenced testing technology, is the better known of the two, and is being used throughout the country in a variety of ways (for example screening of students, monitoring student progress in courses, assigning student grades, and licensing and certification). Nevertheless, many technological problems remain and therefore these new criterion-referenced testing programs are not achieving their full potential. The second, latent trait theoretical technology, has developed more slowly, but is now being used in many types of testing programs. A cursory glance at the 1979 AERA and NCME annual meeting program will quickly substantiate the extensive use of latent trait models. There is one notable exception. It is not being used in any extensive way with criterion-referenced tests. This is unfortunate because latent trait models and concepts have lead to many important norm-referenced test developments (see, for example, Hambleton & Cook, 1977), and appear to have the capability of resolving some of the technological problems associated with the construction and uses of criterion-referenced tests.

The goal of this paper is to consider latent trait theory as a framework for resolving some of the technical problems associated with criterion-referenced tests. Specifically, (1) a brief introduction to latent trait models and concepts is offered, (2) features of latent trait models which have special relevance to criterion-referenced testing are considered, (3) several applications of latent trait models are introduced, and (4) conclusions and suggestions for further research are provided. The four sections of the paper correspond to the four specific purposes outlined above.
Brief Introduction to Latent Trait Models and Concepts

A theory of latent traits supposes that, in testing situations, examinee performance on a test can be predicted (or explained) by examinee characteristics, referred to as traits. Scores for examinees on these traits are estimated and used to predict or explain test performance (Lord and Novick, 1968). Since the traits are not directly measurable, they are referred to as latent traits or abilities. A latent trait model specifies a relationship between the observable examinee test performance and the unobservable traits or abilities assumed to underlie performance on the test. The relationship between the "observable" and the "unobservable" quantities is described by a mathematical function. The concept of a "latent trait," and a "domain score" in the context of criterion-referenced measurement are the same. The relationship is an algebraic one and is specified by the "test characteristic curve," a term which will be defined later.

When selecting a particular latent trait model to apply to one's test data, it is necessary to consider whether the data satisfy the assumptions of the model. If they do not, different test models should be considered. Alternately, some psychometricians (for example, Wright, 1968) have recommended that test developers design their tests so as to satisfy the assumptions of the particular latent trait model they are interested in using. In this way, the advantages of the particular latent trait model of interest can be utilized.

The three fundamental assumptions underlying the most commonly used
latent trait models are: The unidimensionality of the test items, local independence, and the mathematical form of the item characteristic curves. Each of these assumptions will be discussed briefly. Two other important topics will also be considered: Item and test information curves, and efficiency.

The Assumption of Unidimensionality

The assumption of a unidimensional set of test items is a common one for test constructors, since they usually desire to construct unidimensional tests so as to enhance the interpretability of a set of test scores (Lumsden, 1976). This is certainly the case with criterion-referenced tests since a key characteristic of a good criterion-referenced test is the interpretability of scores derived from the test.

Lumsden (1961) provided an excellent review of methods for constructing unidimensional tests. He concluded that the method of factor analysis held the most promise. Fifteen years later he reaffirmed his conviction (Lumsden, 1976). Essentially, Lumsden recommends that a test constructor generate an initial pool of test items selected on the basis of empirical evidence and a priori grounds. In the jargon of criterion-referenced measurement, items are written to match domain specifications and are discarded when it can be determined that they are invalid for their intended purposes. Such an item selection procedure will increase the likelihood that a unidimensional set of test items within the pool of items can be found. If test items are not preselected, the pool may be too heterogeneous for the unidimensional set of items in the item pool to emerge. In Lumsden's method, a factor analysis is performed and items that are not measuring the dominant factor obtained in the factor solution are removed. The
remaining items are factor analyzed, and again, "deviant" items are removed. The process is repeated until a satisfactory solution is obtained. Convergence is most likely when the initial item pool is carefully selected to include only items that appear to be measuring a common trait. Lumsden proposed that the ratio of first factor variance to second factor variance be used as an "index of unidimensionality." Rejected test items should be studied to determine the possible basis for their misfit. In some instances, it may be necessary to rewrite the domain specifications to reflect the test items which remain.

Local Independence

The second assumption is that of local independence. The assumption states that the test item responses of a given examinee are statistically independent. This means that an examinee's performance on one item does not affect his or her performance on other items in the test. The result would be obtained if the test items measure a single ability.

Item Characteristic Curves

An item characteristic curve is a mathematical function that relates the probability of success on an item to the ability measured by the test contained in the test. There is no concept comparable to the notion of an item characteristic curve in standard test technology. A primary distinction among different latent trait models is in the mathematical form of the corresponding item characteristic curves. It is up to the user to choose one of the many mathematical forms for the shape of the item characteristic curves. In doing so, an assumption about the items is being made which can be verified later by how well the chosen model "explains" obtained test results.
Each item characteristic curve for a particular latent trait model is a member of a family of curves of the same general form. The number of parameters required to describe an item characteristic curve will depend on the particular latent trait model.

The mathematical expression for the three-parameter logistic curve is:

\[ P_g(\theta) = c_g + (1-c_g) \frac{e^{D_g(\theta-b_g)}}{1+e^{D_g(\theta-b_g)}} \]

where:

- \( P_g(\theta) \) = the probability that an examinee with ability level \( \theta \) answers item \( g \) correctly,
- \( b_g \) = the item difficulty parameter,
- \( a_g \) = the item discrimination parameter,
- \( D_g = 1.7 \) (a scaling factor).

The parameter \( c_g \) is the lower asymptote of the item characteristic curve and represents the probability of examinees with low ability correctly answering an item. The parameter \( c_g \) is included in the model to account for test response data at the low end of the ability continuum, where among other things, guessing is a factor in test performance. It is now common to refer to the parameter \( c_g \) as the pseudo-change parameter in the model.

Typically, \( c_g \) assumes values that are smaller than the value that would result if examinees of low ability were to guess randomly to the item. As Lord (1974) has noted, this phenomenon can probably be attributed to the ingenuity of item writers in developing "attractive" but incorrect choices. For this reason, avoidance of the label "guessing parameter" to describe the parameter \( c_g \) is desirable.
The popular "Rasch model" or one-parameter logistic test model can be obtained from the three-parameter logistic model by making two assumptions about the test data: (1) the amount of guessing is minimal, and (2) items included in a test are equally discriminating.

Item characteristic curves for several latent trait models are presented in Figure 1.

Item and Test Information Curves

Once a latent-trait model is specified, the precision with which it estimates examinee ability can be determined. Birnbaum (1968) defined the notion of information as a quantity inversely proportional to the squared length of the confidence interval around an estimate of an examinee's ability. The standard error of estimate of ability is equal to 1/Information. When information at an ability level is high, we have narrower confidence bands around our estimates. If information is low, we have wider confidence bands. Because the information function varies with ability level, it has been suggested that test information curves ought to replace the use of classical reliability estimates and standard errors of measurement in test score interpretations.

In mathematical terms, Birnbaum (1968) gives the information curve of a given scoring formula by

\[ I_y(\theta) = \frac{\left( \sum_{i} w_i I_i(\theta) \right)^2}{\sum_{i} w_i P_i Q_i} \]

In the expression above, \( I_y(\theta) \) is the amount of information at ability level \( \theta \) provided by the scoring formula \( y \), where

\[ y = \sum_i w_i X_i \]
Figure 1. Seven examples of item characteristic curves.

(a) perfect scale curves

(b) latent distance curves

(c) latent linear curves

(d) one-parameter logistic curves

(e) two-parameter logistic curves

(f) three-parameter logistic curves

(g) item response curves
   (single item, 3 choices)
the variable $X_g$ is 0 or 1 depending on whether or not item $g$ is answered correctly; $P_g$ is the probability of a correct answer to item $g$ by an examinee with ability level $\theta$; $Q_g$ is equal to $1 - P_g$; $P'$ is the slope of the item characteristic curve at ability level $\theta$; and the item scoring weights are $w_g$, $g = 1, 2, \ldots, n$.

Birnbaum (1968) has shown that the maximum value of $I_y(\theta)$, referred to as the test information curve, is given by

$$I(\theta) = \sum_{g=1}^{n} \left( \frac{P'_g}{P'_g Q_g} \right)^2$$

The maximum value of the information curve of a given scoring formula is obtained when the scoring weights are chosen, such that

$$w_g = \frac{P'_g}{P'_g Q_g}$$

The quantity $P'_g / P'_g Q_g$ is the contribution of item $g$ to the information function of the test and is referred to as the item information function. Item information functions have an important role in determining the accuracy with which ability is estimated at different levels of $\theta$. Each item information curve depends on the slope of the particular item characteristic curve and the conditional variance of test scores at each ability level $\theta$. The higher the slope of the item characteristic curve and the smaller the conditional variance, the higher will be the item information curve at that particular ability level. The height of the item information curve at a particular ability level is a direct measure of the usefulness of the item for precisely measuring ability at that level.
The information function for the test composed of the items is obtained by summing the ordinates of the item information curves. From Equation [1] it is clear that items contribute independently to the test information function. Birnbaum (1968) has also shown that with his three-parameter model, an item provides maximum information at an ability level \( \theta \), where

\[
\theta = b_g + \frac{1}{a_g} \log_c \frac{1}{2} \left( 1 + \sqrt{1 + \frac{c_g}{c}} \right).
\]

If guessing is minimal, then \( c_g = 0 \), and \( \theta = b_g \).

Figures 2 to 5 show ten item characteristic curves and corresponding item information curves. The influence of the pseudo-chance level parameter is clear from the figures: When \( c_g > 0 \), (1) the lower asymptote of the item characteristic curve is different from zero, (2) less information is obtained, and (3) the point of maximum information is shifted to a somewhat higher ability level. Figure 8 shows the calculation of a test information curve from five item information curves. In passing, perhaps it should be noted that when item parameter estimates are used in place of item parameters, test information curves are called "score information curves" by Lord (in press).

**Efficiency**

A concept closely related to test information is the concept of efficiency. An efficiency curve is formed by calculating the ratio of two information curves at different points on an ability continuum. The efficiency curve provides a measure of the relative effectiveness of two
Figure 2. Graphical representation of five item characteristic curves 
\[ b = -2.0, -1.0, 0.0, 1.0, 2.0; \ a = .99; \ c = .00 \].
Figure 3. Graphical representation of five item characteristic curves
\[ b = -2.0, -1.0, 0.0, 1.0, 2.0; \ a = .99; \ c = .25 \].
Figure 4. Graphical representation of five item information curves \[ b = -2.0, -1.0, 0.0, 1.0, 2.0; a = .99; c = .00 \].
Figure 5. Graphical representation of five item information curves 
\[ b = -2.0, -1.0, 0.0, 1.0, 2.0; \ a = .99; \ c = .25 \].
Figure 8. Information curves estimated for five items and a five-item test. The items are from the verbal section of the SAT. This figure is reproduced by permission from Lord (1968).
tests (each characterized by a different information curve) for measuring ability. In test development work it is common to compare the efficiency of different test designs (i.e., tests composed of different items) for measuring ability at different locations on the ability continuum. Whereas the shapes of test information curves depend on the metric chosen for measuring ability, efficiency curves do not, and therefore they are particularly useful in test development work.

The process of determining the relative efficiency of two tests is employed more often as part of the analysis of existing tests than as a part of the test development process.
The distinction between test analysis and test development has been made by Rentz and Bashaw (1977). Basically they define the test development process as one that allows items that do not fit the model to be discarded, whereas in test analysis applications, "the model becomes fixed and data are in effect 'fitted' to it." The distinction made by Rentz and Bashaw between test development and test analysis is a useful one.

The Ability Scale and Test Characteristic Curves

If we were to administer two criterion-referenced tests, that measured the same objective (or objectives), to the same group of examinees, and the tests were not strictly parallel two different test score distributions would result. The extent of the differences between the two distributions would depend, among other things, on the difference between the difficulties of the two tests. Unfortunately, there is no basis for preferring one distribution over the other. What this example reveals is that, in general, the test score distribution provides no information about the distribution of ability scores.
The problem occurs because the raw-scores valid for each test are unequal and different. On the other hand, the scale on which ability scores are measured is one on which examinees will have the same ability score across non-parallel tests measuring a common ability. Thus, even though an examinee's test scores will vary across non-parallel forms of a test measuring an ability, the expected ability for an examinee will be the same on each form.

Most measurement specialists are familiar with the concept of domain score, the expected test score (on a sample of test items) for an examinee. What is the relationship between domain scores and ability scores? The test characteristic curve, which is obtained by summing the ordinates of the ICC's, provides the relationship. This is easily seen from the following argument. Consider the proportion-correct score, \( Z = \frac{X}{n} \). Then

\[
E(Z|\theta) = \frac{1}{n} \sum_{g=1}^{n} P_g(\theta),
\]

\[
\text{Var}(Z|\theta) = \frac{1}{n} \sum_{g=1}^{n} P_g(\theta) Q_g(\theta).
\]

\( E(Z|\theta) \) is the test characteristic curve (scaled by \( 1/n \)) introduced earlier. It is the sum of item characteristic curves for items included in the test. Suppose next we lengthen the test by adding an infinite number of parallel-forms. By definition, \( E(Z|\theta) = \pi \), the domain score. Also \( \text{Var}(Z|\theta) \rightarrow 0 \), as \( n \rightarrow \infty \), and so \( \pi \) and \( \theta \) will be related by a monotonic increasing transformation which is the test characteristic curve. Clearly then, the two concepts, \( \pi \) and \( \theta \), are the same, except for the scale of measurement used to describe each. One important difference is that domain score is defined on the interval \([0, n]\) or \([0, 1]\) whereas ability scores are usually defined on the interval \([-\infty, +\infty]\).
There are other differences between domain scores and ability scores. A domain score is defined for each sample of test items. It is the expected test score for an examinee. An examinee's domain score will vary across non-parallel measures of the same ability. On the other hand, ability score is defined for a "pool" or "universe" of items measuring a single ability. An examinee's domain score in different samples of items would (in general) vary. However, ability score is defined in terms of the "pool" of items from which the sample was drawn. Latent trait models specify relationships between examinee item performance and ability, and so it is always possible to "transform" examinee performance on a particular sample of items (defining a test) onto an ability scale defined for the large "pool" of test items. Thus, while an examinee would have (in general) a different domain score for each sample of items drawn from the pool and would obtain different test scores in each sample of items, the expected estimate of examinee ability from each sample of test items would be the same. More will be said about this important relationship later.

Ability scores can be used with item characteristic curve parameters for items included in a test to estimate examinee test performance. Recall,

\[ E(X|\theta) = \sum_{g=1}^{n} \mathbb{P}(g) \]  

[4]

Thus, ability scores provide a basis for content-referenced interpretations of examinee test scores. When the quantities in equation [4] are scaled by \(1/n\), \( E(X/n|\theta) \) represents the expected proportion of items in a test that an examinee will answer correctly and this interpretation will have meaning regardless of the test performance of other examinees. Of course, ability scores provide a basis for norm-referenced interpretations as well.
Special Features of Latent Trait Models

When latent trait models fit particular data sets, three advantages are obtained. Perhaps the most important advantage of latent trait models is that, given a set of test items that have been fitted to a latent trait model (that is, item parameters are known), it is possible to estimate an examinee's ability on the same ability scale from any subset of items in the domain of items that have been fitted to the model. (Of course, the domain of items needs to be homogeneous in the sense of measuring a single ability. If the domain of items is too heterogeneous, the ability estimates will have little meaning.) In fact, regardless of the number of items administered (as long as the number is not too small) or the statistical characteristics of the items, the ability estimate for each examinee will be an asymptotically unbiased estimate of true ability, provided the latent trait model holds. Ability estimation independent of the particular choice (and number) of items represents one of the major advantages of latent trait models. Hence, latent trait models provide a way of comparing examinees even though they may have taken quite different subsets of test items. In latent trait models, the difficulty of items is accounted for by the model and reflected in the ability estimates. Thus, two students, who receive identical scores on an easy and difficult subset of the test items, respectively, will differ in their ability estimates (the second student will receive a higher estimated score than the first).

Another advantage of latent trait models is that item parameters are invariant across sub-groups of examinees chosen from an examinee population. In principle, item parameters should remain the same, regardless of the subgroup tested. Invariant item parameters have been sought by measurement specialists for a long time; their advantages are obvious for test development work. Certainly classical item statistics, such as item difficulty
will vary from group to group, depending upon the average ability of the group being tested. This invariance property is shown graphically in Figure 6.

Yet another advantage is that they provide a measure of the precision of ability estimation at each ability level. Thus, instead of providing a single standard error of measurement that applies to all examinees, regardless of their test scores, latent trait models make it possible to provide separate estimates of error for each examinee or for each ability level.

Examinee-free item statistics are especially useful in "item banking" and criterion-referenced test development. Item-free ability estimates permit the "tailoring" of tests to individuals and situations. The concepts of information and efficiency are useful in both test development work and determination of precision of ability score estimates. Some of the applications will be considered in the next section of the paper.

But also, it is now time to consider the price which must be paid for the "goods" which are "delivered" via latent trait models. First, the special features will only be obtained when there is a reasonably close match between the researcher's latent trait model and his/her data. How close? That question is currently under study by many researchers. Second, it is unlikely that the features will be obtained with "short" tests. Hard figures are difficult to come by but it would appear that tests of 15 or more items are required. Also, sample sizes of 200 or more examinees will be required to produce stable item statistics with the one-parameter model and somewhat larger samples are required with the two- and three-parameter logistic test models (Swaminathan & Gifford, 1979).
Figure 6. A diagram showing the independence of the shape of item characteristic curves from the underlying ability distribution.
Other practical problems include (1) the training of practitioners to use these models, and (2) the handling of examinees who get "rejected" because their test scores are too high or too low.

Applications

Item Banking

The development of criterion-referenced testing technology has resulted in the increasing importance of item banking (Choppin, 1976). An item bank is a collection of test items, "stored" with known item characteristics and made available to test constructors. Depending on the intended purpose of the test, items with described characteristics can be drawn from the bank and used to construct a test with known properties. Although classical item statistics (item difficulty and discrimination) have been employed for this purpose, they are of limited value for describing the items in a bank because these statistics are dependent on the particular group used in the item calibration process. Latent trait item parameters, however, do not have this limitation, and consequently are of much greater use in describing test items in an item bank (Choppin, 1976; Wright, 1977). The invariance property of the latent trait item parameters makes it possible to obtain item statistics that are comparable across dissimilar groups. Let us assume that we are interested in describing items using the two-parameter logistic test model. The single drawback is that because the mean and standard deviation of the ability scores are arbitrarily established, the ability score metric is different for each group. Since the item parameters depend on the ability scale, it is not possible to directly compare latent trait item parameters derived from
different groups of examinees until the ability scales are equated in some way. Fortunately, the problem is not too hard to resolve since Lord and Novick (1968) have shown that the item parameters in the two groups are linearly related. Thus, if a subset of calibrated items is administered to both groups, the linear relationship between the estimates of the item parameters can be obtained by forming two separate bivariate plots, one establishing the relationship between the estimates of the item discrimination parameters for the two groups, and the second, the relationship between the estimates of the item difficulty parameters. Having established the linear relationship between item parameters common to the two groups, a prediction equation can then be used to predict item parameters for those items not administered to the first group. In this way, all item parameters can be equated to a common group of examinees and corresponding ability scale.

**Test Development**

The important differences between developing tests using standard methods and methods based on latent trait theory occur during the following steps: (1) Item analysis, (b) selection of test items, and (c) reliability assessment.

Item analysis techniques involve (1) the characterization of test items and (2) the use of statistical information for revising and/or deleting test items. The major problem with item statistics (item difficulty and discrimination) derived from standard item analyses is that they are sample dependent. This problem is overcome by characterizing items in terms of latent trait parameters.
Latent trait theory not only provides the test developer with sample invariant item parameters but also with a far more powerful method of item selection (Birnbaum, 1968). This method involves the use of information curves, i.e., items are selected depending upon the amount of information they contribute to the total amount of information supplied by the test. One of the useful features of item information curves is that the contribution of each item to the test information function can be determined without knowledge of the other items in the test. When standard testing technology is applied the situation is very different. The contribution of any item to such statistics as test reliability cannot be determined independently of the characteristics of all the other items in the test.

Lord (1977) outlined a procedure, originally presented by Birnbaum (1968), for the use of item information curves building a test to meet any desired set of specifications. The procedure employs a pool of calibrated items, with accompanying information curves, such as might be obtained from the item banking methods previously described. The procedure outlined by Lord consists of the following steps:

1. Decide on the shape of the desired test information curve. Lord (1977) calls this the target information curve.
2. Select items with item information curves that will fill up the hard-to-fill areas under the target information curve.
3. After each item is added to the test, calculate the test information curve for the selected test items.
4. Continue selecting test items until the test information curve approximates the target information curve to a satisfactory degree.
Examples of the application of this technique to the development of tests for differing ranges of ability (based on simulated data) are given by Cook and Hambleton (1979). Some results from their study are reported in Figure 7.

An excellent discussion of item selection, as it pertains to tests developed according to Rasch model procedures, is presented by Wright and Douglas (1975) and Wright (1977). The item selection procedure basically consists of specifying the ability distribution of the group for whom the test is intended and then choosing items such that the distribution of item difficulties matches the distribution of abilities. This procedure is equivalent to that originally introduced by Birnbaum (1968), since in this case, the item information curves depend only on the difficulty parameters.

In latent trait theory test information curves replace the familiar concepts, reliability and standard error of measurement. The use of the test information curve as a measure of accuracy of estimation is appealing for at least two reasons: (1) Its shape depends only on the items included in the test, and (2) it provides an estimate of the error of measurement at each ability level.

Test Score Interpretations

One primary use of a criterion-referenced test is to obtain an estimate of an examinee's level of mastery (or "ability") on an objective. Thus, a straightforward application of one of the latent trait models (the assumption of unidimensionality would not likely be a problem) would produce examinee ability scores. Among the advantages of this application would be that items could be sampled (for example, at random) from an item pool for each examinee, and all examinee ability estimates would be on a common scale.
Figure 7. Test Information Curves Produced With Five Item Selection Methods [30 Test Items]
Since item parameters are invariant across groups of examinees, it would be possible to construct criterion-referenced tests to "discriminate" at different levels of the ability continuum. Thus, a test developer might select an "easier" set of test items for a pretest than a posttest, and still be able to measure "examinee growth" by estimating examinee ability at each test occasion on the same ability scale. This cannot be done with classical approaches to test development and test score interpretation. If we had a good idea of the likely range of ability scores for the examinees, test items could be selected so as to maximize the test information in the region of ability for the examinees being tested. The optimum selection of test items would contribute substantially to the precision with which ability scores were estimated. In the case of criterion-referenced tests, it is common to observe lower test performance on a pretest than on a posttest; therefore, the test constructor could select the easier test items from the domain of items measuring an objective for the pretest and more difficult items could be selected for the posttest. This would enable the test constructor to maximize the precision of measurement of each test in the region of ability where the examinees would most likely be located. Of course, if the assumption about the location of ability scores was not accurate, gains in precision of measurement would not be obtained.

The results reported in Tables 1 to 4 show clearly the advantages of "tailoring" a test to the ability level of a group. Of course, the potential improvements depend on the validity of a test developer's assumption about the examinee ability distribution. If he or she uses an incorrect prior distribution as a basis for designing a test, the resulting test will certainly not have the desired characteristics.
<table>
<thead>
<tr>
<th>Ability Level</th>
<th>Test Information Curves</th>
<th>Efficiency (Relative to the)</th>
<th>Change in Effective Test Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;Wide Range Form&quot;</td>
<td>&quot;Easy Form&quot;</td>
<td>&quot;Difficult Form&quot;</td>
</tr>
<tr>
<td>-3.0</td>
<td>1.04</td>
<td>1.45</td>
<td>.59</td>
</tr>
<tr>
<td>-2.0</td>
<td>2.27</td>
<td>3.03</td>
<td>1.45</td>
</tr>
<tr>
<td>-1.0</td>
<td>3.85</td>
<td>4.66</td>
<td>3.03</td>
</tr>
<tr>
<td>0.0</td>
<td>4.62</td>
<td>4.63</td>
<td>4.66</td>
</tr>
<tr>
<td>1.0</td>
<td>3.78</td>
<td>2.93</td>
<td>4.63</td>
</tr>
<tr>
<td>2.0</td>
<td>2.19</td>
<td>1.42</td>
<td>2.98</td>
</tr>
<tr>
<td>3.0</td>
<td>1.00</td>
<td>.58</td>
<td>1.42</td>
</tr>
</tbody>
</table>
Table 2

Test Information Curves and Efficiency for Three Criterion-Referenced Test
Designs From a Domain of Items with Varying Discrimination Indices
and Pseudo-chance Levels Equal to Zero

<table>
<thead>
<tr>
<th>Ability Level</th>
<th>Test Information Curves</th>
<th>Efficiency (Relative to the &quot;Wide Range Form&quot;)</th>
<th>Change in Effective Test Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;Wide Range Form&quot;</td>
<td>&quot;Easy Form&quot; &quot;Difficult Form&quot;</td>
<td>&quot;Easy Form&quot; &quot;Difficult Form&quot;</td>
</tr>
<tr>
<td>-3.0</td>
<td>1.04</td>
<td>1.42 .61</td>
<td></td>
</tr>
<tr>
<td>-2.0</td>
<td>2.21</td>
<td>2.91 1.42</td>
<td></td>
</tr>
<tr>
<td>-1.0</td>
<td>3.72</td>
<td>4.51 2.91</td>
<td></td>
</tr>
<tr>
<td>0.0</td>
<td>4.47</td>
<td>4.48 4.51</td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>3.62</td>
<td>2.83 4.48</td>
<td></td>
</tr>
<tr>
<td>2.0</td>
<td>2.06</td>
<td>1.36 2.83</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>.96</td>
<td>.55 1.36</td>
<td></td>
</tr>
<tr>
<td>Ability Level</td>
<td>Test Information Curves</td>
<td>Efficiency (Relative to the &quot;Wide Range Form&quot;)</td>
<td>Change in Effective Test Length</td>
</tr>
<tr>
<td>---------------</td>
<td>-------------------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td></td>
<td>&quot;Wide Range Form&quot;</td>
<td>&quot;Easy Form&quot;</td>
<td>&quot;Difficult Form&quot;</td>
</tr>
<tr>
<td></td>
<td>&quot;Easy Form&quot;</td>
<td>&quot;Difficult Form&quot;</td>
<td>&quot;Easy Form&quot;</td>
</tr>
<tr>
<td>-3.0</td>
<td>.22</td>
<td>.36</td>
<td>.07</td>
</tr>
<tr>
<td>-2.0</td>
<td>.36</td>
<td>1.31</td>
<td>.36</td>
</tr>
<tr>
<td>-1.0</td>
<td>2.08</td>
<td>2.81</td>
<td>1.31</td>
</tr>
<tr>
<td>0.0</td>
<td>3.04</td>
<td>3.29</td>
<td>2.81</td>
</tr>
<tr>
<td>1.0</td>
<td>2.76</td>
<td>2.28</td>
<td>3.29</td>
</tr>
<tr>
<td>2.0</td>
<td>1.69</td>
<td>1.12</td>
<td>2.28</td>
</tr>
<tr>
<td>3.0</td>
<td>.79</td>
<td>.46</td>
<td>1.12</td>
</tr>
</tbody>
</table>
Table 4

Test Information Curves and Efficiency for Three Criterion-Referenced Test Designs From a Domain of Items with Varying Discrimination Indices and Pseudo-chance Levels Equal to .20

<table>
<thead>
<tr>
<th>Ability Level</th>
<th>Test Information Curves</th>
<th>Efficiency (Relative to the &quot;Wide Range Form&quot;)</th>
<th>Change in Effective Test Length</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&quot;Wide Range Form&quot;</td>
<td>&quot;Easy Form&quot;</td>
<td>&quot;Difficult Form&quot;</td>
</tr>
<tr>
<td>-3.0</td>
<td>0.24</td>
<td>0.37</td>
<td>0.08</td>
</tr>
<tr>
<td>-2.0</td>
<td>0.56</td>
<td>1.27</td>
<td>0.37</td>
</tr>
<tr>
<td>-1.0</td>
<td>2.02</td>
<td>2.71</td>
<td>1.27</td>
</tr>
<tr>
<td>0.0</td>
<td>2.94</td>
<td>3.18</td>
<td>2.71</td>
</tr>
<tr>
<td>1.0</td>
<td>2.65</td>
<td>2.16</td>
<td>3.18</td>
</tr>
<tr>
<td>2.0</td>
<td>1.59</td>
<td>1.06</td>
<td>2.16</td>
</tr>
<tr>
<td>3.0</td>
<td>0.75</td>
<td>0.46</td>
<td>1.06</td>
</tr>
</tbody>
</table>
A second important use of criterion-referenced tests is to produce examinee test scores that can be used to obtain "domain score estimates." Much has already been made of the "item-free" ability estimates which are derivable from latent trait models. However, while ability estimates have the definite advantage of being "item-free," ability scores are measured on a scale which appears to be far less useful to practitioners than the domain score scale. After all, what does it mean to say, \( x = 1.5? \) Domain scores can be defined on the interval \([0, 1]\) and provide information about examinee levels of performance (proportions of content mastered) relative to the objectives (described by domain specifications) measured on the test. As long as the test items are a representative sample of test items from the domain of items from the domain of items measuring an objective, the associated "test characteristic curve" (or more correctly, the "score characteristic curve") can be used to obtain domain score estimates from ability score estimates. When a non-representative set of test items is included in a test, examinee performance on the set of test items is used to estimate examinee ability and the score information curve for the total pool of calibrated test items measuring an objective is used to estimate domain scores from ability scores.

Figure 9 provides a graphical representation of the procedure outlined.
Figure 9. A comparison between the test characteristic curves for \( \widehat{\theta}_1 \) the domain of item measuring an objective, and \( \widehat{\theta}_2 \) the particular items included in a test which measure the objective.
I will briefly introduce one additional criterion-referenced testing problem which probably can be resolved by using latent trait models and concepts. It is common for instructors to change their tests from one group of examinees to the next. This is often done to improve the tests, to insure test security, to reflect minor adjustments in courses and so on. The problem is to insure that the standards of performance required of students across the different versions of a test are the same. The fact that a candidate must achieve a test score of (say) 90% on either test to receive a passing score does not guarantee the equivalence of the two tests. For example, it may turn out that one test is somewhat easier than the other. Required is a method for "equating" scores from one test to another. Equating of test scores will improve the usability of the derived scores for individual interpretations and course evaluations. Equating of test scores on norm-referenced tests has occupied a great deal of attention and much useful work has been done. Currently, most test score equating is being done via the use of latent trait models (the one- and three-parameter logistic test models are the most popular). In fact, there is evidence to suggest that latent trait model approaches to equating are often far superior to classical methods. However, with criterion-referenced tests we often have relatively short tests and modest numbers of examinees and therefore latent trait model equating methods need to be developed for use in this special testing situation. To date, equating studies have often been done with rather large numbers of examinees and test items.
Conclusions

The exploration of latent trait models and their application to educational testing and measurement problems has been under study for about ten years now. Certainly there are many problems requiring resolution but enough is known about latent trait models to use them successfully in solving many testing problems. With respect to the field of criterion-referenced testing, the task as I see it is one of identifying those problems which can be handled by latent trait model technology rather than whether or not the technology should be used.

On the positive side,

1. Latent trait models appear to provide an excellent basis for equating non-parallel forms of competency tests at the district and state level.

2. Several useful computer programs exist to carry out required analyses.

3. Several new textbooks and articles are now available to the interested practitioner (Hambleton, Lord, Wright & Stone, and Warm, to name four).

4. Other promising applications of latent trait models are in the areas of adaptive testing, item bias, test development, and test score interpretations. For example, Weiss and his colleagues at the University of Minnesota have some impressive results on the effects of adaptive testing in the areas of criterion-referenced testing. Bob Bentz and his colleagues at Georgia State University are doing some excellent work on the study of test score reporting systems.

On the other hand,

1. I see little reason to recommend the use of latent trait models in daily classroom management of students. Latent trait models will offer little more than a headache to classroom teachers. Because (1) criterion-referenced tests are typically short, (2) sample sizes are small (although item banks may reduce the importance of this factor), (3) the required time for training of teachers in a new system of measurement would be extensive, and (4) any gains in measurement precision that might accrue would be marginal, I cannot recommend applications in this particular area.
2. No data set will ever be fit perfectly by a model. What is not known is how much misfit can be tolerated by a model and still have any advantages of the model hold in practice. Latent trait models are strong, i.e., based on restrictive assumptions, and therefore this general area requires considerably more research.

The viability of latent trait models for test development work is clear but more effective implementation could be achieved if several questions were satisfactorily answered:

1. The choice of a model is one question. At the test development stage, the practitioner has the option of developing items to fit a specific latent trait model. It would greatly facilitate the test development process, if practical guidelines existed that provided a logical basis for making this choice.

2. A second question concerns the reason for item misfit. At the present level of technical sophistication, the test developer, faced with a misfitting item, can do little more than subjectively examine the item and hope that the reason for misfit will be apparent.

3. The problem of determining whether or not a pool of items can be considered unidimensional is an important one. Factor analytical techniques are often used for this purpose but there are problems (Hambleton et al., 1979; Lord & Novick, 1968).

4. One area of current interest involves the equating of a criterion-referenced test to a norm-referenced test so that CRT scores can be reported in terms of a norm-referenced framework without actually carrying out a national norming study. Such an equating study is often discussed within the context of Title I evaluations. Legal issues aside, how best to do the equating is not clear (for example, how large and representative a sample of examinees is needed?) nor is the minimum size of the correlation between the two sets of scores which is needed to insure a stable equating known.

Numerous test developers are now considering the use of latent trait models in their work. Hopefully this paper will provide some newcomers to the area with a suitable introduction to the topic.
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