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**Abstract:** Recent approaches to the problem of the gamma-ray laser have focused upon upconversion techniques in which metastable nuclei are pumped with long wavelength radiation. At the nuclear level the storage of energy can approach tera-Joules \(10^{12}J\) per liter for thousands of years. However, any plan to use such a resource for a gamma-ray laser poses problems of a broad interdisciplinary nature (continued on next page).
nature requiring the fusion of concepts taken from relatively unrelated fields of physics. Our research group has described several means through which this energy might be coupled to the radiation fields with cross sections for stimulated emission that could reach $10^{-17}$ cm$^2$. Such a stimulated release could lead to output powers as great as $3 \times 10^{21}$ Watts/liter. Since 1978 we have pursued an approach for the upconversion of longer wavelength radiation incident upon isomeric nuclear populations that can avoid many of the difficulties encountered with traditional concepts of single photon pumping. Recent experiments have confirmed the general theory and have indicated that a gamma-ray laser is feasible if the right combination of energy levels and branching ratios exists in some real material. Of the 1,886 distinguishable nuclear materials, the present state-of-the-art has been adequate to identify 29 first-class candidates, but further evaluation cannot proceed without remeasurements of nuclear properties with higher precision. A laser-grade database of nuclear properties does not yet exist, but the techniques for constructing one have been developed under this contract and are now being utilized. Resolution of the question of the feasibility of a gamma-ray laser now rests upon the determination of: 1) the identity of the best candidate, 2) the threshold level of laser output, and 3) the upconversion driver for that material.

This third year's report continues to focus upon our approach that is the nuclear analog to the ruby laser. It embodies the simplest concepts for a gamma-ray laser and not surprisingly, the greatest rate of achievement in the quest for a subAngstrom laser continues in that direction. For ruby the identification and exploitation of a bandwidth funnel were the critical keys in the development of the first laser. There was a broad absorption band linked through efficient cascading to the narrow laser level.

In 1987 we had reported a major milestone which showed that comparable structure existed at the nuclear scale in the first of the 29 candidate isomers available for testing, $^{180}$Ta. Populations of the isomer were successfully pumped down with flashes of x-rays absorbed through an astonishingly large cross section of 40,000 on the usual scale ($\times 10^{-29}$ cm$^2$ keV) where 10 describes a fully allowed process. This corresponded to a partial width for useful absorption of 0.5 eV, even better than what had been assumed for idealized nuclei. In this past year we discovered that the giant pumping resonances occur with a gratifying frequency throughout the table of nuclides, reaching optimal size and strength in the mass region where the better candidates lie. Nineteen isomers were successfully pumped with the bremsstrahlung from both a 4 MeV linac and a 6 MeV linac. The giant resonances for pumping the candidate isomers $^{180}$Ta and $^{125}$Te were found to open at gateway energies well below 4 MeV. These candidates have the largest integrated cross sections for pumping with x-rays ever found below 4 MeV in any nuclei. These two poorest of the 29 candidates are the only ones available for testing and they continue to outperform even the most optimistic expectations. The likelihood for the full feasibility of one of the better candidates continues to be raised by the successes enjoyed with the least attractive of the 29 candidates.
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APPENDIX I

Reprints of articles published during this year

"Depopulation of the Isomeric State $^{180}\text{Ta}^m$ by the Reaction $^{180}\text{Ta}^m(\gamma, \gamma')^{180}\text{Ta}^m$, " by C. B. Collins, C. D. Eberhard, J. W. Glesener, and J. A. Anderson, Phys. Rev. C 37, 2267-2269 (1988).


Emphasis this year has continued to focus upon the successes enjoyed along the approach to the gamma-ray laser that depends upon incoherent pumping. Last year we had first reported the giant resonance for the dumping of the $^{180}$Ta isomer by pumping samples with flash x-rays of relatively modest intensities from a 6 MeV linac in a scheme which is the nuclear analog of the ruby laser. This particular material, the worst of the 29 actual candidates, showed what was at that time the largest integrated cross section ever reported for inter-and transfer in any nuclear material, $4 \times 10^{-22} \text{ cm}^2 \text{ eV}$. This was an enormous value for bandwidth funneling to a fluorescent level, corresponding to about 0.5 eV of useful width for the absorption of the pump x-rays.

Studies conducted this year have shown that the giant pumping resonances occur with a gratifying frequency throughout the table of nuclides. Concern had first arisen that these seemingly favorable structures might lie at high energies of excitation near the threshold for neutron evaporation, and so be associated in some way with the high density of nuclear states expected there. This has not proven to be the case. This particular experimental series culminated in a major milestone achievement in which nineteen isomers were successfully pumped with the bremsstrahlung from a 4 MeV linac. The density of nuclear states near 4 MeV should be exponentially reduced from values expected near 6 MeV, and yet most isomers were excited with comparable efficiencies by linacs operated at the two energies. The two poorest of the 29 candidates for a gamma-ray laser, $^{180}$Ta and $^{123}$Te, showed the least variation in excitation when the end point of the bremsstrahlung was lowered from 6 to 4 MeV. Still, no other candidates are available, but results for these two would encourage expectations that the great width associated with pumping candidate isomers is concentrated at relatively few discrete transition energies.

As usual with these experiments, no significant contributions were made by spurious neutrons evaporated from environmental materials. Although this point has been made in the past, contemporary discussions of the giant resonances for pumping $(\gamma,\gamma')$ reactions often still become concerned with potential neutron contaminations. Summarized in this annual report are all of the results of the exhaustive attention that had been paid to the elimination of this problem in the irradiation
environment produced with the 6 MeV linac. At 4 MeV the possibilities for neutrons to contribute activation are even more reduced, shrinking from the few tenths of a percent that characterized the 6 MeV work to completely negligible values.

So much attention has been paid to the direct approach to the pumping of a gamma-ray laser that it has tended to eclipse the sustained progress enjoyed in our other approaches. One of the most difficult breakthroughs was realized this past year along the more complex direction of coherent pumping. In this process the intent is to mix the quantum properties of long-lived nuclear states with those able to radiate freely. In this way the metastability of an isomeric state could be "switched off." The critical experiment is to show that some laboratory level coherent input power can affect the properties of a nuclear level. Reported recently in Phys. Rev. Lett. was the demonstration that large levels of modulation of the phases of nuclear states can be obtained with relatively modest input powers.

As has been the case since 1982, there are still no known factors which inhibit the realization of a gamma-ray laser. Neither the level of pump fluence required for laser threshold nor the waste heat to reject presents any particular problem in idealized materials. A gamma-ray laser is feasible if the right combination of energy levels occurs in some real material. When actually tested, the two poorest of the 29 candidate nuclei did surprisingly well, performing 1,000 to 10,000 times better than expected. The overriding question in resolving the feasibility of the nuclear analog to the ruby laser is whether or not one of the better of the 29 has its isomeric level in a position sufficiently near the ideal.

This annual report has been prepared from three components. First are the reports of major milestone achievements realized during this reporting period, followed by the individual articles elaborating upon results that have not yet been published in technical journals. Finally, in the Appendix are found reprints of those results appearing in the reviewed journals during this past year. In this regard, I wish to thank again all our staff for their splendid efforts in supporting the preparation of these manuscripts to a rather demanding timetable.

- C. B. Collins
- Director
- Center for Quantum Electronics
MAJOR MILESTONE REPORT

Strengthening the Feasibility of the Tuning and Stimulation of Nuclear Radiation

June 1, 1988

C. B. Collins, Center for Quantum Electronics, University of Texas at Dallas

Achievement

Tunable sidebands have been produced on gamma-ray transitions by directly modulating the phases of nuclear states at levels far exceeding any noise contributed by magnetoacoustic effects.

Technical Background

The approach to the gamma-ray laser with the greatest potential efficiency depends upon the mixing of nearly resonant nuclear states with interaction energies developed by the external modulation of the hyperfine fields. In this way stored isomeric populations could be dumped into freely radiating states.

The first milestone would be a demonstration that significant interaction energies can be developed at the nuclear level by externally applied fields. Overseas efforts have shown that a magnetic field oscillating at radiofrequencies can directly modulate the phase of a nuclear state by coupling to its magnetic moment. In the frequency domain such modulation is observed as sidebands on gamma-ray transitions originating on the state, but the effect is very small at all reasonable levels of applied power.

The conceptual key to thousandfold enhancements lies in the use of small fields to manipulate the greater magnetic fields arising from the natural correlations of individual magnons in ferromagnetic materials. For several years we have observed the production of sidebands to Mössbauer transitions on such a large scale in ferromagnetic materials, but the concern has lingered that the dominant effect might have actually arisen from periodic Doppler shifts produced by vibrations in the host lattice driven by magnetostriction.

Report

As a basis for comparison, sidebands were excited on the unsplit absorption transition of $^{57}$Fe nuclei at 14.4 keV in a stainless steel foil by sinusoidal vibrations injected with a piezoelectric source as shown in Fig. 1a. In the usual longitudinal geometry for a transmission experiment a convenient level of input power produced a reference level of sideband development in which the 4th order contained 20% of the intensity remaining in the parent line. In the transverse geometry the effect of phonons transported in the foil about 1 cm around a bend of 90 degrees could not be detected, even with a tenfold increase in power above the reference level.
Replacing the piezoelectric source with a pair of 2.5 μm foils of ferromagnetic Ni sinusoidally magnetized as shown in Fig. 1b, gave the opportunity to launch what we believe are large amplitude spin waves into the magnon fluid in the paramagnetic stainless foil. Boundary effects known as flux refractions favor the transfer of ferromagnetic magnetization of the Ni across the interface where it can serve as a source term for local alignment of the magnons in the stainless foil. The longitudinal geometry was used to set the same reference level of sideband development at the source. In the transverse geometry at this same level of input power, the first order sidebands were found to have 20% of the intensity of the parent line, a level 10 times the threshold for detection and hence, 100 times any component contributed by acoustic phonons.

**Significance**

There is a twofold significance to this major milestone experiment.

1) In stainless steel spin waves can be transported more efficiently than phonons, thus providing a means for studying the direct modulation of nuclear states in an environment free from acoustic noise.

2) Even with transport the intensities of magnetic sidebands are greatly enhanced by ferromagnetic sources meaning that relatively large interaction energies can be developed at the nuclear level with modest applied powers.
MAJOR MILESTONE REPORT
Strengthening the Feasibility of a Gamma-Ray Laser
June 30, 1988
C. B. Collins, Center for Quantum Electronics, University of Texas at Dallas

Achievements

Giant resonances for pumping isomeric nuclei with flash x-rays have been found in many isotopes, but the best x-ray energies for exciting them have been impossible to determine. Now, one has been located in a demonstration nucleus with an enormous cross section at a practical value of x-ray energy.

Technical Background

The nuclear analog of the ruby laser embodies the simplest concepts for a gamma-ray laser. Not surprisingly, the greatest rate of achievement in the quest for a subAngstrom laser continues in that direction. For ruby the identification and exploitation of a bandwidth funnel were the critical keys in the development of the first laser. There was a broad absorption band linked through efficient cascading to the narrow laser level.

Recently we reported a major milestone which showed that comparable structure existed at the nuclear scale in the first of the 29 candidate isomers available for tests, $^{109}$Tm. Populations of the isomer were successfully pumped down with flashes of x-rays absorbed through an astonishingly large cross section of 40,000 on the usual scale ($\times 10^{-29}$ cm$^2$ keV) where 10 describes a fully allowed process. Then we discovered that these giant funnels for pumping isomers occurred rather frequently. We found them in the second of the 29 candidates, $^{125}$Te, as well as in other demonstration nuclei such as $^{197}$Au and $^{195}$Pt. However, until now, no experiment could pinpoint the location of such giant resonances in the scheme of energy levels for any nucleus.

Report

The inability to vary the spectrum of the x-rays pumping the isomers had previously prevented us from locating the precise energy necessary to reach the giant resonances. The spectrum of intensities normally used is the bremsstrahlung from a 6 MeV linac shown in Fig. 1 by the solid curve. In this major milestone experiment we obtained other spectral distributions from the Compton scattering of those primary x-rays through different angles. One example is shown in Fig. 1 by the dotted curve.

Samples of gold foils were run in pneumatic shuttles through the scattered x-rays and into the well of a NaI(Tl) crystal where the $^{197}$Au nuclei were detected by the emission of fluorescent photons. The unique combination of a short lifetime for the isomer and a giant resonance for pumping it enabled us to obtain statistically significant numbers of fluorescent photons from such a weakened pump source as resulted from the Compton scattering.

Previously we had reported a simple procedure for obtaining possible values of integrated cross sections for pumping isomers as functions of the energy at which the gateway state might be assumed to lie. Used upon the yields of $^{197}$Au, we got a different curve of cross section as a function of energy for each of the five angles at which scattered radiation could be accessed. Such curves should pass through points corresponding to real gateway states and the intersection of two is shown in Fig. 2. The other three curves crossed at the higher energy gateway.
Significance

There is a threefold significance to this milestone result.

1) The giant resonance in $^{197}$Au for bandwidth funneling to the isomer is the largest ever demonstrated below 3 MeV. The previous record had been the 430 unit cross section found in $^{87}$Sr in 1967 at 2.7 MeV. It had been considered anomalous, being 10 X larger than all others.

2) This first giant funnel to be located in energy was found at a value comparable to the excitation energies of some of the higher lying isomers. This shows that the accidental resonance of such an ideal pumping level and an isomer is possible.

3) The strength of this giant resonance for pumping was concentrated at a discrete energy rather than being distributed at a low level over the whole continuum. This makes it much easier to pump the nuclear levels in one layer while passing the waste heat into another for disposal.

Figure 1: Two of the five spectra available for pumping $^{197}$Au in this experiment. The solid curve describes the unscattered bremsstrahlung from the 6 MeV linac and the dotted curve plots the intensities computed to be present after scattering through $40^\circ$ by an iron cylinder 25 mm in diameter and 25 mm long.

Figure 2: Integrated cross sections for the ($\gamma,\gamma'$) reactions pumping $^{197}$Au through an unknown gateway states as functions of the energies at which they could be assumed to lie. Units are $10^{-29}$ cm$^2$ keV. Dotted and solid curves plot results obtained with radiation scattered through $24^\circ$ and $16^\circ$, respectively. The intersection locates the new gateway.

Figure 3: Energy level diagram of the newly discovered states dominating the production of the isomer, $^{197}$Au. The great widths of these resonances are indicated schematically by the widths of the rectangles and the actual cross sections are given for excitation by the transitions represented by the upward arrows. The downward arrow indicates a transition useful in the detection of the isomer.
MAJOR MILESTONE REPORT

Strengthening the Feasibility of a Gamma-Ray Laser

March 21, 1989

C. B. Collins, Center for Quantum Electronics, University of Texas at Dallas

Achievement

Discovered in the first two of the 29 candidate isomers to be tested for a gamma-ray laser were giant pumping resonances which enabled performances to approach the ideal when used with hard x-ray pump sources. Now, these same resonances have been excited with much softer x-rays emitted by a 4 MeV linac.

Technical Background

The nuclear analog of the ruby laser embodies the simplest concepts for a gamma-ray laser. Not surprisingly, the greatest rate of achievement in the quest for a subAngstrom laser continues in that direction. For ruby the identification and exploitation of a bandwidth funnel were the critical keys in the development of the first laser. There was a broad absorption band linked through efficient cascading to the narrow laser level.

Last year we reported a major milestone which showed that comparable structure existed at the nuclear scale in the first of the 29 candidate isomers available for testing, $^{180}$Ta. Populations of the isomer were successfully pumped down with flashes of x-rays absorbed through an astonishingly large cross section of 40,000 on the usual scale ($x 10^{-29}$ cm$^2$ keV) where 10 describes a fully allowed process. This corresponded to a partial width for useful absorption of 0.5 eV, even better than what had been assumed for idealized nuclei. Then we discovered that these giant funnels for pumping isomers occurred rather frequently. We found them in the second of the 29 candidates, $^{123}$Te, as well as in other demonstration nuclei such as $^{197}$Au and $^{195}$Pt. However, until now, no experiment could pinpoint the location of such giant resonances in the scheme of energy levels for any of the candidate isomers nor determine whether they lay at small enough energies to be practical.

Report

The inability to vary the spectrum of the x-rays pumping the isomers generally prevents us from locating the precise energies necessary to reach the giant resonances. The spectrum of intensities previously used was the bremsstrahlung from a 6 MeV linac shown in Fig. 1. In this major milestone experiment we obtained another spectral distribution as seen in Fig. 1 from a 4 MeV linac.

Samples with relatively short-lived signatures were run in pneumatic shuttles through the linac x-rays and into the well of a NaI(Tl) crystal where the pumped nuclei were detected. Materials with longer-lived signatures were simply carried to the counting chamber after the pumping terminated. Some non-candidate control nuclei, such as $^{77}$Se and $^{89}$Y, could only be activated through giant resonances by the 4 MeV linac. However, to within uncertainties in the spectral intensities from the two sources the same levels of activation per unit dose were found in changing from one linac to the other for both the candidates, $^{180}$Ta and $^{123}$Te. This means that the giant resonances for pumping those two candidates lie at the lower energies common to both pump sources.
Significance

There is a threefold significance to this milestone result.

1) The giant resonances for pumping the candidate isomers $^{180}$Ta and $^{123}$Te can be reached at gateway energies well below 4 MeV. These candidates have the largest integrated cross sections for pumping with x-rays ever found below 4 MeV in any nuclei.

2) Concern had lingered that the giant pumping resonances previously found with the 6 MeV linac might need the full 6 MeV of energy for excitation. At such values the density of states is high and the onset of evaporation of particles from nuclei is near. Either would make the resonances useless to laser development but neither detrimental effect can occur at energies as low as 4 MeV.

3) The two poorest of the 29 candidates are the only ones available for testing and they continue to outperform even the most optimistic expectations. The likelihood for the full feasibility of one of the better candidates continues to be raised by the successes enjoyed with the least attractive of the 29 candidates.

Figure 1. Solid and dotted curves plot the relative spectral intensities in photons/cm²/MeV/sec as functions of photon energies that are expected from the two linac sources identified by the endpoint energies used in these experiments. Bars plot the isomeric activation or deactivation in the case of $^{180}$Ta, on the rightmost scale as determined from the nuclear fluorescence observed after pumping with x-rays from the linacs. The leftmost set of bars give results from the 4 MeV linac and the rightmost were obtained with the 6 MeV source. Precise values of the gateway energies remain unknown and the placement of the bars is only to indicate that they lie below 4 or 5 MeV, respectively. Hatched bars identify actual candidate isomers and open bars pertain to non-candidate comparison nuclides.
THERMAL ECONOMY OF A GAMMA-RAY LASER

by C. B. Collins

One of the most inhibiting factors in the development of a gamma-ray laser has been the heavy load of theoretical dogma which confounds the start of each experiment. Too obvious to warrant proof, these tenents of faith are often believed to frustrate even the more positive modeling we reported in 1982. While sometimes combined in various packagings, the barriers to the realization of a gamma-ray laser are usually purported to be fourfold:

1) The electrons will screen the nuclei so analogs of optical pumping will not work for nuclear states.

2) The absorption widths which nuclei display toward pump photons cannot exceed 1 meV in any useful cases.

3) The isomeric states which would be the most attractive to pump cannot be dumped by photons because they have angular momenta which are too different from the freely radiating levels.

4) The waste heat associated with any pumping process will lodge in the host lattice and destroy the Mössbauer effect needed for a sharpened cross section for stimulated emission.

The sequence of experimental results we reported in 1987 completely destroyed the first three of these tenents of faith. Achieving a first major milestone, we reported the experimental observation of eleven orders of magnitude of increase in the amount of fluorescence which could be obtained when narrow nuclear levels of $^{76}$Br and $^{77}$Se were pumped with flash x-rays through broad states able to funnel their populations down to the radiating level. Those results confirmed the existence at the nuclear level of the analogs of the processes of bandwidth funneling which made the first ruby laser possible. Clearly the first barrier had been only an illusion.

The second and third articles of faith were destroyed by our more recent major milestone report of the successful dumping of some of the population of a nuclear isomer, $^{187}$Ta. Offset by eight quanta of angular momenta from the normal rotational bands, populations of this
state were dumped into the freely radiating system of levels through an enormous integrated cross section approaching $10^{-21}$ cm$^2$ eV by pumping them with flash x-rays. This result implies a useful absorption width of about 0.5 eV for the interband transfer of population from isomeric to radiating level systems. Experimentally, the occurrence of these giant resonances for mixing levels across such great spans of angular momenta was subsequently shown to be a rather common occurrence among nuclides.\textsuperscript{5, 6, 7}

At this point we have realized nearly seventeen orders-of-magnitude of increase in feasibility over the pessimistic evaluation\textsuperscript{1} from which the current renaissance in this field departed. Present capabilities exceed even the more optimistic projection\textsuperscript{2} upon which our project is based. However, the concern for the thermal economy has persisted.

In 1986 we reported a study\textsuperscript{8} which showed that the waste heat associated with the pumping of nuclei with flash x-rays presented a manageable problem to the design of a device. However, that work received little attention and even the most recent studies\textsuperscript{9} pursued elsewhere admit no domain in parameter space in which a threshold level of inversion could be pumped without the concomitant loss of the recoilless fraction of the output transitions. Of course, without the recoilless fraction the cross section for stimulated emission would be so reduced by broadening as to be impossible to excite.

Perhaps, unrecognized, is the fact that the critical parameter in the thermal economy is the average excess energy, $E$ by which the energies of the dominant nuclear transitions exceeds the K-edge energy of the electrons of the material. In the early stages the waste heat is almost entirely contained in the primary photoelectron population produced either by the pump radiation or by the internal conversion of the various nuclear transitions. To have a hopeless situation one need only to limit studies to the rather few instances in which the kinetic energy, $E$ of the primary photoelectrons is so small that the range of such particles is less than the dimensions of the layer being pumped. Then, they cannot escape and the waste energy will be degraded to heat precisely in the sensitive area in which the population inversion is developed. Just such a failure mode was built into the unfortunate
example of the excitation of the 14.4 keV transition of $^{57}$Fe in an iron matrix.$^9$

It is the purpose of this manuscript to explore the problem of the thermal economy of the ruby-laser analog in systems benefitting from the new discoveries which remove the first three traditional inhibitions to the design of a gamma-ray laser. It will be seen that for a wide margin of material parameters, the problem of the waste heat is readily manageable. As a consequence, the fourth and last of the traditional tenents of dogma is destroyed as a paramount concern. Reduced to the level of an engineering challenge, the solution to the problem of waste heat remains to be tailored to the particular characteristics of the nuclear system finally employed.

Whether or not the initial state to be pumped is isomeric, the principal figure of merit for bandwidth funneling is the partial width for the transfer, $b_0 b_0 \Gamma$. Constituent parameters are identified in Fig. 1 where it can be seen that the branching ratios $b_a$ and $b_0$ specify the probabilities that a population pumped by absorption into the i-th broad level will decay back into the initial or fluorescent levels, respectively. It is not often that the sum of branching ratios is unity, as channels of decay to other levels are likely. However, the maximum value of partial width for a particular level i occurs when $b_a - b_0 = 0.5$.

The actual measurement of partial widths has involved the correlation of fluorescence yields excited by a pulse of x-rays in the scheme of Fig. 1 with those expected from the expression,$^4$,

$$N_f = N_0 \sum_i \xi_i \frac{\varphi_i}{A},$$

(1a)

where $N_0$ and $N_f$ are the numbers of initial and fluorescent nuclei respectively, $(\varphi_i/A)$ is the spectral intensity of the pump radiation in keV/keV/cm$^2$ at the energy $E_i$ of the i-th pump band, and the summation is taken over all of the possible pump bands capable of cascading to the same fluorescence level of interest. The $\xi_i$ is a combination of nuclear parameters including the partial width $b_0 b_0 \Gamma$ in keV.
\[ \xi_i = \frac{(\pi b_o \sigma_0/2)_1}{E_i} \]  

where \( \sigma_0 \) is the peak of the Breit-Wigner cross section for the absorption step. The combination of parameters in the numerator of Eq. (1b) is termed the integrated cross section for the transfer of population according to the scheme of Fig. 1.

The Breit-Wigner cross section peaks at

\[ \sigma_0 = \frac{\lambda^2}{2\pi} \frac{2I_e+1}{2I_g+1} \frac{1}{\sigma_p+1} \]  

where \( \lambda \) is the wavelength in cm of the gamma ray at the resonant energy. \( E_1 \), \( I_e \) and \( I_g \) are the nuclear spins of the excited and initial states.
respectively; and $\alpha_p$ is the total internal conversion coefficient for the two-level system comprised by the initial and pump levels. The value of $\alpha_p$ is essentially zero for a transition which is highly allowed; and even were it not, $\sigma_0$ would be reduced further and the partial width would become correspondingly larger so that the quantity $\xi_i$ would remain unaffected.

In this development it has been assumed that the width of the pump spectrum is sufficiently greater than $\Gamma$ that the pump can be considered to be continuous and without structure over the width of the absorption line. Other than this assumption the development, so far, is general. Restrictive assumptions necessary for the management of the thermal economy can be explicitly stated as follows:

1) The pump band in Fig. 1 is one of the newly discovered giant pumping resonances with a partial width of $b_\alpha b_\beta \Gamma = 1$ eV.

2) The pump transition is centered on an energy $E_i = 30$ keV.

3) The initial state is assumed to be isomeric with an excitation energy so high that 2) is possible.

4) The output transition is around 100 keV.

5) The nuclei are diluted in a thin film of diamond.

6) The Borrmann effect contributes a factor of 10 to the enhancement of the ratio of cross sections for resonant to non-resonant transitions.

An immediate issue is the plausibility of these assumptions. While the widths for pumping interband transfer of population to and from isomers have been shown to approach 1 eV in many cases, it had not been previously demonstrated that such a width corresponded to a discrete level. Described in the Major Milestone Report for this quarter is the use of a Compton spectrometer to search for a gateway energy, $E_i$ through which the photon pumping reaction, $^{197}\text{Au}(\gamma,\gamma')^{197}\text{Au}$ proceeds. As described elsewhere in this quarterly report the enormous integrated cross section of 3700 in the usual units ($\times 10^{-29}$ cm$^2$ keV) was found to be localized at an energy 2.6 MeV above the ground state.
least in this case, the experiment supported the identification of such favorable pumping resonances with a discrete, well-defined pump energy so that Assumption 1) is plausibly supported.

Plausibility of the second and third assumptions must be considered together. The range of excitation energies over which isomers can be found is very large, reaching 6 MeV if one considers the shape isomers proposed by Weiss et al.\textsuperscript{10} We have already shown that isomers can be dumped into the freely radiating system, even through $\Delta J = 8$, so the only doubt here is a statistical one; whether or not a giant pump resonance can be found within 30 keV of an isomer.

Assumption 4) is quite likely and the feasibility of 5) has been greatly increased by a recent "breakthrough" in the deposition of thin film diamond from laser plasmas. As described in one of the following manuscripts, we have been able to grow very uniform thin films of amorphous diamond from the plasma ablated from a carbon target in an environment especially suited to doping with nuclei of interest to the gamma-ray laser. While proper single crystal substrates have not yet been used to try to organize the growth of single crystal diamond, the largest step of fabricating a diamond film has been accomplished.

However, until a single lattice is demonstrated the combination of assumptions 5) and 6) remains uncertain. By itself, the anticipation of a factor of ten reduction in the ratio of probabilities for non-resonant to resonant absorption is modest but still questionable for diamond at this time. As a consequence, single crystal Be is also modeled as a second preference. Thus, it can be reasonably asserted that the six assumptions upon which rest the model reported here are plausible and consistent.

Following our development\textsuperscript{2} of 1982 under small signal conditions the overall logarithmic amplification, $\alpha$ for a single pass down the length, $z$ of the strip of pumped material shown in Fig. 2, is,

$$\alpha = N_f \sigma_R z - N_0 \sigma_{NR}^{(m)} z - N_0 \sigma_{NR}^{(d)} z,$$

(3)

where $N_f$ is the number of nuclei in the fluorescent level which it is desired to pump to threshold, and where $\sigma_R$ and $\sigma_{NR}$ denote the cross sections for the resonant emission given by Eq. (2) evaluated at the output wavelength (100 keV) and for the non-resonant absorption in the
medium, (m) and diluent, (d), respectively. To reach the threshold for laser output, \( a \) must become positive so that the minimal condition is

\[
0 \leq N_f \sigma_R z - N_0 \sigma_{NR}^{(m)} z - N_d \sigma_{NR}^{(d)} z ,
\]

which necessitates,

\[
N_f \geq \frac{N_0 \sigma_{NR}^{(m)}}{\sigma_R} \left( 1 + \frac{N_d \sigma_{NR}^{(d)} \sigma_{NR}^{(m)}}{N_0 \sigma_{NR}^{(m)}} \right) .
\]

For estimations to within a factor of two the latter term in the parentheses can be neglected for concentrations greater than 3\%. At the 100 keV output transition,

\[
\sigma_{NR}^{(d)} \text{ (Be)} = 0.13 \text{ cm}^2/\text{gr} ,
\]

\[
\sigma_{NR}^{(d)} \text{ (C)} = 0.15 \text{ cm}^2/\text{gr} ,
\]

\[
\sigma_{NR}^{(m)} \text{ (Ta)} = 4.3 \text{ cm}^2/\text{gr} ,
\]

where Ta has been arbitrarily selected as representative of the region of nuclides where the better candidates for a gamma-ray laser medium may be found. So it can be seen that at 3\% concentration by mass, losses in the diluent increase the right hand side by a factor of 2x.
Simplifying Eq. (5) gives,

\[
\frac{N_f}{N_0} \geq \frac{\sigma_{NR}^{(n)}}{\sigma_R} ,
\]

so that the fraction pumped must exceed the ratio of the cross sections for non-resonant loss to resonant stimulated emission. Unfortunately the dependence of the right hand side of Eq. (7) upon nuclear parameters is tedious and structured. Baldwin\(^1\) has presented a convenient review which shows Eq. (7) is optimized for an output energy of 100 keV as assumed here. Values range from \(10^{-2}\) to \(10^{-4}\) and can be assumed to be improved (lowered) by the Borrmann effect. To be consistent with the earlier assumptions, the Borrmann effect is supposed to enhance the mid-range value of \(10^{-3}\) yielding a requirement of \(10^{-4}\) for the pumped fraction,

\[
\frac{N_f}{N_0} \geq 10^{-4} ,
\]

This sets the pump intensity needed for threshold, and with it the amount of waste heat to dissipate.

Substituting into Eq. (8) from Eq. (1a) and assuming the single giant resonance dominates so that the sum is unnecessary, gives,

\[
\frac{\pi b_a b_o \Gamma \sigma_o F_i}{2} \geq 10^{-4} ,
\]

where

\[
F_i = \frac{\varphi_i}{E_i A} ,
\]

that is, \(F_i\) is the pump flux integrated over the lifetime of the fluorescent level in units of photons/cm\(^2\)/eV, if \(\Gamma\) is now in eV. Assuming \(I_e = I_g\) in Eq. (2) and \(a = 0\), then at 30 keV, \(\sigma_o = 2.72 \times 10^{-18}\) cm\(^2\) and letting \(\pi b_a b_o \Gamma / 2 = 1\) eV gives

\[
F_i \geq \frac{3.7 \times 10^{13}}{30} \text{ photons/cm}^2/\text{eV} ,
\]

or since each photon is 30 keV.
In the geometry of Fig. 2, it is next important to determine the thickness, $x$ of the pumped layer. At the level of 10% concentration, $N_0 = 5.5 \times 10^{21} \text{ cm}^{-3}$ so the extinction coefficient for pumping is,

$$\sigma_0 N_0 = 1.5 \times 10^4 \text{ cm}^{-1}$$

and so,

$$x = (\sigma_0 N_0)^{-1} = 0.67 \mu\text{m}$$

At the 30 keV pump energy

$$k_{NR} (\text{Be}) = 0.332 \text{ cm}^{-1}$$

$$k_{NR} (\text{diamond}) = 0.900 \text{ cm}^{-1}$$

$$k_{NR} (10\% \text{ Ta}) = 35.4 \text{ cm}^{-1}$$

where the $k_{NR}$ are the extinction coefficients for the non-resonant absorption of the pump x-rays. It is important to notice that this is a typical case in which the pump radiation is not particularly close to an absorption edge. In this case the emerging photoelectrons will have some kinetic energy, and may escape from the region being pumped. Had the example been arranged to be more pathological as in the recently reported case of the $^{57}\text{Fe}$, Eq. (12c) would have given a much larger absorption coefficient. As it is, the non-resonant absorption by the working medium in the 0.67μm layer is only,

$$f_1 = k_{NR} (10\% \text{ Ta}) x = 2.4 \times 10^{-3}$$

where $f_1$ is the fraction of the incident fluence stopped in the laser medium by non-resonant absorption. However, this fraction is reduced further by the escape of the primary photoelectrons from the pumped layer.

Figure 3 shows the mean extrapolated ranges, $E/(dE/dx)$ computed by standard techniques for the escape of photoelectrons having the energies shown in the materials indicated. In this case the Ta is considered to be in the normal (100%) concentration. In the 10% concentration being assumed the ranges would be 10x greater and so the
contribution of the working medium to the absorption of the primary photoelectrons would be dominated by the effects of the diluent.

For the likely cases of rare earth or platinide elements the pump energy we assume lies below the K-edge and about 15 keV above the L-edge. As a result, the primary photoelectrons resulting from the non-resonant absorption in the active medium should have energies of the order of 15 keV and ranges of 6.0 and 3.0μm in Be and C, respectively. Thus, only about 10% and 20% respectively, of the primaries, should be stopped in the 0.67μm thick host films of Be or diamond. Multiplying the fraction of Eq. (13) by these probabilities for collision of the primary in the foil gives the fractions,
\[ f_2 (\text{Be}) = 2.4 \times 10^{-4} \quad (14a) \]
\[ f_2 (\text{C}) = 4.8 \times 10^{-4} \quad (14b) \]

for the fraction of the energy from the incident pump degraded into heat in the laser film because of non-resonant absorption.

Considering that edge filters or ablation layers could reduce the bandwidth of the pump radiation to 3 keV, before reaching the doped layer of Fig. 2, the incident fluence lying outside the bandwidth for resonant absorption would be 3000\times greater than the value of Eq. (10b). However, only the fractions of Eqs. (14a) and (14b) are capable of being degraded into heat in the sensitive layer. The resulting energy balance can then be summarized at threshold:

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Be</th>
<th>C(diamond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonant input fluence</td>
<td>177mJ/cm²</td>
<td>177mJ/cm²</td>
</tr>
<tr>
<td>Fluence degraded to heat</td>
<td>127mJ/cm²</td>
<td>255mJ/cm²</td>
</tr>
</tbody>
</table>

There is an additional potential for heating in the resonant term as well. Reference to Fig. 1 will show that for each absorption to the giant funneling state, a cascade is started that reaches finally to the level being inverted. Since the isomer may start at several MeV, while the output transition accounts for only 100 keV, there is the possibility of exciting a sequence of radiative transitions emitting a total of several MeV for each nuclei inverted. Were this to occur in a sequence of many soft transitions of a few keV these could be internally converted to give low energy electrons which would then be unable to escape the 0.67\mu m layer being pumped. They would deposit their energies in the layer as heat.

For a number of reasons a significant contribution to the heating from cascades following resonant absorption is unlikely. The most probable spontaneous transitions are those spanning larger gaps of energy and those are seldom converted internally. The ones that are converted will give electrons of higher energies which Fig. 3 shows to have higher probabilities of escape from the layer. It is most reasonable to expect the dominant source of heat to be the energy lying in the broader bandwidth of the pump continuum as discussed above.
The elements of the energy economy tabulated above are the fluences stopped in the thin working layer in which the nuclear populations are being inverted. Dividing those fluences by the 0.67μm thickness gives the energy loading of the laser film.

<table>
<thead>
<tr>
<th>Lattice</th>
<th>Be</th>
<th>C(diamond)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Resonant energy density</td>
<td>2.6KJ/cm³</td>
<td>2.6KJ/cm³</td>
</tr>
<tr>
<td>Thermal loading</td>
<td>1.9KJ/cm³</td>
<td>3.8KJ/cm³</td>
</tr>
</tbody>
</table>

These values are quite significantly below the levels of heating required to degrade the recoil free fractions in the case of the diamond lattice. Baldwin has summarized the involved dependence of the recoil free fraction of gamma transitions upon recoil energy, lattice parameters and temperature. He shows that even at a temperature, T equal to the Debye temperature, θ₀ the recoil free fraction is not significantly degraded (by more than a factor of 2) for a transition even as energetic as to give a classical recoil energy of 0.14 θ₀. In diamond with θ₀ = 2230° K this means a transition of 100 keV is little affected by a temperature increase up to T = θ₀.

It is a textbook computation to estimate that the energy content of the phonons of a material with θ₀ = 2230° K at a temperature of T = θ₀ is about 11KJ/cm³. Comparing this with the estimated loading of 3.8KJ/cm³ gives a "safety factor" of almost 3x. A comparable margin is obtained for the Be.

To summarize, it is convenient to recast the threshold fluence of Eq. (10b) into more tangible terms. The spectral fluence of 1.77mJ/cm²/eV corresponds to 530 J/cm² if the bandwidth of the pump x-rays is arranged to be 3 keV, a practical separation which might be filtered between K-edges. Even if pumped instantaneously, so that no waste heat were transported away, the thermal loading would reach only 1/3 of the way to the limit for retaining the Mossbauer effect. If derived from an x-ray line of 30 eV width, the threshold fluence would be only 5.3 J/cm². In that case the thermal loading would reach only 1/300 of the critical limit for a diamond lattice.
Even beyond this point much can be done to reduce heating further. All calculations so far were done for the instantaneous generation of the waste heat. The time for the transport of a phonon across the 0.67\(\mu\)m thickness of the working layer is of the order of only 100 psec so that the transport of significant amounts of heat from that layer into a diamond heat sink is possible on a nanosecond time scale. Yet the lifetimes of most of the fluorescent levels of interest for inversion\(^2\) have lifetimes of tens of nsec to tens of \(\mu\)sec. This is many times the period for the transport of phonons out of the inverting layer so that more orders of magnitude can be realized in reducing the thermal loading further below the limits specified so far. However, all these techniques require precise knowledge about the energy levels and absorption edges of the materials involved. Until the identity of the best candidate for a gamma-ray laser is known, the exact specifications of the solution to the disposal of the waste heat cannot be generally articulated. The examples considered here show that there are many orders of magnitude in the safety margin between likely amounts of heating and the much larger amounts which can be tolerated in stiff lattices such as Be and diamond.

The greatest significance is that the fourth and last of the tenants of theoretical dogma inhibiting the development of a gamma-ray laser is eliminated by these arguments. There is no need to melt the host lattice in order to pump a nuclear system to the laser threshold. There are no a priori obstacles to the realization of a gamma-ray laser. A gamma-ray laser is feasible if the right combination of energy levels occurs in some real material. The overriding question to resolve is whether or not one of the better of the 29 candidates has its isomeric level within a few tens or even hundreds of keV of one of the giant resonances for dumping angular momenta, such as found in \(^{180}\text{Ta}\) and \(^{123}\text{Te}\).
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Introduction

Recent experiments$^{1,2,3,4}$ have shown that cross sections for $(\gamma,\gamma')$ reactions that populate nuclear isomers can be orders of magnitude larger than previously expected at excitation energies above about 2 MeV. These results were obtained by pumping nuclear populations with the bremsstrahlung radiation from a Varian CLINAC 1800 linear accelerator normally employed for radiation therapy treatments. Unfortunately, such bremsstrahlung sources are inherently continuous and cannot be used to selectively probe for the intermediate gateway states through which the isomeric excitation occurs. Moreover, not even the endpoint energy of this particular device can be varied around its operating point of 6 MeV. Thus, in this previous work there was no direct way of identifying the gateway levels which mediated the population of the observed isomeric states. To facilitate this identification process, a technique has been developed in which Compton scattering is used to progressively modify the energy endpoint and spectral distribution of the incident radiation. The current work describes this method and discusses its application to the study of the gateway states through which the reaction $^{197}$Au$(\gamma,\gamma')^{197}$Au$^m$ is excited.
The Compton Effect

The Compton effect\(^5\) describes the collision of a primary photon of energy \(E_0\) with an essentially unbound atomic electron assumed to be initially at rest. The process is named for A. H. Compton, who established it quantitatively in 1923 after careful spectroscopic measurements of x-rays scattered through various angles by light elements. In the collision, the incident momentum and energy must be conserved between the scattered photon and the struck electron, which recoils. The scattered photon has less momentum and energy than the primary photon, with the remaining momentum and energy being imparted to the electron. The consequences of this phenomena can be quantitatively described by a rather straightforward approach.

\[\text{Figure 1: Diagram of the initial and final momenta for Compton scattering.}\]
Let the angle between the propagation vectors of the primary and scattered photons be denoted by $\theta$ as shown in Fig. 1. From the relativistic energy-momentum relation and the conservation of energy and momentum, the energy of the scattered photon is found to be given by

$$E = \frac{E_0}{[1 + (E_0/mc^2)(1 - \cos \theta)]}$$

(1)

where $mc^2$ is the rest mass of the electron. There is a one-to-one correlation between the energy of the scattered photon and the angle $\theta$ for a given primary photon energy $E_0$. Therefore, photons from a monochromatic source which are scattered into a given angle from a point scatterer will be monochromatic. This leads to the possibility of performing nuclear spectroscopy with Compton scattered radiation having a known spectral distribution. A configuration for a Compton spectrometer to be used in the study of the activation of short lived isomers is shown in Fig. 2.

Figure 2: Irradiation fixture of the Compton spectrometer showing a sample in the $\theta = 80^\circ$ position. The pneumatic tubing of the transport system passed through the holes in the sample holder so that the sample was positioned as shown. The tubing was moved from site to site manually.
In the theory of the Compton effect, the struck electron is considered to be free or unbound. This limits the theory to cases for which the atomic binding energy of the electron is small compared with $E_0$, which is the case for the primary photon spectrum considered here. Also, the electron is assumed to be at rest. Although the general case of non-zero electron momentum can be obtained from this special case by a Lorentz transformation, this refinement is generally not considered necessary. In 1928 the complete theory for the effect was worked out by Klein and Nishina using Dirac's relativistic theory of the electron. The differential cross section obtained for the scattering of unpolarized incident photons of energy $E_0$ into the solid angle $d\Omega$ at the polar angle $\theta$ is given by

$$
d\sigma/d\Omega = r_0^2 \left( \frac{1}{1 + \alpha_i (1 - \cos \theta)} \right)^2 \left( \frac{1 + \cos^2 \theta}{2} \right) \times
\left( \frac{\alpha_i^2 (1 - \cos \theta)^2}{(1 + \cos^2 \theta)(1 + \alpha_i (1 - \cos \theta))} \right).
$$

where $\alpha_i = E_0/\gamma \gamma$ is the incident photon energy in units of $\gamma \gamma$ and $r_0 = e^2/\gamma \gamma$ is the classical radius of the electron. The differential scattering cross section is defined through the relationship

$$
dR(\theta, E_0) = dI_i(E_0) N_{sc} \frac{d\sigma}{d\Omega} (E_0, \theta) \ d\Omega(\theta)
$$

where

- $dR$ = number of photons per second scattered into solid angle $d\Omega$ at $\theta$,
- $N_{sc}$ = number of electrons per cm$^3$ in the scatterer, and
- $dI_i(E_0)$ = incident photon flux with energy $E_0$ in photons per cm$^2$ per s.

After substitutions for the solid angle,
\[ d\Omega = 2\pi \sin \theta \, d\theta \]  

and the area at the target location at radius \( r \) intersected by the conical fan described by \( d\Omega \),

\[ dA = 2\pi r^2 \sin \theta \, d\theta \]

Eq. (3) may be rewritten for the scattered flux as

\[ dI_f = \frac{dR}{d\Omega} = \frac{dI_i}{d\Omega} \frac{d\sigma}{r^2} \]

A real experimental source is not monochromatic, but a small portion of the spectrum can be represented by

\[ dI_i = \frac{dI_i}{dE} \, dE_i \]

where \( dI_i/dE \) is the spectral density of the incident flux. Written in terms of the spectral density, Eq. (6) becomes

\[ dI_f = \frac{dI_i}{dE_i} \frac{d\sigma}{d\Omega} \frac{1}{r^2} \, dE_i \]

The energy spread of the scattered photons relative to the energy spread of the incident photons is found by differentiating equation (1),

\[ dE = dE_i \left[ 1 + a_i(1 - \cos \theta) \right]^{-2} \]

Equation (8) becomes
\[
\frac{dI_f}{dE} = \frac{dI_i}{dE_i} \frac{d\sigma}{d\Omega} \frac{[1 + \alpha_i(1 - \cos \theta)]^2}{r^2} (\theta, E_0)
\]  \hspace{1cm} (10)

The quantity \(dI_f/dE\) is the output spectral density, a function of \(\theta\) and \(E\), the scattered photon energy. Thus for a non-monochromatic incident spectrum, the output spectral density can be calculated on a point-by-point basis.

The preceding discussion assumed a point scatterer and a point absorber at which one could calculate the spectral density of the scattered radiation. As shown in Fig. 2, both scatterer and absorber have finite volumes which must be accommodated in the calculation of the output spectral density. Since the scattering target must in practice be chosen large enough to produce a significant scattered photon flux, it cannot be considered to be thin in comparison to the mean free path of a photon. Therefore there will be significant multiple scattering in a real target. Although the correct solution of this problem requires a full radiation transport calculation, a first approximation has been made in this work by treating the scattering target as a collection of individual point scatterers and using a simple attenuation calculation to adjust the incident and scattered intensities from each point. This in effect assumes that all secondary scattering events result in absorption. The output spectral density at a given point in the absorber is then the summation of the contributions from all the volume elements in the scatterer. Since the output spectrum is sensitive to position within the absorber, it is necessary to average this output spectral density over the volume of the absorbing sample. A more complete, Monte Carlo based calculation is in progress.

The source of primary photons used in this work was a Varian Clinac 1800 linear accelerator designed for medical applications. Electrons accelerated to an energy of 6 MeV impact a copper target to produce a photon beam with a well characterized bremsstrahlung spectrum\(^6\). The spatial variation of this bremsstrahlung spectrum over the area of the scatterer has been measured and is negligible\(^7\).

The output spectral density for the Compton spectrometer was calculated using Eq. (10). For every pair of volume elements in the scatterer and absorber, the geometrical factors \(r\) and \(\cos \theta\) were determined. Then, for each value of the output energy to be considered,
the corresponding $E_0$ was found, and the input spectral density was obtained from a piecewise-continuous fit generated from the results of Mohan et al. This spectrum was adjusted for exponential attenuation of the incident radiation by applying the factor $\exp(-\mu(E_0)z)$, where $z$ is the vertical distance of the scattering point from the top of the scattering target and $\mu(E_0)$ is the mass attenuation coefficient at incident photon energy $E_0$. After the application of Eq. (10) to obtain the spectrum $dI/dE$ of the Compton scattered radiation, a second attenuation correction of $\exp(-\mu(E)d)$ was made. Here, $d$ is the path-length the scattered photon of energy $E$ travels as it exits the scattering target. These results were summed over the scatterer volume and averaged over the absorber volume to produce the spectral density seen by the absorber. In order to test the sensitivity of the model to the geometrical assumptions, the output spectral density at $\theta = 16^\circ$ was calculated for the following four possible geometrical cases:

1. Point scatterer/point absorber: the masses of the scatterer and absorber were considered to be concentrated at the respective geometrical centers. Attenuation in the scatterer was calculated using the appropriate path lengths from the boundary of the scatterer to its center.

2. Extended scatterer/point absorber: the scatterer was divided into volume elements but only the central point of the absorber was considered.

3. Point scatterer/extended absorber: the scatterer was concentrated at its center but the absorber was considered to have an extended volume. Attenuation in the scatterer was calculated using the appropriate path lengths from the boundary of the scatterer to its center.

4. Extended scatterer/extended absorber: the finite dimensions of both scatterer and absorber were considered in this model.
Figure 3: Modelled output spectral densities at the position of the absorber at the 16° spectrometer position for the four geometrical assumptions.

The results of these calculations are shown in Fig. 3. It should be noted that the single-point scatterer models underestimate the low energy portion of the spectrum because of the relatively long absorption path from the center of the scattering target to its boundary. Inclusion of the finite extent of the absorber sample increased the maximum photon energy incident on the absorber because it allowed contributions from lower scattering angles in the Compton process to be made for a given central angle \( \phi \). The extended source/extended scatterer model was used throughout the remainder of the work. These extended geometry calculations were performed for scattering angles of 0°, 16°, 24°, 32°.
and 40°. The Compton scattered spectral densities are shown plotted in Fig. 4.

![Graph of spectral densities](image)

**Figure 4.** Modelled output spectral densities of the extended scatterer/extended absorber geometry for the scattering angles of 0°, 8°, 16°, 24°, and 32°.

A point of interest concerning the output spectrum is the end-point energy, or that point above which there is no spectral density. By the point-to-point model, the end-point energy, $E_{\text{max}}$, is given by Eq. (1). However, due to the extended geometry of the scatterer and target, lower angles are encountered which contribute energies higher than the
point-to-point value, increasing the maximum energy of the radiation illuminating the sample. A comparison of the calculated $E_{\text{max}}$ for the point-to-point case and the extended geometry model is shown in Table I.

### Table I

End-point energies for extended and point-to-point and geometry calculations.

<table>
<thead>
<tr>
<th>Angle</th>
<th>$E_{\text{max}}$</th>
<th>$E_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Extended Geometry</td>
<td>Point-to-Point Geometry</td>
</tr>
<tr>
<td>0°</td>
<td>6.00</td>
<td>6.00</td>
</tr>
<tr>
<td>8°</td>
<td>5.88</td>
<td>5.38</td>
</tr>
<tr>
<td>16°</td>
<td>4.92</td>
<td>4.12</td>
</tr>
<tr>
<td>24°</td>
<td>3.72</td>
<td>2.98</td>
</tr>
<tr>
<td>32°</td>
<td>2.70</td>
<td>2.16</td>
</tr>
<tr>
<td>40°</td>
<td>1.98</td>
<td>1.60</td>
</tr>
</tbody>
</table>

Long lived isomeric states can be activated either directly or through one or more gateway states as shown in Fig. 5. The long halflife of the isomeric state leads to a very narrow linewidth. Since the excitation of a particular state is proportional to the linewidth, direct activation of the isomer is considered to be negligible. A gateway state must be excited from the ground state by the absorption of a single photon. Some fraction of the decays from the gateway state then leads to the isomeric state either directly or through a multi-step cascade.

If the activation of the metastable state is assumed to proceed through one gateway state, then the total number of activations is given by...
\[ N_m = b_0 N_t \int_0^\infty \sigma(E) dI(E) = b_0 N_t \int_0^\infty \sigma(E) \frac{dI(E)}{dE} dE \quad , \quad (11) \]

**Figure 5(a):** Energy level diagram of a single gateway isotope.  
(b): Energy level diagram of a multiple gateway isotope.

where \( b_0 \) is the branching ratio of the decay of the gateway state into the metastable state, \( T \) is the irradiation time, and \( dI(E) \) is the differential increment of flux with energy between \( E \) and \( E + dE \). The Breit-Wigner cross section \( \sigma(E) \) for the absorption of a photon when the resonant transition energy is \( E_r \) is given by

\[
\sigma(E) = \frac{\lambda^2 2 l_f + 1}{8 \pi 2 l_1 + 1} \frac{\Gamma_0 \Gamma}{[(E - E_r)^2 + (\Gamma/2)^2]} \quad . \quad (12a)
\]
\[ - \frac{\sigma_0}{4} \frac{b_a \Gamma^2}{[(E - E_r)^2 + (\Gamma/2)^2]} \]  

(12B)

where the symbols are defined as follows:

\( \lambda \) - photon wavelength,
\( I_i, I_f \) - initial and final angular momenta of the nucleus,
\( \Gamma \) - total level width of the gateway state,
\( \Gamma_a = b_a \Gamma / (1 + \alpha_p) \) - partial width of the gateway state for electromagnetic transitions to the ground state,
\( \alpha_p \) - total internal conversion coefficient for the absorption transition, and

\[ \sigma_0 = \frac{\lambda^2}{2\pi} \frac{2I_f + 1}{2I_i + 1} \frac{1}{\Gamma (\alpha_p + 1)} \]

This nomenclature is consistent with that used in the Mossbauer spectroscopy community.

If the spectral density \( (dI/dE) \) can be considered to be constant in the vicinity of the absorption line, the integral in Eq. (11) becomes

\[ N_m = N_t b_o \left. \frac{dI}{dE} \right|_{E_r} T \int_0^\infty \sigma(E) dE \]  

(13)

\[ = N_t \left( \pi \sigma_o b_o \Gamma / 2 \right) \left. \frac{dI}{dE} \right|_{E_r} T \],

where \( (dI/dE)|_{E_r} \) is the spectral density evaluated at the resonance energy, \( E_r \). Thus the effective cross section for this activation is given by
\[
\sigma_{\text{eff}} = \pi b_0 b_0 \sigma \Gamma / 2 \quad \text{cm}^2\text{-keV}
\]

and the activation \(A\) may be written

\[
A = (N_m/N_t) \sigma_{\text{eff}} \frac{dI}{dE} \bigg|_{T} \quad \text{keV} (14)
\]

When there are two or more gateway states which may decay into the metastable level, the integral in Eq. (11) is replaced by a summation of integrals, one for each of the \(i\) gateway states, and it must be rewritten as

\[
N_m = N_t T \sum_i \left[ \sigma_{\text{eff}}(E_i) \frac{dI}{dE} \bigg|_{T} \right]
\]

While some gateway energies have been identified through the use of variable end-point devices, in many cases the gateways have not been identified. The spectra shown in Fig. 4 indicate that by using a Compton spectrometer one may achieve results similar to those obtained with a variable end-point device, provided that the scattered radiation has adequate intensity. That is, although the scattered intensity will be substantially reduced from that in the primary beam, it must still be sufficient to produce statistically significant activation within the lifetime of the fluorescent level. As an example of this potential application, the spectra of Fig. 4 were used to generate sample activation results for several configurations of gateway states. These numbers correspond to the time corrected activations which would be observed in the samples after irradiation at the appropriate Compton angle. Based on the output spectral density \(dI/dE\) of the spectrometer as a function of angle, the effective cross section is obtained from Eq. (15) as

\[
\sigma_{\text{eff}} = \frac{N_m}{dI} - \frac{A}{dI} \bigg|_{T} \quad \text{cm}^2\text{-keV} (17)
\]

A family of these curves based on the assumption that there is only one gateway state producing the isomer is shown in Fig. 6. These
curves are seen to intersect at the one energy corresponding to that of the gateway state. When there are two possible gateways, the family of curves similar to those seen in Fig. 7 is generated. This hypothetical case has one gateway at 2 MeV having a cross section of $10^{-26}$ cm$^2$-keV and a second gateway at 4 MeV with a corresponding cross section of $10^{-25}$ cm$^2$-keV. The family of curves obtained demonstrates considerably more complexity and the contributing gateways cannot be visually identified as they were in Fig. 6.

![Graph](https://via.placeholder.com/150)

**Figure 6:** Synthetic curves of the cross section in units of $10^{-29}$ cm$^2$-keV as a function of gateway energy for the case of a single gateway state. The assumed spectral densities were those shown in Figure 4.
Experimental Details

The irradiation fixture pictured in Fig. 2 was constructed to hold the samples during exposure. This jig was mounted at the filter tray position of the Varian Clinac 1800 linac employed for this work, thus holding the scattering center 65 cm from the x-ray converter target. The total incident photon flux at this position is $2.2 \times 10^{10}$ photons per second.
tons/cm²·sec. A layer of 5 cm of lead shielding was placed in the plane of the Compton target to prevent radiation scattered off the Clinac collimator from reaching the sample positions and contaminating the experiment. The 2.54 cm diameter by 2.54 cm long stainless steel cylinder used as the scattering element nested in an aperture through this secondary shield. Bremsstrahlung radiation from the linac was restricted by the machine collimators until it illuminated only the scattering center.

The fixture had provisions for placing samples at angles corresponding to integral multiples of 80°. Samples were held inside a pneumatic transfer tube at a radial distance of 20.3 cm from the center of the scattering target. The wall thickness of the aluminum transfer tube was only 0.025 cm, presenting a negligible attenuation in the energy range of interest (>1 MeV) in this experiment. A valve on the pneumatic system also allowed the sample to be transferred back to the irradiation site. This was a great convenience, since entry into the CLINAC cell to relocate the sample for exposure would have otherwise required an additional 2 minutes per irradiation.

![Energy Spectrum Graph]
In each trial, the sample was exposed for 60 s. Immediately after the irradiation, the sample was automatically transferred from the exposure position to the detector, where it was counted for 20 s. A timer was started at the end of the exposure and stopped by the arrival of the sample at the detector. This timing information was used to correct the observed number of counts for losses during the transit interval.

The detector used in this work was a 7.62 cm x 7.62 cm NaI(Tl) detector with a 2.54 diameter well 5.08 cm deep. Data acquisition began automatically upon arrival of the sample at the detector. A pulse

**Figure 9**: Time decay spectrum of the decay of the $^{197}$Au$^{m}$ produced by the exposure to the Compton scattered spectrum of the LINAC.

**Figure 8 (Opposite)**: Pulse height spectrum of the decay of the $^{197}$Au$^{m}$ produced by the exposure of the Compton scattered spectrum of the LINAC.
automatically upon arrival of the sample at the detector. A pulse height spectrum and a time decay spectrum were simultaneously obtained for each case. Examples of these spectra are shown in Figs. 8 and 9. The pulse height spectra were used to obtain the results discussed here. Absolute counting efficiencies for this system were obtained by calibration against standardized sources. The observed counts in the 279 keV peak of $^{197}$Au were corrected for absolute efficiency, self-absorption of the emitted gamma-rays, counting losses during irradiation and transit, and for the gamma-ray intensity to obtain the total number of excitations occurring during the exposure. Table II contains the number of trials made at each angle, the transit time for each trial, the number of photopeak counts observed, and the number of excitations produced. Table III lists the characteristic parameters for the gold sample used in this work. From the measured values, the product

$$a_{\text{eff}} \times \frac{dI}{dE} = \frac{N_m}{N_t T}$$

was calculated for each observed angle for use in the analysis that has been previously described.
Table II

Summary of data from the Compton spectrometer experiments. Corrections to the observed photopeaks were made as described in the text. Photopeak areas were obtained using the commercial peak analysis program GDR Version 4.0.

<table>
<thead>
<tr>
<th>Angle (deg)</th>
<th>Number of Trials</th>
<th>Transit Time (s)</th>
<th>Total Photopeak</th>
<th>Average Isomeric</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1.87</td>
<td>19374</td>
<td>1.08x10^6 ± 7.3x10^3</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>1.90</td>
<td>244</td>
<td>3.51x10^3 ± 2.2x10^2</td>
</tr>
<tr>
<td>16</td>
<td>2</td>
<td>1.82</td>
<td>84</td>
<td>6.00x10^2 ± 6.6x10^1</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>1.82</td>
<td>78</td>
<td>2.86x10^2 ± 3.2x10^1</td>
</tr>
<tr>
<td>32</td>
<td>4</td>
<td>1.87</td>
<td>40</td>
<td>1.44x10^2 ± 2.3x10^1</td>
</tr>
<tr>
<td>40</td>
<td>4</td>
<td>1.80</td>
<td>45</td>
<td>1.57x10^2 ± 2.4x10^1</td>
</tr>
</tbody>
</table>

* No scatterer, exposed to primary beam.

Table III

Sample parameters for this work.

<table>
<thead>
<tr>
<th>Sample Composition</th>
<th>99+ % Au</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Mass</td>
<td>31.6 g</td>
</tr>
<tr>
<td>Isotopic Abundance</td>
<td>100 %</td>
</tr>
<tr>
<td>Number of Target Nuclei</td>
<td>9.52x10^22</td>
</tr>
<tr>
<td>Gamma-ray energy</td>
<td>279 keV</td>
</tr>
<tr>
<td>Gamma-ray intensity @ 279 keV</td>
<td>73.11 %</td>
</tr>
<tr>
<td>Self-absorption factor</td>
<td>0.305</td>
</tr>
</tbody>
</table>
Data Analysis

The spectral intensity was calculated using the techniques described above for each of the sample positions used in the experiment. As previously discussed, the input spectrum used in this work was a piecewise-continuous curve fitted to the results of Mohan et al. Expected uncertainties associated with the spectral intensity calculation were obtained by fitting a second piece-wise continuous curve to the reported uncertainties in Mohan's work. The two curves representing the envelope of the input model spectrum plus and minus these fitted uncertainties are plotted in Fig. 10 with the original results from Mohan. The envelope curves bound the Monte Carlo results and are consistent with their error bars. Uncertainties in the Compton scattered intensities were obtained by repeating the extended geometry calculations with the envelope curves of Fig. 10 as input data. The results for the case $\theta = 16^\circ$ are shown in Fig. 11.
Figure 10: Curves representing the envelope of uncertainty of the input spectral density. This was obtained by fitting piece-wise continuous curves to the uncertainties of the spectrum generated by Mohan. The open circles represent the most probable values of the spectral density as generated by Mohan.
Figure 11: The uncertainty envelope of the Compton scattered spectral density at $16^\circ$ calculated with the extended scatterer/extended absorber geometry.

From the activation data of Table II, the product of cross section and spectral intensity was calculated using Eq. 18. Based on the assumption of a single gateway, a plot of $\sigma_{\text{eff}}$ versus the gateway energy was made for each value of $\theta$ by utilizing the modeled spectral intensities and Eq. 17. The family of curves obtained by the employing this procedure for Compton spectrometer angles of $8^\circ$, $16^\circ$, and $24^\circ$ is shown in Fig. 12. Also included in this figure is the curve obtained by a similar analysis of the activation due to the direct exposure of the gold sample to the primary beam of the linac.
Figure 12: Cross section curves generated from the data taken with the Compton spectrometer and the modelled output spectral densities as shown in Figure 4.

The marked difference between these results and the synthetic curves of Fig. 6 suggests the presence of more than one gateway state, but may be due to experimental uncertainties. The data were analyzed using models incorporating both one and two gateways. In the case of one gateway, there are two unknowns -- the energy $E_g$ and cross section $\sigma$ for the single gateway -- and four simultaneous non-linear equations of the form
\[ A_i' = \phi_i(E_g)\sigma \quad , \quad (19) \]

where the \( A_i' \) are the activation values of Eq. 15 normalized to the exposure time and the \( \phi_i(E_g) \) are the spectral intensities (dI/dE) at the gateway energy \( E_g \). This set of equations was solved using an iterated Marquardt procedure\(^{11} \), yielding the values \( E_g = 3.57 \pm 0.14 \text{ MeV} \) and \( \sigma = 42000 \pm 4000 \cdot 10^{-29} \text{ cm}^2\text{-keV} \).

If two gateway states are assumed to exist, then there are four unknown parameters to be found. These are the energies \( E_1 \) and \( E_2 \) and cross sections \( \sigma_1 \) and \( \sigma_2 \) associated with the lower and upper gateways. Again, a series of four simultaneous non-linear equations can be written relating these parameters to the observed levels of activation. A set of \( N \) simultaneous nonlinear equations in \( N \) unknowns may have no real solutions, a single solution, or a degenerate set of solutions. Unfortunately, when a solution was sought using the same Marquardt technique described above, successive iterations did not converge to a set of unique values, but instead produced results that were strong functions of the input estimates for the parameter values. Thus, experimental data at additional values of angle \( \theta \) would be required to obtain an unique solution for the multi-gateway model.

Conclusions

The Compton spectrometer can be used to determine gateway energies and nuclear photo-activation cross sections when used with a linear accelerator producing a well-characterized continuous spectrum. The complexity of the model which can be used to analyze a given system is limited by the number of angles in the Compton spectrometer for which data are available. Models incorporating more gateway states require data at additional angles.

In the present work, a rudimentary analysis was made of the spectrum produced by the Compton spectrometer. This analysis would tend to underestimate the spectral intensity at lower energies, since it does not properly account for multiple Compton scattering in the spectrometer. Thus, the curves of Fig. 12 should lie lower than shown at the
lower photon energies. A comprehensive Monte Carlo transport calculation is planned to realistically estimate the total scattered spectral intensity at each of the sample positions.

Preliminary results from this work indicated that if a single gateway were responsible for the observed activation, the gateway would lie near 3.6 MeV and have a cross section of $4.2 \times 10^{-25}$ cm$^2$-keV. Although this is not inconsistent with the results of several other investigators$^{12,13}$, previous work in this Center$^{14}$ and by Lukens$^{15}$ also indicates the presence of at least one more gateway in the range between 1 and 3 MeV. Additional experiments with better angular resolution, statistical accuracy, and spectral characterization should further improve the understanding of the photoactivation mechanism in $^{197}$Au.

While mathematical rigor cannot be maintained at any higher level of analysis, some further arguments can be presented based on physical insight. In the first place it must be recalled that the model error is not estimated by the Marquardt procedure. It was shown above that if there were only a single gateway within the interval between 1 and 6 MeV, then it would lie near 3.6 MeV. However, if there are two gateways, then neither is constrained to be near that energy.

Since the observation of any large gateways at all below the onset of the continuum of states was initially surprising, it is reasonable to propose a model with only a minimal number of them at lower energies. Lukens$^{16}$ reported the excitation of $^{197}$Au with bremsstrahlung having an endpoint energy of 3 MeV. If this activation observed by Lukens is assumed to be due to a single gateway below 3 MeV, several interesting conclusions may be drawn.

The intensities for energies above 3 MeV are relatively small for scattering at $\theta = 24^\circ$, and therefore the corresponding curve for $\sigma$ in Fig. 12 approaches the vertical near this energy. Under the assumption made above, this curve represents the cross section of the single gateway observed by Lukens as a function of the energy at which it might lie. The correct choice of the energy can be approximated by considering the intersection of this curve with those obtained at other angles, in analogy to the situation shown in Fig. 6.

Wherever the higher energy gateways may lie, the data obtained at $\theta = 16^\circ$ will be that which is least affected by their presence. Therefore, the intersection near 2.6 MeV of the $\theta = 16^\circ$ and $\theta = 24^\circ$ curves$^{16}$
in Fig. 17 should give the best approximation to the location of the gateway observed by Lukens. Consistent with this conclusion is the observation that the $\theta = 8^\circ$ curve, which shows elevated cross section values due to activation at higher energies, intersects the $\theta = 24^\circ$ curve near 3 MeV. If the $\theta = 8^\circ$ curve were corrected by removing the contributions of the higher gateways, the shape of the curve would be preserved, but its location would be translated downward on the plot of Fig. 12. This would shift the intersection down from 3 MeV toward the 2.6 MeV value noted above.

Of course, the $\theta = 16^\circ$ curve may also carry some contamination from higher gateways and thus require a similar downward correction if the effects of the upper gateways were to be removed. The extent of this correction cannot be determined, but its presence insures that 2.6 MeV is an upper limit for the energy of the assumed single gateway. Moreover, reference to Fig. 12 shows that below 1.5 MeV the cross section required by the $\theta = 24^\circ$ curve is $1000 \cdot 10^{-29}$ cm$^2$-keV or more, which is much greater than the values$^{15}$ obtained using the PITHON bremsstrahlung source operated with a 1.5 MeV endpoint energy. Thus, the gateway must be bracketed by these two points.

While the rigorous resolution of the merits of this interpretation must await additional data, there seems to be a strong argument that the gateway originally observed by Lukens lies near 2.6 MeV. This result has an interesting precedent in the literature$^{17}$ that has largely been ignored as an anomaly. This is the discrete gateway for the reaction $^{87}$Sr($\gamma,\gamma'$)$^{87}$Sr$^m$, having an integrated cross section of $430 \cdot 10^{-29}$ cm$^2$-keV at 2.66 MeV. This cross section was about one and a half orders of magnitude greater than any other reported for a discrete gateway and has remained unexplained for 20 years. Now it appears that there is a second such example in $^{197}$Au($\gamma,\gamma'$)$^{197}$Au$^m$.
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Introduction

The isomer $^{176}\text{Lu}^{m}$ is of intrinsic interest in nuclear photoactivation studies because of its proximity in the chart of nuclides to other isomeric nuclei, such as $^{167}\text{Er}$, $^{179}\text{Hf}$, $^{180}\text{Ta}$, and $^{191}\text{Ir}$, which have been found$^{1,2,3,4}$ to manifest very large $(\gamma,\gamma')$ cross sections in the range below 6 MeV. The mechanisms for populating the isomeric state in this nuclide are also of interest for astrophysical applications, since the long half-life of the ground state $^{176}\text{Lu}$ ($3.6 \times 10^{10}$ y) makes it a candidate for use as an astrophysical chronometer. Several investigators$^{5,6,7}$ have recently studied it for this purpose. However, the existence of the relatively short-lived isomeric state $^{176}\text{Lu}^{m}$ ($E = 126$ keV, $T_{1/2} = 3.68$ h), which beta decays to form $^{176}\text{Hf}$, complicates this scheme. Because of this state, photoexcitation of the isomer could prematurely bleed away the ground state population and invalidate the operation of the chronometer. The work described here is concerned with determining the size of the transfer cross section for the reaction $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^{m}$ by using a bremsstrahlung source with a fixed endpoint near 6 MeV. A separate paper$^8$ considers the astrophysical implications of these experiments.

Because of the very narrow linewidths associated with long-lived, isomeric nuclear states, the cross sections for directly exciting these states by photoabsorption are quite small. However, the cross sections for isomeric excitation via a cascade from higher-lying intermediate states can be many orders of magnitude greater than those for the direct process. This mechanism has previously been discussed in Refs. 1-4.
The resulting total activation, \( N_a \), of an irradiated sample can be described by

\[
N_a = N \sum [\pi \sigma_0 \Gamma/2 \Phi(E_i)]_1
\]

where \( N \) is the number of target nuclei in the sample, the quantity in square brackets is the effective integrated cross section for transfer through the \( i \)th gateway state, \( \Phi_i \) is the time-integrated, incident photon flux at the energy \( E_i \) of the \( i \)th gateway, and the summation is taken over all accessible gateways. The terms appearing in the integrated cross section are the Breit-Wigner cross section, \( \sigma_0 \), the width of the resonance, \( \Gamma \), and the branching ratios from the gateway state to the ground and excited states, \( b \) and \( b_0 \). The units of the integrated transfer cross section are \( \text{cm}^2 \cdot \text{keV} \); the units for the time-integrated photon flux are \( \text{photons/} (\text{cm}^2 \cdot \text{keV}) \).

For the case of \(^{178}\text{Lu}\), at least one intermediate gateway state has been observed by Norman et al.\(^5\) in the energy range between 661 keV and 1332 keV. In that work, lutetium samples were exposed to radiation from medical irradiation machines using both \(^{137}\text{Cs}\) and \(^{60}\text{Co}\) sources. They found that the isomeric level was photoactivated slightly by the \(^{60}\text{Co}\) source \((E_{\text{max}} = 1332 \text{ keV})\), but not by the \(^{137}\text{Cs}\) source \((E_{\text{max}} = 662 \text{ keV})\).

Because of the extended nature of the source and shielding configurations in these devices, the gamma-ray spectra in such cases are not simple line spectra, but show broad continua on the low energy side of the line(s) due to the radiation transport process.\(^9\) Unfortunately, Norman et al. did not use the real spectral distribution from the irradiation source. Moreover, they analyzed their results as if the photoabsorption process were a bound-free transition with a threshold rather than treating the case of bound-bound transitions that would actually hold in this energy range. Without an accurate knowledge of the spectral intensity function for the irradiation source and of the energy of the gateway state, it is not possible to determine the integrated cross section for transfer into the isomeric state.

The study described here has approached the source definition problem by using a relatively well characterized bremsstrahlung source,\(^{10}\) the Varian CLINAC 1800 operated in the 6 MeV mode. The spectrum from this device is shown in Fig. 1. By measuring the total activation obtained during an exposure and employing the relative
Intensity information contained in Fig. 1, it is possible to generate a plot of integrated cross section as a function of the energy assumed for a single gateway. The results of the current study are presented in this form.

Figure 1: Spectral intensity for the Varian CLINAC 1800 operated in the 6 MeV mode. The curve has been normalized to represent a single incident photon. Actual photon fluxes were obtained from this information by dividing the measured dose by the dose-per-photon calculated on the basis of this intensity distribution.

Detection of the isomeric state $^{176}$Lu$^m$ once it has been created presents some difficulties. A partial energy level diagram showing $^{176}$Lu$^m$ and its beta-decay daughter product, $^{176}$Hf, is shown in Fig. 2. The long-lived ground state decays principally (99.1%) to the state lying at 597 keV in $^{176}$Hf. The characteristic signature of this decay is
a beta-particle with an endpoint of 565 keV and major gamma rays at 88.4 keV (13.1% intensity), 201.9 keV (84%), and 306.9 keV (93%). Photoexcitation of the isomer is indicated as proceeding through an as yet uncharacterized intermediate state. The isomer decays wholly by beta decay, with 39.6% of the decays terminating on the ground state in $^{176}$Hf and having a beta decay endpoint energy of 1313 keV. The other 60.4% of the decays terminate on the $^{176}$Hf state at 88.4 keV, have an endpoint energy of 1225 keV, and are accompanied by several low intensity gamma rays. The most prominent of these gamma rays is the 88.4 keV line, which has an intensity of 8.9%. Thus, detection schemes for the isomer which are based on gamma-ray counting must utilize the 88.4 keV line, which suffers strong interference from the ground state $^{176}$Lu decay.

Figure 2: Energy level diagram for $^{176}$Lu, showing the beta decay of the isomeric state to $^{176}$Hf. The advantage of the Cerenkov detection scheme used in this work is that the beta particles from decay of the isomeric state can be cleanly separated from those resulting from decay of the ground state.

An alternative approach to gamma-ray counting is to directly detect the beta particles emitted during the decay process. This can be done either by standard liquid scintillation counting, or, because of the high endpoint energy of the decay, by counting Cerenkov photons generated by the passage of the beta particles through the sample.
solvent. Both processes offer high net efficiencies compared to the gamma-ray counting technique, but the Cerenkov method has the additional advantage of being relatively insensitive to interference from the lower energy beta particles emitted by the decay of the ground state. The threshold for production of Cerenkov radiation by beta particles passing through a medium is given by

\[ E_{\text{th}} = m_0c^2 \left( 1 + \frac{n^2}{(n^2 - 1)} \right)^{1/2} \]  

where \( n \) is the index of refraction of the medium and \( m_0c^2 \) is the 511 keV rest mass energy of the electron. Thus, for water (\( n = 1.33 \)) no Cerenkov radiation will be emitted for electrons with energies less than about 260 keV. Above threshold, the efficiency for the production of Cerenkov photons in water rises steeply, being about eight times greater at 1000 keV than it is at 500 keV. The net result of these two effects is to make the Cerenkov detector almost blind to the steady background generated by the decay of the \( {^{176}}\text{Lu} \) ground state. Since the Cerenkov process causes many photons to be emitted as the electron is slowed down, background contributions due to photomultiplier noise can also be suppressed by using a coincidence counting technique.
Experimental Detail

The samples used for this work consisted of a nominal 5 grams of lutetium chloride \((\text{LuCl}_3\cdot\text{6H}_2\text{O})\) dissolved in water to produce approximately 20 ml of solution. Table I lists sample weights and other pertinent parameters. Samples were held in standard 20 ml polyethylene scintillation vials obtained from Research Products Incorporated.

Table I: Sample parameters for the Cerenkov counter experiments. \(N_T\) is the number of target \(^{176}\text{Lu}\) nuclei in the sample. The natural abundance of \(^{176}\text{Lu}\) was taken to be 2.59%\(^{14}\).

<table>
<thead>
<tr>
<th>Sample ID</th>
<th>Mass, (\text{LuCl}_3\cdot(6\text{H}_2\text{O})) [g]</th>
<th>(N_T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>4.993</td>
<td>(2.00 \times 10^{20})</td>
</tr>
<tr>
<td>III</td>
<td>4.971</td>
<td>(1.99 \times 10^{20})</td>
</tr>
</tbody>
</table>

A simple coincidence counter was constructed using two RCA 8850 photomultipliers mounted on a common axis in E. G. & G. 9201 tube bases. A special lightproof fixture held the scintillation vials centered between the two photomultipliers. The fast (approximately 6 ns) outputs from these tubes were amplified, time synchronized, and input to a discriminator in order to produce logic pulses which could drive a 150 MHz logic unit (Phillips Model 755). The output from the logic unit could be accumulated on either a simple counter or a multichannel scaler (MCS). A schematic diagram of the data acquisition system is shown in Fig. 3.
Figure 3: Data acquisition system for the Cerenkov counter used in this work. Coincidence circuitry was used to suppress dark noise in the photomultipliers since counting rates in the experiment were less than 10 counts/s.

Because the efficiency of a Cerenkov counter varies strongly with the endpoint energy of the beta decay being monitored, it is necessary to use a calibration standard having essentially the same endpoint as the nuclide to be counted. As noted above, the endpoints of the beta decay channels from the isomer are 1225 keV and 1313 keV, with a weighted average of 1260 keV. Naturally occurring radioactive $^{40}$K has a beta endpoint energy of 1330 keV, and for reasons of convenience was chosen as the calibration standard for this work. Calibration standards with nominal amounts of 1, 2, 3, 4, and 5 grams of KCl dissolved in
water to make 20 ml of sample were prepared and were placed in counting vials. These vials were counted before each run to determine the detector efficiency for the particular choice of discriminator settings, PMT voltages, etc. used in a given experiment. The net counting efficiency was found to lie in the range 10.3-13.6%.

Three different sample exposures, each of about 40 minutes, were made. The samples were oriented with the cylindrical axis of the sample vial perpendicular to the x-ray beam axis. The vials were located 63.7 cm from the x-ray converter. At this position, the total dose delivered to the sample was about 44.2 kRad during a 40 minute exposure. Table II lists the exposure times, sample identifications, and counting times for the different exposures.

Table II: Exposure and counting conditions for $^{176}$Lu$^{m}$ excitation. Transit time is the time elapsed between the end of the irradiation and the start of the counting measurement. Effective dwell time is the dwell time obtained after collapsing the number of channels in the MCS spectrum; the actual MCS dwell time was typically 40 s.

<table>
<thead>
<tr>
<th>Exposure</th>
<th>Sample ID</th>
<th>Exposure Time [s]</th>
<th>Transit Time [s]</th>
<th>Effective Dwell Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>I</td>
<td>2805</td>
<td>2955</td>
<td>320</td>
</tr>
<tr>
<td>2</td>
<td>I</td>
<td>2400</td>
<td>3165</td>
<td>320</td>
</tr>
<tr>
<td>3</td>
<td>III</td>
<td>1799</td>
<td>3315</td>
<td>320</td>
</tr>
</tbody>
</table>

Analysis

In the first experiment, a significant amount of activation was observed following the irradiation, as shown in the multichannel spectrum of Fig. 4. As can be seen from the figure, the principal decay component observed has a half-life of $3.83 \pm 0.05$ h, in reasonable
agreement with the accepted value of 3.68 h for $^{176}$Lu$^m$. This value was obtained by fitting a line to the log of the number of counts per channel, after correction for background, for data between $t = 20070$ s and $t = 60070$ s. Here, $t$ is the time elapsed after the end of the irradiation.

Figure 4: Decay spectrum for trial 1. Here, and in Figs. 5 and 6, the number of background-corrected counts per channel of the multichannel scaler are plotted vs. the time since the end of the irradiation. The spectrum shows the superposition of the $^{176}$Lu$^m$ decay and the luminescence decay from the polyethylene bottle. The line fitted to the data corresponds to a half-life of 3.83 h.
A second component with a faster decay is also clearly present at early times in the MCS spectrum of Fig. 4. Subsequent experiments in which the bottle, the fluid, and the bottle cap were separately counted identified the source of this fast component as count-rate generated coincidences from single-photon thermoluminescence phenomena arising in the polyethylene bottle. In these secondary experiments, a sample was irradiated and then broken apart into its components (cap, bottle, fluid). From these components and from pristine, non-irradiated parts, three samples, which were identical except for the choice of the irradiated component, were created. These samples were then counted to unambiguously identify the source of the fast decay component. It was found that the phenomena was present regardless of whether the fluid was the LuCl₃ solution or pure water. Examination of the count-rates from the individual photomultipliers indicated that the fast component was due to accidental coincidences between independent, random events occurring on the two detector channels when the irradiated polyethylene bottle was counted. Further experiments demonstrated that the fast decay component could be either "stored" by cooling the bottle with liquid nitrogen or quenched by heating the bottle, thus identifying the process as some type of radiation-induced thermoluminescence.

A second run, made after the fast decay component had been identified and steps were taken to remove it, yielded a half-life value of $3.58 \pm 0.05$ h for the lutetium activation. The data between $t = 3325$ s and $t = 32125$ s were fit to obtain this result. These data are shown in Fig. 5. However, the intensity of the observed Cerenkov radiation was much less in this second case. This decrease in intensity was traced to the deterioration of the cap on the scintillation vial and an attendant buildup of readily visible debris suspended in the lutetium solution. A third and final run made with a freshly prepared sample is shown in Fig. 6. It yielded a value of $3.57 \pm 0.04$ h for the half-life when a fit was made to the data between $t = 3795$ s and $t = 60115$ s. The average value for the half-life obtained from these experiments is therefore $3.66 \pm 0.08$ h, in good agreement with the literature value.
Figure 5: Decay spectrum for trial 2. The thermoluminescence contribution was removed by quenching the bottle in hot water before counting. The reduced intensity of this data set compared to Trials 1 and 3 was traced to suspended debris in the counting solution. The line fitted to the curve corresponds to a half-life of 3.98 h.
Figure 6: Decay spectrum for trial 3. The thermoluminescence contribution was removed by transferring the counting solution to an unirradiated bottle. The half-life of the fitted curve is 3.57 h.

The fits to the experimental data for the number of net counts in a channel, $C$, were of the form

$$C = (C_{\text{obs}} - C_{\text{bkg}}) = C_0 e^{-\lambda t},$$

(3)

where $C_{\text{obs}}$ is the number of counts observed in a channel of the multichannel scaler spectrum and $C_{\text{bkg}}$ is the number of counts in the channel due to background. In Eq. (3), the number of counts per channel immediately after the irradiation, $C_0$, and the decay constant, $\lambda$, are
the fitted parameters. The decay constant is related to the half-life, $T_{1/2}$, by $\lambda = \ln(2)/T_{1/2}$. The net activity, $A_0$, for the sample at the end of the irradiation can then be obtained from

$$A_0 = \frac{C_0}{\eta ft_d} \tag{4}$$

where $\eta$ is the efficiency of the counter, $f$ is the branching ratio for the beta decay (100% in this case), and $t_d$ is the dwell time for the MCS spectrum. By using the general relationship between the activity of a sample and the number of radioactive nuclei in it, one can calculate the number of excited nuclei in the sample at the end of the irradiation, $N_{e,0}$, from

$$N_{e,0} = \frac{A_0}{\lambda} \tag{5}$$

Finally, the total number of excitations induced by the exposure, $N_e$, will be somewhat larger than this because of decays which occurred during the irradiation. The correction takes the form

$$N_e = N_{e,0} \times \frac{\lambda t_e}{(1 - e^{-\lambda t_e})} \tag{6}$$

where $t_e$ is the exposure period.

The integrated cross section, $\sigma T$, is related to the number of excited nuclei by

$$\sigma T = \frac{N_e}{N T \phi(E) t_e} \tag{7}$$

where $N_T$ is the number of target nuclei in the sample and $\phi(E)$ is the photon flux, expressed in photons/(cm$^2$-keV-s) at the energy of the gateway state. In this expression, $\phi(E) t_e$ has replaced the integrated photon flux $\Phi$ appearing in Eq. (1). As noted above, the energy of the gateway state (or states) is unknown in this case. Therefore, a single gateway will be assumed and the results will be presented in the form of a plot of cross section as a function of the possible values of this
gateway state. For the purpose of initially calculating the cross sections, the flux at an assumed gateway of 2.125 MeV will be used; the cross sections at other energies are obtained by multiplying this by a factor expressing the relative intensities shown in Fig. 1.

The fits to the experimental data of Figs. 4 and 6 yielded values for $C_0$ of 3022 and 1619 counts. Use of the fitted values for $\lambda$ and the appropriate efficiencies and exposure times indicated that $1.48 \times 10^6$ and $8.96 \times 10^5$ excited nuclei were produced in trials 1 and 3. Trial 2 was not considered in this analysis because of the sample contamination problem discussed above. One further correction, not discussed above, is required to account for interferences from neutron capture processes that populate the isomeric state through the reaction $^{175}$Lu$(n,\gamma)^{176}$Lu$^m$. The natural abundance of the parent species in this reaction is 97.41%. In a previous study\(^1\), the thermal and epithermal neutron fluxes at the sample position were found to be $\phi_{\text{therm}} = 12$ n/(cm$^2$-s) and $\phi_{\text{epi}} = 6$ n/(cm$^2$-s). Using these fluxes and the cross sections for populating the isomer through the capture process ($\sigma_{\text{therm}} = 16$ barns and $\sigma_{\text{epi}} = 550$ barns)\(^15\), the number of excited nuclei produced by neutron capture, $N_{e,n}$, can be calculated from

$$N_{e,n} = N_T \left( \phi_{\text{therm}} \sigma_{\text{therm}} + \phi_{\text{epi}} \sigma_{\text{epi}} \right) e^{-\lambda t}$$

where $N_T$ is the number of $^{175}$Lu nuclei in the sample. Before the photoactivation cross sections were calculated, the neutron contamination from this source was subtracted from the values of $N_e$ cited above. Because of the large epithermal cross section and the high natural abundance of the parent nuclide, the neutron capture contribution is considerably larger than those seen in the previous study. It amounts to approximately 5% of the total number of excited nuclei observed in these experiments.

At a distance of 63.7 cm from the x-ray source, the photon intensity at 2.125 MeV was $5.94 \times 10^6$ photons/(cm$^2$-keV-s). From this intensity, integrated cross sections of $39.9 \times 10^{-26}$ and $42.2 \times 10^{-26}$ cm$^2$-keV were calculated using the corrected values for the number of excited nuclei produced in trials 1 and 3. The average of these two measurements,

$$\langle \sigma \rangle (E = 2.125 \text{ MeV}) = 41.0 \times 10^{-26} \text{ cm}^2\text{-keV}$$

\((9)\)
is taken to be the experimental result for the cross section for an assumed gateway at 2.125 MeV. A plot of integrated cross section vs. the energy of the hypothetical single gateway state is shown in Fig. 7.

![Integrated Cross Section vs. Assumed Gateway Energy](image)

**Figure 7.** Integrated cross section for the reaction $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ as a function of the assumed gateway energy.

**Discussion**

The cross section we have obtained for the process $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ is comparable to those obtained for other materials\(^1\) in this region of the nuclide chart. Assuming for the sake of comparison that the gateway energies are all about 2.125 MeV, the value given above is commensurate with those obtained for $^{167}\text{Er}$ ($\sigma \Gamma = 43 \times 10^{-26} \text{ cm}^2\text{-keV}$), $^{179}\text{Hf}$ ($\sigma \Gamma = 31 \times 10^{-26} \text{ cm}^2\text{-keV}$), $^{180}\text{Ta}$ ($\sigma \Gamma = 49 \times 10^{-26} \text{ cm}^2\text{-keV}$), $^{191}\text{Ir}$ ($\sigma \Gamma = 41 \times 10^{-26} \text{ cm}^2\text{-keV}$), $^{195}\text{Pt}$ ($\sigma \Gamma = 21 \times 10^{-26} \text{ cm}^2\text{-keV}$), and $^{197}\text{Au}$ ($\sigma \Gamma = 15 \times 10^{-26}$ cm\(^2\)-keV).
cm$^2$-keV). Only two of the materials tested in this mass region have exhibited substantially lower cross sections under the assumption of a 2.125 MeV gateway, these being $^{183}$W ($\sigma = 2 \times 10^{-26}$ cm$^2$-keV) and $^{199}$Hg ($\sigma = 2 \times 10^{-26}$ cm$^2$-keV).

Although the contributions of neutron capture processes were included in the analysis above, interferences due to inelastic neutron scattering have not been considered. The cross section $\sigma_{\text{fast}}$ for the $^{176}$Lu(n,n')$^{176}$Lu$^*$ reaction was not available in the barn book (BNL 325),\textsuperscript{16} probably because of the low natural abundance of $^{176}$Lu. However, if the assumption is made that the observed activation was entirely due to inelastic neutron scattering, the cross section required for the scattering process can be calculated from the relation

$$N_{\text{e,fast}} = N_f \phi_{\text{fast}} \sigma_{\text{fast}} T_e$$ \hspace{1cm} (10)

where $\phi_{\text{fast}}$ is the fast neutron flux. In the previous study of neutron effects,\textsuperscript{1} it was estimated that the total fast neutron flux at the sample location was about 900 n/(cm$^2$-s). Using this estimate, one obtains a value of approximately 2800 barns for $\sigma_{\text{fast}}$. This is three to four orders of magnitude greater than typical values of cross sections for inelastic neutron scattering, which are normally in the range of several hundred millibarns. On the basis of this result, it appears unlikely that inelastic neutron scattering plays a role in the phenomena examined here.

Conclusions

The large photoactivation cross section obtained for $^{176}$Lu in the 1-6 MeV range is consistent with the empirical trend noted for other nuclides in the island of high-mass isomers lying near $A = 180$. Determination of the nature and location of the gateways responsible for this phenomena will require some form of energy selective x-ray source. As in previous experiments, interferences due to neutron reactions appear to play a minor role in activating the sample.
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ACCELERATED DECAY OF $^{180}$Ta$^m$ AND $^{176}$Lu IN STELLAR INTERIORS THROUGH ($\gamma,\gamma'$) REACTIONS
Center for Quantum Electronics, University of Texas at Dallas

Introduction

The study of naturally occurring radioactive isotopes such as $^{176}$Lu and $^{180}$Ta has become increasingly important to the astrophysical community since these species have been envisioned as stellar chronometers. Provided the mechanisms of nucleosynthesis are sufficiently understood, the creation of these types of nuclei can be dated from their predicted initial abundance, their presently observed abundance and their half-lives.

The analysis for $^{176}$Lu and $^{180}$Ta is complicated by the fact that each possesses an isomer. In these cases stellar nucleosynthesis may branch to both the ground state and the isomer, providing a different initial population in each state than would result were only a single level present. This branching is critical to the observation of $^{180}$Ta$^m$, nature's rarest stable isotope, because the isomer ($T_{1/2} \geq 1.2 \times 10^{15}$ years) is the surviving state rather than the shorter lived ground state ($T_{1/2} = 8.152$ hours).

The presence of an isomer produces an additional effect when the excited nucleus can undergo transmutation without first decaying radiatively to the ground state. If there is a sufficiently strong channel for the transfer of a population of nuclei between the ground state and the isomer, the effective half-lives of the states will be drastically different in the stellar environment than those measured in the laboratory. Processes which may provide such a channel include photoexcitation, positron annihilation excitation, inelastic neutron
scattering and Coulomb excitation. In particular, for $^{176}\text{Lu}$ and $^{180}\text{Ta}$, photoexcitation through ($\gamma,\gamma'$) reactions has been investigated.$^{2,3}$

Critical early works$^{2,3}$ described experiments in which samples containing naturally abundant lutetium and tantalum were irradiated with medical $^{137}\text{Cs}$ and $^{60}\text{Co}$ sources. Following exposure, the x-ray spectra of the samples were examined for signatures of the decays of $^{176}\text{Lu}^m$ and $^{180}\text{Ta}$. No activation of the tantalum sample was in evidence but some activation of the lutetium sample was observed. In order to calculate the reaction cross section for $^{176}\text{Lu}$ from the observed activation and to estimate an upper bound on the cross section for $^{180}\text{Ta}^m$, it was assumed that the reactions were non-resonant, threshold processes in keeping with conclusions from previous experiments$^{4,5}$ on $^{115}\text{In}$ and $^{111}\text{Cd}$. The irradiating spectrum was therefore integrated above the assumed threshold and the large number of available photons resulted in the report of small values for the cross sections. The absence of larger cross sections was then used to imply the usefulness of $^{176}\text{Lu}$ and $^{180}\text{Ta}^m$ nuclei as stellar chronometers.

In contrast to earlier work, the most recent studies of the reactions $^{115}\text{In}(\gamma,\gamma')^{115}\text{In}^m$ and $^{111}\text{Cd}(\gamma,\gamma')^{111}\text{Cd}^m$ have shown no evidence for the appearance of non-resonant effects.$^{6,7,8,9}$ Instead it was reported that previous evidence for threshold processes could be attributed to departures of the experimental photon sources from expectations. Evidently ($\gamma,\gamma'$) reactions proceed through relatively narrow resonant "gateway" levels rather than through non-resonant excitation. In this context, the most recent measurements$^{10,11}$ of the cross sections for the reactions $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ and $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$ make possible a reevaluation of the degree to which these nuclei are useful as stellar chronometers.

### Experimental Detail and Analysis

A set of experiments was performed by exposing lutetium and tantalum samples to the bremsstrahlung from a Varian Clinac 1800 medical linear accelerator operating in a 6 MeV mode. An enriched tantalum sample containing 1.3 mg of $^{180}\text{Ta}^m$ in 24.7 mg of $^{181}\text{Ta}$ was used. The
tantalum was deposited as a dusting of oxide near the center of a 5 cm square plate of aluminum. This sample composition was chosen in order to minimize the self-absorption of fluorescent x-rays. Following irradiation, the sample was transported to an N-type HPGe spectrometer system for counting. As the ground and isomeric states of $^{180}$Ta decay by $\beta^-$ emission and electron capture, as shown by the partial decay level diagram of Fig. 1(a), the 4096-channel pulse-height spectra contained x-ray peaks emitted from the daughter nucleus $^{180}$Hf. The identities of the observed photopeaks were verified by their energies and counting rate decays. A typical spectrum for the tantalum sample showing the $^{180}$Hf $K_x$ and $K_y$ peaks is given in Fig. 2.
Figure 1: Partial decay level diagrams of a) $^{176}$Lu and b) $^{180}$Ta depicting parent and daughter nuclei. Half-lives are shown in ovals to the left of the ground and isomeric levels. The nuclear spins, parities, and energies in keV of each state is given. $\beta^-$ decays are shown by diagonal arrows on the right of the parent levels and electron capture decays are shown by diagonal arrows on the left.
Figure 2: Dotted and solid curves show, respectively, the spectra obtained before and after irradiation of a tantalum sample containing $^{180}$Ta enriched to 5%. An HPGe detector was used to obtain the spectra. The feature at 63 keV is due to traces of natural activity in the counting shield. The solid curve shows activity resulting from the transmutation of $^{180}$Ta ground state nuclei measured in the sample following irradiation. The prominent additions are the $^{180}$Hf $K_{\alpha}$ and $K_{\beta}$ x-ray lines resulting from electron capture in the $^{180}$Ta.

Each lutetium sample consisted of approximately 5 g of LuCl$_3$ dissolved in distilled water to make about 20 ml of solution contained within a polyethylene scintillation bottle. The samples were fashioned in this way in order to employ an alternate detection scheme which was better suited to the examination of $^{176}$Lu. The ground state of $^{176}$Lu $\beta^-$ decays with an endpoint energy of 565 keV and the isomer with endpoint energies of 1313 keV (39.6%) and 1225 keV (60.4%), as depicted in the partial decay level diagram of Fig. 1(b). Since these nuclei were suspended in solution, the particles emitted in these decays produced Cerenkov radiation in the water with efficiencies dependent on the
differences in the particle energies and the Cerenkov threshold energy at about 250 keV.

In these experiments the efficiency for production of Cerenkov radiation from isomeric decays was over 10 times larger than that from ground state decays. This made possible an accurate measurement of the number of isomeric decays, and thus of isomeric production from the ground state, by counting the Cerenkov events with a detector consisting of two RCA 8850 photomultiplier tubes in EG & G 9201 bases. The tubes were operated in a coincidence mode by connecting the time synchronized outputs through a 150 MHz Phillips 755 logic unit. This insured that only events detected in coincidence by both tubes were counted, improving the signal to noise ratio. Then, the number of coincident counts as a function of time was stored as a 4096 channel MCS spectra with a 40 sec dwell time. A typical spectrum is shown in Fig. 3. The counter was calibrated with a ^{40}\text{KCl}_3 solution of known activity which emitted $\beta^-$ particles having roughly the same endpoint energy as $^{176}\text{Lu}^\beta$. 
Figure 3: A typical decay spectrum from a lutetium sample following a 40-minute irradiation. Each channel represents an interval of 320 sec. The solid line indicates a fit to the data which gives a half-life for $^{176}$Lu of $3.58 \pm 0.05$ h; the literature value is 3.68 hours.

The rate of excitation of nuclei, $\frac{dN_{\text{excited}}}{dt}$ was determined for each sample from the observed photopeak counts for the pulse height spectra and from the decay of the counting rate for the coincidence spectra. These were corrected for self-absorption of fluorescent photons, detector efficiency, signature photon or $\beta^-$ decay intensity and finite times for counting, transport and irradiation. From the viewpoint of photoexcitation through resonant gateways, the excitation rate is given by

$$\frac{dN_{\text{excited}}}{dt} = N_T \sum_i (\sigma \Gamma_i) \Phi(E_i).$$

(1)
where $N_T$ is the number of target nuclei in the sample, $\Phi(E_i)$ is the incident photon flux in photons/cm$^2$-keV-sec at the gateway energy $E_i$, and $(\sigma\Gamma)_i$ is the integrated cross section in cm$^2$-keV,

$$ (\sigma\Gamma)_i = \int \sigma_i(E) \, dE \quad . $$

The quantity $\Gamma_i$ represents the natural width of the $i$th gateway state, given by $\Gamma_i = \hbar/r_i$ where $r_i$ is the lifetime of the state. Determinations of the integrated cross sections depend primarily on knowledge of the $E_i$ since the output of the linac is well characterized.$^{12,13}$ The relative spectral intensity normalized to unit total flux for the linac operating in the 6 MeV mode is shown in Fig. 4.
The fixed endpoint of the linac did not allow the gateways to be located. However, by assuming the excitation proceeds through a single gateway state, cross sections were found as functions of the possible gateway energies. Previous examinations\textsuperscript{14,15,16} of known nuclear states have indicated that the lowest likely gateway states lie at about 1 MeV for $^{176}$Lu and about 750 keV for $^{180}$Ta\textsuperscript{m}. Consistent with these suggestions, the cross sections for $^{176}$Lu and $^{180}$Ta\textsuperscript{m} are shown in Figure 5. The gateway energies indicated by the data points are located at the centers
of energy bins corresponding to mesh points at which intensities are available from published linac spectra.

![Graph showing integrated cross sections for reactions $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ and $^{180}\text{Ta}(\gamma,\gamma')^{180}\text{Ta}$ as a function of assumed gateway energy.]

Figure 5: Integrated cross sections for the reactions $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ and $^{180}\text{Ta}(\gamma,\gamma')^{180}\text{Ta}$, each plotted as a function of the energies at which a single gateway state could be assumed.

It is difficult to directly compare the results of Fig. 5 with the cross sections of Refs. 2 and 3 since the irradiating spectra used in those experiments are not known. However, as a point of contact between the two approaches, for $^{180}\text{Ta}$ a single resonant gateway at 750 keV would correspond to an integrated cross section of $27700 \times 10^{-29}$ cm$^2$-keV while a non-resonant process with a threshold at 750 keV would have a cross section of 148 $\mu$barns. This is more than 3 orders of magnitude larger than the cross section reported in Ref. 3.
Effective Half-Life of $^{176}$Lu

The ground and isomeric states of $^{176}$Lu can be considered to comprise two components of a coupled system of populations governed by the standard rate equations for radioactive decay. For the ground and metastable populations $N_0$ and $N_1$, these are

$$\frac{dN_1}{dt} = -(R_1 + R_{10})N_1 + R_{01}N_0$$

(3)

and

$$\frac{dN_0}{dt} = -(R_0 + R_{01})N_0 + R_{10}N_1$$

(4)

The quantities $R_0$ and $R_1$ are the radioactive decay rates for these states, taken from laboratory values for the half-lives, $(T_{1/2})_0 \geq 3.59 \times 10^{10}$ years and $(T_{1/2})_1 = 3.635$ hours. The $R_{01}$ and $R_{10}$ are the total transfer probability rates from ground to isomer and from isomer to ground states through $(\gamma, \gamma')$ reactions.

The rate for excitation to the isomer through a single gateway is found by recognizing that $R_{01} = N_1^{-1} \cdot \frac{dN_{\text{excited}}}{dt}$, where $N_1$ is the number of target nuclei. Eq. (1) then gives

$$R_{01} = (\sigma_0 \Gamma) \Phi(E_{01})$$

(5)

where $E_{01}$ is the gateway energy relative to the ground state and the width of the gateway has been assumed to be sufficiently narrow so that the flux may be considered as constant over the gateway. Employing the Plank distribution to represent the stellar interior at temperature $T$,

$$\Phi(E_{01}) = \frac{8\pi E_{01}^2}{\hbar^3 c^2} \left[\exp(E_{01}/kT) + 1\right]^{-1}$$

(6)

Thus, in terms of the experimentally measured integrated cross section,

$$R_{01} = \frac{8\pi}{\hbar^3 c^2} (\sigma_0 \Gamma) E_{01}^2 \left[\exp(E_{01}/kT) + 1\right]^{-1}$$

(7)
The rate for the inverse reaction is found by considering the question of thermal equilibrium. If it were possible for both states to come into equilibrium with the photon bath, the net photoexcitation rate would vanish,

$$\left( \frac{dN_1}{dt} + R_1 N_1 \right)_{eq} = 0 \quad (8)$$

This indicates that as a function of the ground and isomeric state angular momenta $J_0$ and $J_1$ and the energy of the isomer relative to the ground state, $E_1$, the ratio of populations would become,

$$\left( \frac{N_1}{N_0} \right)_{eq} = \frac{R_{01}}{R_{10}} \cdot \frac{2J_1 + 1}{2J_0 + 1} \exp(-E_1/kT) \quad (9)$$

For the $^{176}$Lu isotope, $J_0 = 7$, $J_1 = 1$ and the isomer energy is $E_1 = 126$ keV. Then, the solution to the rate Eqs. (2) and (3) is given by,

$$\frac{N_1}{N_0}(t) = \frac{a + b \coth(ht/2)}{2R_{10}} \quad (10)$$

where

$$a = R_0 + R_{01} - R_1 - R_{10}$$

and

$$b = \sqrt{a^2 + 4R_{01}R_{10}}$$

The effective half-life of $^{176}$Lu nuclei in the stellar environment is finally evaluated for this two level system from the expression,

$$(T_{1/2})_{eff} = \left[ 1 + \frac{N_0}{N_1} \left( \frac{(T_{1/2})_1}{(T_{1/2})_1} \right) \right] (T_{1/2})_1 \quad (11)$$

Figure 6 shows the effective half-life as a function of temperature for several assumed gateway energies.
Figure 6: Effective half-life of $^{176}\text{Lu}$ nuclei as a function of the temperature of the stellar environment in which it is immersed. The different curves are parametrized by assumed gateway energies lying in the indicated energy ranges.

Effective Half-Life of $^{180}\text{Ta}$

The possibility of decay of $^{180}\text{Ta}$ nuclei by electron capture introduces an additional temperature dependence. The half-life of the isomer is so long that an accurate result can be obtained by considering it to be temperature independent. However, the depletion of its electron shells at stellar temperatures will appreciably alter the half-life of the ground state. Detailed calculations of this effect have been made, but the nuclear data that were used are now dated. Considering
the simpler problem of the depletion of the K shell only, the ground state half-life may be written as\(^{18}\)

\[
(T_{1/2})_0 = (T_{1/2})_{lab} \left[ b_{ec} r(T) + b_\beta \right]^{-1},
\]

where \(b_{ec} = 0.87\) and \(b_\beta = 0.13\) are the branching ratios for the two decay modes. The ratio \(r(T)\) of K shell occupancy at \(T\) to that as \(T \to 0\) is given by

\[
r(T) = \left[ \exp(\mu - E_K/kT) + 1 \right]^{-1},
\]

where \(E_K = 67.416\) keV is the K shell energy and \(\mu\) is the fermion chemical potential,

\[
e^\mu = \frac{2}{\hbar^3 N_e} (2\pi \gamma_m kT)^{3/2},
\]

where \(N_e\) is the number density of electrons in pure He stellar matter, for which a typical value of \(10^3\) g/cm\(^3\) is taken and \(m_e\) is the electron mass. The half-life of the \(^{180}\)Ta ground state as a function of temperature is given in Figure 7.
Figure 7: Half-life of ground state nuclei of $^{180}$Ta as a function of temperature in the surrounding stellar environment. At temperatures above $2 \times 10^8 \, ^{o}K$, the K shell is completely depleted and the nuclei decay only through $\beta^-$ emission.

With the inclusion of this mechanism, the previous analysis is used to determine the half-life of $^{180}$Ta for which $J_0 = 7$, $J_1 = 1$ and $E_1 = 127$ keV from

$$\left(T_{1/2}\right)_{\text{eff}} = 1 + \frac{N_1}{N_0} \left(\frac{T_{1/2}}{T_{1/2}}\right)_{0} \left(T_{1/2}\right)_{0} \quad \left(15\right)$$

These results are displayed in Figure 8.
An origin which is strictly s-process in character has been proposed for $^{176}$Lu and the appropriate neutron capture chain has been examined. This isotope is shielded from the r-process by $^{176}$Yb, which is stable against $\beta^-$ decay. The s-process of stellar nucleosynthesis is thought to require temperatures of around $3.5 \times 10^8$ °K and to occur primarily in stable red giants, possibly during thermal relaxation oscillations. Examination of Fig. 6 indicates that at this temperature at least partial equilibration of the ground state and isomer of $^{176}$Lu will occur unless the gateway is located at an energy

---

**Figure 8:** Effective half-life of $^{180}$Ta nuclei as a function of the temperature of the stellar environment in which it is immersed. The different curves are parametrized by assumed gateway energies lying in the indicated energy ranges.
above about 1.5 MeV. Should the gateway lie within the 1 - 1.25 MeV range as has been suggested, an s-process origin may still apply. However, the strong temperature dependence of the half-life would render $^{176}\text{Lu}$ useless as an s-process chronometer.

Many mechanisms have been suggested to be responsible for the production of $^{180}\text{Ta}$ though none have been firmly established.\textsuperscript{25,26} Recently an s-process origin for $^{180}\text{Ta}$ has been suggested\textsuperscript{27,28} and the necessary reactions demonstrated.\textsuperscript{29} The rarity of $^{180}\text{Ta}$ was concluded to be a consequence of the fact that this nucleus lies aside the main path of cosmic nucleosynthesis.\textsuperscript{30} Fig. 8 clearly shows again that equilibrium will occur at the canonical s-process temperature of $3.5 \times 10^8 \text{OK}$ unless the gateway lies above 1.5 MeV. The discovery of a gateway laying below 1.5 MeV would then imply that $^{180}\text{Ta}$ could not be employed as an s-process chronometer. This could only be avoided if the s-process can proceed at temperatures below $1.5 \times 10^8 \text{OK}$.

These interesting results point to the importance of locating the participating gateways more precisely. This could be accomplished if a variable endpoint linac were available that was capable of delivering sufficient dosage. Indeed, should multiple gateways be found below 6 MeV the results of this analysis may be drastically altered. Also of importance is the more manageable problem of determining the linac spectrum for smaller bin sizes. Each curve in Figs. 6 and 8 must represent a range in possible gateway locations rather than simply one gateway energy. Smaller bin sizes would enable more exact examination of the temperatures at which equilibration becomes important for given gateway locations.
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SPECTRAL CHARACTERIZATION OF INTENSE, SHORT DURATION BREMSSTRAHLUNG PULSES WITH NUCLEAR PHOTOACTIVATION TECHNIQUES
Center for Quantum Electronics, University of Texas at Dallas

Introduction

Pulsed power machines that generate high intensity x-ray pulses are often used to assess the radiation hardness of electronic components and systems but have also recently found application in research programs studying ultrashort wavelength (gamma-ray or x-ray) laser mechanisms. For this research, an accurate understanding of the bremsstrahlung spectrum emitted by the machine is necessary. This information can also be of interest to the nuclear simulation community if radiation hardness tests are required to mimic the average photon energy as well as the total dose and dose rate for the simulated operating environment. Unfortunately, the x-ray spectrum of such a device is difficult to determine and in practice is often estimated using Monte Carlo transport calculations in lieu of being experimentally measured. This paper discusses the use of resonant photonuclear activation as a simple experimental technique that can be used on a shot-by-shot basis to characterize these spectra.

A pulsed power bremsstrahlung generator can readily deliver doses of several tens of kRads in an x-ray pulse lasting less than 100 ns. Endpoint energies for the bremsstrahlung can range from near 1 MeV up to about 10 MeV. Because of the magnitude of energy expended in each pulse, practical devices built to deliver these doses can only fire a few times each day. This combination of high flux, high photon energy, and very low duty cycle presents a problem for conventional measurement techniques. Energy dispersive methods using scintillators or solid state detectors are statistically limited by the small number of events that can be pulse height analyzed during an x-ray burst that lasts less than 100 ns and which can be repeated only after several hours. Standard techniques for wavelength dispersive x-ray spectroscopy with crystal spectrometers are practical only in the region below about 150
due to the range of available lattice spacings. Thus, neither of the two most commonly used tools for x-ray spectroscopy is well suited for characterizing these radiation pulses.

The sensitivity of absorption spectrometers, which obtain a spectrum by deconvolving the responses of arrays of differently filtered dosimeters, is limited to the range where mass attenuation coefficients vary strongly with energy. This is well below 1 MeV. A second technique, that of photoneutron spectroscopy, suffers from the converse problem of being insensitive at low energies. At photon energies high enough to induce ($\gamma$,n) reactions, the resulting photoneutrons can be detected with activation foils, and this information can be used to deconvolve the incident x-ray flux. Unfortunately, there are only two materials with photoneutron thresholds $E_n$ below 3 MeV, these being $^2$H ($E_n = 2.22$ MeV) and $^9$Be ($E_n = 1.67$ MeV); even if the energy range is extended to 6 MeV, only 8 isotopes are suitable for this application. The photoneutron technique requires high photon fluxes and may also suffer from interferences in mixed radiation fields.

Another approach to characterizing bremsstrahlung pulses is to analyze the momentum of Compton scattered electrons emitted from a material illuminated by the x-ray pulse and from this information to deduce the spectrum of the incident radiation. This approach is theoretically capable of dealing with a wide energy range, but it is complex and costly to implement.

The limitations of the techniques outlined above are graphically summarized in Fig. 1. Resonant nuclear photoactivation is a method which complements these techniques and which requires little in the way of specialized equipment. It may be the only practical approach in some applications.
Resonant Nuclear Photoactivation Detectors

Determining photon fluxes with resonant nuclear photoactivation of nuclear isomers is analogous to monitoring fast neutron fields with neutron activation foils, with one important difference: neutron activation foils are threshold detectors, but photoactivation monitors determine the photon flux in a narrow window at the resonance energy. The process is illustrated in Fig. 2. Incident photons excite the ground state to a short-lived intermediate, or gateway, state that promptly decays to form an isomer. The exposed sample can then be transported to a conventional counting system and the population of the isomeric state can be quantified. From this information and the value of the transfer cross section, the photon flux at the gateway energy can be obtained. If several materials with different gateway energies are available, the spectrum of the incident radiation can be deduced as shown in Fig. 3.
Figure 2: Mechanism of resonant photo-activation of nuclear isomeric states. Given the transfer cross section through the gateway state, the number of delayed photons emitted can be used to determine the incident photon flux.
Figure 3: The technique for determining an x-ray spectrum using nuclear photoactivation. Isomers having different gateway states provide measurements of the spectral intensity in specific energy windows.

One complication of this scheme is that isomeric materials in general will possess more than one gateway, thus necessitating a more complicated deconvolution than the idealized case given above. If the irradiation pulse is short compared to the half-lives of the isomeric states involved, the isomeric population can be written as

\[ N_{\text{excited}} = N_0 \sum_i \left[ \pi b_i b_0 \sigma_0 \Gamma/2 \right]_i \phi(E_i) \quad (1) \]

where \( N_0 \) is the number of target nuclei in the sample, the quantity in brackets is the effective integrated cross section for transfer through the \( i \)th gateway state, \( \phi(E_i) \) is the incident photon flux at the energy \( E_i \) of the \( i \)th gateway, and the summation is taken over all accessible gateways. The terms appearing in the integrated cross section are the Breit-Wigner cross section, \( \sigma_0 \), the width of the resonance, \( \Gamma \), and the branching ratios from the gateway state to the ground and excited.
states, \( b_a \) and \( b_b \). The units of the integrated transfer cross section are \( \text{cm}^2\text{-keV} \); the units for the photon flux are \( \text{photons/cm}^2\text{-keV} \).

One of the major difficulties in implementing resonant photoactivation detectors is obtaining good values for the energy and cross section parameters of the gateway states. A summary of parameters appropriate for measurements in the range below 1.5 MeV is given in Table I.5,6,7

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Isomeric</th>
<th>Gateway</th>
<th>Cross</th>
<th>Observed</th>
<th>Half-life</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Energy</td>
<td>Energy</td>
<td>Section</td>
<td>Decay</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[keV]</td>
<td>[keV]</td>
<td>[10^-29 Energy]</td>
<td>cm^2-keV</td>
<td>[keV]</td>
</tr>
<tr>
<td>(^{79}\text{Br}^{m})</td>
<td>207</td>
<td>761</td>
<td>6.2</td>
<td>207</td>
<td>4.86 s</td>
</tr>
<tr>
<td>(^{77}\text{Se}^{m})</td>
<td>162</td>
<td>250</td>
<td>0.2</td>
<td>162</td>
<td>17.4 s</td>
</tr>
<tr>
<td></td>
<td>480*</td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>818</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1005</td>
<td>30.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^{115}\text{In}^{m})</td>
<td>336</td>
<td>1078</td>
<td>18.7</td>
<td>336</td>
<td>4.486 h</td>
</tr>
<tr>
<td>(^{111}\text{Cd}^{m})</td>
<td>396</td>
<td>1190</td>
<td>5.8</td>
<td>245</td>
<td>48.6 m</td>
</tr>
</tbody>
</table>

*This represents the weighted average of two levels at 440- and 521-keV.

The experimental arrangement for this type of work is illustrated in Fig. 4. Samples may be mounted either in a stationary fixture or inside a pneumatic transfer system. After the exposure, they are transported to a conventional spectroscopy system in a remote area for counting. The equipment can be made readily portable and requires only limited space in the test cell. In normal operation, the x-ray device will automatically trigger the transfer system and a transit timer. Arrival of the sample at the detector stops this timer and starts the spectrometer acquisition cycle. The resulting spectra are analyzed for photopeak areas, from which the total number of excited states produced by the irradiation can be calculated.
Example: Bremsstrahlung Endpoint < 1.5 MeV

The cross sections shown in Table I were obtained in a series of experiments\textsuperscript{5,6,7} conducted with the DNA/PITHON flash x-ray device, operated by Physics International in San Leandro, CA. In this work, the endpoint of the machine was varied from about 1.0 to 1.5 MeV, and the dose delivered to the samples ranged up to approximately 20 kRad. An example of the type of data obtained with a single shot of PITHON is shown in Fig. 5. By using TIGER\textsuperscript{9} code calculations for the variation of the spectral intensity as a function of endpoint energy, it was possible to standardize all of the gateway parameters listed in Table I against the values for $^{79}$Br, which were considered to be the best information from the literature. A comparison of the experimental results for a particular shot and the TIGER code calculation for the same shot, adjusted for the estimated source-sample separation, is shown in Fig. 6.
Figure 5: NaI(Tl) spectrum obtained following a single irradiation at the PITHON x-ray facility. The sample was a mixture of 1.25 g of LiBr and 1.20 g of Se powder. Acquisition time was 80 s.
Figure 6: Comparison of calculated (solid line) and measured (diamonds) spectral intensity for PITHON shot 4379.

Example: Bremsstrahlung Endpoint > 1.5 MeV

As the endpoint energy of the x-ray spectrum is increased, more reaction channels open. This complicates the situation by allowing interfering reactions to compete with the selected photoactivation process. These competing channels may be \((\gamma,n)\) reactions, \((n,\gamma)\) reactions with the neutrons produced in the environment by high energy source photons, and additional \((\gamma,\gamma')\) reactions with high gateway energies.
In experiments conducted at the U.S. Army's Harry Diamond Laboratory in Adelphi, MD, bremsstrahlung from the Aurora machine with a nominal endpoint of 10 MeV was used to further study the use of photoactivation as a spectral characterization tool. This device, which develops 14 TW of electrical power, is the world's largest flash x-ray machine. In one mode of operation, the direct output of the machine is softened by Compton backscattering in a large block of plastic in an arrangement similar to that described in Ref. 2. In this case, the test volume is in a massive high Z shield that prevents the unscattered radiation from illuminating the devices or samples under study. Because the Compton scattering is occurring at close to 180°, the peak in the softened spectrum is expected to lie near 100 keV. Measurements with an absorption spectrometer confirm this.\textsuperscript{10}

A set of photoactivation measurements were made in this softened environment and were analyzed in the manner described above. However, significant differences were encountered in this data. An example of the data obtained in this work is shown in Fig. 7. It was not possible to observe photoactivation in the indium sample in this case because of strong interference from the \textsuperscript{115}In(n,γ)\textsuperscript{116}In\textsuperscript{m} reaction, which has large cross sections in the thermal and resonance regimes. High energy source photons interacting in the plastic block through \textsuperscript{2}H(γ,n)\textsuperscript{1}H reactions created the slow neutrons responsible for the interference. By counting both bare and cadmium covered foils, it was possible to quantify \( \phi_{\text{th}}' \) and \( \phi_{\text{epi}}' \), the thermal and epithermal neutron fluxes in the sample region, normalized to the delivered dose. The values \( \phi_{\text{th}}' = (4.2 \pm 0.3) \times 10^6 \text{ n/}(\text{cm}^2\text{-kRad}) \) and \( \phi_{\text{epi}} = (9.5 \pm 0.6) \times 10^4 \text{ n/}(\text{cm}^2\text{-kRad}) \) were obtained using conventional analysis techniques.\textsuperscript{11,12} From these values, it was possible to calculate the degree of neutron contamination in the \textsuperscript{77}Se and \textsuperscript{111}Cd measurements. The \textsuperscript{77}Se observation shown in Fig. 7 was found to be dominated by neutron capture interferences, but only about 15\% of the \textsuperscript{111}Cd\textsuperscript{m} activation was due to this mechanism. Lack of the precursor \textsuperscript{78}Br as a stable isotope insured that the \textsuperscript{79}Br\textsuperscript{m} measurement was free of slow neutron contamination. Application of the cross sections of Table I and use of Eq. (1) yielded values of \( \phi(761 \text{ keV}) = (3.9 \pm 0.3) \times 10^{10} \text{ photons/}(\text{cm}^2\text{-keV}\text{-kRad}) \) and \( \phi(1190 \text{ keV}) = (3.4 \pm 0.9) \times 10^{10} \text{ photons/}(\text{cm}^2\text{-keV}\text{-kRad}) \) for the photon flux normalized to the total delivered dose at the sample location. These values have been converted to units of MeV/(MeV-cm\textsuperscript{2}) for a particular shot so that they may be plotted in Fig.
8(a) with both the theoretical expectations for the backscattering geometry and a spectrum obtained with an absorption spectrometer.

As can be seen, the photoactivation measurements lie about two orders of magnitude higher than the expected values. The reason for this discrepancy lies in the high energy tail detected by the absorption spectrometer. It should be noted that although the presence of this tail is indicated by the absorption technique, the lack of sensitivity above 1 MeV in the absorption method does not permit determining the real shape of the spectrum in this region. The solid curves in Fig. 8 above about 1 MeV reflect the initial guess used in the iterative deconvolution process used for the absorption spectrometer rather than a true measurement. Separate investigations of photoactivation processes in the range 1.5-6 MeV using a fixed endpoint linac designed for cancer therapy have revealed that cross sections in this interval may be
two to three orders of magnitude larger than those prevailing in the range below 1.5 MeV. Because the spectrum from the linac used in this work was fixed, it has not been possible to identify the gateway energies uniquely; thus the results have been presented in terms of possible cross section values for a single gateway state at various energies. Plots showing these single gateway cross sections versus energy are given in Fig. 9 for the four materials listed in Table I. If a gateway energy of 2.1, 3.1, 4.1, or 5.1 was assumed for either of the two materials $^7$Br or $^{111}$Cd, then the flux measurements would lie as shown in Fig 8(b). Thus, both the photoactivation measurements and the absorption spectrometer indicate the presence of a high energy tail extending above the expected backscattered spectrum. This is probably due to leakage either through the walls of the shield enclosure or around its entrance aperture.

![Graph](image_url)

**Figure 8:** Comparison of photoactivation measurements in which (a) only low energy gateway states are included and (b) higher energy gateways are included. In (b) the 4 sets of points represent assumed single gateways at 2.1-, 3.1-, 4.1-, and 5.1-MeV. The dashed line is the calculated spectrum for this geometry and the solid line reflects an absorption spectrometer measurement.
Conclusions

Resonant nuclear photoactivation is a valuable tool that complements both more complex electronic systems and alternative activation or dosimetric methods for determining the spectrum of single-shot, intense bremsstrahlung pulses having widths of less than a microsecond. Either alone or in combination with these other methods, a properly designed photoactivation monitor package can provide the user with specific spectral intensity information on a shot-by-shot basis. Although it appears that the cross sections listed in this paper are adequate for characterizing x-ray spectra with endpoints below 1.5 MeV, additional cross section determinations for high-lying gateway states are required to extend the power of the method to higher energies.
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THE USE OF A COMPTON SPECTROGRAPH/MONOCHROMATOR FOR THE PHOTOACTIVATION OF NUCLEI INTO METASTABLE STATES
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Introduction

Photoactivation of nuclei by gamma rays was reported as early as 1939.1,2 Since then, a few tens of papers have appeared describing the \( \text{X}(\gamma,\gamma')\text{X}^m \) reactions of about 20 nuclei.3 It is assumed that one or more broad nuclear levels above the metastable level serve as gateways for the excitation, and that the contribution to the activation due to direct excitation is neglected since the width of the metastable level is extremely narrow.

In recent years, there appeared claims that part of the photoexcitation is due to a non-resonant process mediated by the K electrons around the nuclei.4 Some papers, on the other hand, have refuted this claim by indirect measurements.3,5

In analogy with techniques used in atomic excitation studies, the only unequivocal investigation of the mechanism for production of metastable nuclei by gamma irradiation can be conducted through the use of a scanning monochromator. For example, \(^{197}\text{Au}\) is easily excited by the bremsstrahlung of 3 MeV electrons into the metastable \(^{197}\text{Au}^m\). Although gold has 20 known levels between the metastable level at 409 keV and 1242 keV, nothing is known of the excitation mechanism or which levels are involved, if any, within this energy range.6

It is the aim of this paper to describe a Compton spectrograph/monochromator (CSM) with "fast optics" to down-convert single energy gammas from a radioactive source and to use them to study the nuclear excitation function for the \( \text{X}(\gamma,\gamma')\text{X}^m \) production of the metastable state. Single energy radioactive nuclei are rare. Here, this term is used for cases in which the spectrum contains only a few discrete gammas and no ambiguity occurs, e.g., \(^{60}\text{Co}\) with two distinct energies, or \(^{160}\text{La}\) with one dominant energy.
General Considerations

The CSM is basically a source, a scatterer, and an absorber. The source emits single energy photons of initial energy $E_0$ which are scattered by an electron in the scatterer through a given angle, $\theta$, and lose a portion of their energy. The new energy $E$, a function of the original energy, $E_0$, and the scattering angle $\theta$, is given by

$$E = \frac{E_0}{1 + (E_0/mc^2)(1 - \cos \theta)}$$

where $mc^2$ is the rest mass energy of the electron. The absorber is fabricated from the material under investigation. Upon striking it, the scattered photon is absorbed by the electrons in the sample unless the energy of the scattered photon is equal to that of a nuclear resonance transition. If this nuclear resonance transition corresponds to a gateway state connected by one or more electromagnetic transitions to the metastable state, the nuclear isomer can be formed. If the absorber is in the shape of a large foil, areas on the foil will become radioactive when they correspond to the scattering angle $\theta$ which degrades the photon energy from $E_0$ to the resonance energy $E_r$. The angle $\theta$ can be measured and $E_r$ can be estimated.

Assuming a basic configuration which is determined by the energy resolution needed with a free parameter scale length $l$, then:

1. For a given source, the number of photons striking the scatterer is independent of $l$ because it depends only on the solid angle which the scatterer is presenting to the source, which is limited by the energy resolution required. (The area of the scatterer varies as $l^2$ and the flux density on the scatterer is proportional to the solid angle subtended by the absorber, that is as $l^{-2}$.)

2. For a source of a given specific activity, the source strength is proportional to the source volume, that is, varies as $l^3$, when self absorption effects are neglected. Thus, the total flux density on the scatterer goes as $l^3 \cdot l^{-2} = l$ and the flux density on the absorber as $l^3 \cdot l^{-2} \cdot l^{-2} = l^2$. The total number of absorbed resonance photons is proportional to the product of the flux density and the absorber area (not volume, since the
absorption depth is very shallow and is independent of $l^1$, or $l^2$ (flux density) $\times l^2$ (area) = $l^4$. This means that the number of absorbed photons varies with the fourth power of the scale parameter. The limit on the size is governed by the absorption in the source and scatterer and by double Compton scattering.

Three forms of CSM are described with increasing complexity and efficiency.

A Single Massive Scatterer

This configuration is the basic one used by Compton himself.\(^7\) It consists of a source, scatterer and an absorber foil as shown in Fig. 1. The part of the foil illuminated by photons scattered through angle $\theta$ which brings $E$ to $E_r$ will become radioactive.

Figure 1: Geometry of the basic Compton spectrometer showing the source, single massive scatterer and a curved absorber foil.
Strip Circular Compton Spectrograph

The gamma source, the scatterer and the absorber are parts of the same circle of radius R as shown in Fig. 2. The scatterer and the absorber can be the same curved strip. All gammas scattered through the angle $\theta$ in the plane of the curve so that they strike the strip again, will arrive at the same place regardless of their scattering points on the strip (classical geometry). Therefore, they will have the same energy provided that the source is monoenergetic, such as $^{60}$Co (only two lines) or $^{24}$Na or $^{140}$La or $^{124}$Sb etc. and the photons are scattered only once.

Figure 2: Compton spectrograph with curved scatterer/absorber. The curved scatterer/absorber is a section of a right-circular cylinder of radius $R$ and height $W$. If the source may be considered a point source, then the angle $\theta$ is the same for all single scattering paths ending on the point $Q$ and does not depend on the coordinates of the scattering point $P$. The angle $\theta$ depends only on the relative coordinates of the source $S$ and the point of observation $Q$ and is given by $\theta = \frac{u_m}{2}$.

If the energy of the photons, after being scattered through an angle $\theta$, changes from $E_o$ to $E_r$, which is the resonance energy for a nuclear absorption transition resulting in the production of an isomeric state, then after the irradiation, the strip can be auto-radiographed. If the isomer formed has a sufficiently long half-life, the area on the strip corresponding to scattering through the angle $\theta$ will be radioac-
The remainder of the strip, although irradiated by direct gamma from the source, will stay "cold" with a general background activation caused by Compton scattering inside the source, construction material, shielding and air, or by double scattering in the strip.

Fig. 3 indicates the angles inherent in the geometry in the circular strip scatterer. The source is located at S which corresponds to $\phi = 0$, the scattering point P at $\phi = \phi$ (arbitrary on the curve), and the absorbing point Q at $\phi = \phi_m$. The scattering point P is characterized by the angle $\phi$, the P-Q distance $R'(\phi)$, and the S-P distance $R''(\phi)$. The S-Q distance is L. The scattering angle is given by $\theta = \phi_m/2$ for all scattering points on the arc of the circle of radius R. The width and thickness of the foil are given by W and D, respectively. The electron density in the foil is $\eta$. It is assumed that the mean free path of the photon of energy $E_0$ is greater than $D/\sin(\phi/2)$ which is the maximum slant range of a photon inside the foil.

Figure 3: Compton spectrograph with curved scatterer/absorber showing the geometrical details employed in the calculations. From this, the following definitions are easily seen:

$$R' = 2R \sin \left(\frac{\phi_m-\phi}{2}\right)$$
$$R'' = 2R \sin \left(\frac{\phi}{2}\right)$$
$$L = 2R \sin \left(\frac{\phi_m}{2}\right) - 2R \sin \theta$$

101
There is a one-to-one correspondence between the scattering angle \( \theta \) and the energy of the scattered photon \( E \) when a monoenergetic source is used. The scattering efficiency of an electron is determined by the Kline-Nishina cross section \( \sigma_c \). By integrating it over the azimuthal scattering angle and substituting dependence on \( E \) for the dependence on \( \theta \), the following expression\(^8\) can be used to determine the cross section for the scattering of a photon of initial energy \( E_0 \) into the energy interval \( E_r \pm \Gamma/2 \) of the nuclear resonant absorption transition at \( E_r \):

\[
\sigma(E_r, E_0) = \int_{E_r-\Gamma/2}^{E_r+\Gamma/2} \sigma(E, E_0) \, dE = \sigma_c(E_r, E_0) \, \Gamma 
\]

where \( \sigma_c = \frac{\pi r_0^2}{E_0^2} \left[ \frac{E_0^2}{E_r^2} + \frac{E_r}{E_0} + \left( \frac{mc^2}{E_r} - \frac{mc^2}{E_0} \right)^2 \right] - 2mc^2 \left( \frac{1}{E_r} - \frac{1}{E_0} \right) \)

where \( r_0 = \frac{e^2}{mc^2} \) is the classical radius of the electron and \( E_r \) may range from a minimum of \( E_0/(1 + 2E_0/mc^2) \) for \( \theta = \pi \) (backscattering) to \( E_0 \) for \( \theta = 0 \) (no scattering).

The total number of scattering events in the differential volume \( dV \) at \( P \) which produce photons of energies in the interval \( E_r \pm \Gamma/2 \) is given by

\[
dn(E_r) = \eta \, \sigma(E_r, E_0) \, \Phi(P) \, dV 
\]

\[
= \eta \, \sigma(E_r, E_0) \frac{1}{4\pi(2R \sin \phi/2)^2} \, W \, dR \, d\phi 
\]

where \( \sigma(E_r, E_0) \) is the cross section as defined above, \( \eta \) is the electron density, and \( \Phi(P) \) is the flux of monoenergetic photons produced by the radioactive source \( S \) (which is assumed to be isotropic and normalized to one disintegration/sec).
The differential increment of the spectral density at \( Q \), \( d\psi \), is defined as follows: the number of photons per unit area per unit time at \( Q \) with energies in the interval \( E_r \pm \Gamma/2 \) produced by Compton scattering in the volume \( dV \) at \( P \) per unit energy interval per Bq. This differential increment is given by

\[
d\psi = \left\{ \frac{dn(E_r)}{\Gamma} \right\} \cdot \sin \frac{\phi_m - \phi}{2} \cdot \frac{1}{2\pi R \sin \theta} \cdot \frac{1}{g} \cdot \sin \frac{\theta}{2}. \tag{4}
\]

The first multiplicative factor corrects for the oblique incidence of the scattered photons on the absorber at \( Q \). The second factor represents the percentage of the total scattered flux intercepted by the absorber (\( \sigma_c \) has already been integrated azimuthally in Heitler's expression) and finally \( g \) is the width of the active line formed on the absorber. It is larger than the width dictated by the level width of the absorber, and we assume it to be the image of the source on the absorber. In our geometry, the magnification is unity.

Integration over the angle \( \phi \) from the minimum \( \phi_o \) to \( \phi_m \) yields the total Compton scattered flux with energy in the interval \( E_r \pm \Gamma/2 \) at the point of activation \( Q \),

\[
\psi = \int_{\phi_o}^{\phi_m} \frac{\eta W D \sigma_c(E_r, E_0)}{16\pi R^2 \sin^2 \left( \frac{\phi}{2} \right)} \cdot \frac{\sin \frac{\phi_m - \phi}{2}}{2} \cdot \frac{1}{g} \cdot \sin \frac{\theta}{2} \cdot \frac{d\phi}{\sin^2 \left( \frac{\phi}{2} \right)} = 2 \frac{K}{\sin \left( \frac{\phi_m}{2} \right) \sin \left( \frac{\phi_o}{2} \right)}
\]

where \( K = \frac{\eta W D \sigma_c}{(8\pi R)^2 \sin \theta \cdot g} \) and \( \phi_o \) is the minimum \( \phi \) corresponding to the closest edge of the scattered/absorber outside the source volume.

Equation (5) may be rewritten as

\[
\psi = 2 K \frac{\sin \frac{\phi_m - \phi_o}{2}}{\sin \left( \frac{\phi_m}{2} \right) \sin \left( \frac{\phi_o}{2} \right)} \tag{6}
\]
This expression becomes infinite as \( \phi_0 \) approaches zero, so that we must look more closely to discover the limitation of our geometry and the restraints on \( \phi_0 \).

The original diverging term arises from the description of the source as a point source,

\[
\Phi = \frac{1}{4\pi r^2} - \frac{1}{4\pi [2R \sin \phi/2]^2},
\]

where \( \phi \) describes the point of observation on the arc. As one approaches the point source, \( \phi \to 0 \), \( r \to 0 \) and \( \Phi \to \infty \). In reality, the source has a finite size and the flux is integrated over a sphere outside the source. If the minimum size of this sphere is \( r = 2R \sin (\phi_0/2) \), then the minimum \( \phi \) could be found from this.

A second concern is that in the usual planar scattering geometry, the effective thickness \( (D/\sin [\phi/2]) \) as expressed in our geometry becomes infinite as \( \phi \to 0 \) which corresponds to the beam becoming parallel to the surface. For a spherical shell or a narrow circular strip, the maximum effective thickness is given by \( [D(2R+D)]^{1/2} \). So one must impose the condition on \( \phi_0 \) that

\[
\frac{D}{\sin \phi_0/2} \ll [D(2R+D)]^{1/2},
\]

which should be fulfilled also to prevent double Compton scattering. This is equivalent to moving the edge of the scatterer far enough away that the spherical shell can be approximated by the planar sheet.

As shown in Fig. 3, the dependence of the flux on \( \phi_0 \) may also be expressed as

\[
\psi(\phi_0) = \frac{\eta WD \sigma_c}{8\pi^2 g} \frac{R'(\phi_0)}{L^2 R''(\phi_0)}
\]

\[
= \frac{\eta WD \sigma_c}{8\pi^2 g} \frac{1}{R''(\phi_0) L},
\]

when \( R'(\phi_0) = L \), which implies that \( \phi_0 \) is very small.
Let us assume that the same parameters \((n, D, W, \text{ etc.})\) describe both the massive scatterer and the extended scatterer (strip). Now as shown in Fig. 4, let us consider the massive scatterer to be the beginning segment of the extensive one (strip).

Figure 4: Compton spectrograph with curved scatterer/absorber with geometrical details for the comparison of the extended strip scatterer with the single massive scatterer.
Its contribution is the difference between that of an extensive scatterer from \( \phi_o \) to \( \phi_m \) to that from \( \phi_o' \) to \( \phi_m \).

\[
\psi_{\text{massive}} = \psi(\phi_o) - \psi(\phi_o')
\]

\[
= \frac{\eta WD \sigma_c [\cot(\phi_o/2) - \cot(\phi_o'/2)]}{32\pi^2 R^2 \sin \theta g}
\]

\[
- \frac{\eta WD \sigma_c}{32\pi^2 R^2 \sin \theta g} \frac{\sin([\phi_o'-\phi_o]/2)}{\sin(\phi_o'/2) \sin(\phi_o/2)}
\]

Thus the ratio is given by

\[
\frac{\psi_{\text{massive}}}{\psi_{\text{strip}}} = \frac{\sin([\phi_o'-\phi_o]/2) \sin(\phi_m/2)}{\sin(\phi_o'/2) \sin([\phi_m-\phi_o]/2)}
\]

\[
= \frac{a L}{R''(\phi_o') R'(\phi_o)}
\]

As shown in Eq. (9), \( \psi(\phi_o) \) is greater when \( R''(\phi_o) < R'(\phi_o) \). Therefore, in an optimal strip, \( R'(\phi_o) = L \) and Eq. (11) can be written

\[
\frac{\psi_{\text{massive}}}{\psi(\phi)} = \frac{a}{R''(\phi_o)}
\]

To estimate the maximum value of the parameter \( a \) which characterizes the size of the scatterer, let us consider the massive scatterer to be a ball with the diameter \( a \), situated such that \( R'(\phi_o) = R''(\phi_o) \). Figure 5 shows this arrangement.
Figure 5: Geometrical details for the estimate of maximum size of a single massive spherical scatterer for a given energy spread.

By simple trigonometry,

\[ L \cos \theta - L \tan (\theta/2) = \frac{L}{2} \left( \frac{1 - \cos \theta}{\sin \theta} \right), \quad (13) \]

and the energy \( E \) of the Compton scattered photon may be rewritten as

\[ E = \frac{mc^2}{1 - \cos \theta + (mc^2/E_0)}. \quad (14) \]

A change of the scattering point along \( G \) will change the energy of the scattered photon \( E \) as

\[ \frac{dE}{dG} \frac{dE}{d\theta} \frac{d\theta}{dG} \frac{d\theta}{dG} \left( \frac{1 - \cos \theta + (mc^2/E_0)}{L (1 - \cos \theta)^2} \right) \left( \frac{1 - \cos \theta + (mc^2/E_0)}{L (1 - \cos \theta)^2} \right). \quad (15) \]
or

\[ \frac{dE}{dG} = \frac{E^2 \sin^2 \theta}{mc^2 G} \]  

(16)

by the substitution of (13) and (14) in (15). Now assuming \( (a/2) \ll G \), the change in energy of the scattered photon from the most remote part of the ball along \( G \), \( \Delta G = a/2 \), is given by

\[ \Delta E = \frac{dE}{dG} \frac{E^2}{mc^2 G} \frac{a}{2\sin^2 \theta} \]  

(17)

For example, to reduce the 1.33 MeV gamma from \( ^{60}\text{Co} \) to 1 MeV, the scattering angle \( \theta \) is about 29°, so that

\[ \Delta E = \frac{(1.0)^2 a}{(0.51) 2G} \sin^2 29^\circ = \frac{(0.461)(a/2)}{G} \]  

(18)

If a 5% maximum spread in energy \( E \) is desired, then Eq. (17) is

\[ \Delta E = \frac{E}{mc^2 G} \frac{(a/2)}{2\sin^2 \theta} \]  

(19)

\[ \Delta E = \frac{(1.0)(a/2)}{(0.51) G} \frac{0.235}{G} = 0.05 \]

Solving for the radius of the ball, \( a/2 \), we have

\[ (a/2) = (0.05)(2.17) G = 0.11 G \]  

(20)

Typically, experimental parameters would be \( R'' = R' = 30 \) cm, \( G = R'' \sin(\theta/2) = 7.5 \) cm and \( (a/2) = 0.8 \) cm. Substituting this into Eq. (11), we get

\[ \frac{\Psi_{\text{massive}}}{\Psi_{\text{strip}}} = \frac{(1.6)(58)}{(30)(30)} = 0.11 \]  

(21)

The strip then is about an order of magnitude more efficient than the massive scatterer.
The Football Geometry Compton Spectrograph

By rotating the strip around L as an axis, one obtains a football-shaped scattering surface for $\theta < \pi/2$. For $\theta = \pi/2$, the shape is a sphere and for $\theta > \pi/2$, it is a donut with a clogged hole. Here we shall limit our discussion only to the football shape because $\theta \geq \pi/2$ will seldom be used.

The source is located at one apex of the football and the absorber at the other apex of the scatterer as shown in Fig. 6.

---

Figure 6: "Football-shaped" spectrometer utilizing the curved scatterer/absorber concept. From this, the following definitions used in the calculation may be seen:

\[
\begin{align*}
\sin \left( \phi/2 \right) &= 1/2R; \\
1 - \cos \left( \phi/2 \right) &= r_P \\
\sin \left( \phi_1/2 \right) &= \phi_1/2; \\
1 - \cos \left( \phi_1/2 \right) &= \phi_1^2/4 \\
c &= 2R \sin \left( \phi/2 \right) \\
r &= c \sin \left( (\phi_m - \phi)/2 \right) = 2R \sin \left( \phi/2 \right) \sin \left( \left( \phi_m - \phi \right)/2 \right)
\end{align*}
\]
To calculate the flux density on the absorber, we can use an equation similar to Eq. (5), replacing the strip width W by the length of the circumference at latitude φ on the ball,

\[ W = 2\pi r = 4\pi R \sin \left(\phi/2\right) \sin \left(\left(\phi_m-\phi\right)/2\right) \]  \hspace{1cm} (22)

Another change from Eq. (5) is the omission of the \( \sin \left(\left(\phi_m-\phi\right)/2\right) \) in the numerator. This arises because the absorber is no longer a part of the scatterer, but a plug at the top of the ball. The gammas strike the absorber practically normal to the surface and no correction for the slant angle is needed. With these modifications, Eq. (5) becomes

\[
\psi = \frac{\eta D \left[ 4\pi R \sin \left(\phi/2\right) \sin \left(\left(\phi_m-\phi\right)/2\right) \right] R \sigma_c d\phi}{16\pi R^2 \sin^2 \left(\phi/2\right) 4\pi R \sin \left(\left(\phi_m-\phi\right)/2\right) \sin \theta g}
\]

Referring to Eq. (22), we may rewrite this for small values of \( \phi_0 \) as

\[ \psi = \frac{\eta \sigma_c D}{8\pi R g \sin \theta} \log \left[ \frac{(1-\cos \left(\phi_m/2\right)) \sin \left(\phi_0/2\right)}{\sin \left(\phi_m/2\right) \left(1-\cos \left(\phi_0/2\right)\right)} \right] \]

where \( r_m \) is the distance \( R \left[1-\cos \left(\phi_m/2\right)\right] \).

By dividing Eq. (24) by Eq. (9), we get the relative efficiency of the football to the strip configuration,

\[
\frac{\psi_{\text{football}}}{\psi_{\text{strip}}} = \frac{2\pi R''(\phi_0) L \log \left[\left(2r_m/L\right)/(\phi_0/4)\right]}{WR'(\phi_0)}
\]

\[ = \frac{2\pi R''(\phi_0) \log \left[\left(2r_m/L\right)/(\phi_0/4)\right]}{W} \]

since \( R'(\phi_0) \approx L \). The quantity \( \log \left[\left(2r_m/L\right)/(\phi_0/4)\right] \) is on the order of 2 to 5 in our geometry. The quantity \( R'(\phi_0)/W \) is of the order of 5. The relative efficiency is therefore on the order of 60 to 160, or, about two orders of magnitude more than that of a simple solid scatterer.
Let us consider an example case in which the scatterer and absorber have the following parameters:

\[ \sigma_c = 1.7 \times 10^{-28} \text{ cm}^2 \text{ (Klein-Nishina cross section for scattering a 1.3 MeV photon to 1 MeV)} \]

\[ R = 100 \text{ cm} \]

\[ \theta = 29^\circ \]

\[ g = \text{the source radius} = 1 \text{ cm} \]

\[ D = 0.3 \text{ cm} \]

\[ \log \left( \frac{2r_m/L}{(\phi_d/4)} \right) = 4 \]

\[ \eta = 1.9 \times 10^{24} \text{ cm}^{-3} \text{ (typical value for In)} \]

The normal component of the flux at the absorber calculated from Eq. (24) is

\[ \psi = 9.7 \times 10^{-7} \text{ photons/cm}^2 \text{ sec keV Bq} \]  

(26)

Therefore, a 6 kilocurie \(^{60}\text{Co}\) source will deliver a 1 MeV photon flux of \(2.2 \times 10^8\) photons/cm\(^2\) sec keV to the absorber. These are the 1.33 MeV photons scattered through an angle of 29°.

**Discussion**

We see that the "football-shaped" scatterer can serve as a monochromator for the production of gamma rays with an energy range between the maximum energy of the available gamma sources and those energies obtained by the crystal diffraction methods. Although the football has relatively "slow optics," it is the best tunable gamma source available. One drawback is that by contrast to the strip CSM, the football lacks continuous tunability. For each source-absorber combination, a different arc of the scatterer must be used for each value of energy. We should investigate the potential for continuous tuning by inflating a uniform, expandable ball or by constructing the scatterer from elastic ribs which can be adjusted at the poles. Care must be taken to insure a circular configuration, perhaps by varying the thickness of the substrate material holding the scatterer.
A fast shuttle between the ball’s apex and a shielded detector would enable the determination of gateway levels of isomers with half-lives down to a second. With high specific activity sources (e.g., $^{140}$La) and optimization (no attempt to optimize was done in the example given) of the CSM by ray tracing and Monte Carlo calculations, we hope to increase the flux by at least an order of magnitude.
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Introduction

The photoexcitation of isomeric nuclei through ($\gamma,\gamma'$) reactions has been investigated for more than fifty years.\(^1\,^2\) Surprisingly there is very little convergence among the few tens of experimental results that have been published in this time.\(^3\) The extreme variance between measurements is surprising when compared with the precision routinely achieved in the examination of all types of particle reactions. Moreover, the analogous optical double resonance technique is among the most powerful methods of investigation at the molecular level. Nevertheless, ($\gamma,\gamma'$) studies have provided widely differing results as exemplified by investigations of the reactions $^{111}$Cd($\gamma,\gamma'$)$^{111}$Cd\(^m\) and $^{115}$In($\gamma,\gamma'$)$^{115}$In\(^m\).

The stable nuclide $^{111}$Cd would seem to be nearly ideal for nuclear fluorescence studies due to the readily observable lines at 150.6 and 245.5 keV radiated from its 396 keV isomer and the moderate isomeric half-life of 48.6 min.\(^4\,^5\) Only slightly less convenient is the isomer $^{115}$In\(^m\), having a half-life of 269 min and a fluorescence line at 336 keV, the isomeric energy. A variety of irradiations using either radioactive $^{60}$Co or $^{137}$Cs sources or bremsstrahlung from accelerators have been performed to activate samples containing these nuclei at energies up to about 1.5 MeV. Each of these sources was intense enough to excite sufficient numbers of nuclei to insure reasonable counting statistics and good signal-to-noise ratios. However, in several carefully conducted experiments\(^6\,^7\,^8\) values of the integrated cross-section for the photoexcitation of $^{111}$Cd\(^m\) were found to range from $5.8 \pm 0.8$ to $35 \pm 4$ in
the usual units of $10^{-29} \text{ cm}^2\cdot\text{keV}$. Likewise, values for $^{115}\text{In}^m$ were found$^9,^{10}$ to range from $5.38 \pm 0.64$ to $23 \pm 4$ in the same units.

It has been generally thought that $(\gamma,\gamma')$ reactions occur through resonant processes. However, in attempting to explain the seemingly excess activations observed in some experiments, several investigators$^7,^9$ have postulated that the photoexcitation proceeded instead through a non-resonant channel. Theory has never been able to supply a mechanism of sufficient magnitude to account for this behavior at energies below 1.5 MeV but the idea remained a controversial$^3$ alternative to resonant excitation for some time.

Recently the technology has become available$^{11,12}$ to measure directly the spectrum of a variable energy source of pulsed bremsstrahlung in the 0.5 to 1.5 MeV range. With such a device, the DNA/PITHON nuclear simulator at Physics International, it was found$^{13,14}$ that both $^{115}\text{In}^m$ and $^{111}\text{Cd}^m$ were excited by predominantly resonant absorption through intermediate states, called gateway states, near 1 MeV which were broadened by their relatively short lifetimes. The sharp onset of the $(\gamma,\gamma')$ reactions with increasing energy relegated to less than 3% any contributions from non-resonant processes and indicated that the gateway states were reasonably well connected by radiative transitions to both the ground states and the isomers. It appears that the principle cause for the large discrepancy between previous measurements was the difficulty in adequately characterizing the spectra of the irradiating sources. This is particularly true for radioactive line sources since all spectral contributions off the resonance line are due to Compton continua generated by environmentally-sensitive radiation transport processes.

The identification of relatively narrow gateway states below 1.5 MeV for the photoexcitation of isomers and the measurement of their cross-sections has reopened the question of the existence of similar gateways in the region from 1.5 to 6 MeV. In this energy range very early data$^{15,16}$ indicated that yields from $(\gamma,\gamma')$ reactions increased as mediating states were accessed at higher energies. Evidence was accumulated in the form of increases in the slopes of curves showing isomeric yields as functions of the endpoint energies of the bremsstrahlung used to pump the reactions, but the changes were not dramatic. The largest value found$^{16}$ was $580 \cdot 10^{-29} \text{ cm}^2\cdot\text{keV}$ for the photoexcitation of $^{87}\text{Sr}^m$ through a gateway at 2.66 MeV.
A renaissance in the study of $(\gamma,\gamma')$ reactions has been launched by the availability of medical linear accelerators which can serve as intense and stable bremsstrahlung sources. The total doses which these devices can deposit in reasonable working periods have made possible the examination of reactions involving even rare nuclides for which target masses are limited to milligrams. In this way, the first $(\gamma,\gamma')$ reaction leading to the deexcitation of an isomeric sample, $^{180}\text{Ta}^n(\gamma,\gamma')^{180}\text{Ta}$, was studied with unexpected results.

The isomer $^{180}\text{Ta}^n$ is nature's rarest naturally occurring isotope. Requiring an unlikely change of $\Delta J = 8$, the isomer was dumped to the ground state by bremsstrahlung having an endpoint of about 6 MeV. The partial width for this reaction was found to be at least 0.5 eV, an enormous value exceeding any previous reports for $(\gamma,\gamma')$ reactions by two to three orders of magnitude. The amount of deexcitation of the isomer observed was astonishing, corresponding to a total integrated cross-section in excess of $4 \cdot 10^{-25}$ cm$^2$-keV. Even more recently, this strength of the dumping reaction $^{180}\text{Ta}^n(\gamma,\gamma')^{180}\text{Ta}$ was qualitatively confirmed with bremsstrahlung from the injector to the Darmstadt superconducting electron machine operated at 4.6 MeV. In this work the extension of these results to endpoint energies as low as 4.0 MeV will be described.

In general the endpoint energies of medical linacs cannot be continuously tuned and this presents a severe impediment to the duplication of the kind of detailed successes achieved below 1.5 MeV. Nevertheless, experimental results obtained from samples irradiated with this type of device form a foundation for further investigations which might provide better resolution. Reported here are the results of two experimental series in which a variety of isomeric nuclei were excited by irradiating targets with 4 and 6 MeV fixed endpoint linacs.
Analytical Method

The photoexcitation rate for the production of an isomer through a \((\gamma,\gamma')\) reaction is given by

\[
\frac{dN_{\text{excited}}}{dt} = N_T \int_{-\infty}^{\infty} \sigma(E) \Phi(E) \, dE,
\]

where \(\sigma(E)\) is the cross-section in \(\text{cm}^2\), \(\Phi(E)\) is the spectral intensity of the pump source in \(\text{photons/cm}^2\cdot\text{keV}\cdot\text{sec}\) and \(N_T\) is the number of target nuclei. The spectral intensity can be expressed as the product of the total photon flux \(\Phi_0\) and a relative spectral intensity function \(F(E)\). The combination \(d/dt(N_{\text{excited}}/N_T)\) is commonly referred to as the activation rate. Assuming that the \((\gamma,\gamma')\) reactions proceed through resonant mediating states which are narrow relative to any structure of the irradiating source spectrum, as is the case below 1.5 MeV, Eq. 1 becomes

\[
\frac{dN_{\text{excited}}}{dt} = N_T \sum_{i} (\sigma\Gamma)_i \Phi(E_i).
\]

Here \(\Phi(E_i)\) is the photon intensity at the gateway energy \(E_i\) and \(\Gamma_i\) is the natural width in keV of the \(i^{th}\) mediating state. From the uncertainty principle, \(\Gamma_i \geq \hbar/\tau_i\), where \(\tau_i\) is the lifetime of the state. The quantity \((\sigma\Gamma)_i\) is the integrated cross-section in \(\text{cm}^2\cdot\text{keV}\) and is defined by

\[
(\sigma\Gamma)_i = \int_{\text{1\textsuperscript{st} resonance}} \sigma(E) \, dE.
\]

The integrated cross-section is usually expressed as \(\pi b_a b_o \sigma_0 \Gamma/2\) where \(b_a\) and \(b_o\) are the branching ratios for decay from the gateway level to the ground and isomeric states. The product \(b_a b_o \Gamma\) is called the partial width for the transition. The quantity \(\sigma_0\) is the amplitude of the Breit-Wigner cross-section for the absorption transition,

\[
\sigma_0 = \frac{\chi^2 I_e + 1}{2\pi I_g + 1} \frac{1}{\alpha_p + 1}.
\]
where $\lambda$ is the wavelength in cm of the $\gamma$-ray at the resonant energy, $I_e$ and $I_g$ are the nuclear spins of the excited and ground states, and $\alpha_p$ is the internal conversion coefficient of the absorption transition.

An exact evaluation of the integrated cross-sections in Eq. 2 requires the energy region in question to be scanned by a variable endpoint photon source with a well known spectrum. This was not possible in the current experiments because of the availability of only fixed endpoint medical linacs as pump sources, and thus the results are most accurately quoted in the form of activations normalized to the total photon flux of the irradiating device. However, it was instructive to assume that only one gateway was accessed and to compute its effective integrated cross-section. The integrated cross-section for such a hypothetical state located at energy $E$ is then given by

$$\sigma(E) = \frac{1}{N_f \Phi(E)} \frac{dN_{\text{excited}}}{dt}.$$  \hspace{1cm} (5)

The cross-sections of these assumed single gateways was found by experimentally measuring the number of isomers excited during exposure to a source for which $\Phi(E)$ is well known.

Experimental Methods and Results

The irradiation of sample materials was accomplished with the aid of 4 and 6 MeV medical linacs at the Department of Radiology of the University of Texas Southwestern Medical Center at Dallas. Bremsstrahlung having a nominal endpoint of 6 MeV was obtained with a Varian Clinac 1800 linac operating in the 6 MeV mode. This device produced a dose rate of 4 Gy(H$_2$O)/min at a distance of 101.5 cm from the photon source. The 4 MeV irradiations were performed with a Varian 4/100 linac which provided a dose rate of 2 Gy(H$_2$O)/min at a distance of 101.2 cm from the photon source. The spectra of these machines have been well characterized$^{20,21}$ by use of the established EGS4 code$^{22}$ with a resolution of 0.25 MeV. The relative spectral intensity functions $\Phi(E)$ of each linac are shown in Fig 1. For convenience, these numbers are given explicitly in Table 1. The absolute spectral intensity was found from the delivered dose by standard techniques.$^{23}$ The total flux of the 6 MeV Clinac 1800 beam was $5.35 \times 10^{15}$ photons/r$^2$-min while that of the 4/100 was found to be $3.23 \times 10^{15}$ photons/r$^2$-min. The inclusion of the variable r, the
distance in cm from the target location to the bremsstrahlung source, allowed these values to be adjusted to various sample positions.

Figure 1: Relative spectral intensity functions $F(E)$ of the bremsstrahlung produced by the medical linear accelerators used to irradiate samples in these experiments. The plots are normalized so that the integral under the curves is unity. The devices employed were:

a) Varian 4/100, with nominal endpoint energy of 4 MeV.

b) Varian Clinac 1800, operated in the nominal 6 MeV endpoint energy mode.
Table I

Relative spectral intensity function $F(E)$ for the two medical linacs used in these experiments.

<table>
<thead>
<tr>
<th>Energy [MeV]</th>
<th>4 MeV Linac $F(E)$ [MeV$^{-1}$]</th>
<th>6 MeV Linac $F(E)$ [MeV$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td>0.375</td>
<td>0.180</td>
<td>0.130</td>
</tr>
<tr>
<td>0.625</td>
<td>0.711</td>
<td>0.450</td>
</tr>
<tr>
<td>0.875</td>
<td>0.549</td>
<td>0.460</td>
</tr>
<tr>
<td>1.125</td>
<td>0.524</td>
<td>0.430</td>
</tr>
<tr>
<td>1.375</td>
<td>0.529</td>
<td>0.400</td>
</tr>
<tr>
<td>1.625</td>
<td>0.350</td>
<td>0.400</td>
</tr>
<tr>
<td>1.875</td>
<td>0.258</td>
<td>0.250</td>
</tr>
<tr>
<td>2.125</td>
<td>0.246</td>
<td>0.260</td>
</tr>
<tr>
<td>2.375</td>
<td>0.168</td>
<td>0.190</td>
</tr>
<tr>
<td>2.625</td>
<td>0.145</td>
<td>0.140</td>
</tr>
<tr>
<td>2.875</td>
<td>0.041</td>
<td>0.130</td>
</tr>
<tr>
<td>3.125</td>
<td>0.089</td>
<td>0.160</td>
</tr>
<tr>
<td>3.375</td>
<td>0.089</td>
<td>0.092</td>
</tr>
<tr>
<td>3.625</td>
<td>0.089</td>
<td>0.130</td>
</tr>
<tr>
<td>3.875</td>
<td>0.001</td>
<td>0.100</td>
</tr>
<tr>
<td>4.125</td>
<td></td>
<td>0.090</td>
</tr>
<tr>
<td>4.375</td>
<td></td>
<td>0.053</td>
</tr>
<tr>
<td>4.625</td>
<td></td>
<td>0.042</td>
</tr>
<tr>
<td>4.875</td>
<td></td>
<td>0.049</td>
</tr>
<tr>
<td>5.125</td>
<td></td>
<td>0.017</td>
</tr>
<tr>
<td>5.375</td>
<td></td>
<td>0.028</td>
</tr>
<tr>
<td>5.625</td>
<td></td>
<td>0.013</td>
</tr>
<tr>
<td>5.875</td>
<td></td>
<td>0.017</td>
</tr>
</tbody>
</table>
The isotopes studied in these experiments are listed in Table II along with some relevant physical parameters. For each nuclide, the excitation rate was calculated from the number of isomeric decays observed in the samples following irradiation. This was reflected by the total counts in the full energy peaks of the isomeric fluorescence lines. These observations were corrected for detector efficiency, fluorescence intensity and the finite periods of exposure and counting. The latter factors used literature values for the half-lives of the isomers. The samples were essentially transparent at the pump energies, but at the fluorescence energies some self-absorption was possible. A further correction which accommodated non-unity transparencies was calculated by Monte-Carlo methods for each sample. These calculations were tested by comparing the cross-sections obtained from samples containing identical materials, but in different geometries. The experimental methods employed to measure the activity present in each sample fall into three categories due to the physical properties of the nuclei. In the interest of brevity, these measurements will be illustrated in detail by an example of each technique.

The first nine nuclides listed in Table II have half-lives of less than about 153 sec. These samples therefore consisted of either powders or metallic foils enclosed in cylindrical polyethylene vials, termed rabbits, which could be pneumatically transported to a NaI(Tl) detector after individual exposures. The low energy resolution of the NaI(Tl) detector necessitated some care in the identification of the prominent features in the pulse height spectra obtained. Confirmation that these features were indeed the fluorescence signatures of the isomers present was made by determining the half-lives of these lines and comparing them with literature values. Data was simultaneously acquired through two Ortec 918A ADCAM multichannel buffers controlled by a personal computer. Thus, while one ADCAM served to produce a pulse height spectrum, the other collected a record of the total counts received in a preset dwell interval as a function of time.
Table II

Summary of isomeric nuclei studied. Nuclei marked * were present in isotopically enriched samples. In the sample column, R refers to samples contained in rabbits, P to flat planchets, F to metallic foils, and B to scintillation bottles. The $^{180}$Ta sample consisted of a dusting of oxide on a thin aluminum plate, referred to by D. In the case of the $^{176}$Lu sample, $\beta^+$ particles were observed instead of fluorescence photons; the NA in the transparency column indicates that this factor was not applicable for $^{176}$Lu.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Abundance [%]</th>
<th>Sample Form</th>
<th>$T_{1/2}$</th>
<th>Principle Fluorescence [keV]</th>
<th>Transparency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{167}$Er</td>
<td>91.54 *</td>
<td>$\text{Er}_2\text{O}_3$</td>
<td>2.28</td>
<td>207.79</td>
<td>57.90</td>
</tr>
<tr>
<td>$^{79}$Br</td>
<td>50.69</td>
<td>$\text{LiBr}$</td>
<td>4.86</td>
<td>207.20</td>
<td>84.90</td>
</tr>
<tr>
<td>$^{191}$Ir</td>
<td>37.30</td>
<td>$\text{Ir}$</td>
<td>4.94</td>
<td>129.43</td>
<td>10.50</td>
</tr>
<tr>
<td>$^{197}$Au</td>
<td>100.00</td>
<td>$\text{Au}$</td>
<td>7.80</td>
<td>279.11</td>
<td>92.70</td>
</tr>
<tr>
<td>$^{89}$Y</td>
<td>100.00</td>
<td>$\text{YF}_3$</td>
<td>16.06</td>
<td>909.15</td>
<td>94.70</td>
</tr>
<tr>
<td>$^{77}$Se</td>
<td>94.38</td>
<td>$\text{Se}$</td>
<td>17.45</td>
<td>161.92</td>
<td>72.28</td>
</tr>
<tr>
<td>$^{179}$Hf</td>
<td>13.63</td>
<td>$\text{HfO}_2$</td>
<td>18.68</td>
<td>214.31</td>
<td>52.40</td>
</tr>
<tr>
<td>$^{199}$Hg</td>
<td>16.90</td>
<td>$\text{Hg}_2\text{Cl}_2$</td>
<td>43.20</td>
<td>158.40</td>
<td>43.96</td>
</tr>
<tr>
<td>$^{137}$Ba</td>
<td>11.74</td>
<td>$\text{BaF}_2$</td>
<td>153.12</td>
<td>661.66</td>
<td>95.50</td>
</tr>
<tr>
<td>$^{111}$Cd</td>
<td>12.80</td>
<td>$\text{Cd}$</td>
<td>48.6</td>
<td>245.49</td>
<td>76.35</td>
</tr>
<tr>
<td>$^{113}$In</td>
<td>4.30</td>
<td>$\text{In}$</td>
<td>1.66</td>
<td>391.69</td>
<td>98.30</td>
</tr>
<tr>
<td>$^{87}$Sr</td>
<td>7.00</td>
<td>$\text{SrF}_2$</td>
<td>2.81</td>
<td>388.40</td>
<td>95.78</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>2.59</td>
<td>$\text{LuCl}_3$</td>
<td>3.63</td>
<td>beta</td>
<td>NA</td>
</tr>
<tr>
<td>$^{115}$In</td>
<td>95.70</td>
<td>$\text{In}$</td>
<td>4.49</td>
<td>336.26</td>
<td>98.00</td>
</tr>
<tr>
<td>$^{180}$Ta</td>
<td>4.00 *</td>
<td>$\text{TaO}_2$</td>
<td>8.15</td>
<td>55.79</td>
<td>100.00</td>
</tr>
<tr>
<td>$^{135}$Ba</td>
<td>6.60</td>
<td>$\text{BaF}_3$</td>
<td>1.20</td>
<td>268.27</td>
<td>94.33</td>
</tr>
<tr>
<td>$^{195}$Pt</td>
<td>33.80</td>
<td>$\text{Pt}$</td>
<td>4.02</td>
<td>98.88</td>
<td>4.76</td>
</tr>
<tr>
<td>$^{117}$Sn</td>
<td>7.70</td>
<td>$\text{Sn}$</td>
<td>13.6</td>
<td>158.56</td>
<td>92.89</td>
</tr>
<tr>
<td>$^{123}$Te</td>
<td>0.908</td>
<td>$\text{Te}$</td>
<td>119.7</td>
<td>158.99</td>
<td>62.68</td>
</tr>
</tbody>
</table>
A typical example of the data obtained in this way is given in Figs. 2 and 3, showing the pulse height and time spectra measured for the isomer $^{167}$Er$^m$. The total number of counts in the full energy peak at 207.8 keV was determined with a commercially available data reduction package. The information was then used to evaluate the integrated cross-section as a function of assumed gateway energy for both 4 and 6 MeV irradiations as shown in Fig. 4. The values shown in this graph have been corrected for the very small amounts of slow neutron contamination as discussed below.
Figure 2: Pulse height spectra showing the 207.8 keV fluorescence line from the decay of $^{167}$Er. These spectra were obtained with a 7.6 cm x 7.6 cm diameter NaI(Tl) detector having a 5.1 cm x 2.5 cm diameter well. The samples were irradiated for 25 sec and the counting periods were 5 sec in duration. The endpoint energies of the bremsstrahlung used to activate the samples and the delay times from the end of irradiation to the start of counting were:

a) 4 MeV exposure, delay of 1.583 sec.
b) 6 MeV exposure, delay of 2.060 sec.

Figure 3: Time decay spectra of the total counting rate as a function of the time elapsed from the start of counting for $^{167}$Er. The solid lines indicate the decay expected from the literature value of the half-life, 2.28 sec. The spectra were obtained by recording the number of counts observed in successive dwell intervals of 0.05 sec with a multichannel scalar. The counting device was a 7.6 cm x 7.6 cm diameter NaI(Tl) detector having a 5.1 cm x 2.5 cm diameter well. All events above a chosen lower level discriminator were measured for samples after the following exposures:

a) 4 MeV exposure, delay of 1.583 sec.
b) 6 MeV exposure, delay of 2.060 sec.
Figure 4: Integrated cross-sections for the reaction $^{167}\text{Er}(\gamma,\gamma')^{167}\text{Er}^{m}$ through single, unknown gateway states as functions of the energies at which these states could be assumed to lie. The circles indicate the results of measurements using the 4 MeV linac while the asterisks show those from the 6 MeV experiments.
A second experimental method was used to investigate the remaining nuclides in Table II, with the exception of $^{176}$Lu. All of these have half-lives longer than 48.6 min, which allowed the samples to be irradiated in complex packages placed perpendicular to the photon beam. The packages were exposed for periods of up to four hours, removed by hand from the linac chambers at the end of the irradiations, and transported to the Center for Quantum Electronics at the University of Texas at Dallas for counting.

The measurements of the observed activities were made with a 10% relative efficiency, n-type germanium detector. Because of the higher energy resolution of this type of detector it was not necessary to monitor the time decay in detail for these samples although in some cases energy spectra were acquired after several different elapsed times. This second type of measurement is typified by the examination of the isomer $^{123}$Te$^m$, which has a half-life of 119.7 days. Pulse height spectra following 4 and 6 MeV exposures are shown in Fig. 5. The fluorescence line at 159 keV was well defined in spectra excited with both 4 and 6 MeV linacs, and good counting statistics were observed. This was rewarding since there was some concern that the activation of such a long-lived isomer might be hidden by the natural background of the counting chamber. Nevertheless, since this is the longest-lived isomer ever reported to be excited by a $(\gamma,\gamma')$ reaction, the time decay was experimentally determined from a sequence of energy spectra taken following a 6 MeV exposure. The count rate was observed in the fluorescence peak as a function of time as shown in Fig. 6 and the literature value of the half-life of $^{123}$Te$^m$ was in good agreement with this data. The resulting integrated cross-sections are displayed in Fig. 7, again corrected for very small amounts of neutron contamination.
Figure 5: Pulse height spectra showing the 159 keV fluorescence line from the decay of $^{123}$Te$^{m}$. The spectra were obtained with an n-type high purity germanium detector. The samples were irradiated for 2 hours and the counting periods were 10 hours in duration. The endpoint energies of the bremsstrahlung used to activate the samples and the delay times from the end of irradiation to the start of counting were:

a) 4 MeV exposure, delay of 43.91 hours.
b) 6 MeV exposure, delay of 22.98 hours.

Figure 6: Plot of the time decay of the 159 keV fluorescence line from the decay of $^{123}$Te$^{m}$ following exposure to bremsstrahlung from the 6 MeV linac. The points represent the counting rate observed in several pulse height spectra obtained at different elapsed times. The size of the symbols is comparable to one standard deviation and the counting periods were of 10 hour duration. The dashed line indicates the expected decay half-life of 119.7 days, taken from the literature, and is in good agreement with the measurements.
Figure 7: Integrated cross-sections for the reaction $^{123}_{\text{Te}}(\gamma,\gamma')^{123}_{\text{Te}}$ through single, unknown gateway states as functions of the energies at which these states could be assumed to lie. The circles indicate the results of measurements using the 4 MeV linac while the asterisks show those from the 6 MeV experiments.
The remaining nuclide, $^{176}$Lu, was examined with a third detection scheme. The ground state of this isotope $\beta^-$ decays with an endpoint energy of 565 keV and the isomer $\beta^-$ decays with endpoint energies of 1313 keV (39.6%) and 1225 keV (60.4%). Since the isomer does not return to the ground state by a radiative transition, the number of excited nuclei must be measured by the detection of either the $\beta^-$ particles or the signature photons from the daughter nucleus. This type of deexcitation process is similar to that of $^{180}$Ta, which decays by both electron capture and $\beta^-$ modes.

In the case of $^{176}$Lu, the decay energies allowed the use of a Cerenkov detector. Samples consisting of 5 g of LuCl$_3$, dissolved in distilled water to make about 20 ml of solution, were contained in polyethylene scintillation bottles. The Cerenkov threshold in water is about 250 keV; $\beta^-$ particles emitted in the decay of the isomeric states were nearly 10 times more efficient in producing Cerenkov events than those emitted from ground state nuclei. These events were measured by a system consisting of two RCA 8850 photomultiplier tubes in EG & G bases. The tubes were used in a coincidence mode by connecting their time synchronized outputs through a 150 MHz Phillips 755 logic unit, thereby recognizing only coincident signals from the Cerenkov photons produced by single $\beta^-$ particles. These were recorded as a function of elapsed time in multichannel scalar spectra where each channel represented a dwell time of 40 sec. The detector was calibrated with $^{40}$K decays from a KCl solution of known activity. The $\beta^-$ particles resulting from $^{40}$K decay have roughly the same endpoint energy as from $^{176}$Lu$^{m}$. In these measurements, the individual count rates were monitored to avoid contributions from accidental coincidences triggered by separate $\beta^-$ events or by thermoluminescence from the bottle. A fit to the experimental data shown in the typical spectrum of Fig. 8 produced a value for the half-life of $^{176}$Lu$^{m}$, 3.58 ± 0.05 hours, which was in good agreement with the literature value of 3.63 hours. The integrated cross-section as a function of gateway energy was calculated from the activation present immediately after irradiation and is shown in Fig. 9.
Figure 8: Time decay spectrum of the total counting rate as a function of the time elapsed from the start of counting for $^{176}$Lu following a 6 MeV exposure. This was obtained by recording the number of counts observed in successive dwell intervals of 320 sec with a multichannel scalar. The device used to make these measurements consisted of two RCA 8850 photomultiplier tubes operated in a coincidence mode. Samples were composed of LuCl$_3$ dissolved in distilled water in plastic bottles. The observed decay signatures were $\beta^-$ particles which were detected from the Cerenkov radiation produced in the water. The sample was irradiated for 40 minutes and the delay time was 53 minutes. A fit to the data is shown by the solid line and gives a half-life of $3.58 \pm 0.05$ hours, in good agreement with the literature value of 3.63 hours.
Figure 9: Integrated cross-sections for the reaction $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$ through single, unknown gateway states as functions of the energies at which these states could be assumed to lie. The circles indicate the results of measurements using the 4 MeV linac while the asterisks show those from the 6 MeV experiments.
Since the high energy photons used in these experiments were capable of evaporating neutrons from some materials, the possibility of neutron excitation of the isomeric populations had to be carefully considered. The principal objective of this study was to characterize $(\gamma,\gamma')$ reactions in the energy range from 1.5 to 6 MeV. Thus any contributions to the yield from processes indirectly mediated by neutrons would have appeared as unwanted contaminations of the photoexcitation cross-sections finally obtained. In principle, two types of neutron reactions could have occurred: inelastic $(n,n')$ reactions which would have required hot neutrons and neutron capture $(n,\gamma)$ processes driven by any fluxes of thermal or epithermal neutrons which might have been present. Both would have required a primary source of neutrons to have been active during the bremsstrahlung irradiation.

Only eight isotopes have thresholds for $(\gamma,n)$ reactions below 6 MeV. Four of these are rare and can be reasonably excluded from consideration. The materials used in the irradiation device and facility were documented. In these materials only $^2\text{H}$, $^9\text{Be}$, $^{13}\text{C}$ and $^{17}\text{O}$ can be expected to have served as sources of neutrons in the irradiation environment actually used in these experiments.

As the photon intensity was monitored throughout the course of these experiments, the flux of primary photoneutrons can be calculated with reasonable accuracy from the following potential sources:

1) a 0.025 cm thick Be window located below the bremsstrahlung converter target in the 6 MeV linac.
2) the $^2\text{H}$ in the cooling water in the bremsstrahlung converter target.
3) the $^2\text{H}$ in the humidity in the chamber and the $^{13}\text{C}$ and $^{17}\text{O}$ in the volume of atmosphere incidentally irradiated.
4) the $^2\text{N}$, $^{13}\text{C}$ and $^{17}\text{O}$ in the concrete used in construction.

Of these, the first dominated by orders-of-magnitude, giving an expected flux of $10^3$ neutrons/cm$^2$ sec at the position of the experimental samples.

The potential activation produced by such a flux is difficult to estimate because the cross-sections for $(n,n')$ reactions are poorly known. However, if it is assumed that all of the flux carries at least
threshold energy, the cross-section \( \sigma_{n,100\%} \) necessary to produce all of
the measured activation from all sources of neutrons can be calculated.
These resulting values are summarized in Table III in units of barns and
values can be seen to range from tens to thousands. This is to be
compared with the few hundreds of millibarns that describe \((n,n')\)
reactions in those few cases where measurements have been reported in
the literature.

Total neutron cross-sections, which certainly must be greater than
the inelastic component, are available for all of the materials studied.\(^{25}\) They are summarized in Table III, together with any other
cross-sections which might bound more closely the value expected for the
relevant \((n,n')\) reaction producing the observed isomer.\(^{26-33}\) Finally, in
Table III is tabulated the ratio, \( \Omega \), which compares the most restrictive
upper limit to \( \sigma_{n,100\%} \), the cross-section for inelastic neutron excitation
which would be necessary to explain all of the observed yield.

In effect \( \Omega \) is the maximum fractional contamination through the
fast neutron channel of the photoexcitation yield. As can be seen,
values are generally smaller than 1% and exceptions occur only in cases
for which restrictive estimates of \((n,n')\) cross-sections are unavail-
able.

The fast neutron flux expected in these experiments, \( 10^3 \) neu-
trons/cm\(^2\)-sec was too small to confirm by direct measurement in such a
high ambient level of photon irradiation. However, in order to com-
pletely exclude the remote possibility of an undocumented emplacement of
some strong photoneutron source such as \(^{235}\)U in the irradiation environ-
ment, a measurement was attempted using standard procedures.\(^{34,35}\) The
\((n,p)\) reactions of \(^{46}\)Ti, \(^{47}\)Ti and \(^{58}\)Ni are well-documented and provide
clear signature photons for convenient periods of decay. These nuclei
are not affected by the photon beam in this energy range but they are
sensitive to fast neutrons, producing the daughters \(^{46}\)Sc, \(^{47}\)Sc and \(^{58}\)Co,
respectively.
Table III

Summary of fast neutron contamination limits. The fast neutron cross-section, \( \sigma_{n,100\%} \), is that required to produce 100% of the observed activations. Maximum values for the true total neutron cross-section of the element of interest, \( \sigma_{\text{tot}} \), are shown for the energy range 0.1 to 6 MeV. When available, the non-elastic cross-section for the element has been shown in parentheses following the elastic cross-section. The most restrictive additional cross-section, \( \sigma_{\text{lim}} \), for the particular isotope or element is given with its type and \( E_{\text{max}} \), the energy up to which it was determined. Cross-section types are as follows: \( \text{ie} = \) inelastic in element; \( \text{i} = \) inelastic in isotope; \( \text{n} = \) non-elastic in isotope; \( \text{fi} = \) inelastic in isotope, average for fission spectrum. The factor \( \Omega \) is the ratio of the most specific observed cross-section to the cross-section required for a 100% contamination effect, and thus represents an upper limit for contamination of the neutron effects.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>( \sigma_{n,100%} ) [b]</th>
<th>( \sigma_{\text{tot}} ) [b]</th>
<th>( \sigma_{\text{lim}} ) [b]</th>
<th>Type</th>
<th>( E_{\text{max}} ) [MeV]</th>
<th>( \Omega ) [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{167}\text{Er})</td>
<td>2700</td>
<td>9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.33</td>
</tr>
<tr>
<td>(^{79}\text{Br})</td>
<td>140</td>
<td>7.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.4</td>
</tr>
<tr>
<td>(^{191}\text{Ir})</td>
<td>2590</td>
<td>10.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.40</td>
</tr>
<tr>
<td>(^{197}\text{Au})</td>
<td>95</td>
<td>10</td>
<td>1.3 32</td>
<td>i</td>
<td>5.3</td>
<td>1.4</td>
</tr>
<tr>
<td>(^{89}\text{Y})</td>
<td>20</td>
<td>11.5</td>
<td>0.2 27</td>
<td>i</td>
<td>4.0</td>
<td>1.0</td>
</tr>
<tr>
<td>(^{77}\text{Se})</td>
<td>490</td>
<td>8.3 (2.4)</td>
<td>0.73 26</td>
<td>fi</td>
<td>-</td>
<td>0.15</td>
</tr>
<tr>
<td>(^{179}\text{Hf})</td>
<td>1940</td>
<td>20</td>
<td>0.4 31</td>
<td>i</td>
<td>1.6</td>
<td>0.02</td>
</tr>
<tr>
<td>(^{199}\text{Hg})</td>
<td>120</td>
<td>10 (2.6)</td>
<td>0.14 33</td>
<td>i</td>
<td>2.1</td>
<td>0.12</td>
</tr>
<tr>
<td>(^{137}\text{Ba})</td>
<td>130</td>
<td>7.3 (2)</td>
<td>0.66 30</td>
<td>i</td>
<td>3</td>
<td>0.51</td>
</tr>
<tr>
<td>(^{111}\text{Cd})</td>
<td>210</td>
<td>8</td>
<td>0.23 26</td>
<td>fi</td>
<td>-</td>
<td>0.11</td>
</tr>
<tr>
<td>(^{113}\text{In})</td>
<td>320</td>
<td>6.3</td>
<td>0.047 28</td>
<td>i</td>
<td>1.0</td>
<td>0.01</td>
</tr>
<tr>
<td>(^{87}\text{Sr})</td>
<td>60</td>
<td>10</td>
<td>0.11 26</td>
<td>fi</td>
<td>-</td>
<td>0.18</td>
</tr>
<tr>
<td>(^{175}\text{Lu})</td>
<td>2638</td>
<td>7</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.27</td>
</tr>
<tr>
<td>(^{115}\text{In})</td>
<td>430</td>
<td>6.3</td>
<td>0.38 29</td>
<td>i</td>
<td>5.3</td>
<td>0.09</td>
</tr>
<tr>
<td>(^{180}\text{Ta})</td>
<td>3016</td>
<td>8.5 (2.9)</td>
<td>1.8 32</td>
<td>ie</td>
<td>1.8</td>
<td>0.06</td>
</tr>
<tr>
<td>(^{135}\text{Ba})</td>
<td>420</td>
<td>7.3 (2)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.48</td>
</tr>
<tr>
<td>(^{105}\text{Pt})</td>
<td>1350</td>
<td>10</td>
<td>0.68 32</td>
<td>ie</td>
<td>1.8</td>
<td>0.05</td>
</tr>
<tr>
<td>(^{117}\text{Sn})</td>
<td>70</td>
<td>6.8 (2)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>2.9</td>
</tr>
<tr>
<td>(^{123}\text{Te})</td>
<td>530</td>
<td>6</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
</tr>
</tbody>
</table>
In this measurement, the foils were irradiated, removed to the HPGe detector system and counted to obtain pulse height spectra. In these spectra no signature photon peaks from the daughters were evidenced at any levels above the background of the counting chamber. It was therefore possible to obtain only an upper bound on the fast neutron flux at the sample position, that of $7 \times 10^4$ neutrons/cm$^2$ sec.

As can be seen, the limit established by measurement is not particularly restrictive, being 70 times larger than the calculated values of fast neutron flux. Nevertheless, even if the limits of contamination in Table III are raised by this factor of 70, at least half of the samples would still be affected by of errors less than 10%. Only in the case of unknown inelastic cross-sections for a (n,n') reaction closely approaching the total values shown in Table III could an undocumented sample of rare material have produced a level of fast neutron flux sufficient to contaminate the results of the $(\gamma,\gamma')$ reactions being studied. Such occurrences would have required the coincidence of very improbable circumstances and merit no further consideration. That so little fast neutron contamination occurred due to the 6 MeV linac precluded any possibility of significant effects of fast neutrons in the 4 MeV experiments.

The thermal and epithermal neutron fluxes due to the 6 MeV linac, $\Phi_{th}$ and $\Phi_{ep}$, could be measured in this environment by irradiating two thin indium foils, one of which was shielded from thermal neutrons by a cadmium cover. In accordance with standard techniques, energy spectra obtained from these foils were examined after exposure for signature photons from the isomer $^{116}$In$^m$, which is produced by a branch of the reaction $^{115}$In(n,$\gamma$)$^{116}$In$^m$. The magnitudes of the fluorescence lines observed in both the bare and the shielded samples allowed the determination of the neutron fluxes $\Phi_{th} = 12$ neutrons/cm$^2$-sec and $\Phi_{ep} = 6$ neutrons/cm$^2$-sec from literature values of the thermal and epithermal neutron cross-sections. The neutron fluxes from the 4 MeV linac were bounded in a similar way. A bare indium foil was exposed, but later showed no photopeaks from $^{116}$In$^m$ observable above the background. Upper bounds for the neutron fluxes were found by assuming for the 4 MeV environment the same 2.1 ratio of thermal to epithermal neutrons found at 6 MeV. The activation was taken to be just below the level of noise, which gave $\Phi_{th} \leq 6$ neutrons/cm$^2$-min and $\Phi_{ep} \leq 3$ neutrons/cm$^2$-min during operation of the 4 MeV linac. The small amount of activation of each of
the isomers due to these neutrons was subtracted from the total activation observed. In no case did the contribution from thermal and epithermal neutrons in the 4 MeV environment exceed 0.05%. The thermal and epithermal neutron fluxes in the 6 MeV chamber produced contributions below 1.51% for all isomers except for $^{179}$Hf$^r_m$ (6.41%) and $^{199}$Hg$^r_m$ (5.40%). Even in these materials, it is apparent that photoexcitation is the dominant mechanism for the observed activation.

Limits on the fractional contamination of the $(\gamma,\gamma')$ activation of the isomers studied in these experiments are summarized as $\Omega$ in Table III for processes initiated by fast neutrons and as $A_n/A_{tot}$ in Table IV for processes involving slow neutrons. In all cases, the values exceeding 1% are primarily the consequence of poorly bounded neutron cross-sections for the intermediate steps. In those cases the only available values were those describing total processes which certainly bound the $(n,n')$ reactions, but generously so. There is no reason to suspect that the unmeasured reactions are uniformly larger and that only the smallest appear in the literature. The best resolved limits are those bounding neutron contributions to a few tenths of a percent. It seems reasonable to conclude that in all cases examined in this work the $(\gamma,\gamma')$ channels dominated by orders-of-magnitude.

The final results for the integrated cross-sections of the nuclides examined here are shown in Table IV, from which the normalized activations may be obtained with the information of Table I. The integrated cross-sections are given at the reference energy of 2.125 MeV but values at other energies may be obtained from the numbers in Table I. The limiting fraction of neutron activation present in the total activation is also displayed for isomers which could be produced by neutron capture in stable isotopes. In addition to the materials listed, several other nuclei were irradiated. A sample was exposed which contained natural abundances of the nuclides, $^{107}$Ag, whose isomer has a half-life of 44.2 sec and a fluorescence line at 93.2 keV, and $^{109}$Ag, whose isomer has a 39.6 sec half-life and a photopeak at 88.0 keV. This sample was activated, but the resolution available with the NaI detector was not sufficient to separate the two contributions. The isomer $^{182}$Ta$^r_m$ was also successfully activated, but uncertainties in the transparency factor due to the nature of the sample prevented quantitative analysis in this case.
other isomeric nuclei, $^{207}$Pb, $^{90}$Zr, $^{177}$Hf, $^{178}$Hf, $^{176}$Yb and $^{190}$Os were irradiated but exhibited no measurable activation.
### Table IV

Summary of experimental results. The quantity $\Delta J$ is the change in spin between ground state and isomer. For both 4 and 6 MeV irradiations, the integrated cross-sections of a single gateway state at the reference energy of 2.125 MeV are given as $(\sigma \Gamma)$ and have been corrected for thermal and epithermal neutron contaminations. The term "units" is used for the sake of brevity to represent units of $10^{29}$ cm$^2$-keV. Also given is the fraction of neutron contamination in the total activation, $A_n/A_{tot}$, and the ratio of 6 MeV activation to 4 MeV activation, $\kappa$. The comment NA is used when no naturally abundant parent is available for $(n,\gamma)$ reactions.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>$\Delta J$</th>
<th>4 MeV</th>
<th>6 MeV</th>
<th>$\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$(\sigma \Gamma)$</td>
<td>$A_n/A_{tot}$</td>
<td>$(\sigma \Gamma)$</td>
<td>$A_n/A_{tot}$</td>
</tr>
<tr>
<td>$^{167}$Er</td>
<td>3</td>
<td>$4225 \pm 9$</td>
<td>0.01</td>
<td>$40611 \pm 426$</td>
</tr>
<tr>
<td>$^{79}$Br</td>
<td>3</td>
<td>$607 \pm 16$</td>
<td>NA</td>
<td>$2199 \pm 27$</td>
</tr>
<tr>
<td>$^{191}$Ir</td>
<td>4</td>
<td>$6995 \pm 558$</td>
<td>NA</td>
<td>$42352 \pm 1133$</td>
</tr>
<tr>
<td>$^{197}$Au</td>
<td>4</td>
<td>$2383 \pm 37$</td>
<td>NA</td>
<td>$15628 \pm 75$</td>
</tr>
<tr>
<td>$^{89}$Y</td>
<td>4</td>
<td>$8 \pm 5$</td>
<td>NA</td>
<td>$307 \pm 10$</td>
</tr>
<tr>
<td>$^{77}$Se</td>
<td>3</td>
<td>$303 \pm 4$</td>
<td>0.03</td>
<td>$7734 \pm 38$</td>
</tr>
<tr>
<td>$^{179}$Hf</td>
<td>4</td>
<td>$8655 \pm 112$</td>
<td>0.04</td>
<td>$29007 \pm 128$</td>
</tr>
<tr>
<td>$^{137}$Ba</td>
<td>4</td>
<td>$304 \pm 21$</td>
<td>&lt;0.01</td>
<td>$2296 \pm 27$</td>
</tr>
<tr>
<td>$^{199}$Hg</td>
<td>6</td>
<td>$234 \pm 9$</td>
<td>0.05</td>
<td>$1686 \pm 50$</td>
</tr>
<tr>
<td>$^{111}$Cd</td>
<td>5</td>
<td>$846 \pm 11$</td>
<td>&lt;0.01</td>
<td>$2992 \pm 52$</td>
</tr>
<tr>
<td>$^{113}$In</td>
<td>4</td>
<td>$1182 \pm 54$</td>
<td>NA</td>
<td>$5501 \pm 208$</td>
</tr>
<tr>
<td>$^{87}$Sr</td>
<td>4</td>
<td>$362 \pm 12$</td>
<td>&lt;0.01</td>
<td>$1027 \pm 21$</td>
</tr>
<tr>
<td>$^{176}$Lu</td>
<td>6</td>
<td>$13212 \pm 87$</td>
<td>0.01</td>
<td>$41502 \pm 2680$</td>
</tr>
<tr>
<td>$^{115}$In</td>
<td>4</td>
<td>$1643 \pm 15$</td>
<td>NA</td>
<td>$7936 \pm 16$</td>
</tr>
<tr>
<td>$^{180}$Ta</td>
<td>8</td>
<td>$16481 \pm 6021$</td>
<td>NA</td>
<td>$41603 \pm 772$</td>
</tr>
<tr>
<td>$^{135}$Ba</td>
<td>4</td>
<td>$1152 \pm 57$</td>
<td>&lt;0.01</td>
<td>$7121 \pm 134$</td>
</tr>
<tr>
<td>$^{195}$Pt</td>
<td>4</td>
<td>$2723 \pm 150$</td>
<td>&lt;0.01</td>
<td>$16521 \pm 263$</td>
</tr>
<tr>
<td>$^{117}$Sn</td>
<td>5</td>
<td>$797 \pm 43$</td>
<td>&lt;0.01</td>
<td>$1040 \pm 31$</td>
</tr>
<tr>
<td>$^{123}$Te</td>
<td>5</td>
<td>$3829 \pm 672$</td>
<td>&lt;0.01</td>
<td>$8038 \pm 373$</td>
</tr>
</tbody>
</table>


Conclusions

The values of the integrated cross-section shown in Table IV are unexpectedly large, in many cases two to three orders of magnitude larger than any previous results. The Breit-Wigner model indicates that these cross-sections correspond to remarkably large partial widths. Although these numbers are surprising, there are several considerations which inspire confidence in the results, not the least of which is the reproducibility of the findings under different experimental conditions. Perhaps the most compelling argument is seen in the result for the reaction $^{87}$Sr($\gamma,\gamma'$)$^{87}$Sr. As was previously mentioned, an early value was measured of $580 \cdot 10^{-29} \text{ cm}^2\cdot\text{keV}$ for the integrated cross-section at 2.66 MeV. The current derived value for a hypothetical single gateway at 2.66 MeV taken from the 4 MeV irradiations is $(613 \pm 21) \cdot 10^{-29} \text{ cm}^2\cdot\text{keV}$. These two measurements are in good agreement when the amount of variability in early experiments is considered. The fact that the cross-section at the reference energy of 2.125 MeV obtained from the 6 MeV linac is 2.87 times larger than that from the 4 MeV exposures indicates that at least one other gateway has been accessed by photons with energies above about 3 MeV.

The example of $^{87}$Sr demonstrates the utility of the single gateway assumption in discussing the results. Another important case is that of $^{123}$Te. Examination of Fig. 6 shows that the cross-section curves from the 4 and 6 MeV experiments become equal in the vicinity of 3 - 3.5 MeV. This would strongly imply that the reaction $^{123}$Te($\gamma,\gamma'$)$^{123}$Te proceeds through a single mediating level located in this range, having an integrated cross-section of about $16500 \cdot 10^{-29} \text{ cm}^2\cdot\text{keV}$. If this is indeed true, $^{123}$Te may form the cornerstone of the extension of the spectral calibration technique used in Refs. 11 and 12 to energies up to 6 MeV. The isomer $^{79}$Br was instrumental in implementing this technique, as below 1.5 MeV it is photoactivated through only a single gateway at 761 keV with integrated cross-section of $6.2 \cdot 10^{-29} \text{ cm}^2\cdot\text{keV}$. It should be noted that no other nuclide in this study other than $^{123}$Te exhibited such strong evidence for an actual single gateway state in the range of 1.5 - 6.0 MeV.
As stated earlier, the current values for the integrated cross-sections are orders of magnitude larger than those obtained in earlier experiments. It has been suggested that this is caused by non-resonant channels which open near the threshold for \((\gamma,n)\) reactions. The state density is particularly high near this threshold and the earlier work,\(^{15,16}\) conducted with sources having endpoint energies below 3 MeV, may not have accessed this process. However, this suggestion would not seem to be supported by the data. The ratios of activation with 6 MeV bremsstrahlung to that from 4 MeV bremsstrahlung, given in Table IV as \(\alpha\), vary from 2.10 to 9.61 for all but two isomers. These ratios would not appear large enough to signify that a non-resonant process near the \((\gamma,n)\) threshold was accessed by the few photons in the high energy tail of the bremsstrahlung spectrum. The exceptions to this behavior are \(^{89}\)Y, with \(\alpha = 38.38\), and \(^{77}\)Se, having a ratio of 25.92. The magnitude of the cross-section determined for \(^{89}\)Y from the 6 MeV irradiations, \((307 \pm 10) \times 10^{-29}\) cm\(^2\)-keV, would seem too small to be evidence for a non-resonant process which is directly related to the large state density above 4 MeV. However, for \(^{77}\)Se it is possible that the larger cross-section, \((7734 \pm 38) \times 10^{-29}\) cm\(^2\) keV, from the 6 MeV exposures does indeed point to this type of excitation mechanism. It is important to note that if this is the case, such a process is the exception rather than the rule in this energy range.

The pervasiveness found for the unexpectedly large values for the integrated cross-sections in this energy range suggests some type of core property varying slowly with increasing nuclear size. In such a case, however, there would seem to be the need for a mixing of several single particle states. The decay of the gateway level could then occur by several different cascades with comparable probabilities. The partial widths corresponding to these cross-sections are characteristic of relatively unhindered El transitions. Systematic studies\(^{38}\) have shown that collective octupole oscillations of the nuclear core can unhinder El transitions, making very short lived states available for \((\gamma,\gamma')\) reactions excited from ground states at energies between 1 and 2 MeV. The literature,\(^{39}\) however, suggests that the branching for such a collective state would almost entirely favor the initial transition so that the product \(b_a b_0\) would be severely diminished. This would largely offset the increased width \(\Gamma\) in expressions for the integrated cross-section. This expectation is supported by the early data of Refs. 15 and 16.
Since the density of states is elevated at energies of 1 to 2 MeV above the ground state, an alternate speculation is attractive. A strong collective oscillation of the core might serve to mix enough single particle states so that radiative branches to several different lower levels become comparable. In this case a very large integrated cross-section for photoexcitation of isomers through (γ,γ') reactions might be found to be only slightly dependent upon the detailed single particle assignments of neighboring nuclei. This would seem to be the case since the results of these experiments do not show a strong correlation with quantities such as ΔJ or its projection, ΔK.

The study of photoexcitation of isomeric nuclei through (γ,γ') reactions is obviously far from complete and detailed investigations which allow a final determination of the presence of resonant gateways are underway. These experiments employ several methods to modify the energy spectra of fixed endpoint sources and show great promise. Nevertheless, the lack of availability of a true variable endpoint source capable of producing sufficient photon fluences is still the largest single barrier to the measurement of the physical processes underlying these reactions.
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Introduction

Recent measurements\textsuperscript{1-4} have indicated that \((\gamma,\gamma')\) cross sections at energies between 1.5 and 6 MeV may be three orders of magnitude or more greater than corresponding cross sections at lower energies. Since the high-energy photons used in these experiments can also produce neutrons through \((\gamma,n)\) reactions, it is necessary to rule out contamination of the \((\gamma,\gamma')\) cross section results by this incidental neutron field. This study establishes limits on the contributions of neutron reactions in previous experiments. Two basic approaches can be made toward this end: quantifying contributions from known neutron sources and making independent measurements of the neutron flux. Both approaches have been taken in this work and have been compared for mutual agreement. On the basis of this study, neutron-induced interferences are at least two to three orders of magnitude less than the observed isomeric activity due to photoexcitation.

Neutron Interference in Photoactivation Measurements

Two types of interfering neutron reactions can affect nuclear photoactivation studies on isomeric nuclei. The first is excitation of the isomer through \((n,n')\) processes that populate the isomer either directly or through cascades from higher lying states. This, of course, requires neutrons with energies greater than the energy separation between the ground and isomeric states. All isomers can be excited
through the (n,n') process, which typically has a cross section on the order of several hundreds of millibarns. A summary of the isomers studied in references 1-4 is given in Table I. Note that $^{77}$Se, the lowest lying isomer which was excited from the ground state, requires a minimum neutron energy of 162 keV to initiate an (n,n') reaction. Measured integrated cross sections for isomeric photoactivation have been included in Table I. These values have been updated from previous reports to include additional trials and improved instrumental parameters. Because the earlier technique does not permit identification of a unique photoactivation gateway, a hypothetical single gateway at 2.125 MeV has been used to calculate the cross section values listed here. These values can be adjusted to other assumed gateway energies by using the spectrum of the bremsstrahlung source employed in these experiments$^{5,6}$ which is shown in Fig. 1. If the relative intensity of the source at 2.125 MeV is $\phi(2.125)$ and if the intensity at the desired energy $E$ is $\phi(E)$, then the adjusted value for the cross section is given by

$$
\sigma(E) = \sigma(2.125 \text{ MeV}) \times \left[ \frac{\phi(2.125)}{\phi(E)} \right]
$$

Values for the ratio $\phi(2.125)/\phi(E)$ are tabulated in Table II.

Isomeric states can also be populated by neutron capture in the isotope having one less neutron than the isomer. This can occur through capture in either the resonance or thermal regions. For example, when neutron capture occurs in the 1.46 eV resonance of $^{115}$In, there is an 79.5% probability of populating the 127 keV (T$_{1/2}$ = 54.1 min) isomer in $^{116}$In. The remainder of the capture products populate$^8$ the ground state (T$_{1/2}$ = 14.1 s) of $^{116}$In. In contrast, thermal neutron capture in $^{115}$In can produce not only the T$_{1/2}$ = 54.1 min and T$_{1/2}$ = 14.1 s activities, but also T$_{1/2}$ = 2.16 s activity$^9$ from the 290 keV isomer in $^{116}$In. This second, short-lived isomer decays to the 127 keV isomeric level through emission of a 162 keV photon.
Table I

Isomers studied in current investigations. Values for the nuclear parameters are taken from reference 7. Values for $\sigmaGamma(2.125)$, the integrated cross section for an assumed gateway state at 2.125 MeV, are taken from the work of references 1-4. In some cases, the cross sections have been updated from the previous values to reflect new data. When multiple trials or sample counts were available, the standard deviation of the mean has been given for the $\sigmaGamma$ value.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Ground State</th>
<th>Energy (MeV)</th>
<th>Isomeric Halflife</th>
<th>Jg</th>
<th>Jl</th>
<th>$\sigmaGamma(2.125)$ $(10^{-29}$ cm$^2$-keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{77}$Se$^m$</td>
<td>7.6</td>
<td>0.162</td>
<td>17.45 s 1/2-</td>
<td>7/2+</td>
<td>7734 ± 38</td>
<td></td>
</tr>
<tr>
<td>$^{79}$Br$^m$</td>
<td>50.69</td>
<td>0.207</td>
<td>4.864 s 3/2-</td>
<td>9/2+</td>
<td>2200 ± 27</td>
<td></td>
</tr>
<tr>
<td>$^{87}$Sr$^m$</td>
<td>7.0</td>
<td>0.388</td>
<td>2.81 h 9/2+</td>
<td>1/2-</td>
<td>1037 ± 21</td>
<td></td>
</tr>
<tr>
<td>$^{89}$Y$^m$</td>
<td>100.0</td>
<td>0.909</td>
<td>16.06 s 1/2-</td>
<td>9/2+</td>
<td>306 ± 10</td>
<td></td>
</tr>
<tr>
<td>$^{111}$Cd$^m$</td>
<td>12.8</td>
<td>0.396</td>
<td>48.6 m 1/2+</td>
<td>11/2-</td>
<td>2994 ± 52</td>
<td></td>
</tr>
<tr>
<td>$^{113}$In$^m$</td>
<td>4.3</td>
<td>0.392</td>
<td>1.658 h 9/2+</td>
<td>1/2-</td>
<td>5501 ± 208</td>
<td></td>
</tr>
<tr>
<td>$^{115}$In$^m$</td>
<td>95.7</td>
<td>0.336</td>
<td>4.486 h 9/2+</td>
<td>1/2-</td>
<td>7938 ± 17</td>
<td></td>
</tr>
<tr>
<td>$^{117}$Sn$^m$</td>
<td>7.68</td>
<td>0.315</td>
<td>13.61 d 1/2+</td>
<td>11/2-</td>
<td>1040 ± 31</td>
<td></td>
</tr>
<tr>
<td>$^{123}$Te$^m$</td>
<td>0.91</td>
<td>0.247</td>
<td>119.7 d 1/2+</td>
<td>11/2-</td>
<td>8157 ± 372</td>
<td></td>
</tr>
<tr>
<td>$^{135}$Ba$^m$</td>
<td>6.59</td>
<td>0.268</td>
<td>28.7 h 3/2+</td>
<td>11/2-</td>
<td>7149 ± 134</td>
<td></td>
</tr>
<tr>
<td>$^{137}$Ba$^m$</td>
<td>11.74</td>
<td>0.662</td>
<td>2.5513 m 3/2+</td>
<td>11/2-</td>
<td>2297 ± 27</td>
<td></td>
</tr>
<tr>
<td>$^{167}$Er$^m$</td>
<td>22.95</td>
<td>0.208</td>
<td>2.28 s 7/2+</td>
<td>1/2-</td>
<td>40731 ± 426</td>
<td></td>
</tr>
<tr>
<td>$^{179}$Hf$^m$</td>
<td>13.63</td>
<td>0.375</td>
<td>18.68 s 9/2+</td>
<td>1/2-</td>
<td>30842 ± 117</td>
<td></td>
</tr>
<tr>
<td>$^{180}$Ta$^m$</td>
<td>0.00</td>
<td>0.032</td>
<td>1.2×10$^{15}$ y 1+</td>
<td>9-</td>
<td>41604 ± 772</td>
<td></td>
</tr>
<tr>
<td>$^{183}$W$^m$</td>
<td>14.3</td>
<td>0.309</td>
<td>5.15 s 1/2-</td>
<td>11/2-</td>
<td>3745 ± 1378</td>
<td></td>
</tr>
<tr>
<td>$^{191}$Ir$^m$</td>
<td>37.3</td>
<td>0.171</td>
<td>4.94 s 3/2+</td>
<td>11/2-</td>
<td>42354 ± 1133</td>
<td></td>
</tr>
<tr>
<td>$^{195}$Pt$^m$</td>
<td>33.8</td>
<td>0.259</td>
<td>4.02 d 1/2+</td>
<td>13/2+</td>
<td>16529 ± 264</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au$^m$</td>
<td>100.0</td>
<td>0.409</td>
<td>7.8 s 3/2+</td>
<td>11/2-</td>
<td>14503 ± 62</td>
<td></td>
</tr>
<tr>
<td>$^{199}$Hg$^m$</td>
<td>16.84</td>
<td>0.532</td>
<td>42.6 m 1/2-</td>
<td>13.5+</td>
<td>1283 ± 50</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1: Relative spectral intensity for the bremsstrahlung used in the experiments of references 1-4. The values have been normalized so that the integral under the curve is unity.
### Table II

Ratios of the photon intensities at energies $E$ to that at 2.125 MeV for the spectrum shown in Fig. 1.

<table>
<thead>
<tr>
<th>Energy</th>
<th>$\frac{\phi(2.125)}{\phi(E)}$ [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.015</td>
</tr>
<tr>
<td>0.375</td>
<td>0.500</td>
</tr>
<tr>
<td>0.625</td>
<td>1.731</td>
</tr>
<tr>
<td>0.875</td>
<td>1.769</td>
</tr>
<tr>
<td>1.125</td>
<td>1.654</td>
</tr>
<tr>
<td>1.375</td>
<td>1.538</td>
</tr>
<tr>
<td>1.625</td>
<td>1.538</td>
</tr>
<tr>
<td>1.875</td>
<td>0.962</td>
</tr>
<tr>
<td>2.125</td>
<td>1.000</td>
</tr>
<tr>
<td>2.375</td>
<td>0.731</td>
</tr>
<tr>
<td>2.625</td>
<td>0.538</td>
</tr>
<tr>
<td>2.875</td>
<td>0.500</td>
</tr>
<tr>
<td>3.125</td>
<td>0.615</td>
</tr>
<tr>
<td>3.375</td>
<td>0.354</td>
</tr>
<tr>
<td>3.625</td>
<td>0.500</td>
</tr>
<tr>
<td>3.875</td>
<td>0.385</td>
</tr>
<tr>
<td>4.125</td>
<td>0.346</td>
</tr>
<tr>
<td>4.375</td>
<td>0.204</td>
</tr>
<tr>
<td>4.625</td>
<td>0.162</td>
</tr>
<tr>
<td>4.875</td>
<td>0.188</td>
</tr>
<tr>
<td>5.125</td>
<td>0.065</td>
</tr>
<tr>
<td>5.375</td>
<td>0.158</td>
</tr>
<tr>
<td>5.625</td>
<td>0.050</td>
</tr>
<tr>
<td>5.875</td>
<td>0.065</td>
</tr>
</tbody>
</table>
Capture cross sections are quite small at high energy, but can be thousands of barns in the resonance and thermal energy regimes. However, in the experiments described in references 1-4, interference from this process requires that both the isotope undergoing capture and the ground state of the isomer be naturally occurring nuclides. A list of isomers from Table I satisfying this criterion and their appropriate capture cross sections is given in Table III.

Table III

Isomers susceptible to (n,\gamma) interferences and the isotopes which would produce them through neutron capture. The natural abundances of the capturing species are shown. Cross sections for total thermal capture (\(\sigma_T\)), thermal capture to the isomer (\(\sigma_{T,1}\)), total resonance capture (\(\sigma_R\)), and resonance capture to the isomer (\(\sigma_{R,1}\)) are listed.9

<table>
<thead>
<tr>
<th>Isomer</th>
<th>Isotope</th>
<th>Natural Abundance (%)</th>
<th>(\sigma_T) (b)</th>
<th>(\sigma_{T,1}) (b)</th>
<th>(\sigma_R) (b)</th>
<th>(\sigma_{R,1}) (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{77}\text{Se}^m)</td>
<td>(^{76}\text{Se})</td>
<td>9.00</td>
<td>85</td>
<td>21.00</td>
<td>42</td>
<td>17</td>
</tr>
<tr>
<td>(^{87}\text{Sr}^m)</td>
<td>(^{86}\text{Sr})</td>
<td>9.86</td>
<td>0.84</td>
<td>0.84</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>(^{111}\text{Cd}^m)</td>
<td>(^{110}\text{Cd})</td>
<td>12.49</td>
<td>11.1</td>
<td>0.10</td>
<td>42</td>
<td>2</td>
</tr>
<tr>
<td>(^{117}\text{Sn}^m)</td>
<td>(^{116}\text{Sn})</td>
<td>14.53</td>
<td>0.11</td>
<td>0.01</td>
<td>11.5</td>
<td>0.5</td>
</tr>
<tr>
<td>(^{123}\text{Te}^m)</td>
<td>(^{122}\text{Te})</td>
<td>2.60</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(^{135}\text{Ba}^m)</td>
<td>(^{134}\text{Ba})</td>
<td>2.42</td>
<td>2.16</td>
<td>0.16</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>(^{137}\text{Ba}^m)</td>
<td>(^{136}\text{Ba})</td>
<td>7.85</td>
<td>0.41</td>
<td>0.01</td>
<td>1.6</td>
<td></td>
</tr>
<tr>
<td>(^{167}\text{Er}^m)</td>
<td>(^{166}\text{Er})</td>
<td>33.60</td>
<td>20</td>
<td>15.00</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>(^{179}\text{Hf}^m)</td>
<td>(^{178}\text{Hf})</td>
<td>77.30</td>
<td>80</td>
<td>50.00</td>
<td>1900</td>
<td></td>
</tr>
<tr>
<td>(^{183}\text{W}^m)</td>
<td>(^{182}\text{W})</td>
<td>26.30</td>
<td>21</td>
<td></td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>(^{195}\text{Pt}^m)</td>
<td>(^{194}\text{Pt})</td>
<td>32.90</td>
<td>1.2</td>
<td>0.10</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>(^{209}\text{Hg}^m)</td>
<td>(^{208}\text{Hg})</td>
<td>19.92</td>
<td>1.92</td>
<td>0.02</td>
<td>70</td>
<td></td>
</tr>
</tbody>
</table>
Photoneutron Sources

The approximate threshold energy $E_t$ for a $(\gamma,n)$ reaction can be calculated from

$$E_t = \delta n + \delta(A-1,2) - \delta(A,Z),$$

(2)

where $\delta(A,Z)$ is the mass excess for the nuclide characterized by atomic number $Z$ and mass number $A$, and $\delta n$ is the mass excess for the neutron. The value calculated in this way does not include the correction necessitated by the recoil of the absorbing nucleus, but this is insignificant ($<<1\%$) in practice.

For monochromatic incident photons, neutrons produced by a $(\gamma,n)$ reaction will also be nearly monochromatic because the momentum of the incident photon is very much less than that of the target nucleus. Part of the decay energy of the compound nucleus will be carried away by the recoil nucleus, resulting in the neutron energy, $E_n(\theta)$, being given\textsuperscript{10} approximately by

$$E_n = \frac{M(E, - E_t)}{m + M} + \frac{E_t[(2mM)(m + M)(E, - E_t)]^{1/2}}{(m + M)^2} \cos \theta,$$

(3)

where

- $\theta$ - angle between the momentum vectors of the incident photon and emitted neutron,
- $E, -$ incident photon energy,
- $M$ - rest mass of recoil nucleus in energy units, and
- $m$ - rest mass of neutron in energy units - 938 MeV.

The second term, which contains the angular dependence of Eq. 3, is no more than 10\% of the first term for the cases considered here and will be neglected in the following analysis.

Fast Neutron Contributions from Known Sources

The approximate neutron source spectrum and integrated neutron production rate for a given $(\gamma,n)$ reaction can be calculated from the
incident photon spectrum using Eq. 3. Assuming that the target material is optically thin, the number \( N_n \) of neutrons produced in the range \( E_n \) to \( E_n + \delta E_n \) from a sample of \( N_T \) target nuclei will be given by

\[
N_n(E_n) = N_T \sigma(E_n) \phi(E_n) T \delta E_n,
\]

where \( \sigma(E_n) \) is the \((\gamma, n)\) cross section, \( \phi(E_n) \) is the spectral intensity in units of photons/cm\(^2\)-keV, \( T \) is the irradiation time, and \( \delta E_n = \delta E_r \times (M/(M + m)) \). The integrated production rate for all neutrons above a given energy \( E_n' \) is then simply

\[
R_n(E_n') = \frac{N_n(E_n')}{T} = N_T \times \int_{E_n'}^{E_{\text{max}}} \sigma(E_n) \phi(E_n) \text{d}E_n,
\]

where \( E_n' = E_t + (1 + m/M)E_n' \).

High energy photons for the previous photoactivation studies were obtained from the bremsstrahlung output of a Varian CLINAC 1800 linac normally used for medical therapy. This source has been well characterized,\(^5\)\(^6\) and its spectrum is shown in Fig. 1. The intensity reaches a maximum near 1 MeV and then drops by a factor of about thirty as it approaches its cut-off at 6 MeV. Therefore, the only neutron production mechanisms that are relevant are \((\gamma, n)\) reactions with thresholds less than 6 MeV. A list of naturally occurring materials meeting this criterion is given in Table IV. Only these materials could serve as neutron sources in the experiments considered here. Several of them are rare and are not present in the linac construction or in its environment. The exceptions are \(^2\)H, \(^9\)Be, \(^{13}\)C, and \(^{17}\)O. Deuterium occurs as coolant water in the machine and as bound water in the concrete shielding of the irradiation cell. Beryllium is present in the beam exit window in the linac head. The other two possible contributors, \(^{13}\)C and \(^{17}\)O, occur in the atmosphere and in the shield walls of the linac cell. The cross sections\(^11\) for \(^2\)H and \(^9\)Be are on the order of a few millibarns in the range between their reaction thresholds, near 2 MeV, and the maximum photon energy at 6 MeV. The thresholds for \(^{13}\)C and \(^{17}\)O are both above \( \sim \) MeV. The cross sections for these two nuclides are poorly known at such low energies, but may safely be assumed to be considerably less than a millibarn.\(^12\)\(^13\)
Table IV
Naturally occurring materials with (γ,n) thresholds less than 6 MeV. The neutron energies, $E_{n,\text{max}}$, for neutrons ejected by 6 MeV photons were calculated neglecting the angular term in Eq. (3). The neutron binding energy, $B_n$, has been taken from reference 14.

<table>
<thead>
<tr>
<th>Material</th>
<th>Natural Abundance (%)</th>
<th>$B_n$ (keV)</th>
<th>$E_{n,\text{max}}$ (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^2$H</td>
<td>0.015</td>
<td>2224.6</td>
<td>1886.764</td>
</tr>
<tr>
<td>$^6$Li</td>
<td>7.5</td>
<td>5662</td>
<td>281.3626</td>
</tr>
<tr>
<td>$^9$Be</td>
<td>100</td>
<td>1665.1</td>
<td>3849.664</td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>1.1</td>
<td>4946.5</td>
<td>971.7887</td>
</tr>
<tr>
<td>$^{17}$O</td>
<td>0.038</td>
<td>4142.5</td>
<td>1747.277</td>
</tr>
<tr>
<td>$^{145}$Nd</td>
<td>8.3</td>
<td>5760.4</td>
<td>237.9317</td>
</tr>
<tr>
<td>$^{149}$Sm</td>
<td>13.8</td>
<td>5846.2</td>
<td>152.7579</td>
</tr>
<tr>
<td>$^{235}$U</td>
<td>0.72</td>
<td>5307</td>
<td>690.0251</td>
</tr>
</tbody>
</table>

In the linac head itself, Be in the 0.025 cm thick beam window will be the dominant contributor to the neutron field. This is true because Be occurs monoisotopically as $^9$Be, and has both a lower threshold energy (1.665 MeV vs 2.224 MeV) and a larger ($\gamma$,n) cross section averaged over the bremsstrahlung spectrum than $^2$H. The beam window is located approximately 6 cm from the converter target and is illuminated over a diameter of about 3 cm. It comprises about $2.4 \times 10^{22}$ $^9$Be nuclei. Under equivalent irradiation conditions, almost 3 liters of normal water would be required to produce the same number of neutrons from the $^2$H($\gamma$,n)$^3$H reaction. This is far in excess of the several milliliters of water actually in the target cooling loop at any one time. Thus, for neutrons originating in the linac head, only those from the Be window are significant.
Under the assumptions that the photoneutrons are emitted isotropically from the Be foil and that the foil dimensions are small compared to \( r \), the source-sample distance, one obtains

\[
\phi_n(E_n') = \frac{R_n(E_n')}{(4\pi r^2)}
\]  

(6)

for \( \phi_n(E_n') \), the intensity at the sample position of neutrons with \( E_n \geq E_n' \). The results for a sample located at the position normally used for the work in references 1-4 are shown in Fig. 2. Note that the neutron intensity at the sample location due to this source is only 1000 n/(cm\(^2\)-s), about 7 orders of magnitude less than the corresponding integrated photon flux.

![Figure 2: Calculated net neutron flux above the neutron energy \( E_n' \) at a distance of 65 cm from the bremsstrahlung source used for the work of references 1-4.](image)

Neutron production due to \((\gamma,n)\) reactions with \(^2\)H, \(^{13}\)C, and \(^{17}\)O in the air is limited by the low density of the target nuclei, and, in the case of the last two materials, by small \((\gamma,n)\) cross sections. If the x-ray output is assumed to pass through a conical volume with semi-angle \( \gamma_c = 8.75^\circ \) -- corresponding to the typical conditions of a field width of 20 cm at a sample distance of 65 cm -- then the volume of irradiated air...
between the converter target and the floor is about $2.99 \times 10^5 \text{ cm}^3$. The standard atmosphere\textsuperscript{16} comprises 20.95\% oxygen and 0.0314\% carbon dioxide by volume. Using natural abundances of 0.038\% and 1.1\%, one obtains about $1.3 \times 10^{21}$ atoms of $^{17}O$ and $2.8 \times 10^{19}$ atoms of $^{13}C$ in the irradiated volume. A similar calculation for deuterium in the case of 100\% relative humidity ($T = 300 \text{ K}$) yields a result of $7.71 \times 10^{19}$ $^2H$ atoms in the volume. Therefore, there are at least ten times more ($\gamma,n$) targets in the Be exit window on the linac than there are in the entire irradiated volume in the atmosphere. Moreover, most of the atmospheric targets occupy the bottom half of the cone, where the $1/r^2$ decrease in the photon beam intensity will have reduced the irradiation level by more than two orders of magnitude. As a result of these two conditions and the small cross sections for $^{17}O$ and $^{13}C$, the atmospheric contribution to neutron production through the ($\gamma,n$) process is negligible compared to neutron production in the linac head itself.

The final possible source of neutrons in the linac environment is the concrete floor of the irradiation cell. Because an exact analysis of the concrete in place was not available, the typical composition\textsuperscript{17,18} of concretes used in standard construction practice in this area was used to estimate the neutron production from this source. For a bulk density of $2.62 \text{ g/cm}^3$, atomic concentrations for the materials of interest were found to be as follows:

$$N(^2H) = 1.59 \times 10^{18} \text{ cm}^3$$
$$N(^{13}C) = 8.16 \times 10^{19} \text{ cm}^3$$
$$N(^{17}O) = 1.91 \times 10^{19} \text{ cm}^3$$

Since the mass attenuation coefficient for a 6 MeV photon in concrete is about\textsuperscript{19} 0.027 cm$^2$/g, the relaxation length for photons entering the floor slab is 14 cm. The neutrons created in the concrete obviously must escape the floor before being captured if they are to participate in ($n,n'$) or ($n,\gamma$) processes in the sample, and therefore it is required that that contributing targets must lie within about 1 neutron migration length from the surface of the floor.\textsuperscript{20} The neutron migration length is the sum, in quadrature, of the neutron slowing down length and the thermal diffusion length, and it can be considered to be the average straight line distance traveled between emission and thermalization of the neutron. For the composition model being used, the migration length for a 2 MeV neutron is 14 cm.\textsuperscript{21} Thus, it is reasonable for the purposes of estimating the neutron flux from interac-
tions in the floor to assume that the neutrons originate in a cylindrical slab which is 15 cm thick and has the same diameter \((d = 50.6 \text{ cm})\) as the beam envelope at floor level. Using Eq. 6, the estimated neutron flux at the sample position can be calculated for each of the species in the slab. The \((\gamma, n)\) cross sections for \(^{13}\text{C}\) and \(^{17}\text{O}\) were assumed to have a constant value of 1 mb above the threshold energies; this represents a substantial overestimation. Measured cross sections\(^\text{13}\) for \(^{2}\text{H}\) were used. The results for the neutron fluxes produced by the different target nuclides are as follows:

\[
\begin{align*}
\phi_n(^{2}\text{H}) &= 0.08 \text{ n/cm}^2\text{-sec} , \\
\phi_n(^{13}\text{C}) &= 0.8 \text{ n/cm}^2\text{-sec} , \text{ and} \\
\phi_n(^{17}\text{O}) &= 0.5 \text{ n/cm}^2\text{-sec} .
\end{align*}
\]

As in the case of the atmospheric contributions, the contributions from the irradiation cell floor are insignificant compared to those from the Be beam window. Only the neutron flux produced by the Be window will be considered in the following analysis of contamination limits.

Contamination limits for the integrated cross sections listed in Table I could be directly determined from the integrated neutron flux shown in Fig. 2 and the appropriate cross sections for the \((n, n')\) processes. Unfortunately, not all of the cross sections are known. To present the results of this study in a usable form even when the cross section data is not available, an alternate approach was chosen. For each of the materials in Table I, the \((n, n')\) cross section that would be required to produce an arbitrary fraction \(f\) of the observed activation was calculated. A value of 100% was used for \(f\) in this work. The resulting cross sections have been compared with known \((n, n')\) cross sections or other limiting cross sections, such as the total neutron cross section, when possible.

The \((n, n')\) cross section necessary to produce the observed isomeric activation, \(\sigma_{n, 100\%}\), was obtained using the expression

\[
\sigma_{n, 100\%} = \frac{N_m}{N_T \phi_n(E_{n'}) T} ,
\]

which follows from the assumption of negligible self-absorption effects. In this equation, \(N_m\) is the total number of isomers activated in the course of the irradiation, \(T\) is the time of the irradiation, and \(N_T\) is the number of ground state nuclei of the material of interest. A value
of $E_n' = 0$ was employed to evaluate Eq. 7, thus insuring that the minimum cross section value required would be obtained. Note that since the photoactivation cross section is obtained\(^{14}\) from

$$ (\sigma \Gamma)_\gamma = \frac{N_m}{N_T \phi(E)} T, \quad (8) $$

the hypothetical neutron cross section required to produce the observed activation is related to the reported photon cross section by

$$ \sigma_{n,100\%} = \frac{(\sigma \Gamma)_\gamma \phi(E)}{\phi_n(E_n')} \quad (9) $$

The (n,n') reaction cross sections which would have been necessary to produce the observed activations were calculated using Eq. (7) and have been tabulated as $\sigma_{n,100\%}$ in Table V. The actual total neutron cross sections and, where available, the non-elastic cross sections are also listed in Table V for the elements studied in references 1-4. Literature values for the true (n,n') cross sections for the selected isotopes are listed for those cases in which they are available. The actual (n,n') cross sections are on the order of several hundreds of millibarns or less. Some of the (n,n') cross sections listed in Table V are averages weighted against a fission spectrum. Although the fission spectrum is peaked at lower energies than the Be photoneutron spectrum whose integrated intensity is shown in Fig. 2, it still has significant intensity ($\approx 1/3 I_{max}$) near 1 MeV, the point below which about half of the Be photoneutron intensity lies. Comparison of the (n,n') cross sections which would have been required account for the observed amounts of activation with the sizes of cross sections actually prevailing indicates that in all cases the neutron contamination is substantially less than 10%. The parameter $\Omega$ shown in Table V is the ratio of the best observed limiting cross section to $\sigma_{n,100\%}$. If the (n,n') cross section was available, then $\Omega$ was calculated using it; if not, then the non-elastic or total cross section was used. Thus, $\Omega$ always either equals or overestimates the ratio of the amount of true (n,n') induced activity to 100% of the observed activity in the photoactivation experiments, and thus it represents the fraction of fast neutron contamination expected in the photoactivation results. As can be seen from the table, $\Omega$ ranges from 0.0002 to about 0.06, corresponding to contamination limits for the photoexcitation results of between 0.02% and 6%. The maximum value of 6% occurs in the case of $^{79}$Br, for which
only the total neutron cross section, rather than the smaller \( (n,n') \) cross section, was available. For the materials for which realistic values of the \( (n,n') \) cross section were available, the maximum fast neutron contribution to the observed isomeric activation is much less than 1\%, based on an examination of all potential sources of fast neutrons in the experimental environment. This indicates that activation via the \( (n,n') \) reaction is not a significant process in the photoactivation studies being considered here.

**Fast Neutron Flux Measurements**

Measurement of such low neutron fluxes as the analysis above yielded at the sample position is difficult in the presence of an intense photon field. Although neutron counters based on the \( ^{10}\text{B}(n,\alpha) \) reaction or on the \( ^{3}\text{He}(n,p) \) reaction have some gamma-ray rejection capabilities, they are inadequate for the experimental situation encountered in this work. Boron counters are more robust than \( ^{3}\text{He} \) proportional tubes and can operate in gamma fields up to about 1000 R/hr, but the gamma field at the sample position in these experiments is about 60 times higher than this. Moreover, these counters are principally sensitive to thermal neutrons, and a moderator must be used to thermalize incident fast neutrons. Since the two most common and effective moderators are H and C, both potential sources of photoneutrons, there is also the possibility of creating a considerable perturbation in the neutron flux by introducing the detector.
Table V

Neutron cross sections required to produce 100% of the observed activation in previous photoexcitation studies. Maximum values for the true total neutron cross section of the element of interest, $\sigma_e$, are shown for the energy range 0.1-6 MeV. When available, the non-elastic cross section for the element has been shown in parentheses following the total cross section. The most restrictive additional cross section, $\sigma_{lim}$, for the particular isotope or element is given with its type and $E_{max}$, the energy up to which it was determined. Cross section types are as follows: i.e. = inelastic in element; i = inelastic in isotope; n = non-elastic in isotope; f.i. = inelastic in isotope, average for fission spectrum. The factor $\eta$ is the ratio of the most specific observed cross section to the cross section required for a 100% contamination effect, and thus represents an upper limit for contamination of the reported photoactivation cross section by neutron effects.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>$\sigma_{100%}$ (b)</th>
<th>$\sigma_e$ (b)</th>
<th>$\sigma_{lim}$ (b)</th>
<th>Type</th>
<th>$E_{max}$ (MeV)</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{77}$Se</td>
<td>490</td>
<td>8.3(2.4)</td>
<td>0.73</td>
<td>fi</td>
<td>-</td>
<td>0.15</td>
</tr>
<tr>
<td>$^{79}$Br</td>
<td>140</td>
<td>7.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{87}$Sr</td>
<td>60</td>
<td>10</td>
<td>0.11</td>
<td>fi</td>
<td>-</td>
<td>0.18</td>
</tr>
<tr>
<td>$^{89}$Y</td>
<td>20</td>
<td>11.5</td>
<td>0.2</td>
<td>i</td>
<td>4.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$^{111}$Cd</td>
<td>210</td>
<td>8</td>
<td>0.23</td>
<td>fi</td>
<td>-</td>
<td>0.11</td>
</tr>
<tr>
<td>$^{113}$In</td>
<td>320</td>
<td>6.3</td>
<td>0.047</td>
<td>i</td>
<td>1.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$^{115}$In</td>
<td>430</td>
<td>6.3</td>
<td>0.38</td>
<td>i</td>
<td>5.3</td>
<td>0.088</td>
</tr>
<tr>
<td>$^{117}$Sn</td>
<td>70</td>
<td>6.8(2)</td>
<td></td>
<td></td>
<td></td>
<td>2.8</td>
</tr>
<tr>
<td>$^{123}$Te</td>
<td>530</td>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td>1.1</td>
</tr>
<tr>
<td>$^{135}$Ba</td>
<td>420</td>
<td>7.3(2)</td>
<td></td>
<td></td>
<td></td>
<td>0.48</td>
</tr>
<tr>
<td>$^{127}$Ba</td>
<td>130</td>
<td>7.3(2)</td>
<td>0.66</td>
<td>i</td>
<td>3</td>
<td>0.51</td>
</tr>
<tr>
<td>$^{167}$Er</td>
<td>2700</td>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td>0.33</td>
</tr>
<tr>
<td>$^{179}$Hf</td>
<td>1940</td>
<td>20</td>
<td>0.4</td>
<td>i.e</td>
<td>1.6</td>
<td>0.02</td>
</tr>
<tr>
<td>$^{180}$Ta</td>
<td>3016</td>
<td>8.5(2.9)</td>
<td>1.8</td>
<td>i.e</td>
<td>1.8</td>
<td>0.06</td>
</tr>
<tr>
<td>$^{183}$W</td>
<td>140</td>
<td>9.3(2.4)</td>
<td>0.93</td>
<td>i.e</td>
<td>1.7</td>
<td>0.66</td>
</tr>
<tr>
<td>$^{191}$Ir</td>
<td>2590</td>
<td>10.3</td>
<td></td>
<td></td>
<td></td>
<td>0.40</td>
</tr>
<tr>
<td>$^{155}$Pt</td>
<td>1350</td>
<td>10</td>
<td>0.68</td>
<td>i.e</td>
<td>1.8</td>
<td>0.05</td>
</tr>
<tr>
<td>$^{197}$Au</td>
<td>95</td>
<td>10</td>
<td>1.3</td>
<td>i</td>
<td>5.3</td>
<td>0.14</td>
</tr>
<tr>
<td>$^{199}$Hg</td>
<td>120</td>
<td>10(2.6)</td>
<td>0.14</td>
<td>i</td>
<td>2.1</td>
<td>0.12</td>
</tr>
</tbody>
</table>
Another common approach to making fast neutron measurements is the use of neutron activation foils. Unfortunately, some of the most sensitive threshold reactions\textsuperscript{33,34}, are either \( (n,n') \) inelastic scattering reactions or \( (n,f) \) fission reactions, which can suffer from \( (\gamma,\gamma') \) or \( (\gamma,f) \) reaction interferences. However, other foils can be selected that have lower sensitivities but which are relatively free of photon induced interferences. A foil activation experiment was conducted to corroborate the results in the previous section and to verify that no significant neutron sources had been omitted from that analysis. Although the sensitivity of the experiment was inadequate to detect neutrons at the very low levels expected, it demonstrated that there were no unexpected neutron sources of significance in the environment.

Threshold detectors, commonly in the form of activation foils, have long been employed in the determination of neutron spectra. The techniques necessary for such measurements are well documented.\textsuperscript{35} The practice is to expose a set of thin foils to the neutron flux in question. The materials of these foils are chosen to be sensitive to neutrons through a variety of reactions, such as \( (n,n') \), \( (n,p) \), \( (n,2n) \) and \( (n,np) \). When the products of these reactions are sufficiently long-lived the activation due to each reaction can be easily measured. The number of activated nuclei produced, \( N_e \), is given by

\[
N_e = NT \int_0^\infty \sigma(E)\phi_n(E) dE, \tag{10}
\]

where \( N \) is the number of target nuclei, \( T \) is the irradiation time, \( \sigma(E) \) is the reaction cross section, and \( \phi_n(E) \) is the neutron spectral density at energy \( E \). For a given material, each reaction occurs only when incident neutrons possess a kinetic energy greater than a particular threshold value. Thus each reaction can be thought of as sampling only the part of the total neutron spectrum which lies above the reaction's threshold, \( E_t \). For this reason, Eq. 10 is often written as

\[
N_e = NT\sigma_{\text{eff}} \int_{E_t}^\infty \phi_n(E) dE, \tag{11}
\]
where $\sigma_{\text{eff}}$ is the effective reaction cross section$^{35}$ and $E_t$ is the threshold for the reaction. To determine a complete neutron spectrum, it is necessary to use a number of materials with different thresholds and to deconvolve the effects on all of these materials of neutrons in successively lower energy groups. The numerical procedure which used to accomplish this is called an unfolding.$^{36}$

The experiment performed to determine the neutron flux present in the vicinity of the CLINAC 1800 operating in the 6 MeV photon mode employed Ti and Ni as foil materials. These were chosen for a variety of reasons. First, no naturally occurring isotopes of these elements possess isomeric states, so no $(\gamma,\gamma')$ activation could occur. Next, $(\gamma,n)$ and $(n,2n)$ reactions were not accessible since the threshold energy required for each exceeded that available from the linac. For those processes which were energetically possible, many had long lifetimes, important in our experiment. Finally, the thresholds of these reactions occurred at energies well suited for examining the energy range of interest. A summary of relevant properties of the reactions considered is given in Table VI.

### Table VI

Accessible reaction properties for naturally abundant isotopes present in the chosen materials.$^{37}$

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Daughter</th>
<th>Signature</th>
<th>Photon Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Halflife</td>
<td>(d)</td>
<td>(keV)</td>
</tr>
<tr>
<td>$^{46}\text{Ti}(n,p)^{46}\text{Sc}$</td>
<td>83.83</td>
<td>889.25</td>
<td>1120.51</td>
</tr>
<tr>
<td>$^{47}\text{Ti}(n,p)^{47}\text{Sc}$</td>
<td>3.34</td>
<td>159.38</td>
<td></td>
</tr>
<tr>
<td>$^{58}\text{Ni}(n,p)^{58}\text{Co}$</td>
<td>70.92</td>
<td>810.79</td>
<td></td>
</tr>
</tbody>
</table>

The Ti and Ni foils were in the form of disks having radii of 2.54 cm and 0.65 cm and thicknesses of 0.005 cm and 0.025 cm. Two disks of each element were employed, with one disk of each encased in a Cd cover.
to suppress activation due to thermal neutrons. All four disks were irradiated simultaneously at a distance of 65 cm from the bremsstrahlung converter and were oriented with their axes parallel to the direction of the beam. At the conclusion of a one hour irradiation, the samples were counted individually with a high purity germanium spectrometer system to determine the activation of the foils.

In general, for any peaks evident in the measured gamma-ray spectra which correspond to signature photons of reaction products, it is possible to determine the number of excited nuclei in each foil according to

$$N_e = \frac{C}{\eta D A}$$

(12)

Here, $C$ is the total number of counts observed within a peak, and $\eta$, $D$, and $A$ are the corrections for detector efficiency at the energy of interest, gamma ray intensity, finite duration of both irradiation and counting intervals, and self-absorption. This information can then be used in the unfolding process described above to make a determination of the neutron spectrum.

However, in the spectra obtained in this experiment no peaks were detectable above the level of the background, and a direct deconvolution could not be made. Instead, an upper bound for the neutron flux was determined by calculating the maximum number of counts in the signature photon peak which could have been hidden by the statistical variation of the background. The maximum number of excited nuclei was then found from Eq. 12. An upper bound for the neutron flux was then found with Eq. 11 for each reaction. These results are shown in Table VII, together with values of $\sigma_0$ and $E_0$.

Table VII indicates that the (n,p) reaction on $^{58}$Ni in the Cd covered foil provides the least upper bound for the neutron flux above 2.8 MeV, $8.72 \times 10^3$ n/cm$^2$.sec. Consideration of the spectrum of Fig. 2 implies the total neutron flux can be estimated from that above 2.8 MeV by increasing the value by a factor of 8. The neutron flux at the sample position must then be less than or equal to the maximum level of undetected neutrons in this experiment, $6.98 \times 10^4$ n/cm$^2$.sec. This is about two orders of magnitude greater than the limits obtained in the previous section; thus the experiment has inadequate sensitivity to
closely verify the preceding neutron source analysis, but does rule out the presence of significantly large sources which had not been included in that analysis. It should be noted that even the worst case neutron flux derived from this experiment would have only a small effect on the production of isomeric states through \((n,n')\) reactions. For the case of \(^{115}\text{In}^m\), a value for \((\sigma \Gamma)\), at 2.125 MeV of \(6700 \times 10^{-29} \text{ cm}^2 \cdot \text{keV}\) can be taken from Table I. With a photon flux incident on a sample at a distance of 65 cm of \(5.7 \times 10^6 \text{ photons/cm}^2 \cdot \text{keV-sec}\) at 2.125 MeV and the maximum neutron flux taken from above, Eq. 9 indicates that an inelastic neutron scattering cross section of 5470 mb would be required to produce the observed amount of activation. Since the literature value from Table V is 380 mb, in this worst case scenario less than 10% of the observed isomeric activation could have been due to inelastic neutron processes.

### Table VII

Calculated upper bounds for the neutron flux incident on the activation foils both with and without Cd covers. The values employed for \(\sigma_o\) and \(E_t\) are also given.

<table>
<thead>
<tr>
<th>Foil</th>
<th>Reaction</th>
<th>Daughter</th>
<th>(\sigma_o) (mb)</th>
<th>(E_t) (MeV)</th>
<th>(\phi_o (10^3 \text{ n/cm}^2 \cdot \text{sec}))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>wo/Cd w/Cd</td>
</tr>
<tr>
<td>Ti</td>
<td>(^{46}\text{Sc})</td>
<td>275</td>
<td>3.0</td>
<td>34.18</td>
<td>287.27</td>
</tr>
<tr>
<td></td>
<td>(^{47}\text{Sc})</td>
<td>21.4</td>
<td>2.2</td>
<td>29.91</td>
<td>107.48</td>
</tr>
<tr>
<td>Ni</td>
<td>(^{58}\text{Co})</td>
<td>109</td>
<td>2.8</td>
<td>13.76</td>
<td>8.72</td>
</tr>
</tbody>
</table>

### Thermal Neutron Measurements

Thermal and epithermal components of the neutron flux can be measured by a similar activation method. Samples in the form of foils are exposed to the unknown neutron flux, and the resulting activation...
present in each foil is determined by standard counting techniques. Sample materials are chosen to be sensitive to \((n,\gamma)\) neutron capture reactions in the thermal and resonance regions, rather than the \((n,n')\) and \((n,p)\) reactions considered previously. The foils are irradiated in pairs, one foil being fully exposed to the neutron flux, the other being enclosed in a cadmium cover. Because cadmium possesses a large thermal neutron capture cross section, a cover of about 0.076 cm thickness serves to remove almost all thermal neutrons from the flux seen by the shielded foil. Thus, the two foils will exhibit different activities, making it possible to calculate the separate thermal and epithermal neutron fluxes. This requires more than taking the simple difference of the foil activities, however, since a number of correction factors relating to neutron interactions in both the foils and the cadmium covers must be included. The approach used in this work is outlined in ASTM Standard E 262-86, "Standard Method for Determining Thermal Neutron Reaction and Fluence Rates by Radioactivation Techniques", which includes numerous references to the literature. In this formalism, the thermal neutron flux, \(\phi_{th}\), is related to the saturated activities of the bare foil, \(A_s\), and the cadmium covered foil, \(A_{s,cd}\), by

\[
\phi_{th} = \frac{A_s}{g_0 G_{th}} - \frac{A_{s,cd} F_{cd}}{g_0 G_{th}} \left( 1 + \frac{g_0}{G_{res} I_0} f_1 + \frac{g_0 w'}{G_{res} I_0} \right) \tag{13}
\]

where the \(g_0\) is the cross section for thermal neutron capture and \(I_0\) is the resonance integral. The two saturation activities \(A_x\) for the bare and cadmium covered foils are obtained directly from experiment as

\[
A_x = \frac{N}{N_T T} \tag{14}
\]

where \(N\) is the total number of excited nuclei produced, \(N_T\) is the number of target nuclei, and \(T\) is the irradiation period. Finally, the epithermal flux, \(\phi_e\), can be determined from

\[
\phi_e = \frac{A_{s,cd} F_{cd}}{I_0} \tag{15}
\]

The factors \(g\), \(w'\), \(f_1\), \(G_{res}\), \(G_{th}\), and \(F_{cd}\) occurring in Eq. 13 represent corrections required by neutron interactions in both foils and in
the cadmium covers used with the epithermal neutron detector. Determination of thermal and epithermal neutron fluxes in the general case would require a detailed knowledge of the spectral distribution of the neutrons, which is typically not available. The problem is simplified if the detector material exhibits a cross section that varies inversely with its velocity, since then the reaction rates are proportional to the neutron density and are insensitive to the shape of the spectrum. In practice, the problem is formulated assuming that the detector material has a 1/ν cross section behavior and the factor g appearing in Eq. 13 is introduced to correct for deviations from this ideal behavior. The correction factors \( f_1 \) and \( w' \) are required to account for epithermal activation of the detector material that occurs between the lower bound of the epithermal range (about 0.13 eV at room temperature) and the cutoff energy of the cadmium filter (about 0.5 eV). Again, a 1/ν cross section is assumed for the purpose of calculating the principal correction \( f_1 \); deviations from 1/ν behavior are corrected with factor \( w' \). For both thermal and resonance reactions, if the foil is thick compared to the mean free path of a neutron, then corrections \( G_{th} \) and \( G_{res} \) for self-absorption of the neutrons must be made. Finally, in the case of indium the additional correction factor \( F_{cd} \) is required. The principal resonance in indium occurs at an energy of 1.44 eV, and the low energy wing of this resonance is affected by the presence of the cadmium cutoff filter. As a consequence, the observed number of counts from the epithermal detector must be increased by the factor \( F_{cd} \) to account for the resulting reduction in activation.

An experiment was performed to investigate the thermal and epithermal flux produced in the environment of the CLINAC 1800 operating in the 6 MeV mode. Because more than one experimental objective was being pursued in this work, the linac was not operated in the vertical orientation used for the photoactivation measurements, but was operated horizontally. The principal difference resulting from this change in configuration was that the beam was stopped by the cell wall at a distance of about 4 m from the bremsstrahlung converter instead of the floor at a corresponding distance of 2.29 m. Two 0.024 cm thick indium disks with diameters of 5.08 cm were simultaneously irradiated for 40 minutes at a distance of 100 cm from the photon source, with the axes of the disks parallel to the beam axis. The 0.076 cm thick cadmium cover used with the epithermal detector was formed of two 6.35 cm diameter disks stamped to create a recess for the indium sample to occupy. This
recess was slightly larger than that of the indium foil to insure its complete enclosure. After irradiation, the 54.15 minute half-life activity of the neutron capture product, $^{116}$In$^m$, was counted with a NaI(Tl) spectrometer system. Standard corrections for detection efficiency, finite transit and counting times, gamma ray intensity, and photon self-absorption were made.

The saturation activities for each foil were calculated from the ratio $N/N_{T}$ and were found to be $A_s = (27.58 \pm .16) \times 10^{-20}$ min$^{-1}$, and $A_{s,cd} = (11.82 \pm .13) \times 10^{-20}$ min$^{-1}$. Under the assumptions that the cadmium cutoff energy was 0.5 eV and that the neutrons were thermalized to room temperature (293.4 °K), $f_1$ was found to be 0.445 using the methods of ASTM E 262. Values of $\sigma_0$, $I_0$, $g$, $w'$, $G_{th}$, and $G_{res}$ may also be found in that reference. Indium of the thickness used in this work presents an areal density of 177 mg/cm$^2$ to the neutron flux. Because relatively large cross sections are involved ($\sigma_a = 161$ b, $I_0 = 2593$ b), these foils cannot be considered to be thin in comparison to the mean free path of a neutron, and the values of $G_{th}$ and $G_{res}$ differ substantially from 1. The cross section $\sigma_0$ given above is for the activation of the 127 keV, 51.15 minute isomer $^{116}$In$^m$ either directly or through the intermediate 290 keV, 2.18 s isomer $^{116}$In$^m$. For the thickness of cadmium used in this experiment, the value of $F_{cd}$ was estimated to be 1.15. The thermal and epithermal fluxes were then calculated to be

$$\phi_{th} = 12 \text{ n/cm}^2\cdot\text{sec}$$

and

$$\phi_e = 6 \text{ n/cm}^2\cdot\text{sec}$$

It is possible to use these fluxes to estimate the interference effects that thermal and epithermal neutron activation might have on the photonuclear cross sections listed in Table I. The maximum activities that could be produced by the thermal flux, $A_{n,th}$, and by the epithermal flux, $A_{n,e}$, can be calculated with the cross sections listed in Table III by using

$$A_{n,th} = \sigma_{1,12}\phi_{th}$$

and

$$A_{n,e} = \sigma_{2,12}\phi_e$$
The activities $A_p$ corresponding to the photoactivation cross sections in Table I can be obtained in a similar fashion for any arbitrary sample position from

$$A_p = \sigma(2.125)\phi(2.125) \quad (18)$$

where $\sigma(2.125)$ is the single state cross section for a hypothetical state at 2.125 MeV and $\phi(2.125)$ is the spectral intensity at that energy in the sample position. Most of the photoactivation data previously obtained in this effort has been acquired with a sample distance of 65 cm ($\phi(2.125) = 5.7 \times 10^6$ photons/cm$^2$-sec).

Because the linac was used in a different geometrical configuration for the thermal and epithermal activation measurements than for the photoactivation studies, an estimated correction factor must be employed to obtain values for the neutron flux at the sample position in the correct geometry. This estimate was obtained from the consideration that the thermal neutrons must originate either in the cell floor or the linac head. Of these two possible sources, the cell floor is much more probable because of its substantial hydrogen content. Since the low energy neutrons are formed by what is effectively a secondary emission process, the functional dependence of the neutron flux on the position of the secondary source is analogous to the classic radar signal problem. If the sample and the photon source were at the same position, then the thermal neutron flux would depend on the inverse fourth power of the distance to the cell floor. Because the sample and the photon source are separated in this case, the flux should instead vary as the product of the inverse squares of the source-wall distance and the wall-sample distance. Using this approximation, the ratio of expected low energy neutron fluxes for the vertical and horizontal configurations described above was found to be about 10. It should be noted that for the less likely case in which the low energy neutrons originate in the linac head, the variation of the flux with sample position will depend only on the inverse square of the separation between the neutron source and the sample. Thus for the geometry existing in the experiments described here, the chosen correction factor will also form a comfortable upper bound in this second, less likely, case.

For the purpose of estimating potential neutron activation interferences with Eqs. 16 and 17, the neutron fluxes obtained by the foil activation experiment were multiplied by the geometrical factor $f_0$. 


cussed above. The expected isomeric activities due to neutron capture were then calculated for all materials from Table III for which the neutron activation cross sections for the isomeric states were available. These values and the experimentally observed activations calculated from Eq. 18 are tabulated in Table VII, which also lists $\Omega$, the fraction of the observed activation that could be ascribed to neutron capture processes.

For those cases for which the neutron activation cross sections for populating isomeric states are not available, the upper bound for neutron contamination can be estimated by assuming that 100% of the neutron captures that occur lead to the isomeric state. The values for these upper limits were obtained by using the appropriate total neutron capture cross sections from Table III and are listed within parentheses in Table VIII. Note that even these cases, the degree of contamination of the photoactivation results is less than 6 percent except in the instance of $^{183m}_{\text{W}}$. For this nuclide, use of the total neutron capture cross section to estimate the interference with the $(\gamma,\gamma')$ reaction indicates that the upper limit for contamination is about 30%. This may, of course, greatly overestimate the true amount of neutron interference since it represents only the limiting value.

In conclusion, for all cases in which the neutron cross sections are available, the neutron activation resulting from the measured thermal and epithermal neutron fluxes is less than 1% of the observed activation and thus represents a minimal contamination of the photoactivation measurement. Where the appropriate cross sections are not available and the total neutron capture cross section must be used to estimate the degree of neutron capture interference, only the case of $^{183m}_{\text{W}}$ presents the possibility of significant contamination. Further resolution of the interference issue for this isotope will require additional information on the neutron activation cross section for $^{182}_{\text{W}}$ associated with the production of the isomer $^{183m}_{\text{W}}$. 
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Interfering activities due to neutron capture processes calculated from measured thermal and epithermal neutron fluxes. Capture cross sections have been taken from Table III. The observed activities $A_p$ attributed to photoactivation, the calculated thermal neutron activation $A_{n,T}$, and the calculated resonance neutron activation $A_{n,R}$ have been tabulated. The parameters $\Omega_f$ and $\Omega_r$ are the contamination limits, in percent, of the observed activation by neutron capture processes.

<table>
<thead>
<tr>
<th>Isomer</th>
<th>$A_p$ (sec$^{-1}$)</th>
<th>$A_{n,T}$ (sec$^{-1}$)</th>
<th>$\Omega_f$ (%)</th>
<th>$A_{n,R}$ (sec$^{-1}$)</th>
<th>$\Omega_r$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{77}$Se$^m$</td>
<td>$4.37 \times 10^{-19}$</td>
<td>$2.5 \times 10^{-21}$</td>
<td>0.6</td>
<td>$1.0 \times 10^{-21}$</td>
<td>0.2</td>
</tr>
<tr>
<td>$^{87}$Sr$^m$</td>
<td>$5.62 \times 10^{-20}$</td>
<td>$1.0 \times 10^{-22}$</td>
<td>0.2</td>
<td>$3.0 \times 10^{-22}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$^{111}$Cd$^m$</td>
<td>$1.85 \times 10^{-19}$</td>
<td>$1.2 \times 10^{-23}$</td>
<td>0.006</td>
<td>$1.2 \times 10^{-22}$</td>
<td>0.06</td>
</tr>
<tr>
<td>$^{117}$Sn$^m$</td>
<td>$5.88 \times 10^{-20}$</td>
<td>$1.2 \times 10^{-24}$</td>
<td>0.002</td>
<td>$3.0 \times 10^{-23}$</td>
<td>0.05</td>
</tr>
<tr>
<td>$^{123}$Te$^m$</td>
<td>$4.54 \times 10^{-19}$</td>
<td>$(3.6 \times 10^{-22})$</td>
<td>(0.08)</td>
<td>$(4.8 \times 10^{-21})$</td>
<td>(1.0)</td>
</tr>
<tr>
<td>$^{135}$Ba$^m$</td>
<td>$3.65 \times 10^{-19}$</td>
<td>$1.9 \times 10^{-23}$</td>
<td>0.005</td>
<td>$(1.2 \times 10^{-21})$</td>
<td>(0.3)</td>
</tr>
<tr>
<td>$^{137}$Ba$^m$</td>
<td>$1.19 \times 10^{-19}$</td>
<td>$1.2 \times 10^{-24}$</td>
<td>0.001</td>
<td>$(9.6 \times 10^{-23})$</td>
<td>(0.08)</td>
</tr>
<tr>
<td>$^{167}$Er$^m$</td>
<td>$2.42 \times 10^{-18}$</td>
<td>$1.8 \times 10^{-21}$</td>
<td>0.07</td>
<td>$(6.0 \times 10^{-21})$</td>
<td>(0.2)</td>
</tr>
<tr>
<td>$^{179}$Hf$^m$</td>
<td>$1.74 \times 10^{-18}$</td>
<td>$6.0 \times 10^{-21}$</td>
<td>0.3</td>
<td>$(1.1 \times 10^{-19})$</td>
<td>(6.0)</td>
</tr>
<tr>
<td>$^{183}$Hg$^m$</td>
<td>$1.24 \times 10^{-19}$</td>
<td>$(2.5 \times 10^{-21})$</td>
<td>(2.0)</td>
<td>$(3.6 \times 10^{-20})$</td>
<td>(29)</td>
</tr>
<tr>
<td>$^{195}$Pt$^m$</td>
<td>$1.17 \times 10^{-18}$</td>
<td>$1.2 \times 10^{-23}$</td>
<td>0.001</td>
<td>$(2.4 \times 10^{-22})$</td>
<td>(0.02)</td>
</tr>
<tr>
<td>$^{199}$Hg$^m$</td>
<td>$1.04 \times 10^{-19}$</td>
<td>$2.4 \times 10^{-24}$</td>
<td>0.002</td>
<td>$(4.2 \times 10^{-21})$</td>
<td>(4.0)</td>
</tr>
</tbody>
</table>
Conclusions

On the basis of this work, the previously reported results for photoactivation cross sections are substantially free of any contamination by neutron capture or neutron scattering processes. The upper limit for contamination by neutron induced activation of the observed isomeric states is less than 6% in all cases for which the appropriate neutron cross sections are available and significantly less than 1% in many instances. These conclusions are based on a consideration of both fast and slow neutron sources and the corresponding \((n,n')\) and \((n,\gamma)\) interference reactions. The major source of fast neutrons in the experimental environment when the CLINAC 1800 is operated in the 6 MeV bremsstrahlung mode is the beryllium beam window in the linac head. The total neutron flux at the sample position due to this source is about 1000 n/cm²·sec. Direct measurement of the thermal and epithermal fluxes indicates that at the sample position there are about 120 n/cm²·sec in the thermal range and 60 n/cm²·sec in the epithermal region. Using these values for the incident neutron flux and appropriate literature values for the neutron cross sections for isomeric activation leads to the conclusion that neutron activation effects are about two orders of magnitude less than the observed photoactivation effects.
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Depopulation of the isomeric state $^{180}\text{Ta}^m$ by the reaction $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$.

C. B. Collins, C. D. Eberhard, J. W. Glesener, and J. A. Anderson

Center for Quantum Electronics, The University of Texas at Dallas, Richardson, Texas 75083

(Received 27 October 1987)

The irradiation of an enriched sample of $^{180}\text{Ta}^m$ with bremsstrahlung from a linear accelerator having an end-point energy of 6 MeV has excited a strong channel for the reaction $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$, which requires a total spin change of 8A. An integrated cross section of $4.8\times10^{-22}$ cm$^2$keV has been found. This is a large value exceeding by two orders of magnitude known cross sections for $(\gamma,\gamma')$ reactions producing isomers of other species.

The isotope $^{180}\text{Ta}^m$ carries a dual distinction. It is the rarest stable isotope occurring in nature$^1$ and it is the only naturally occurring isomer.$^2$ The actual ground state of $^{180}\text{Ta}$ is $1^+$ with a half-life of 8.1 h, while the tantalum nucleus of mass 180 occurring with 0.012% abundance is the $9^+$ isomer $^{180}\text{Ta}^m$. It has an adopted excitation energy of 75.3 keV and half-life in excess of $1.2\times10^{15}$ yr.$^2$

The stellar $\mu$ process$^3$ for nucleosynthesis has steadily gained favor for the production of $^{180}\text{Ta}^m$ and the role of the most critical intermediary $^{180}\text{Hf}^m$ has been well established.$^2$ However, the viability of this cosmic mechanism rests upon the absence of any reactive channel $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$ which could destroy the isomeric population in the photon bath present in the stellar interior at the time of creation. Prior experiments$^5,7$ have failed to show such a channel having any gateway for excitation below 1332 keV, but the rarity of the target material limited the sensitivity of those measurements. Reported here is the measurement of a very large cross section for the photonuclear deexcitation of $^{180}\text{Ta}^m$ through a gateway level at an energy $E \approx 1.4$ MeV. This definitive observation of such a strong radiative coupling between isomeric and ground states of $^{180}\text{Ta}$ may affect explanations for the natural occurrence of $^{180}\text{Ta}^m$.

The energy-level diagram of $^{180}\text{Ta}$ and its daughters is shown in Fig. 1, together with a schematic representation of the individual steps in the excitation and detection of the $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$ reaction. As can be seen in Fig. 1, the principal means for the detection of the $^{180}\text{Ta}$ ground state lies in observing the Kα lines of its daughter $^{180}\text{Hf}$, following the decay by electron capture of the parent $^{180}\text{Ta}$. The efficiency for the emission of Kα photons relative to the number of $^{180}\text{Ta}$ decays is about 57%.$^5$

Two targets were used in these experiments. One con-

FIG. 1. Schematic energy-level diagram of $^{180}\text{Ta}$ and its daughters. Half-lives are shown in ovals to the right of the ground and isomeric levels. Energies are in keV. The initial transition of the $(\gamma,\gamma')$ reaction is shown by the arrow pointing upward to the broad state represented by the rectangle. Cascade through the levels of $^{180}\text{Ta}$ is not known, but leads finally to the ground state. Electron capture to the left and beta decay to the right are indicated by the diagonal downward arrows. The final debris from pumping down the isomer is found principally in the Kα fluorescence from the $^{180}\text{Hf}$ characterized by the 8.1 h lifetime of its $^{180}\text{Ta}$ parent.
sisted of a disk 5 cm in diameter of tantalum in natural isotopic abundance. It contained about 0.5 mg of $^{180}$Ta in the surface layer of thickness equal to the mean distance for escape of a 55 keV x-ray photon. The second target was enriched to contain 1.3 mg of $^{180}$Ta in 24.7 mg of $^{181}$Ta. Deposited as a dusting of oxide near the center of the surface of a 5 cm disk of Al and overcoated with a 0.25 mm layer of Kapton, this second sample was believed to be free from self-absorption of the x-rays from the daughter Hf.

The samples were exposed to bremsstrahlung radiation from a Varian Clinac 1800 linear accelerator (LINAC) operated with an end-point energy of 6 MeV. This device has been well characterized, and its output dose rate has been calibrated with an accuracy of ±3%. After irradiation, the samples were counted with an $N$-type, HPGe spectrometer having a beryllium entrance window. Conventional techniques were used to calibrate the counting system with isotopic standards.

Figure 2 shows the spectra of the enriched target before and after 4 h irradiation. The spectrum from the other target was entirely similar with the HF signal reduced by the ratio of the masses of the $^{180}$Ta and the background increased by the appearance of $K$ lines of Ta excited in the large mass of diluent $^{181}$Ta by the decay of natural activity in the counting shield.

Figure 3 shows the dependence upon time of the counting rate observed in the $K_a$ peak after irradiation. Data points are plotted at the particular times at which the instantaneous counting rate equals the average counting rate measured over the finite time interval shown. The figure shows the close agreement of the measured rates to the decay expected for a half-life assumed to be 8.1 h.

The spectrum of the bremsstrahlung pumping the fluorescence seen in Fig. 2 was taken from the literature and was normalized to the total dose measured in this experiment. In this way, the time-integrated spectral intensity producing the fluorescence was found to be constant to within a factor of 2 over the range 1-5 MeV at a value of $2 \times 10^{-14}$ keV/(keV cm$^2$). The number of counts observed in the $K_a$ lines were corrected for finite irradiation and counting times, the absolute counting efficiency of the spectrometer, and the 57% emission intensity from the parent $^{180}$Ta to obtain the total number of nuclei pumped to the ground state. Assuming self-absorption in the enriched target to be negligible, the integrated cross section for the deexcitation of the isomer can be readily calculated if the reaction is assumed to occur through a gateway state narrow in comparison to the range of energies spanned by the irradiation. A value of $\sigma \Gamma = 4.8 \times 10^{-25}$ cm$^2$ keV is obtained for the integrated cross section if the gateway energy is arbitrarily assumed to be near the lowest value consistent with prior negative results, 2.0 MeV. Even larger cross sections would result from the assumption that the gateway lies at higher energies where the pumping flux is decreased or from the inclusion of an exact self-absorption correction. Once the gateway energy is fixed, experimental error in the integrated cross section is bounded on the lower side by a total uncertainty of 15% contributed by the calibrations of source and detector and on the upper side by a factor of 2 arising from the possible loss of signal because of self-absorption of the HF x-rays.
The results of this work show a radiative connection between the isomer $^{180}\text{Ta}^m$ and the $^{180}\text{Ta}$ ground state of remarkable strength. Comparative values for the deexcitation of other isomers are not available as it appears this is the first such measurement. However, the inverse process for the excitation of isomers by $(\gamma, \gamma')$ reactions typically proceeds with integrated cross sections at least two orders of magnitude smaller. The value reported here for the reaction $^{180}\text{Ta}^m(\gamma, \gamma')^{180}\text{Ta}$ is inexplicably large and may have several consequences. If the gateway level through which it proceeds is not sufficiently above the thermal energies expected to characterize the $s$ process of nucleosynthesis, current models of the stellar production of $^{180}\text{Ta}^m$ will be severely affected.

The authors gratefully acknowledge the support of this work by the Innovative Science and Technology Directorate of the Strategic Defense Initiative Organization through direction by Naval Research Laboratory. Sincere appreciation is conveyed to Dr. P. P. Antich and E. C. Scarbrough of the University of Texas Southwestern Medical Center at Dallas for use of the linear accelerator and to the Oak Ridge National Laboratory isotope facility for the loan of the enriched $^{180}\text{Ta}^m$ sample.

9. Although the grain size of the Ta$_2$O$_5$ was small compared to escape lengths for the 55 keV x-ray, close examination of the target subsequent to the experiment indicated that some clumping of the material had occurred. As discussed in the text, this could cause our result to become a lower limit for the integrated cross section.
12. Since the spectral intensity is roughly constant, the flux decreases as $E^{-1}$ toward the end point with a final more rapid drop between 5 and 6 MeV.
Diamond-like carbon films prepared with a laser ion source

S. S. Wagal, E. M. Juengerman, and C. B. Collins
Center for Quantum Electronics, University of Texas at Dallas, P.O. Box 830688, Richardson, Texas 75083-0688

(Received 31 March 1988; accepted for publication 13 May 1988)

Diamond-like carbon films have been deposited onto clean, unseeded substrates using a hybrid ion beam technique. In this method the ion fluences available for acceleration were particularly enhanced by the use of laser ablation plumes ejected from highly purified graphite targets. The combination of levels of purity characteristic of ultrahigh vacuum environments, large ratios of ion to neutral concentrations, and high fluences showed considerable merit for the growth of large-area (10 cm²) films of optical quality and uniformity at deposition rates approaching 20 μm/h.

Interest in diamond-like carbon (DLC) films is motivated by their unique combinations of physical hardness, electrical strength, high thermal conductivity, and optical transparency. Studies have been recently accelerated by prospects of commercial application for optics and semiconductors, but no single technique has yet produced films with uniform properties at practical rates of growth.

Four methods remain at the focus of current interests: ion beam deposition,¹-⁴ chemical vapor deposition (CVD),⁵-⁷ plasma-enhanced CVD (PECVD),⁸-¹¹ and sputtered deposition.¹²-¹⁵ Contamination is minimized in the first because only the ions of carbon are accelerated to selected energies and deposited on a substrate in a high vacuum environment. In such systems differential pumping and mass separation further reduce the level of the inclusion of impurities into the films. Layers of high quality can be obtained, but at the cost of very slow rates of growth.

In CVD and PECVD both ions and neutral atoms of carbon are produced by the dissociation of organic vapors, such as CH₃OH, C₂H₆, and CH₃OHCH₃, and deposited on substrates. The unwanted collateral products of dissociation provide ready sources of contamination. While growth rates reach practical levels, no one has yet reported the preparation in this way of DLC films of optical quality. The sputtering technique requires two ion sources, one for sputtering carbon from a graphite source with enough velocity to reach the substrate and another for breaking the unwanted graphite bonds which may otherwise remain in the growing film. The two ion sources make the system cumbersome and the higher pressures (10⁻²-10⁻¹ Torr) needed to support the sputtering process introduce problems of contamination that degrade the films to a level comparable to those encountered in CVD and PECVD. In two cases,¹⁶,¹⁷ lasers have been used in a variant of the sputtering process, but with similar results and problems.

Here we report a hybrid method in which the modest rate of growth that characterizes the cleaner ion beam method is enhanced by the high fluence of carbon ions that can be separated from a discharge plume excited by a laser beam focused upon a cold graphite source. The free expansion of the carbon plume into a UHV chamber rapidly attenuates the flux of neutrals impinging upon a substrate positioned at some distance, while the ions are accelerated directly to the surface of the growing film. Since the laser is pulsed for 10 ns periods the peak growth rates are very high. The duty cycle is low but average growth rates can still reach 20 μm/h. Films of DLC produced in this way show a mirror-smooth surface finish and a uniformity of optical quality. Most surprising is that the growth of these films does not require any seeding of the substrate with debris from abrasive treatment with either diamond or any other particles. Areas of 10 cm² have been coated with uniform optical quality on a variety of substrates with only routine cleaning.

Our technique is shown schematically in Fig. 1. As seen there, the output from a Nd-glass laser was focused on a graphite target placed in a UHV environment. The effect of the laser beam was to eject a plume of carbon vapor and then to ionize that portion of it still being illuminated. The neutral cloud expanded isotropically, as evidenced by the pervasive coating of soot which developed in the UHV chamber. The ions were drawn out of the plume and accelerated by the electric fields between the graphite target which was grounded and the negatively charged grid structure shown in Fig. 1. The use of highly purified graphite (99.999%) ensured that only the ions of carbon were collected without any necessity for the mass separation techniques often required when using molecular sources of C₂⁺. The substrate was contained in a Faraday cage connected to the accelerating grid. A drift space was incorporated in the cage making the path from the laser plume to the substrate total 15 cm.

In operation the laser could be used in either a triggered mode giving 10 J of energy in a 10 μs pulse or a Q-switched mode producing a nominal 1 J of output in a 10 ns pulse. Accelerating potentials typically ranged from 300 to 2000 V. The substrates used in most of the studies reported here were...
cut from Si(111) disks, 7.5 cm in diameter, but DLC films of comparable quality could be grown on a variety of materials including Ge and quartz. Without any seeding or abrasion of the surfaces, films grown in this way were mirror smooth and uniform, producing no perceptible distortion in reflected images and test patterns. The coloration of a particular sample depended upon the combination of source proximity and accelerating voltage used to prepare it. A brownish cast appeared under conditions which would have increased the proportions of neutral carbon atoms and clusters in the plasma being transported to the growing film.

The predominance of DLC in the films was indicated by Raman spectra such as shown in Fig. 2. The particular signature of the DLC is the broad triangular structure peaking at 1560 cm⁻¹ with a base stretching from 1000 to 1600 cm⁻¹. The thickness of this film was only about 200 Å and the DLC spectrum is well developed for such a thin film, probably because of the optical quality. The same spectrum was obtained at different locations sampled on the film. The prominent lines in Fig. 2 were contributed by the Si and were found to be much stronger than were produced by an uncoated substrate. This enhancement has been reported previously and is attributed to the matching of the indices of refraction by the DLC coating.

Ellipsometry measurements showed the index of refraction to be uniform across a single film, but to be dependent upon the accelerating voltage that had been used to deposit the DLC. Several films were grown with different accelerating voltages, each chosen to produce a DLC with a different index of refraction lying within the range 1.5 – 2.15. The ellipsometry measurements also confirmed that the thickness of the films corresponded to a nominal deposition rate of 1 Å/pulse of the laser for a substrate placed 15 cm from the plasma plume. The particular sample characterized in Fig. 2 was found to have a thickness of 180 Å with a surface roughness of only ± 1 Å.

Tests of chemical and physical parameters showed the films to be completely intact after immersion in boiling water for 1 h and 10% HCl solution for 1/2 h. The resistance measured on the surface was found to vary from a value for freshly prepared films larger than could be measured with available methods, > 40 MΩ/cm to less than 500 Ω/cm in films annealed at 600 °C. This agrees with previous observations of the graphitization of DLC films.

Similar levels of improvement in the optical qualities of the diamond-like films were obtained by cratering the graphite target and by switching the laser. Either adjustment should have increased the ratio of ions to neutrals in the ablated plasma, emphasizing again the predominant importance of the carbon ions to the growth mechanism. Rotating the graphite target ensured that each triggered discharge fell on a clean planar surface and under such conditions films were formed which were mostly soot. The contrasting approach of triggering successive discharges into the same crater ensured that the plume reached higher temperatures because of confinement and that a larger proportion of the vapor remained in the illumination to be subsequently ionized. Optical quality films were obtained in this way that matched the best produced with the much greater power densities available from the Q-switched operation.

Our tentative conclusions are that the high proportions of ions to neutrals in the plasmas formed by laser ablation are responsible for the uniform optical quality of the DLC films grown by the hybrid technique we are reporting. In this way the advantages of the ion beam method for the deposition of DLC are enhanced by the greater fluences available from laser plasma sources. At deposition rates currently realized of 1 Å/pulse over tens of cm² a growth rate of DLC approaching 20 μm/h could be realized with commercially available lasers.

The authors wish to convey their sincere appreciation to colleagues who generously shared their diagnostic capabilities, in particular M. Green and T. D. Black of the Physics Department of the University of Texas at Arlington for the Raman spectroscopy and S. Lambert of Varo, Inc. for the ellipsometry. This work was supported by the Innovative Science and Technology Directorate of the Strategic Defense Initiative Organization and directed by the Naval Research Laboratory.
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Activation of $^{115}\text{In}^{m}$ by single pulses of intense bremsstrahlung
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(Received 13 October 1987)

A new technique has been recently described for the absolute calibration of intense sources of pulsed radiation in the 0.2-1.5 MeV range of photon energies. An activation technique, it depended upon the storage of samples of the irradiating spectrum in the form of populations of nuclei excited to isomeric states with lifetimes of seconds to hours. Described here is the use of such a calibrated source to resolve severe conflicts in previous studies of the reaction $^{115}\text{In}^\gamma,\gamma'\text{In}^{m}$ through the 1078 keV $J^\pi=\frac{3}{2}^+$ level; this mode has traditionally served as the archetype for $(\gamma,\gamma')$ reactions. We report an integrated cross section of $(18.7\pm2.7)\times 10^{-29}$ cm$^2$ keV with no evidence of any importance of nonresonant channels of excitation.

I. INTRODUCTION

For the study of $(\gamma,\gamma')$ reactions that produce isomeric products, $^{115}\text{In}$ has a particularly favorable combination of characteristic properties. Having only a few channels for reaction at energies below 1.4 MeV, it nevertheless displays a large integrated cross section for excitation of the 269 min isomer at 336 keV. For these pragmatic reasons $^{115}\text{In}$ has served as the archetype material for the study of this type of reaction and a number of efforts have been reported in the past 48 years.

The relevant part of the energy level diagram of $^{115}\text{In}$ is shown in Fig. 1, indicating only three levels through which a $(\gamma,\gamma')$ reaction of multipolarity $E1, M1,$ or $E2$ could proceed to populate the isomeric state for photons below 1.4 MeV. The importance of the lowest gateway level at 941 keV is negligible because it has a particularly small integrated cross section for excitation in comparison to that of the nearby 1078 keV level, and the 934 keV $\frac{3}{2}^+$ level has a yet smaller cross section because of its longer lifetime.

In practical cases in which $^{115}\text{In}$ samples are excited either with gamma rays from a source or by bremsstrahlung from an accelerator operating below 1.4 MeV, the absorption spectrum for $(\gamma,\gamma')$ reactions producing isomers is thus essentially monochromatic at 1078 keV. Nevertheless, measurements by different investigators have shown considerable variance. Table I presents a summary of values reported in the literature together with the results of this measurement in terms of the integrated cross section as usually reported, $\sigma =\frac{\lambda^2}{2\pi}(\frac{2I_e + 1}{2I_g + 1})\frac{1}{a_g + 1}$, where $\lambda$ is the wavelength in cm of the gamma ray at the resonant energy, $E_\gamma, I_e,$ and $I_g$ are the nuclear spins of the excited and ground states, respectively, and $a_g$ is the total internal conversion coefficient for the absorption transition. The $\alpha$s can reasonably be expected to be less than 0.01 for the transitions discussed here.

It has been recently argued that the principal cause of such a large degree of variance among previous measurements of the $^{115}\text{In}$ excitation has been the generally inadequate level of characterization of the spectrum of the pump source. It is particularly awkward to specify the spectrum from a line source. In a previous paper we showed that the spectrum from a pulsed source of intense bremsstrahlung could be determined to a level of accuracy sufficient for the quantitative description of the reactions $^{75}\text{Se}(\gamma,\gamma')^{76}\text{Se}^{m}$ and $^{80}\text{Br}(\gamma,\gamma')^{80m}\text{Br}^{m}$. This agreement now provides a reliable scheme to normalize other results to the pumping spectrum.

It is the purpose of this paper to report the reexamination of the reaction $^{115}\text{In}^\gamma,\gamma'\text{In}^{m}$ with the same pulsed bremsstrahlung source used for the reconciliation of the absorption cross sections to $^{75}\text{Br}^{m}$ and $^{76}\text{Se}^{m}$. The quantitative value for the integrated cross section we report is in good agreement with the value reported most recently as the result of excitation with a radioactive source.

II. METHODS AND APPARATUS

In this method based on the results of Refs. 13 and 16, the uncertainty in the absolute value of the geometric coefficient coupling the source of pump radiation to the absorbing target is eliminated by normalizing both the
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\[ \frac{S(\text{In})}{S(\text{Br})} = \frac{N(\text{In})}{N(\text{Br})} \frac{\xi_{1078}(\text{In})}{\xi_{1078}(\text{Br})} \delta(1078) , \]  

where $S(x)$ and $N(x)$ are the number of nuclei produced and the number of target nuclei of material $x$, respectively. $\delta(1078)$ is the ratio of pumping intensity in units of $(\text{keV}/\text{keV})$ at 1078 keV to the intensity in $(\text{keV}/\text{keV})$ at 761 keV, and the $\xi_E(x)$ are the combinations of nuclear parameters involved in the excitation of the gateway level at energy $E$,

\[ \xi_E(x) = \left( \frac{\pi b_x b_0 \Gamma \sigma_0}{2} \right)_E . \]

The collection of terms in parentheses in Eq. (3) comprises the integrated cross section for excitation as usually reported and the calibration value for $^{79}$Br is $\xi_{1078}(\text{Br}) = 8.2 \times 10^{-32} \text{ cm}^2$.

The source of excitation in these experiments was the bremsstrahlung produced by the DNA PITHON nuclear simulator at Physics International. For these particular experiments the nominal firing parameters were deliberately perturbed so that successive irradiations could be obtained with end point energies varying from 0.9 to 1.5 MeV.

Intensities at the target were determined by measuring the nuclear activation of the $^{79}$Br component of a sample of LiBr containing isotopes in natural abundance. This calibrating target was run in a pneumatic transfer system which enabled the population of $^{79}$Br$^m$ produced by a single irradiation to be subsequently counted with a NaI(Tl) detector of known efficiency at a quiet location 30 m removed from the source. Activation lost during the 1.0 s transit time could be readily corrected during analysis.

The $^{115}$In sample under study was in the form of a thin foil taped to a fiduciary mark near the pneumatic system. Since the $^{115}$In$^m$ had a substantially longer half-life, it could be manually detached after exposure and transferred to the spectrometer which consisted of a 3" x 3" NaI(Tl) detector with associated electronics. In typical cases a counting time of 1 h gave better than 2% pump fluence and the fluorescence counts to some standard material having a monochromatic excitation spectrum. The reaction $^{79}\text{Br} + \gamma \rightarrow ^{79}\text{Br}^m$ is that standard, having an integrated cross section of $6.2 \times 10^{-20} \text{ cm}^2 \text{ keV}$ and a convenient radioactivity in the isomer. Following the formalism reported earlier, the number of $^{115}$In$^m$ nuclei, $N(\text{In})$, which could be excited by a flash of intense bremsstrahlung can be expressed as a ratio,

\[ \frac{S(\text{In})}{S(\text{Br})} = \frac{N(\text{In})}{N(\text{Br})} \frac{\xi_{1078}(\text{In})}{\xi_{1078}(\text{Br})} \delta(1078) , \]

where $S(x)$ and $N(x)$ are the number of nuclei produced and the number of target nuclei of material $x$, respectively. $\delta(1078)$ is the ratio of pumping intensity in units of $(\text{keV}/\text{keV})$ at 1078 keV to the intensity in $(\text{keV}/\text{keV})$ at 761 keV, and the $\xi_E(x)$ are the combinations of nuclear parameters involved in the excitation of the gateway level at energy $E$,

\[ \xi_E(x) = \left( \frac{\pi b_x b_0 \Gamma \sigma_0}{2} \right)_E . \]

The collection of terms in parentheses in Eq. (3) comprises the integrated cross section for excitation as usually reported and the calibration value for $^{79}$Br is $\xi_{1078}(\text{Br}) = 8.2 \times 10^{-32} \text{ cm}^2$.

The source of excitation in these experiments was the bremsstrahlung produced by the DNA PITHON nuclear simulator at Physics International. For these particular experiments the nominal firing parameters were deliberately perturbed so that successive irradiations could be obtained with end point energies varying from 0.9 to 1.5 MeV.

Intensities at the target were determined by measuring the nuclear activation of the $^{79}$Br component of a sample of LiBr containing isotopes in natural abundance. This calibrating target was run in a pneumatic transfer system which enabled the population of $^{79}$Br$^m$ produced by a single irradiation to be subsequently counted with a NaI(Tl) detector of known efficiency at a quiet location 30 m removed from the source. Activation lost during the 1.0 s transit time could be readily corrected during analysis.

The $^{115}$In sample under study was in the form of a thin foil taped to a fiduciary mark near the pneumatic system. Since the $^{115}$In$^m$ had a substantially longer half-life, it could be manually detached after exposure and transferred to the spectrometer which consisted of a 3" x 3" NaI(Tl) detector with associated electronics. In typical cases a counting time of 1 h gave better than 2%
The relative bremsstrahlung intensity emitted at 1078 keV was a strong function of end-point energy of the accelerator as shown in Fig. 3. These data were obtained by numerically fitting theoretical computations of bremsstrahlung spectra. A sample computed spectrum and the verification points from $^{79}$Br and $^{77}$Se are shown in Ref. 13. For each shot of the PITHON simulator the voltage and current were integrated in a bremsstrahlung modeling code to normalize the activity induced. As described previously, confidence in the present method was established by examining quantitatively the number of fluorescent nuclei produced by successive irradiations of samples of $^{79}$Br and $^{77}$Se at a variety of end-point energies. The monotonic results in Fig. 3 indicate that the end point determination is reliable to within ±50 keV from shot to shot.

III. RESULTS

Because of a physical displacement between the $^{115}$In sample and the mixed $^{79}$Br/$^{77}$Se calibrator, the observed activities required correction for the different x-ray intensity obtained at these two points. This was done by mounting thermoluminescent dosimeters (TLD’s) at both positions and comparing delivered doses for each shot. Using the assumption that the relative spectral distributions was constant even though the intensity was varying with position, the $^{115}$In activity was scaled by the ratio of the calibrator dose to that of the indium sample. This correction ranged from 1.40 to 0.69 for the shots used in this work. The relative reversals of the positions of calibrator and sample with respect to the center of the irradiation source gave the same results, thus supporting the validity of the method of correction.

The indium sample was optically thin (0.183 g/cm$^2$) at the 336 keV energy of the fluorescence from the $^{115}$In thus obviating corrections for self-absorption. Data were corrected for fluorescence and detector efficiencies. The resulting values of $S$(In)/$S$(Br) are obtained from Eq. (4) by multiplying the ratios of fluorescent counts shown there by 0.75, the ratio of correction factors for these effects.

The linear form of the dependence of the relative yield of fluorescence from the indium isomers seen in Fig. 4 between 1.0 and 1.45 MeV is a strong indication of the dominance of a single channel of excitation through a gateway level lying at an energy given by the value of intercept. From the data of Fig. 4, it is seen that the intercept lies between 1000 and 1200 keV in agreement with the known $1^+$ state at 1078 keV. Also indicated in Fig. 4 is the energy of the next higher gateway state, $2^-\gamma$ at 1463 keV. It is interesting to observe that for end-point energies above this value there may be a tendency of the data to depart from the simple linear fit because of the availability of this additional gateway. A greater number of measurements at successively higher end-point energies would be needed to confirm this indication.

Once the data below 1.4 MeV are established as being consistent with the model of excitation through a single level at 1078 keV, Eq. (2) provides a means of determining the absolute cross section for the excitation. In Fig. 5 for the measured values on the left side of Eq. (2) are plotted as functions of the relative intensities, $\xi$(1078), appearing on the right. The scatter in the counting ra-
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FIG. 4. Ratios of fluorescent photons from $^{113}$In$^+$ to those from $^{76}$Br$^-$, produced by single discharges from PITHON, as corrected for the finite duration of the counting interval and plotted as a function of the end-point energies of the electrons producing the bremsstrahlung. The dashed line shows a linear fit to the data intercepting the x axis at a single gateway energy of 1.078 MeV. The excitation energy of the next higher gateway is also shown at 1.463 MeV. Statistical uncertainties are smaller than the data points.

The detailed characterization of the spectrum emitted by the intense source of pulsed bremsstrahlung described earlier has been found to be sufficient to determine the yield of the reaction $^{113}$In($\gamma$, $\gamma'$)$^{113}$In$^+$. Table I shows this value to agree with some of the prior measurements. In this work there was no need to invoke any nonresonant reaction channels of the type sometimes used in the description of this reaction.

In addition to providing further evidence against the occurrence of nonresonant reactions in $^{113}$In, the results of this work have important implications for the calibration of intense sources of pulsed continua. By providing a means for storing a sample of the illuminating intensity at a single well-defined energy of 1078 keV for subsequent measurement at a later, quieter time, a sample of $^{113}$In can readily complement the information supplied by $^{76}$Br about the intensity at 761 keV. Moreover, both together can be used to identify the component of excitation contributed by the higher energy lines of $^{77}$Se so that the remainder can be used to characterize the intensities at lower energies.

Finally, it seems this technique of using single pulses of intense continua to measure integrated cross sections for the production of measurable populations of isomers can provide data of use in astrophysical modeling. Cross section at photon energies as low as 1 MeV are quite large for such elements as Se, Br, and In and might provide viable photonuclear channels for the production of enough isomeric population to be important in cosmic nucleosynthesis. It seems that the experiments reported here give evidence that it is possible to advance the precision for the characterization of $\gamma$-$\gamma'$ reactions toward that enjoyed by other types of particle reactions at comparable energies.
ACKNOWLEDGMENTS

This work was supported by the Innovative Science and Technology Directorate of the Strategic Defense Initiative Organization and directed by the Naval Research Laboratory. It was made possible through the efforts of many people within the Center for Quantum Electronics. The implementation of the project depended on the contributions of K. Taylor, C. Dutta, M. Byrd, and P. Philips from the Detector Physics group and of J. Carroll, C. Shippy, D. Tipton, M. Wright, and K. Renfrow in the Engineering group. The authors wish to convey their sincere appreciation to M. Krishnan and his colleagues, R. Schneider and J. Hilton at Physics International of San Leandro, California, for their direction of the PITHON irradiation facility and to the Defense Nuclear Agency for sponsorship of the irradiation time.

3G. Harbottle, Nucleonics 12, 64 (1954).
15In the units usually employed the integrated cross section \( pb_5 b_s \Gamma \sigma_n / 2 \) for the 941 keV level is computed from Ref. 14 to be \( 0.2 \times 10^{-29} \) cm² keV
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Eight triaxial Blumleins have been stacked in series at one end while being synchronously commutated at the other end with a single hydrogen thyratron. Significant voltage gain has been maintained in the stack for periods of the order of 20 ns. Having no other switching elements, operation has been possible at repetition rates to 100 Hz. An x-ray diode has been matched to this pulse power source, making possible the emission of an average bremsstrahlung dose of 5.8 R/s from a sequence of 20-ns pulses. In less than 4 min of operation at 100 Hz, a dose of 1 kR could have been delivered to a target sample. When operated at 50-kV charging voltage, spectral measurements show the output to be a true continuum, peaking at intensities in excess of $2 \times 10^5$ keV/keV/shot and containing useful intensities of photons having energies of 150 keV.

INTRODUCTION

Recently we described a flash x-ray source producing intense nanosecond pulses at high repetition rates. The principal innovation lay in the development of an x-ray diode of such low geometric profile that it could be matched to Blumlein pulsers having impedances as low as 1 kΩ. Output pulses were found to have durations comparable to the transit times of the lines and the combination of pulse duration and line impedance represented entry into a new region of parameter space. Despite the successes of these x-ray sources, one aspect differed little from devices we had developed earlier for short pulse nitrogen ion lasers and XeF lasers. Each was driven by a Blumlein charged by a resonantly pulse charged power supply, and each line was tightly coupled to a diode load adapted to the application. Commutation was effected by a fast, low inductance thyratron; ringing periods of the order of 100 ns could be realized in the switching cycle. Operating parameters were most strongly constrained by the limitations on peak currents and the voltage tolerances of existing commercial thyratrons. At present the limits are 20 kA and 150 kV, respectively.

Reported is a next step in scaling such impulsive devices to potentials greatly exceeding 100 kV, while retaining the capabilities for operation at high repetition rates. The example we describe is a pulsed x-ray generator, driven by stacked Blumleins that could be charged in parallel at the opposite end and commuted with a single thyratron. The output diode was matched to the series stack so that the endpoint limited repetition rates by reintroducing the Marx concepts. Operation of a prototype device produced discharge voltages to 200 kV in an x-ray diode at peak currents of 3.5 kA for a 60-kV charging voltage. At 100 Hz an average x-ray dose of 5.8 R/s was obtained from x-ray pulses of 20-ns duration each. Developed here to excite nuclear fluorescence for the study of (1,3; 7) reactions, the ultimate signal-to-noise ratio will depend only upon the total radiation that can be deliv-
tered to an extended absorber in a working period. This laboratory-scaled alternative to either synchrotron radiation or bremsstrahlung from large e-beam machines may be useful in a more general class of experiments that require access to an extended source of radiation with wavelengths below 0.1 Å.

I. DEVICE DESIGN AND CONSTRUCTION

Here we describe a prototype device consisting of three basic sections that comprised a pulse-forming system, which was then matched to a diode load. The essential sections of the pulse-forming system were (i) the commutation assembly, (ii) the transmission lines, and (iii) the pulse stacking module. When integrated, the system with load extended over a nominal length of 4 m. This basic organization is shown schematically in Fig. 1. It was immersed in a closely fitting pan filled with transformer oil. The outer surface of the diode load was sealed with a gasket into the wall of the pan so that the output could emerge without passage through the insulating oil.

The commutation assembly is shown in Fig. 2. As usual, the thyratron provided the impulsive connection of two massive copper plates constructed from 3.2-mm stock with rounded edges. Their purpose was to distribute the switching current to each of the Blumleins in a manner designed to avoid both transit time inequalities and path constrictions, which could bias the distribution. As shown in Fig. 2, the plates were separated by layered Kapton dielectrics and were connected to the Blumleins with a closely lapped joint.

Both plates and dielectric were pierced to permit insertion of a thyratron. Edges of the lower plate were insulated by fingerlike extensions of the Kapton dielectric layer. Connection from the lower plate to the anode well of the thyratron was accomplished with one of several low inductance cans, each designed for a different one of three possible thytratrons.

Details of the construction of the Blumleins are seen in Fig. 2. The eight individual Blumleins consisted of top and bottom (switching and storage) copper plates 3.8 cm in width. The center high-voltage plates were similar, but only 2.5-cm wide to reduce field stresses at the edges and to increase dielectric lifetimes. All lines were made of 3.2-mm-thick copper and were 3.1-m long with rounded edges.

A laminated Kapton (polyimide) dielectric consisting of thirteen 0.127-mm-thick layers separated the plates. These insulators were manufactured using an in-house lamination process. Alternate layers of Kapton and high dielectric epoxy were pulled through a press consisting of heavy steel rollers. The finished sheet had an average thickness of 2.3 mm, giving a line impedance of 26 Ω.

The plates and the Kapton were lapped to "plug in" at both the thyratron and series ends, as seen in Fig. 3. These plates were completely sheathed in dielectric. In addition to the layer between the plates, 3.2-mm-thick Lexan (polycarbonate) sheets enclosed the copper on the sides; the Kapton walls were placed between each line to prevent interline flashover.

The Blumleins were switched from parallel to series with the rather complex structure shown in Fig. 4. The conductive lines were lapped to lengths of copper foil cut into curves in the plane of the foil so that the conductors from successive lines could be displaced toward the center, where they would lie one above the other. Dielectric sheets were curved along the same lines to isolate the foils and to try to maintain a reasonably constant transmission line impedance of each Blumlein section being stacked. The resulting series section at the head of the lines was then cast to minimize corona. Figure 4 depicts this in a cutaway view.

Also incorporated into the pulse stacking module were a current transformer and an anode cooling system. Accommodations were made for a water-resistor voltage divider, as well. The top and bottom foils leading to the electrodes were conveyed through high-temperature ceramic directly into the cast material that formed the base wall of the diode load specific to the particular application.
It is well known that the line and continuous x-ray emission intensities are angularly distributed with respect to incident electron direction. The bremsstrahlung becomes more peaked in forward directions as the incident electron energy increases. Thus in the high-voltage pulsing of x-ray diodes, the most energetic photons of the continuum of x rays are observed in the direction of the discharge electrons.

In this work, the load matched to the voltage-multiplying lines was an x-ray diode configured with two different electrode assemblies, as shown in Fig. 5. In the high-voltage configuration, electrodes were connected to the foils emerging from the base wall from the series part of the lines. A 2.5-cm-wide graphite blade of 0.38-mm thickness was connected to the cathode foil, while the anode foil emerged from the ceramic inset in the wall to connect to an assembly for interchanging anodes. The useful part of the x-rays emerged from the output window in the direction of the incident electron beams colliding with the anode foil. The spacing between the anode and cathode was adjusted by varying the ceramic shim under the anode. An alternative electrode assembly similar to the one described in earlier works is shown in Fig. 5. This configuration was used in the low-voltage operation of the device and useful x rays were observed from an output window perpendicular to the direction of the discharge electrons.

A vacuum cover was sealed to the particular head being used by an O-ring. The pressure cover was machined out of Delrin plastic and the completed diode could be routinely evacuated to pressures below 5 μ. An output window made of layered Kapton and graphite was placed directly in front of discharge area, as seen in Fig. 1. In operation, all components except for the pressure cover with an output window were immersed in transformer oil.

II. OPERATION AND PERFORMANCE

In operation, the Blumleins were resonantly pulse charged with a source capable of bringing the 16-nF total capacitance of the system to a selected voltage in the range of 3–75 kV in 100 μs. The middle conductors were charged to a positive high voltage. For the performances described here, commutation was effected by a three-stage EG&G 5353 hydrogen thyratron mounted in a grounded cathode configuration.

Both the voltages launched on individual lines and the voltage pulse appearing across the series stack at the head were measured with tapped water resistors, as shown in Fig. 5. They were connected to a Tektronix 7912AD transient digitizer. A comparison of pulses launched and received at the stack for both open and loaded circuits is shown in Fig. 5. As can be seen, the output voltage into a matched load approached four times the charging voltage of each line.

The temporal evolution of the x-ray output from the diode is shown in Fig. 7, together with the time dependence...
of the voltage and current at the diode. For this measurement, the x rays were detected with a PIN diode directly coupled to the Tektronix 7912AD. Electrical performance was recorded with the integral diagnostics described above.

![Waveform plot](image)

**Fig. 6.** Voltages measured across the individual lines and across the series stack with and without load as a function of time. The top pulse is typical of the voltage launched down each line by commuting the thyratron. These particular data correspond to a charging voltage of 50 kV.

Synchronization was readily maintained between records of voltages and PIN diode signals, but the current monitor required a different grounding arrangement, which disturbed the triggering. The relative phase of the current pulse on the time scale of Fig. 6 had to be determined from the relationship between instantaneous power and the corresponding time derivative of the x-ray dose, \( D \):

\[
\dot{D}(t) = K_e I(t) V^2(t) + K_L I(t) [V(t) - V_K]^{1.7},
\]

where \( I(t) \) and \( V(t) \) denote the instantaneous values of current and voltage at the x-ray diode, respectively, and \( V_K \) is the potential of the \( K \) edge for the material of the anode. The first term of Eq. (1) describes the energy emitted as bremsstrahlung continuum, while the second describes emission of the characteristic lines of the anode. The constants \( K_e \) and \( K_L \) denote the relative efficiencies for the emission of continuum and line radiation, respectively.

For the purposes of synchronizing \( I(t) \) with \( V(t) \) it was assumed that

\[
K_e = 2.1 K_L.
\]

in general agreement with previous results. Then Eq. (1) was evaluated for values of load voltage \( V(t) \) input from Fig 7 and for \( I(t + \tau) \), where \( I(t) \) was taken from the raw data and \( \tau \) was an adjustable phase shift. Shown in Fig. 7 is the \( D(t) \) computed for the particular value of \( \tau \), giving the current waveform plotted for comparison; this \( D(t) \) represented the best agreement that could be obtained by this procedure. It seems to be reasonably phased with the voltage waveform since appreciable amounts of current are seen to start at the time \( V(t) \) begins to break from the form of the open circuit ringing.

The x-ray spectra emitted by this device were sampled with an imaging system formed with a pinhole. The output window was heavily masked with lead collimators and the detector was similarly masked to admit only the image of the open aperture at the source. In this way the contribution from spurious Compton scattering was minimized. A test for the magnitude of the remaining Compton intensity originating in the source itself was conducted by blocking only the open aperture at the source. No counts were detected on the scale used for the presentation of the spectra.

The detector used to observe the image of the source aperture was a NaI(Tl) crystal mounted to a photomultiplier whose output was connected to an ORTEC preamplifier/amplifier combination servicing a multichannel analyzer. By adjusting the size of the imaging pinhole, the intensity at the scintillator was reduced to the point at which one photoelectron was counted by the electronics on the average of every three discharges. In this way pulse pileup was avoided. These data comprised a pulse-height spectrum that reasonably approximated the desired spectrum of intensity as a function of photon energy. Radioactive sources emitting lines at convenient energies were used to calibrate the relationship between photon energy and detected pulse height. Since the deviation from simple proportionality was less than 4% over the range of energies of interest, a linear relationship was used in the final analysis of the spectral data.
The spectrum of the counting rate detected at each photon energy was multiplied by the ratio of $2\pi/\Omega$, where $\Omega$ was the measured solid angle of the pinhole. The resulting spectrum is shown in Fig. 8. Data at lower energies than those shown were rendered uncertain by levels of Compton scattering in the detector and thus were not plotted. Errors in the intensities accrue primarily from statistical uncertainties in the numbers of photons $n$ collected in each of the discrete windows in photon energies. A reasonable expectation is that the statistical error in intensity is $\sqrt{n}$. This can be estimated in Fig. 8 from the identification of the lowest intensity, with the accumulation of a single photon in the corresponding window in energy. Experimentally, this uncertainty is seen in the scatter of the data in Fig. 8.

With this first prototype device, x-ray pulse energies were found to remain largely constant as the pulse repetition rate was varied over the range of 1–100 Hz. Figure 9 shows this to be reflected in the measured values of average dose output in the x-ray pulses of 20-ns duration emitted from a tungsten anode.

Average x-ray powers at 100 Hz resulting from the operation of this device with a charging voltage of 50 kV showed that in less than 4 min, a dose of 1 kR could be delivered to a target sample. This would exceed the dose available in the bremsstrahlung from a shot of a large laser plasma or small e-beam machine.
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Described here is the use of a calibrated bremsstrahlung source to resolve conflicts in previous studies of the reaction $^{111}\text{Cd}(\gamma,\gamma')^{111}\text{Cd}^{m}$ through a level located near 1200 keV. We report an integrated cross section of $(9.8\pm2.5) \times 10^{-29}$ cm$^2$ keV with no evidence of any importance of nonresonant channels of excitation.

I. INTRODUCTION

Fifty years ago it was first reported$^1$ that $(\gamma,\gamma')$ reactions could produce isomeric nuclei. It is interesting to note that even after such an advance of technology as has occurred over the intervening time, attempts at quantitative measurements still do not converge. For example, the most recent three measurements of the integrated cross sections for the reaction $^{111}\text{Cd}(\gamma,\gamma')^{111}\text{Cd}^{m}$ were conducted in 1979, 1982, and 1987 with results of 35, 5.8, and 14, as reported in Refs. 2–4, respectively, in the usual units of $10^{-29}$ cm$^2$ keV. Probable errors were quoted as varying only from 7 to 14%. and, yet, no two of the measurements were even within a factor of 2 of each other.

The $^{111}\text{Cd}^{m}$ isomer at 396 keV has a 48.6 min half-life and is readily detected by observing the 150.6 and 245.4 keV gammas radiated in the cascade from the isomer.$^5,6$ Experimentally this is an almost ideal vehicle for the study of $(\gamma,\gamma')$ reactions since the lifetime of the isomer is long enough to collect a substantial dose from any one of a variety of excitation sources during the activation cycle and short enough to count with reasonable signal-to-background ratio afterward.$^7,8$ Experiments appear to have been carefully executed$^2–4$ and the drastic disagreement in the results has been attributed$^1$ to the controversial$^1$ proposal that some mechanism of nonresonant nuclear absorption dominates the excitation step. However, the data that support this intriguing proposal$^1$ and the data that seem to refute$^4$ it agree only in indicating that the $(\gamma,\gamma')$ reaction producing $^{111}\text{Cd}^{m}$ is not well understood.$^2–4,5,12$

The relevant part of the energy level diagram$^4$ of $^{111}\text{Cd}$ is shown in Fig. 1. All of the adopted levels$^2$ between 1000 and 1500 keV are shown together with the gamma transitions that have been observed$^6$ in reactions other than $(\gamma,\gamma')$. Additional transitions to the 1190 and 1330 keV levels have been inferred$^5,13$ from $(\gamma,\gamma')$ studies, but those reports depend upon the validity of arguments which do not support all of the data. Moreover, even the existence of the 1330 keV level might reasonably be questioned, since it is based upon a single report$^4$ of a reaction not dependent upon the interpretations of $(\gamma,\gamma')$ data.

For levels in Fig. 1 which might be excited by photons with energies in the range 1000 to 1500 keV, there are a number of possible cascades to the $\frac{1}{2}^-$ isomer through levels below 1000 keV which are not shown. However, no particular path has been proposed.

It has been recently argued$^7$ that the principal cause of such a large degree of variance among previous measurements of isomeric excitation has been the generally inadequate level of characterization of the spectrum of the pump source. In a previous paper$^1$ we showed that the spectrum from a pulsed source of intense bremsstrahlung could be determined to a level of accuracy sufficient for quantitative description by the reactions $^{75}\text{Br}(\gamma,\gamma')^{75}\text{Br}^{m}$ and $^{76}\text{Br}(\gamma,\gamma')^{76}\text{Br}^{m}$.

Subsequently we reexamined$^14$ the reaction $^{115}\text{In}(\gamma,\gamma')^{115}\text{In}^{m}$ with the same pulsed bremsstrahlung source used for the reconciliation of the absorption cross sections to $^{76}\text{Br}^{m}$ and $^{76}\text{Se}^{m}$. For $^{115}\text{In}$, the quantitative value for the integrated cross section we found was in good agreement with the other value reported most recently as the result of excitation with a radioactive source.$^15$ Reported here is an extension of this technique to the reaction $^{111}\text{Cd}(\gamma,\gamma')^{111}\text{Cd}^{m}$. We find an integrated cross section of $(9.8\pm2.5) \times 10^{-29}$ cm$^2$ keV for reaction through a gateway level near 1200 keV.

II. METHODS AND APPARATUS

As usually reported$^7$ the integrated cross section for a $(\gamma,\gamma')$ reaction yielding an isomeric product state is $\sigma_{\gamma} b_{\gamma} \Gamma_{\gamma}/2$, where $\Gamma$ is the natural width in keV of the pump band, where the branching ratios $b_{\gamma}$ and $b_{\gamma'}$ give the probabilities for the decay of the gateway level back into the initial and isomeric level, respectively, and $\sigma_{\gamma}$ is the maximum of the Breit-Wigner cross section for the absorption transition.$^{14}$ Unlike our previous study$^1$ of $^{115}\text{In}$ from which this present work has been extended, none of the elementary nuclear properties entering into the computation of the integrated cross section were known for $^{111}\text{Cd}$. Although it is uniformly assumed$^2–4,9,12$ that the dominant gateway level lies at 1330 keV, this is not strongly supported by prior data. Early experiments$^{5,10,16,17}$ using bremsstrahlung from accelerators with variable end point energies indicated that the reaction turns on between 1200 and 1400 keV. However, the apparent sharpness seen in some early data at 1330 keV is strongly affected by the logarithmic presentation of a linear threshold and the sensitivity of the in-
In more recent experiments using $^{60}$Co sources, the high level of activation produced and the proximity of the 1330 keV level of $^{111}$Cd to the strong 1332 keV line of $^{60}$Co made it attractive to identify the $(\gamma,\gamma')$ reaction as occurring through the 1330 keV level of undetermined symmetry. Since the experiments reported here were conducted with an accelerator producing a known bremsstrahlung spectrum, it was decided to try to determine experimentally the energy of the gateway needed, as well as the integrated bremsstrahlung can be conveniently expressed as a ratio, 

$$S_{(Cd)} = \frac{N_{(Cd)} \xi_{(Cd)}}{N_{(Br)} S_{(Br)} (E)}$$  \((1)\)

where $S_{(x)}$ and $N_{(x)}$ are the number of nuclei produced and the number of target nuclei of material, respectively; $\xi_{(E)}$ is the ratio of pumping intensity at the gateway energy $E$ in keV to the intensity at 761 keV and the $\xi_{(x)}$ are the combinations of nuclear parameters involved in the excitation. 

$$\xi_{(x)} = \frac{(\pi b_0)^2 \Gamma \delta_0 / 2 \xi_{(x)}}{E}$$  \((2)\)

The collection of terms in parentheses in Eq. \((2)\) comprises the integrated cross section for excitation as usually reported, and the calibration value for $^{76}$Br is $\xi_{(76)} = 8.2 \times 10^{-12}$ cm$^2$. Still more convenient for analysis is the weighted activation ratio, $R$, obtained by multiplying Eq. \((1)\) by the ratio of the number of target nuclei, 

$$R = \frac{N_{(Br)} S_{(Cd)}}{N_{(Cd)} S_{(Br)}} \xi_{(Br)} \xi_{(E)}$$  \((3)\)

The source of excitation in these experiments was the bremsstrahlung produced by the DNA/PITHON nuclear simulator at Physics International. The deliberate perturbation of the firing parameters provided a sequence of irradiations with end point energies varying from 1.3 to 1.54 MeV.

Intensities at the target were determined by measuring the nuclear activation of the $^{76}$Br component of a sample of LiBr containing isotopes in natural abundance. The $^{111}$Cd sample under study occurred in natural isotopic abundance in a thin Cd foil taped to a fiduciary mark near the pneumatic system used to convey the LiBr calibrator to a counting system. Since the $^{111}$Cd had a substantially longer half-life than the calibrating Br, it could be manually detached after exposure and transferred to the spectrometer which consisted of an intrinsic germanium detector with associated electronics. In typical cases a counting time of 1 h gave better than 5% statistical accuracy in the area of the $^{111}$Cd peak. In the course of this experimental series, six shots were obtained for sufficiently high end-point energies to yield statistically significant numbers of fluorescent isomeric activity.

To confirm that the fluorescence being detected resulted only from decay of the $^{111}$Cd activity, the spectra from irradiated foils were first examined for traces of interference from the 238 keV line from $^{210}$Pb contaminating the counting environment. The clear separation of the 238 keV line from the 245 keV line obtained from
at $E$ must be known. For these experiments, these data were obtained by numerically fitting theoretical computations of bremsstrahlung spectra. As reported previously, confidence was established by examining quantitatively the number of fluorescent nuclei produced by successive irradiations of samples of $^{79}$Br and $^{77}$Se at a variety of end-point energies. The relative bremsstrahlung intensity emitted at a particular energy was found to be a strong function of the end-point energy of the accelerator; two examples are shown in Fig. 3.

III. RESULTS

Because of a small physical displacement of the $^{111}$Cd sample from the mixed $^{79}$Br/$^{77}$Se target providing calibration, the observed number of fluorescent photons counted had to be corrected for the different source intensities. This was done by mounting thermoluminescent dosimeters (TLD's) at both positions and then comparing the total dose recorded at the different points for each shot. The number of photons from $^{111}$Cd was scaled by the value of relative dose received at the $^{111}$Cd and at the calibrating positions.

The cadmium sample was optically thin (0.5–0.7 gm/cm$^2$) at both the 150 and 245 keV fluorescence energies, requiring relatively small factors of 1.645 and 1.222 for the self-absorption correction. Data were corrected for fluorescence and detector efficiencies, as well as for variations in measurement time. Fluorescent counts from each line were used to calculate the total number of nuclei pumped for each exposure. Good agreement was

![Figure 2](image-url)

**FIG. 2.** Spectra showing the 245 keV line from the decay of $^{111}$Cd$^m$. The spectra were obtained from an 8.02 gm, natural Cd foil sample. The small peak near 238 keV is due to the decay of naturally occurring $^{212}$Pb in the counting environment. (a) Fluorescence from $^{111}$Cd$^m$ following irradiation with a single bremsstrahlung pulse having an end point energy of 1.4 MeV. Counting time was 3600 sec. (b) Fluorescence following excitation with an end point of 1.3 MeV; counting time was 2700 sec.

$^{111}$Cd$^m$ following irradiation with a 1.4 MeV end point bremsstrahlung pulse is shown in Fig. 2(a). At an end point energy of 1.3 MeV, where the spectral intensity at the 1330 level in $^{111}$Cd$^m$ should have been negligible, the 245 keV line is weak but clearly observable, as shown in Fig. 2(b).

In order to determine an experimental value of the $\xi_E$(Cd) by fitting Eq. (3) to measurements of the fluorescence yields from the sample and from the LiBr calibrator, the relative bremsstrahlung intensity, $\xi(E)$, emitted
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**FIG. 3.** Plots showing the ratio of the spectral density at energy $E$ normalized to the spectral density at the 761 keV gateway of $^{79}$Br for varying end-point energies. The solid and dotted lines show the ratio for energies $E = 1.190$ and 1.330 MeV.
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**FIG. 4.** Ratios of isomeric fractions produced in $^{111}$Cd$^m$ to those in $^{79}$Br$, as corrected for the finite duration of the counting interval and plotted as a function of the end-point energy of the bremsstrahlung. Error bars show the counting statistical uncertainty. The dashed line shows a linear fit to the data intercepting the x axis at a gateway energy of 1.19 MeV. Excitation energy of the next higher gateway is shown at 1.33 MeV. In this figure and in Fig. 5, the error bars for the two least precise points have been shown. The statistical errors for the other points are commensurate with the plotting symbols in the figures.
found and the weighted average was taken to reduce statistical error. The resulting values of weighted activation ratio, $R$, from Eq. (3) are shown in Fig. 4.

The linear form of the dependence of the relative yield of fluorescence from the cadmium isomers seen in Fig. 4 between 1.1 and 1.6 MeV is a strong indication of the dominance of a single channel of excitation through a gateway level lying at an energy given by the value of the $x$ intercept. While uncertainties in the actual endpoint energy of the electrons could be as great as ±100 keV, the agreement between the intercept obtained in a similar experiment\textsuperscript{14} for the activation of $^{115}$In\textsuperscript{m} and the known energy of the predominant gateway at 1078 keV support the values given for end points in this energy range.

From the data of Fig. 4 it is seen that the intercept lies near 1200 keV, in agreement with the known $^{119}$Cd state at 1190 keV. Also shown in Fig. 4 is the energy of the next higher gateway state having an acceptable $J^e$, the poorly characterized level at 1330 keV. It is interesting to observe that for end-point energies above this value there seems to be no clear tendency of the data to depart from the simple linear fit because of the availability of this additional gateway. A greater number of measurements at successively higher end-point energies would be needed to confirm this indication that the 1330 keV level has no particular role in the excitation of $^{111}$Cd\textsuperscript{m}.

Once most of the data are established as being consistent with the model of excitation through a single level at 1190 keV, Eq. (3) provides a means of determining the absolute cross section for the excitation. In Fig. 5(a) data for the measured values on the left side of Eq. (3) are plotted as functions of the relative intensities, $\xi(1190)$, appearing on the right. As can be seen from Eq. (3), the best slope around which the data of Fig. 5(a) scatter would represent our experimental determination of the product of the first two terms on the right of Eq. (3). For comparison, the same approach is repeated in Fig. 5(b) to show the difficulty in attempting to force the interpretation that the principal gateway level is the state at 1330 keV. In Fig. 5(b) the weighted activation ratios are plotted as functions of $\xi(1330)$. It is difficult to consider these data as approximating a linear dependence of $R$ upon $\xi$, and particularly one which extrapolates to the origin as required by Eq. (3).

From the linear fit to the data of Fig. 5(a) shown as the heavy line, Eqs. (2) and (3), and the value of integrated cross section for $^{79}$Br mentioned earlier, we obtain

$$\xi_{1190}(\text{Cd}) = (8.2±2.1) \times 10^{-32} \text{ cm}^2.$$

The uncertainty was obtained from application of the same analyses to the lighter lines in Fig. 5(a) bounding the scatter from the least squares fit to the data. The scatter in the data is within the bounds established by this uncertainty in intensity.

Finally, substituting the value for $\xi_{1190}(\text{Cd})$ into Eq. (2) and solving for the integrated cross section gives for the 1190 keV transition in $^{111}$Cd,

$$\pi b_0 b_1 \Gamma \sigma_{0}/2 = (9.8±2.5) \times 10^{-29} \text{ cm}^2 \text{ keV}.$$

This is the value we report in Table I.

### IV. CONCLUSIONS

The detailed characterization of the spectrum emitted by the intense source of pulsed bremsstrahlung described earlier\textsuperscript{8} has been found to be sufficient to determine the quantitative yield of the reaction $^{111}$Cd($\gamma,\gamma'$)$^{111}$Cd\textsuperscript{m}.

Table I shows that value to fall within the interval over which the prior measurements have scattered. In this work there was no need to invoke any theory of nonresonant reaction channels of the type sometimes used\textsuperscript{9} in the description of this reaction.

In addition to providing further evidence against the occurrence of nonresonant reactions in $^{111}$Cd, in concordance with the conclusions for $^{115}$In, the results of this work have important implications for the calibration of intense sources of pulsed continua. By providing a pho-
to activation channel with a well-defined gateway at 1190 keV, a sample of $^{112}$Cd can readily complement the information supplied in $^{79}$Br about the intensity at 761 keV and $^{112}$In at 1078 keV. Moreover, the results of this work may indicate why previous work gave such disparate results, no matter how carefully done. The most recent experiments with $^{60}$Co sources were strongly model dependent. In those efforts the irradiating intensity and its dependence upon experimental variables were assumed to be a result of Compton scattering from the $^{60}$Co line at 1332 keV to the absorption energy at 1330 keV. From Fig. 4 it can be seen that the actual excitation energy is nearer 1200 keV. In the $^{60}$Co experiments the intensities at the real gateway must have differed drastically from what had been calculated because of the substantial differences in energies assumed for the gateway.
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Comment on "Mössbauer sidebands from a single parent line"
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Foills composed of alternating layers of ferromagnetic and nonmagnetic materials immersed in magnetic fields oscillating at radio frequencies display sidebands on Mössbauer transitions from the nuclei contained in the nonmagnetic regions. Attributed by Chien and Walker [Phys. Rev. B 13, 1876 (1976)] to the transfer into the nonmagnetic layer of acoustic phonons excited by magnetostriction in the ferromagnetic layers, this accepted cause of such effects is challenged by new data resulting from a reexamination and extension of that classical experiment.

The paper of Chien and Walker\textsuperscript{1} was of such critical importance that it warrants comment over a decade later. Generally perceived as reporting an unarguable proof of a certain basic proposition, it has now been found to have rested upon a demonstrably false assumption. A reexamination of the original experiment shows it to have been so flawed that any conclusions drawn from it must now be considered unproven.

The point of inception had been the original proposal of Mitin\textsuperscript{2,3} that Mössbauer transitions could be excited as part of a multiphoton process in nuclei immersed in intense radio-frequency (rf) fields. In those cases the Mössbauer spectrum was expected to show additional sum and difference frequency lines displaced from the normal lines by integral multiples of the perturbing frequency. In appearance such multiphoton spectra are expected to resemble the transmission spectra which Ruby and Bolef\textsuperscript{4} obtained by imposing periodic Doppler shifts of purely mechanical origin upon the Mössbauer source. This unfortunate similarity in appearance between phenomena arising from such different origins provided the basis for years of critical controversy seemingly resolved by the work of Chien and Walker.\textsuperscript{1} The purpose of this comment is to report new data from a repetition and extension of the Chien and Walker experiment that shows their conclusions to be unjustified. Without the force of conviction conveyed by their work, the controversy must be reopened to further investigation.

The earliest experiment in radio-frequency sideband production, reported by Perlow\textsuperscript{5} in 1968, focused upon the components of the 14.4-keV transition in \(^{57}\text{Fe}\). Several \(^{57}\text{Co}\) sources diffused into ferromagnetic hosts were immersed into intense magnetic fields oscillating at radio frequencies. Those results were attributed\textsuperscript{5} to successive jumps in the hyperfine energies of the radiating states that had been caused by rotations of the local direction of the magnetization at the nucleus. Those jumps were assumed to occur at the random times when domain walls passed, but with an average periodicity which was treated as a fitted parameter. Such a treatment could be termed a magnetodynamic model of sideband development which anticipated the results of the more complex propagation of the rotations of the magnetization in foils and tapes that was subsequently developed.\textsuperscript{6,7} It generally conformed to the Mitin hypothesis for multiphoton transitions. Two of the three groups who initially documented this phenomena favored the magnetodynamic explanation which required no mechanical action\textsuperscript{8,9} while the other group began to develop an alternative based entirely upon magnetostriction.\textsuperscript{10,11} Most of the actual experiments had used ferromagnetic hosts to enhance the applied magnetic fields, and such materials are almost invariably magnetostrictive. In the model finally synthesized, periodic Doppler shifts were assumed to be driven by acoustic phonons which were excited by magnetostriction along the greatest dimensions of the material and scattered onto the axis connecting source and absorber. To be effective, this mechanism required the sample to have a large acoustic Q so that displacements of the active nuclei could build to significant values.

Despite the accretion over the years of a large body of phenomenology presumed to described rf sidebands on Mössbauer transitions, the magnetostrictive-acoustic theory never quantitatively predicted the amplitudes of the sidebands as functions of either applied power or frequency. However, the magnetodynamic models of that time fared no better, and attention turned to "proving" a magnetostrictive origin by distorting the alternative explanations.\textsuperscript{12} The obvious difficulty with proving a theory by distortting the alternatives is that those other explanations may not have reached comparable levels of maturaion. The magnetodynamic models of the late 1960's were relatively easy to destroy.\textsuperscript{12} However, the recent successes of ferromagnetodynamics\textsuperscript{6-7} show the early models\textsuperscript{1} of
sideband formation to have been inspired, but inadequate approximations. Those models simply did not embody the level of sophistication necessary to describe the complex switching behavior of magnetization in ferromagnetic foils subjected to various combinations of static and oscillating fields in those geometries employed.

More recent experiments\(^1\)\(^2\) have shown that the applications of such oscillating magnetic fields to Mössbauer nuclei embedded in nonmagnetic hosts do produce radio-frequency sidebands by directly modulating the phases of the nuclear states involved in the transitions. However, amplitudes were rather small in those experiments because the driving forces depended only upon the value of applied field \(\mu_0 H\). In 1984, we extended such approaches further by deriving the phase modulation of a nuclear state in a magnetic material.\(^3\) In this case driving forces were proportional to the magnetization \(\mu_0 M\) and effects were found to be large.\(^4\)\(^5\)\(^6\) It appears that many prior results attributed exclusively to acoustic effects driven by magnetostriction could have also benefited from an unrecognized contribution from direct phase modulations of the nuclear states involved.

From a current perspective it is the experiment reported by Chien and Walker\(^1\) that forms the bulwark of the magnetostrictive-acoustic explanation of Mössbauer sidebands. In that experiment an absorbing foil composed of ferromagnetic and nonmagnetic layers was used to study transport of the causitive agent from the ferromagnetic layer into the nonmagnetic region where the sidebands were produced upon Mössbauer transitions of embedded \(^{57}\)Fe nuclei. Very clear evidence showed that the cause did arise in the ferromagnetic Ni layers, producing sidebands in the nonmagnetic stainless-steel layers. The most ready explanation at that time was a transport of phonons from one layer to the next with a high acoustic \(Q\). Those experiments were repeated in the work reported here, but with extensions which contradict the classic interpretation of Chien and Walker.\(^1\)

Although not unique for all sidebands in a spectrum,\(^1\) the idea of a modulation index \(m\) as a measure of the strength of the development of the sidebands offers practical convenience for descriptions. For a magnetostrictive origin,

\[
m = \frac{x_0}{\lambda},
\]

where \(x_0\) is the amplitude of the periodic displacement of the nuclei and \(\lambda = 0.137\) Å for the 14.4 keV line of \(^{57}\)Fe. In the corresponding magnetodynamic model,\(^1\)\(^3\)

\[
m = bH.
\]

where \(H\) is the applied magnetic field and \(b\) provides proportionality between \(M_s\), the saturation magnetization of the medium, and \(H\). For relatively small \(m\), the ratio of the magnitude of the first order sidebands to the intensity in the original parent line is proportional to \(m^2\); which in turn is proportional to \(P\), the applied radio-frequency power.

One of the most compelling results presented by Chien and Walker\(^1\) was a demonstration supposed to show the enhancement of \(m^2\) afforded by tighter acoustic coupling of the layers. They found that electroplating Ni upon a stainless-steel foil produced much higher values of \(m^2\) in absorption experiments than could be obtained by gluing a Ni foil to the stainless foil. They attributed the difference to the obviously poorer acoustic properties of the glue. However, as part of this report we observe that their stainless-steel foil was electroplated on both sides with Ni while the epoxied bond was used to join a single Ni foil to one side of the stainless absorber. While the \(m\) defined by Eq. (1) for a single foil could not be additive if produced in different magnetostrictive layers, in principle the \(H\) upon which \(m\) depends in Eq. (2) could add coherently. Two sources of \(m\) arising from distinctly separate sources could give a resulting modulation of \(4m^2\) in a magneto-dynamic model. Chien and Walker failed to recognize\(^1\) that even in the magnetostrictive model two sources of \(m\) generated in the two electroplated layers should give a modulation index of \(2m^2\) in the absorber foil. Instead, they attributed the increased sideband intensity developed by the two plated sources in comparison to the one glued source only to the advantage they assumed for a plated contact over a glued interface. They reported no comparison of the effects of gluing or plating the same number of ferromagnetic layers to the absorber foil. Reported here is a repetition of the Chien and Walker experiment which showed that the effect of two foils varied from two to four times that produced by a single foil joined in the same fashion, depending upon the static magnetic bias applied.

In our experiment the absorber was a 2.5 μm paramagnetic stainless-steel (SS) foil with 90.6% enrichment of \(^{57}\)Fe. For the nonabsorbing ferromagnetic drivers, 2.5 μm Ni foils were used, all of which were cut from a single sheet of polycrystalline Ni. The stainless-steel absorber was sandwiched between two Ni foils and held in rigid contact by mounting the foils between glass cover slides of 100 μm thickness. A conventional Mössbauer spectrometer, modified for \(\text{rf}\) experiments (Fig. 1), utilized a 25-mCi source in a Rh matrix to obtain the \(^{57}\)Fe absorption spectra. The 14.4 keV gamma rays were detected with a Kr gas filled proportional counter biased with 1.8 kV.

A 25 MHz rf magnetic field was applied by mounting the foils in the cylindrical induction coil of an L-C tank circuit. In obtaining data for a direct comparison between the effect of one Ni driver versus two, the product of the applied rf power \(P\) and the electrical \(Q\) of the circuit containing the rf induction coil was maintained at constant values. Elementary analysis shows that if \(PQ\) is constant the rf current in the coil of such a circuit is also constant and hence the two absorber arrangements are subjected to applied fields of the same intensity \(H\). The results of the first experiment verified the linearity of the first-order sideband amplitudes at 25 MHz for SS with two Ni drivers with \(PQ\) products of 75, 150, and 300 W as shown in Fig. 2. The spectra are scaled so that the intensity of the central Mössbauer absorption peak of \(^{57}\)Fe in SS is held constant in order to make direct comparisons of the sideband amplitudes.

Having established the linearity of the first-order sidebands in the Ni-SS-Ni sandwich, one of the Ni drivers was removed and the experiment was repeated with the same \(PQ\) products as before. Figure 3 shows a comparison of the sideband amplitude for two Ni drivers versus...
One; in this configuration two Ni drivers give twice the effect of one driver foil.

In the next experiments a comparison was made between the effect of one source of excitation with that from two sources when both were biased with a static magnetic field. Rare-earth element magnets were placed about the induction coil such that the static magnetic field was mutually orthogonal to the rf magnetic field and to the direction of gamma-ray propagation.

The linearity of the sideband amplitudes at 25 MHz as a function of \( PQ \) was again established as shown in Fig. 4 to insure that the introduction of the static magnetic field did not introduce any nonlinearities into the system. The scale thus established was used to measure the decrease in the sideband amplitude when one of the sources of excitation was removed from this biased sandwich. As is clearly shown in Fig. 5, the sideband amplitudes obtained with two driver foils are four times the amplitudes obtained with one driver foil. Therefore, with the application of a
FIG. 4. Establishment of linearity of the first-order sidebands at 25 MHz with $PQ = 75, 150,$ and $300$ W when the foils are biased with a static $B$ field.

The results of this reexamination of the Chien and Walker experiment support only the first conclusion reached in that original work, namely that the causitive agent of rf sidebands can be produced in a ferromagnetic layer and then transported into a nonmagnetic layer. Their other conclusion is completely refuted by this demonstration because the effects they attributed to the type of coupling between layers most probably resulted from the relative numbers of magnetic and nonmagnetic layers.

These new results go beyond the propositions tested by Chien and Walker and display behaviors completely inconsistent with the traditional magnetostrictive-acoustic origin of Mössbauer sidebands. In experiments such as these, acoustic phonons are the bosons associated with vector fields driven by tensor forces, not vector forces. Without invoking stimulated emission, we can conceive of no way in which tensor sources which are physically separated can produce coherent vector fields in a space between them, even if they are temporally synchronized. As the fields increase the magnetostrictive foils will become stressed along parallel axes which are displaced by the thickness of the stainless layer between them. There is no mechanism to produce a displacement vector in a particular transverse direction as a consequence of the resulting strains in the Ni foils. Only a small scale bulging or buckling of each Ni foil is to be expected and this is usually described as the scattering of phonons at right angles to the source. Without the stimulated emission of such phonons, there is no way to insure that one foil buckles toward the stainless layer at a particular point while the other buckles away.

The stimulated emission of phonons that would be necessary to produce coherent additions of the displacements arising from the different sources would imply the existence of a threshold of power above which two modulation indices of $m$ would give an effect of $4m^2$ and below which only $2m^2$. No such threshold was suggested by data similar to that of Fig. 5 which was obtained over an adequate range of powers.

In view of the growing number of successes of the model for the direct modulation of the phases of the nuclear states and these new results which question the validity of the conclusions of the Chien and Walker experiment, it would appear that the controversy over the origin of Mössbauer sidebands must be reopened.
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The excitation of coherent transients in Mössbauer spectra has been previously limited by the high powers required to modulate the nuclear phases. Reported here is an orders-of-magnitude increase in the efficiency through which such phenomena can be produced. Magnetic modulation of the quantum phases of $^{57}$Fe nuclei in paramagnetic media has been produced by spin waves of large amplitude transported from ferromagnetic sources.

PACS numbers: 76.80.+y

A recent Letter\(^1\) reported variations in recoilless $\gamma$-ray spectra produced by directly modulating the interaction energies arising from the couplings of the nuclear magnetic moments to the hyperfine fields. Described in terms of the phase modulation of the nuclear states involved in the transition, those results represent important realizations of some of the general possibilities for developing nuclear analogs\(^2,3\) of coherent transient effects studied in quantum optics.

An example is found in the frequency domain in the excitation of sidebands on $\gamma$-ray transitions, and precur-\(\)sive work\(^4-6\) had treated that problem in a manner equivalent to an application of the phase modulation formalism.\(^3\) For cases in which there is no static magnetic field\(^5\) or in which the modulation is parallel to the static field,\(^6\) the effect of the time-varying component $H_0 f(t)$ upon an eigenstate of the nucleus, $\psi_{a,m}(t)$, can be written

$$\psi_{a,m} = e^{-i\phi_a(t)} \psi_{a,m}(0),$$

where $\phi_a(t)$ is the modulation angle of the phase,

$$\phi_a(t) = m \omega_a \int_0^t f(t') dt',$$

and the Larmor frequency $\omega_a$ is

$$\omega_a = \mu g_s H_0 / h,$$  \hspace{1cm} (3)

where $\mu$ is the nuclear magneton, $g_s$ is the gyromagnetic ratio for the $a$th excited or ground state of the nucleus, and $m$ is the magnetic quantum number of the eigenstates.

In principle, the difference in phase modulation between the ground state, $g$, and an excited state, $e$, may be observed during an absorption transition because the Fourier components of $\phi_a(t) - \phi_e(t)$ will be manifested as sidebands. However, since the transition will have a width $\Gamma$ associated with the time-dependent decay of the states, unless

$$\hbar \omega_a \simeq \Gamma,$$ \hspace{1cm} (4)

the sidebands will be buried in the natural wings of the probing transition.

Only the ingenious use of the ultranarrow, 93-keV line of $^{67}$Zn permitted the quantitative study of the coherent phase modulation effects recently described.\(^1\) That benchmark achievement required field amplitudes reaching 13.4 mT for sinusoidal modulation at applied frequencies $\omega$ up to 10 kHz and effects were reported\(^1\) to scale as $(H_0/\omega)^2$.

The conceptual key to orders-of-magnitude enhancement of phase modulation effects has been reported\(^7-9\) to lie in the use of smaller powers to manipulate the greater magnetic fields arising from the natural correlations of individual spins in ferromagnetic materials. However, the modulation $\delta M/\delta t$ of the magnetization $M$ of a ferromagnetic material is rarely parallel to either the applied field $H_0$ or even to $M$ itself.\(^10\) For such cases of nuclei in ferromagnetic media, the modulation angle of Eq. (2) takes a more complex form\(^7\) and one which causes a mixing of the eigenstates $\psi_{a,m}$. Nevertheless, the principal parameter is still a Larmor frequency $\omega_a$ which for magnetic environments becomes

$$\omega_a = \mu g_s H_0 / h,$$

a value much larger than that found in Eq. (3) for non-magnetic samples. Unfortunately, magnetic materials are almost invariably magnetostriuctive and the concern has lingered that even the enhanced effects of phase modulation might always be overwhelmed by the periodic Doppler shifts produced by vibration in the lattices excited by magnetostriction.

The propagation of magnetoelastic waves is a complex problem which has been intensively studied since 1958.\(^11\) For many magnetic media the dispersion equation for such waves displays several branches\(^12,13\) which can be individually identified with spin waves, magnetostatic waves, or elastic waves. Mixed waves coupling magnons and phonons occur principally when branches intersect, so that the frequencies and wavelengths for both are nearly equal.\(^11\) Away from those values of parameters magnetic and acoustic waves can be separated. In principle this offers a means to propagate only the former to some remote part of a sample where it is desired to magnetically modulate the phases of the states of the nuclei without carrying acoustic noise along to the same place.

The most convenient of the Mössbauer transitions for modulation experiments is the 14.4-keV transition of...
$^{57}$Fe diluted in a thin metal foil. The propagation of magnetic waves in conductive foils presents a special problem because of eddy-current losses; Kittel has given an approximation\textsuperscript{11} which would limit the mean free path for a magnon to a few wavelengths for the frequencies of tens of MHz which would be interesting for use with $^{57}$Fe. For this reason the preferred choices for the propagation of magnetization in such thin metallic foils are the magnetostatic waves characterized by long wavelengths and high group velocities\textsuperscript{12,14} that are quite removed from intersections with acoustic branches. Wave-lengths can readily reach the scale of millimeters, and it has been demonstrated that dispersion properties are little affected by raising the temperature of the foil above the Curie point.\textsuperscript{13} Thus, if they can be excited at the boundaries, such spin waves should propagate in paramagnetic foils as well as they do in conductive ferromagnetic foils.

A stainless-steel foil 10 mm $\times$ 20 mm $\times$ 2.5 $\mu$m was used in these experiments. It was rolled from a nonmagnetic alloy, 310, which was expected\textsuperscript{16} to have a susceptibility of about 4000 $\times$ 10$^{-6}$ cgs. When enriched in $^{57}$Fe, it displayed a single absorption line at 14.4 keV. Relatively recently, it has been shown\textsuperscript{17} how to communicate the large values of magnetization characteristic of ferromagnetic materials into thin foils of paramagnetic media, such as stainless steel at room temperature, by sandwiching it between ferromagnetic layers. Grünberg demonstrated that at small separations ferromagnetic foils switch coherently so that lines of fringing flux emerging from one continue across to the other. Flux refraction insures that this small normal component is in the ratio of length to thickness, an aspect ratio of about 10$^4$ in these experiments. In this way a wave of oscillating magnetization was launched into a stainless-steel tape, enriched in $^{57}$Fe so that nuclear phase modulation might be observed at a distance from the source of the disturbance that was greater than the range for the transport of acoustic phonons.

This experiment employed a conventional Mössbauer spectrometer with a 2 mCi $^{57}$Co source in a Pd matrix to obtain the $^{57}$Fe resonance spectra in a transmission geometry. To detect the 14.4 keV $\gamma$ rays we used a high-resolution EG&G high-$q$ $\gamma$ Ge detector. A Wavetek Model 3000 signal generator and a 50-diff ENI-325LA linear radio-frequency (rf) amplifier provided the oscillating magnetic field.

To calibrate the contributions from ultrasonic and from phase modulation effects two independent techniques of sideband generation were used. As a basis for comparison, ultrasonic sidebands were excited on the unsplit absorption line of $^{57}$Fe nuclei in the same stainless-steel foil by sinusoidal vibrations injected with two different 25-MHz piezoelectric transducers. One was $X$ cut and the other $AT$ cut in order to inject the widest possible variety of phonons of vibration for transmission to the point of observation in the geometry of Fig. 1(a).

As shown in the lower panel of Fig. 1(b) an 8 $\times$ 10 mm$^2$ section of the foil was acoustically bonded to each of the transducers used in this experiment. The remaining length was gently curved, forming a 90$^\circ$ angle with the plane of the transducer. Mechanical support was provided for the remote section of foil by mounting it between glass cover slides which were then fastened to the transducer cell.

In the usual geometry for a transmission experiment arranged to sample excitation at the source, a convenient level of input power of 0.06 W to the $X$-cut crystal produced the reference level of sideband development seen
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**FIG. 1.** Schematic representation of the mounting arrangements used in the excitation of sidebands on the Mössbauer absorption line of $^{57}$Fe in the 2.5-$\mu$m-thick stainless-steel (SS) foil. (a) The optical path from $\gamma$ source to detector is shown by the dotted arrow for the orthogonal $x$ and $y$ directions arranged to sample sideband development at the source of the phenomenon and at a remote point, respectively, as marked. Excitation is injected into the horizontal face of the SS foil and the vertical face is mechanically stabilized by the 100-$\mu$m-thick glass cover slides sandwiching the absorber foil. (b) Upper: spin waves injected by the periodic oscillation of the Ni foils pressed onto the absorber foil by additional cover slides not shown and excited by the magnetic field in an inductor containing the Ni foils. The vertical section protrudes from the coil between windings. Lower: vibrational excitation injected by the $X$-cut quartz-crystal transducer connected to a radio-frequency oscillator. (c) Geometry used in the experiments designed to bridge a break in the conductive path with 25-$\mu$m-thick foils of various materials.
in Fig. 2 in which the fourth order contained 34% of the intensity remaining in the parent transition. Nevertheless, the effect of phonons transported in the foil about 1 cm around a bend of 90° could not be detected even with a tenfold increase in power above the reference level. Nor could they be observed at the remote sampling point when excitation was provided by the AT-cut transducer which required a larger input power of 2.9 W in order to obtain the same reference level of sideband development remote points in the geometry of Fig. 1. When excitation was provided a tenfold increase in power above the reference level, of the phase modulation effects propagated by magneto-static waves with the null level of acoustic noise that had reached the same point of observation during calibration.

The spectra obtained in the samples of the source and remote points in the geometry of Fig. 1(b) are shown in Fig. 3. At the remote point for this same level of input power, first-order sidebands containing about 22% of the intensity of the parent line developed. This represents a level 10 times the threshold for detection and hence 100 times any component contributed by acoustic phonons as determined from the data of Fig. 2. It seems that these experiments have shown that an oscillating alignment of spins can be propagated through a paramagnetic foil better than mechanical vibrations can be transported under the same conditions.

Moreover, such effects of spin waves were not sensitive to mechanical pressures or spurious damping and the complete disassembly, substitution of foils, and reassembly served to reproduce closely the levels of excitation seen in Fig. 3. Only the thickness and length of the foil, together with the level of input power, were found to be variables that significantly affected the result.

Finally, to confirm the magnetic nature of the transport of the cause of the sidebands, the Ni foil generating the spin waves was separated from the SS foil by a gap which was then bridged as shown in Fig. 1(c) by foils having various magnetic and acoustic properties. To insure reliable and reproducible contact of the foils the layers were pressed between two thin glass plates. As expected, these plates alone were unable to communicate the spin waves from the Ni to the SS and no sidebands could be produced without a bridging foil.

All of the bridging foils were of a uniform size and thickness, being 4 mm by 10 mm by 25 µm, respectively. They differed only in acoustic and magnetic properties.
As shown in Table I, the transport of the spin waves correlated completely with the susceptibility of the bridge and showed no dependence upon the matchings of acoustic impedances.

For example, consider the case for Al which has a magnetic susceptibility of $+16.5 \times 10^{-6}$ cgs but which offers a very poor matching of its acoustic impedance to that of either Ni or SS. With an Al bridge there was a strong transport of the cause of the sidebands as seen in Fig. 4(a). In contrast Cu which is diamagnetic, as indicated by its negative susceptibility, should have been unable to propagate spin waves across the gap, despite its very close match of acoustic properties to both Ni and SS. Figure 4(b) shows that sidebands did not develop with the Cu bridge.

While it is expected that the transport of purely acoustic waves should be quite sensitive to interface contacts and damping effects, the spin waves propagated in these experiments were not found to be affected by the contact pressure or by the mechanical mounting. The area of contact and length of the bridge were important parameters but the pressure of the cover glasses and placement of the supports were not important. The data of Fig. 4(a) were routinely reproduced to within the noise level even after disassembly and rearrangement of the mechanical parts.

In these experiments the driving amplitude $H_0$ in the Ni was around 0.07 mT while the frequency was 23.74 MHz. Without the excitation of spin waves the effect should have been smaller by at least the ratios of the scaling parameters, $(B_0/\omega)^2$, a factor of $10^{11}$ for this case. The great enhancement in the effects of coherent modulation which spin waves produce makes possible the examination of many other coherent phenomena predicted at practical ranges of tuning and accessible levels of input powers.
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Amorphous diamond films characterized by a high percentage of $sp^3$ bonds have been prepared in an ultrahigh vacuum environment with a laser plasma source of carbon ions. Peak power densities in excess of $10^4$ W/cm$^2$ were found necessary to produce films at growth rates of $0.5 \text{ \mu m/h}$ over areas of $20 \text{ cm}^2$ having optical quality sufficient to show bright interference colors.

The past few years have witnessed a renaissance in the preparation and study of thin films of carbon having diamond-like properties. However, while natural diamond is a well-defined substance, these diamond-like films are not. In many cases different materials result from the different methods of preparation and this has contributed much complexity to the evaluation of the merits of the different techniques of growth.

From a structural viewpoint, Spencer has identified six allotropes of carbon, two for each of the numbers of dimensions through which the carbon atoms may bond. The ones most important in the formation of thin films of diamond-like carbon (DLC) are the two-dimensional $sp^2$ bonds which characterize graphite and the three-dimensional $sp^3$ bonds which give cubic diamond its unique properties.

From the standpoint of mechanical and electrical properties the best results have been obtained with a class of DLC materials denoted as $a$-C:H, the $a$ suggesting an amorphous structure. They can be grown by a variety of techniques for chemical vapor deposition (CVD) at rates practical for commercial applications. Surprisingly, these materials contain hydrogen in amounts which vary from about 20 to 60%. Within these limits the amount of hydrogen correlates with the proportions of $sp^3$ to $sp^2$ bondings and thus, with the prevalence of diamond-like properties. A reduction in the amount of hydrogen in such a film degrades it toward graphite. At 20% there is a discontinuity in stability and only pure carbon films can exist with less than this limiting amount of hydrogen.

Denoted as $a$-C films, these unhydrogenated DLC films have received relatively little attention, although they have been known for quite some time. As early as 1971, Aisenberg and Chabot reported the quenching of a beam of C$^+$ ions in the presence of Ar and Ar$^+$ on a cold substrate to form an amorphous layer containing no hydrogen, yet having some diamond-like properties. Spencer et al. continued this line of development in 1976, attributing the favorable properties of the deposited layers to the selective destruction of exposed $sp^2$ bonds by the bombarding ions. However, with these early ion beam methods the growth rates were extremely slow and the material they produced remained only a curiosity until relatively recent times.

With a high fluence ion source Miyazawa et al. brought growth rates up to about $360 \text{ A/h}$ on a 1 cm$^2$ substrate, while Savvides achieved $500 \text{ A/h}$ on a 20 cm$^2$ area with a sputtered source of carbon ions and atoms. Even higher growth rates were demonstrated at the cost of degraded film quality. The resulting availability of samples of a tangible scale together with the potential importance of such films in optical applications seems to have motivated an intensive study of their optical properties. Unlike the $a$-C:H materials these unhydrogenated DLC films were moderately clear in the visible wavelengths and Miyazawa recorded the observation of colored interference fringes. The resulting indices of refraction reported by Miyazawa and Savvides are collected in Figs. 1(a) and 1(b).

FIG. 1. Symbols plot the real and imaginary parts of the refractive indices of $a$-C films produced by the laser plasma source described in this work as functions of photon energy. (a) Real parts plotted together with comparative values for diamond and graphite as indicated. Dotted curves show the results reported in Ref. 6 for films prepared with a sputtered ion source operated at the powers shown. (b) Imaginary components of the refractive indices of $a$-C films reported by Savvides in Ref. 6 are shown by the dotted lines for the two powers used in his process while results reported by Miyazawa in Ref. 4 are plotted by the solid curve.
While the real parts of the indices in Fig. 1(a) are interesting in their approaches to the value of 2.42 for natural diamond, the greatest diagnostic significance lies in the imaginary parts, shown in Fig. 1(b). Savvides has shown how at small values this extinction coefficient is reasonably proportional to the fraction of sp² bondings in the film, provided the real part is reasonably constant. Purely diamond-like sp² bonding would give no loss at these photon energies. The lower curve, identified by the 5 W of input power to the sputtering source in Savvides' system, provides a calibration that is identified with a 25% content of graphitic, sp² bonds. Though not computed previously, it can be seen that Miyazawa's films should have contained only about 10% of the sp² bonding. This compares favorably with the best results attained by using hydrogen to minimize to 14% the proportions of sp² bonds in a-C:H. Since the latter material is black in the visible because of the hydrogen bonding, the a-C films might be the preferred choice for some applications, if the growth rates were of practical magnitudes. Moreover, if the residual sp² bonds could be shown to be an artifact of the production, as opposed to being a necessary ingredient for stability, then the direction would be shown toward the development of truly amorphic diamond containing only sp² bonds.

Reported here are the deposition and characterization of several a-C films grown at rates of 0.5 μm/h on 20 cm² areas with a laser plasma source. The experimental arrangement is shown in Fig. 2. As can be seen, it represents a substantial evolution from the laser plasma device we described earlier, both in the electronics and in the laser. The laser plasma source of Wagal, together with the earlier sources of Richter and Sato, had been limited to peak intensities at the graphite feedstock of a few × 10¹⁰, 10¹¹, and 10¹² W/cm², respectively. The system shown in Fig. 2 uses a Q-switched Nd:YAG laser to deliver 250 mJ to the focus at a repetition rate of 10 Hz. Because of an improved optical system it produces 5 × 10¹¹ W/cm² in a 15 ns pulse at the graphite target. While Sato and Wagal used supplementary electrodes for cleaning the substrate and for steering the ions, respectively, the system in Fig. 2 incorporates an auxiliary discharge to further increase the plasma temperature by Joule heating in the small volume of the ablation plume.

The current which was passed from electrode to the ablation plume was measured with a Rogowski coil, electrically isolated from the deposition system. A typical result is shown in Fig. 3 where it can be seen that currents peak in the 1–10 A range in a pulse are found to have FWHM of the order of 2 μs. From the time dependence of the current it appears that it flows only when the ejected material is filling the space between the point of ablation and the electrode, as would be expected.

The current-voltage (I-V) characteristics seen in Fig. 3 are typical for a gas-filled diode with the "forward" direction for conduction that is shown in the first quadrant being established when the plume is negative, and so able to function as a hot filament. The selection of either positive or negative voltages to give the same absolute values of current generally yielded very similar depositions on Si(100) substrates. Usually a value of 10 A was used. There was no particular sensitivity of the results to the placement of the collecting electrode, but no effect of the discharge current unless it passed through the small volume at the laser focus.

The characterization of such thin lossy films as produced in this work requires particular attention to the fact that ellipsometry, as customarily employed, does not give a unique result, when both real, n, and imaginary indices, k, are to be measured together with the thickness z. In our experiments, ellipsometry was used at 632.8 nm and reflectance spectroscopy was employed to obtain uniqueness. Measurements of reflectance spectra at normal incidence were fitted to textbook expressions to give values of (n, k) and (n, k) for graphite, and with these unique results could be obtained from the ellipsometry data.

Phenomenology was examined over a wide range of process variables. All experiments were conducted in an UHV environment operated around 10⁻¹¹ Torr. As residual pressures seemed of little actual significance. The only variables of particular importance were the peak laser intensity in the ablation plume and the peak discharge current. Generally, lower current could be compensated by higher laser power. Consistent with this was the observation that crating the graphite or defocusing the laser gave larges plumes and high-
er growth rates at the substrate but the resulting a-C film had much greater loss. Characteristics of films deposited at the lower power densities of Waga, Richter, and Sato could not be plotted on the scale of Fig. 1(b).

Optical constants for a typical film prepared at $5 \times 10^{11}$ W/cm$^2$ are plotted in Figs. 1(a) and 1(b). In each case the substrate was 5.5 cm from the laser plasma source and radial expansion of the ejected material produced a domed profile of thickness which could be appreciated by the visual appearance of bright Newton's rings of interference. Optical constants were measured to be consistent across the 20 cm$^2$ over which thickness varied from 0.1 to 0.2 μm.

The laser pulse energies used here were not particularly different from those employed previously, but the power densities developed at the graphite feedstock were much greater in the present work. The fact that a smaller growth rate was observed supports the expectations that a tighter focus gives a higher temperature to a smaller amount of carbon material. This in turn strengthens the perception of Miyazawa that the carbon ions are the critical precursors of $sp^3$ bonding, but refute his conclusion that the concurrent transport of electrons is detrimental. At these densities the ablated material must be traveling as largely neutral plasma. However, in agreement with Savvides these results suggest that such sputtering techniques depending upon ion beam sources may be intrinsically limited by the inability to reach high-power densities at high enough values of fluence to be practical. Losses indicate that the proportion of $sp^3$ bonding in our material is comparable to the best of Savvides' samples and can be reduced further with lasers of higher power that are commercially available. It is believed that this material can be reasonably described as amorphic diamond with 25% impurities and that the $sp^2$ inclusions serve no necessary role.

The authors gratefully acknowledge the contributions of R. K. Krause in arranging the deposition system. This work was supported by Innovative Science and Technology/Strategic Defense Initiative Organization and directed by the Naval Research Laboratory.

1An excellent review can be found in J. C. Angus and C. C. Hayman, Science 241, 913 (1988).