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Abstract
This paper shows how n-node, e-edge graphs can be contracted in a manner similar to the parallel tree contraction algorithm due to Miller and Reif. We give an \( O(n + e)/\lg n \)-processor deterministic algorithm that contracts a graph in \( O(\lg^2 n) \) time in the EREW PRAM model. We also give an \( O(n/\lg n) \)-processor randomized algorithm that with high probability can contract a bounded-degree graph in \( O(\lg n + \lg^2 \gamma) \) time, where \( \gamma \) is the maximum genus of any connected component of the graph. (The algorithm can be made to run in deterministic \( O(\lg n \lg^2 n + \lg^2 \gamma) \) time using known techniques.) This algorithm does not require a priori knowledge of the genus of the graph to be contracted. The contraction algorithm for bounded-degree graphs can be used directly to solve the problem of region labeling in vision systems, i.e., determining the connected components of bounded-degree planar graphs in \( O(\lg n) \) time, thus improving the best previous bound of \( O(\lg^2 n) \).

1 Introduction
The parallel tree contraction technique of Miller and Reif [23] has proved to be a valuable tool in many parallel graph algorithms. This paper provides a similar contraction technique that applies not only to trees, but also to general graphs. It also provides a second, potentially faster contraction technique for bounded-degree graphs (and general graphs when an embedding is known).

A contraction step of an undirected graph \( G = (V, E) \) with respect to an edge \( (u, v) \in E \) is the operation that replaces \( u \) and \( v \) by a new vertex \( w \) which is adjacent to all those vertices to which \( u \) and \( v \) were adjacent. If vertices \( u \) and \( v \) have an adjacent vertex \( z \) in common, the contraction step produces only one edge between \( w \) and \( z \) rather than two. Thus, the graph that results from a contraction step is not a multigraph. A parallel paired contraction step is a vertex-independent sequence of contraction steps. A parallel multi-contraction step is a sequence of contraction steps with respect to an acyclic set of edges. We refer to the sequence as simply a parallel contraction step whenever the type of contraction is clear from context. A parallel paired contraction step of any bounded-degree graph can be implemented in constant parallel time. A (parallel) contraction of a graph is the process by which a connected graph is reduced to a single node by iterated (parallel) contraction steps.

Miller and Reif [23] show how any tree can be contracted in \( O(\lg n) \) time using \( O(n) \) processors in the CRCW PRAM model using randomization. (They also show how to reduce the number of processors to \( O(n/\lg n) \).) They give an \( O(\lg n) \)-time algorithm for tree contraction that is deterministic, but the deterministic algorithm does not perform contraction in the strict sense described above. Tree contraction can be made to run in randomized \( O(\lg n) \) time and in deterministic \( O(\lg n \lg^2 n) \) time using \( O(n) \) processors in the EREW and DRAM models, as was shown in [20].

In this paper, we use the technique of parallel contraction in a more general setting. We show that a remarkably simple contraction algorithm that uses \( (n + e)/\lg n \) processors reduces a connected \( n \)-node \( e \)-edge graph to a single node in \( O(\lg^2 n) \) steps and a second simple algorithm which uses the first as a subroutine reduces a connected bounded-degree graph to a single node using \( n/\lg n \) processors in \( O(\lg n + \lg^2 \gamma) \) steps, where \( \gamma \) is the maximum genus of any connected component of graph \( G \). The second algorithm immediately yields an asymptotically efficient solution to the problem of region labeling in vision systems, as well as to solutions of other planar graph problems.

The genus of a graph is the sum of the genus of the connected components. That is, if the \( i \)th connected component has genus \( \gamma_i \), then the genus of the graph is \( \gamma = \sum \gamma_i \). The running time of our second algorithm, however, depends only upon the maximum genus of any connected component, (i.e., if \( \gamma \geq \gamma_i \)). Henceforth, when we refer to the genus of a graph \( G \), we will use the notation \( \gamma \) when we mean the true genus and we will use the notation \( \gamma \) when we mean the maximum genus of any connected component of graph \( G \).

Figure 1.1 illustrates the data structure we use in our algorithms. We represent each vertex of degree \( d \) by a doubly-linked ring of \( d \) real processors alternating with \( d \) dummy processors. The dummy processors are needed for efficient implementation of a parallel multi-contraction step. The edges between real processors and dummy processors, represented by heavy lines in figure 1, are called vertex edges.
and edges between vertex rings are called graph edges. Each processor in a vertex ring knows the ID of the vertex, defined to be the maximum identifier of any processor in the vertex ring.

The remainder of the paper is organized as follows. Section 2 presents the contraction algorithm for general graphs, argues its correctness, and analyses its running time. Section 3 presents the contraction algorithm for bounded-degree graphs and Section 4 analyzes its running time using a "missing edge" lemma which is proved in Section 5. Section 6 shows how graph contraction can be applied to various graph problems, including the region-labeling problem. Section 7 offers some concluding remarks.

2 General Algorithm

This section presents an $O(n + e)$-processor contraction algorithm for general graphs, argues its correctness and analyses its running time. We describe how to contract an edge and we give a strategy for determining a set of acyclic edges to contract in a parallel multi-contraction step. We then discuss implementation issues such as avoiding sorting, maintaining linear space, and reducing the processor count to $O((n + e)/\log n)$.

Figure 2 illustrates how to contract an edge $(u, v)$ by using the dummy processors to merge the two vertex rings and splice out the real processors corresponding to the contracting edge. The dummy edges allow us to simultaneously contract any acyclic set of edges, including trees of arbitrary depth, in constant time. We then pay an extra $O(\log n)$ time to remove the extra dummy vertices.

The algorithm for contracting graphs is simple. It uses a subroutine $\text{MERGE}(u, v)$ which performs the edge contraction described above for edge $(u, v)$.

Algorithm $\text{CONTRACT}$

1. While $\exists$ a vertex with degree $> 0$ do in parallel
2. Each vertex $u$ with degree $> 0$, do in parallel
3. Let $v$ be the neighbor of highest ID
4. $\text{MERGE}(u, v)$
5. Remove extra dummy processors
6. Remove multiple edges to adjacent vertices
7. Propagate new ID.

We now argue the correctness of Algorithm $\text{CONTRACT}$. The only subtle point is that simultaneous contraction of a set of edges that form a tree results in a single vertex ring. If we were to contract edges that form a cycle, then we may end up with multiple rings, thus severing a connected component. Because each vertex chooses to merge with its neighbor of maximum ID, the edges chosen to contract in an iteration cannot form a cycle.

We now analyze the running time of algorithm $\text{CONTRACT}$. Each iteration of the loop requires $O(\log n)$ time. The loop termination check in line 1 can be done in $O(\log n)$ time. Each processor can determine in constant time whether the vertex ring to which it belongs has degree $> 0$. We can remove multiple edges in $O(\log n)$ time by first sorting the processors in a vertex ring with respect to the ID of the neighbor across the graph edge and then propagating the highest ID of any neighbor to all processors in a ring, removing extra dummy processors, and propagating the new vertex ID can all be done in $O(\log n)$ time using pointer jumping. If we are careful, all pointer jumping can be done without using
concurrent reads. The MERGE operation requires only constant time. Thus each iteration requires $O(lg n)$ time. The algorithm terminates in $O(lg n)$ iterations because each vertex merges on every iteration, at least halving the number of vertices.

We can avoid sorting if we allow multiple edges to remain after contraction and instead use pointer jumping to remove the self edges that appear in later iterations. If we choose this option, then in line 3 we must also break ties among all edges to vertex $v$. Using the idea of "spares" from [20], the algorithm can be made to use only linear space.

To reduce the processor count to $(n + e)/lg n$, each processor simulates $k$ processors per iteration (initially $k = lg n$). After each iteration of the contraction algorithm, we balance the work among the processors by enumerating the remaining nodes in $O(lg n)$ time via parallel prefix and compacting memory in $O(k)$ time. Thus each iteration requires $O(k lg n)$ time. The parameter $k$ is initially $lg n$ and decreases exponentially with each iteration, so over all the contraction algorithm runs in $O(lg^2 n)$ time using $(n + e)/lg n$ processors. The balancing steps can be done without concurrent memory access, so these bounds hold for the EREW PRAM.

3 Bounded-Degree Algorithm

In this section we present a linear-processor contraction algorithm for bounded-degree graphs. We give a randomised strategy for determining a set of vertex-disjoint edges to contract on a given parallel contraction step. We discuss simplifications for the case where the graph is known to be planar or of low genus. We discuss implementation issues including maintaining linear space, using this algorithm for arbitrary graphs provided an embedding is known, making the algorithm deterministic, and reducing the processor count. Finally we mention some of the parallel models for which the analysis of section 4 holds.

The contraction algorithm for bounded-degree graphs is as follows. We assume that no vertex has degree greater than 40. The number $\gamma$ in line 1 is a constant chosen such that algorithm BOUNDED-CONTRACT terminates in $O(lg n + lg^2 \gamma)$ time with high probability. The constant will be discussed during the analysis of the algorithm in section 4.

Algorithm BOUNDED-CONTRACT
1 Repeat $\gamma lg n$ times
2 for each vertex $u$ do in parallel
3 Randomly choose an adjacent vertex $v$ such that MERGE$(u, v)$ would produce a vertex of degree at most 40
4 for all vertices $u$ and $v$ that choose each other, do MERGE$(u, v)$
5 for each vertex $u$ do remove multiple edges to adjacent vertices
6 CONTRACT() ; go to general contraction algorithm

The algorithm can be broken down into two phases: phase 1 in lines 1-5 in which vertices resulting from contraction cannot have degree greater than 40 and phase 2 in line 6 in which vertices resulting from contraction can have arbitrary degree. In section 4 we argue that phase 1 runs in $O(lg n)$ time and with high probability reduces an $n$-vertex genus-$\gamma$ graph to a graph whose largest connected component has $O(\gamma)$ vertices. By the argument in section 2, phase 2 reduces each $O(\gamma)$-sized connected component of a graph to a single vertex in $O(lg^2 \gamma)$ time. Planar graphs and graphs of constant genus will be reduced to constant-sized graphs during phase 1 of algorithm BOUNDED-CONTRACT with high probability. If we know that a graph is of constant genus, we can simplify the algorithm to repeated application of lines 2-5 only, until the graph is contracted. The parameter 40 in line 3 must be replaced by $c(\gamma)$, a constant depending upon the genus $\gamma$. In particular, $c(\gamma) = 40$ suffices for planar graphs. We then check for termination (all vertices degree 0) every $lg n$ parallel contraction steps. This simplified algorithm will contract an $n$-vertex bounded-genus graph to a single vertex in $O(lg n)$ time with high probability. Furthermore, because the degree of each vertex remains bounded throughout the algorithm in this case, we can simply assign one processor to each vertex.

The algorithm can be made to work in $O(lg n + lg^2 \gamma)$ time for any graph whose maximum degree is a constant greater than 40 by replacing the number 40 in line 3 with the maximum degree. Moreover, the algorithm can be made to work in $O(lg n + lg^2 \gamma)$ time for any graph, provided an embedding for the graph is known, since we can transform any general graph of genus $\gamma$ into a degree-3 genus-$\gamma$ graph by replacing each vertex by a ring of degree-3 vertices. Again, using the idea of "spares" from [20], the algorithm can be made to use only linear space.

The contraction algorithm can be modified to run in deterministic $O(lg n lg^* n + lg^2 \gamma)$ time by using the $O(lg^* n)$-time algorithm of Goldberg, Plotkin, and Shannon for 3-coloring rooted trees [11] to guarantee that a constant fraction of vertices merge on each iteration. Randomness is used only in the choice of vertex pairings in phase 1. In the deterministic version of the algorithm, each vertex $w$ chooses the vertex $v$ with smallest identifier such that $MERGE(w, v)$ would produce a vertex of degree at most $d_{max}$, the maximum degree of any vertex. As before, edges chosen by both vertices adjacent to it are automatically selected to contract. Consider the graph induced by the edges chosen by exactly one adjacent vertex. If the edges are directed such that the vertex choosing the edge is at the tail, then this graph is a bounded-degree directed forest with edges directed from child to parent. We can then use the Goldberg-Plotkin-Shannon $O(lg^* n)$-time algorithm for coloring bounded-degree trees to color the forest using a constant number of colors [11]. Then, we sequence through the colors allowing edges chosen by vertices of the current color to contract, provided the vertex on the other end of the edge has not already participated in a contraction during this parallel contraction step. In this scheme, we always have a constant fraction of the vertices merging.

We can reduce the processor requirement of phase 1 to $n/lg n$ by using the techniques of Garit and Reif [10] who in turn use the load balancing techniques of Cole and Vishkin [5]. Shannon [26] gives a scheduling algorithm that converts the deterministic $O(lg^* n)$-time $n$-processor algorithm for graphs of bounded genus to an optimal $O(lg n lg^* n)$-time $n/(lg n lg^* n)$-processor algorithm.

Algorithm BOUNDED-CONTRACT is robust in that it can be implemented in several of the most restrictive parallel models. By careful attention to the data structures used to implement adjacency lists, it is possible to guarantee that no concurrent reading or writing occurs, and thus, the performance bounds apply in the EREW PRAM model. Since each processor is responsible for a single edge (or vertex)
of the graph, it is naturally a "data-parallel" algorithm in the sense of [16]. Finally, the simplified version of the algo-
rithm which uses only phase 1 is "conservative" in the sense of [20], and thus runs in $O((lgn + lg^2 n)$ steps in the
DRAM model.

4 Analysis of the Contraction Algorithm

In this section we analyze the contraction algorithm of sec-
tion 3. We require two lemmas concerning bounded-degree
graphs. Lemma 1 (the Missing-Edge Lemma) provides an upper bound on the number of edges in a bounded-
degree graph based on Euler's formula and the number of
degree-three vertices that are ineligible for contraction.

The missing-edge lemma is actually proved in section 5. We use a pigeonholing argument to show in Lemma 2 that at each parallel contraction step of phase 1, a constant fraction of the vertices are adjacent to at least one edge that can be contracted. This lemma is essentially the same as one proved independently by Boyar and Karloff [3] in the context of coloring planar graphs, but our lemma is more general and our proof differs somewhat. The final result of the section proves that with high probability, the running time of Algorithm BOUNDED-CONTRACT is $O((lgn + lg^2 n)$).

We analyze Algorithm BOUNDED-CONTRACT using a constant $d_{max} \geq 40$ in place of 40 in line 3 of the con-
traction algorithm. Using a symbolic value allows us to see in the analysis why we choose degree 40 as the maximum degree in the algorithm and to see how the contraction algo-
rithm generalizes to bounded-degree graphs in general. In
fact, a choice of $d_{max} = 3$ suffices for Algorithm BOUNDED-
CONTRACT to contract binary trees in randomized O(lgn) time.

We first present some definitions. Let $G = (V, E)$ be a graph with degree at most $d_{max} \geq 40$. We call an edge $(u, v) \in E$ eligible if MERGE$(u, v)$ would produce a vertex $w$ of degree at most $d_{max}$, as in line 3 of Alg-

Algorithm BOUNDED-CONTRACT. Typically, the degree of $w$ is $deg(w) = deg(u) + deg(v) - 2$, but it is less whenever the adjacency lists of $u$ and $v$ have vertices in common be-
cause a contraction step removes multiple edges. (In fact,
after the parallel contraction step implemented by Algorithm BOUNDED-CONTRACT, the degree of vertex $w$ may be even smaller, since lines 5 and 6 remove additional multiple edges caused by other simultaneous contraction steps.)

We define a vertex $w \in V$ to be good if it is incident on at least one eligible edge, and bad otherwise. A vertex of de-

gree 1 or 2 is automatically good. A vertex of degree 3 is good unless it is incident on three degree-$d_{max}$ vertices $v_1$, $v_2$, and $v_3$ that are independent (no edge between any pair). Consequently, the bad degree-3 vertex $v$ causes the edges $(v_1, v), (v_2, v)$, and $(v_3, v)$ to be missing from the graph, even though their inclusion would not increase the genus of the graph.

The next lemma uses the notion of missing edges to show that a graph with bad degree-3 vertices is sparser than required by Euler's formula alone. It is proved in section 5.

Lemma 1 (Missing-Edge Lemma) A graph $G = (V, E)$ of genus $\gamma_0$ with $b_3 \geq 0$ bad degree-3 vertices has at most $3|V| - b_3 + 10\gamma_0$ edges.

The next lemma uses the Missing-Edge Lemma and pi-

genholing to show that during each parallel paired con-

traction step in phase 1 of algorithm BOUNDED-CONTRACT, a constant fraction of the vertices are eligible to contract.

Lemma 2 Any genus-\gamma_0 graph $G = (V, E)$ with degree at most $d_{max} \geq 40$ and $|V| \geq 40\gamma_0$ has at least $\frac{1}{3}|V|$ good vertices.

Proof. We begin the proof by defining the following sets:

$V_{good}$ is the set of good vertices,

$V_{bad} = \{v : d_{max} = 3, v \in V_{good}\}$

$V_{high} = \{v : d_{max} = 4, 5, 6, v \in V_{good}\}$

having cardinalities $g, b_2, b_{456}$, $h$, and $b_{max}$ respectively.

We determine a lower bound on the number $g$ of good vertices using three constraints. The first constraint is a lower bound on the number $e$ of edges in $E$, which is also half the sum of the degrees of all vertices in $V$. For each of the sets defined above, we underestimate the sum of the degrees of the vertices in the set to yield

$e \geq \frac{1}{2} (g + 3b_2 + 4b_{456} + (d_{max} - 3)h) + 7b_{max}$

$= \frac{1}{2} (g + 3b_2 + 4b_{456} + (d_{max} - 3)h) + 7(n - g - b_2 - b_{456} - h)).$ (1)

We can use a similar technique to determine a lower bound on the number of high-degree vertices. The number of edges leaving the set $V_{high}$ is at most $d_{max}h$, which must be at least the number leaving the sets $V_{bad}$ and $b_{456}$ since each of the vertices in these sets is adjacent only to vertices in $V_{high}$. Hence, we obtain

$h \geq \frac{3b_2 + 4b_{456}}{d_{max}}$. (2)

Finally, from the Missing-Edge Lemma we have

$e < 3n - b_2 + 10\gamma_0$. (3)

We use these three constraints to obtain the desired lower bound on the number $g$ of good vertices. Combining In-

equalities (1) and (3) and solving for $g$, then substituting for $h$ using inequality (2) yields

$g \geq \frac{1}{6} \left( \frac{d_{max} - 30}{d_{max}} b_2 + \frac{d_{max} - 40}{d_{max}} b_{456} + n - 20\gamma_0 \right)$

$\geq \frac{1}{6} \left( n - 20\gamma_0 \right)$.

if $d_{max} \geq 40$ as assumed. Since we also assume that $n \geq 40\gamma_0$, we have that $g > n/12$ which completes the proof.

We now analyze the behavior of phase 1. Phase 1 runs in $O((lgn)$ time. Given a graph $G$ with maximum ver-
tex degree at most 40, Algorithm BOUNDED-CONTRACT does not allow the degree of any vertex to exceed 40 dur-
ing phase 1 (the parallel contraction steps in lines 2-5 of Algorithm BOUNDED-CONTRACT). Therefore, each such step can be performed in constant time, since contraction and removal of multiple edges involves only communicating around constant-length vertex rings. Since we execute $j \cdot lg n$ parallel contraction steps for a constant $j$, phase 1 is over in $O((lgn)$ time.
We now use Lemma 2 to show that for suitable choice of constant γ, with high probability phase 2 reduces an n-vertex genus-γ graph on a graph with $O(\gamma)$ vertices in its largest connected component. We need only show that with high probability, $O(\log n)$ parallel contraction steps suffice to contract each connected component to size $O(\gamma)$. From Lemma 2, we have that at least $1/12$ of the vertices are good provided that there are at least $40\gamma_0$ vertices. The lemma applies independently to each connected component. For component i, contraction steps have a $o(1)$ probability of success only after the component size has been reduced to $O(\gamma_i)$ where $\gamma_i$ is the genus of component i.

Theorem 3 After $O(k\log n)$ parallel paired contraction steps, any connected, degree-40, graph of genus γ has contracted to a graph with $O(\gamma)$ vertices with probability 1 - $O(1/n^k)$ for any constant k.

Proof. During each parallel contraction step, each vertex chooses an edge randomly out of all adjacent edges eligible for contraction. Since in phase 1 no vertex degree exceeds 40 throughout the contraction, on each iteration every good vertex u has at least a 1/40 probability of merging, since 1/40 is a lower bound on the probability that the edge $(u, v)$ that vertex u chooses is also chosen by the vertex v at the other end. Lemma 2 shows that a bounded-degree genus-γ graph of size 40γ will have at least 1/12 of its vertices be good during each iteration of phase 1. Therefore, we expect that at least $n/480$ of the vertices of an n-vertex bounded-degree graph will contract on each iteration of phase 1 provided that n is sufficiently large compared to the genus of the graph. A Chernoff-bound argument completes the proof.

We have shown that with high probability, we require only $O(\log n)$ parallel contraction steps to reduce connected component i to size $O(\gamma_i)$ and hence reduce the maximum connected component to size $O(\gamma)$. Therefore phase 1 runs in $O(\log n)$ time and with high probability reduces the largest component of the graph to size $O(\gamma)$.

Let us now consider the graph at the start of phase 2. Assuming that we are not already done, we have with high probability at most $O(\gamma)$ nodes in each component. Connected subgraphs contract independently so the asymptotic contraction time during phase 2 is dominated by the time to contract the largest component. If the maximum component has size s, then by the analysis in section 2, phase 2 terminates in $O(\log^2 s)$ time. Since we have $s = O(\gamma)$ with high probability, then phase 2 terminates in $O(\log^2 \gamma)$ time with high probability.

Since the time to perform the contraction is simply the sum of the times to perform phase 1 and phase 2, we have that an n-vertex genus-γ graph is contracted by algorithm BOUNDED-CONTRACT in $O(\log n + \log^2 \gamma)$ time with high probability. The probability of algorithm BOUNDED-CONTRACT failing is the probability of failing in phase 1, since phase 2 is deterministic.

The deterministic version guarantees that phase 1 reduces the n-vertex graph to an $O(\gamma)$-vertex graph, where $\gamma$ is the largest genus of any connected component. Lemma 2 guarantees that in each parallel contraction step, each n-vertex genus $\gamma_i$ component for which $n_i = O(\gamma_i)$ has at least $n_i/12$ good vertices. Of these good vertices, at least $2/41$ are matched by the symmetry-breaking techniques presented in section 3. The worst case is achieved by many vertices with 40 degree-one neighbors. Therefore, each such component is reduced by at least a factor of 491/492 after each parallel contraction step. By running phase 1 of algorithm BOUNDED-CONTRACT for $\log_2(101)$ n iterations, we are guaranteed that each component is of size $O(\gamma)$ when we proceed to phase 2. In phase 1, the time required to perform each parallel contraction step is dominated by the $O(\log n)$ time required to color rooted trees [11]. Therefore phase 1 always terminates in $O(\log n \log^2 n)$ time. Because the graph passed to phase 2 is always of size $O(\gamma)$, phase 2 always terminates in time $O(\log^2 \gamma)$, and therefore the deterministic contraction algorithm runs in time $O(n \log^2 n + \log^2 \gamma)$.

There is a constant-factor tradeoff between time spent in phase 1 and time spent in phase 2. The constant factor 1/12 of good nodes guaranteed by lemma 2 can be replaced by 1/c for any constant c > 6. The more general version of lemma 2 states that any bounded-degree genus-γ graph with at least 20cγ/(c-6) nodes has at least 1/c good nodes. If we choose to base our algorithm upon a fraction of 1/c > 1/12 good nodes, the constant j in line 1 of algorithm BOUNDED-CONTRACT decreases. The expected size of the graph passed on to phase 2 increases, however, and therefore we can expect phase 2 to require more contraction steps.

We should comment that although the constants are large in the asymptotic bounds in Theorem 3, the analysis is highly pessimistic. Typically, a vertex has a much greater chance than 1/12 of being good, and if it is good, it typically has more than 1/40 chance of merging with a neighbor, because the neighbor is unlikely to be incident on 40 eligible edges. Consequently, in practice we could reduce the constant j in line 1 of algorithm BOUNDED-CONTRACT without significantly harming the behavior of the contraction algorithm.

5 Missing-Edge Lemma

In this section we present the proof of the missing-edge lemma used in the analysis of algorithm BOUNDED-CONTRACT. We begin by defining cycle splitting of a connected genus-γ graph, a technique that will be used in the inductive proof of the missing-edge lemma. We then prove that performing cycle splitting on a genus-γ graph results in a new connected graph of genus strictly less than γ or results in two disjoint graphs whose genus sum to the original genus γ. Finally, the proof of the missing-edge lemma is a double induction on genus and number of bad degree-three vertices. Throughout this section, we assume all graphs are connected. A disconnected graph G whose genus γ0 is the sum of the genus of its connected components can only be sparser than a connected graph of genus γ0 and hence the disconnected graph cannot have a weaker missing-edge lemma.

Suppose we have a connected graph of genus γ embedded on a surface of genus γ (e.g. a sphere with γ handles). Consider any simple cycle $(v_0, v_1, \ldots, v_{i-1})$ of the graph. As we travel along the cycle from vertex $v_0$ back to vertex $v_0$, we have a well-defined notion of right and left, since the surface upon which the graph is embedded is orientable [7]. Thus the vertices adjacent to each vertex $v_i$ on the cycle can be partitioned into two sets: those that connect to the vertex from the right $(V(L, R))$ and those that connect to the vertex from the left $(V(U, R))$. We perform a cycle splitting operation as follows. We remove the cycle from the graph, split each vertex $v_i$ on the cycle into two vertices $v_i, R$ and $v_i, L$ and form them into two cycles $(v_0, R, v_1, \ldots, v_{i-1}, R)$ and
each vertex in
connected to nodes on the right as we traverse the cycle,
that is, they
surface.
Let \( v, \ldots, v_9 \) be vertices of genus 7 and graph \( G = (v_0, v_1, \ldots, v_{13}) \).
Finally, vertex \( v_i \), \( i \in \{1, 2, 3, 4, 10, 11, 12, 13\} \), is connected to each vertex in \( V_R \), and vertex \( v_{i+1} \), \( i \in \{0, 1, 2, 3, 9, 10, 11, 12\} \), is connected to each vertex in \( V_L \).
Intuitively, if we view the embedded cycle as having finite thickness, we simply cut it in half.
In figure 3, cycle \( v_0, \ldots, v_9 \) is split.
The left version is connected to edges entering the cycle from the left and vice versa.

The following lemma will be used to allow application of the induction hypothesis in the proof of the missing-edge lemma.

Lemma 4 If we split a cycle \( C = (v_0, v_1, \ldots, v_{n-1}) \) of a graph \( G \) of genus \( \gamma \) to obtain a new graph \( G' \) of genus \( \gamma' \), we have either
1. graph \( G' \) contains two disjoint components: graph \( G_L \) of genus \( \gamma_L \) and graph \( G_R \) of genus \( \gamma_R \) such that \( \gamma_L + \gamma_R = \gamma \), or
2. graph \( G' \) is connected and \( \gamma' = \gamma - 1 \).

Proof. Suppose we have an embedding of graph \( G \) on an orientable surface of genus \( \gamma \) such as a sphere with \( \gamma \) handles. By definition of the genus of a graph and of a surface, all the faces of graph \( G \) are simply connected [7]. That is, they can be continuously contracted to a point on the surface. Let \( v, e, \) and \( f \) be the number of vertices, edges, and faces respectively of graph \( G \). Then the Euler Characteristic of the surface is defined as \( \chi = v - e + f \).

If we embed any graph on the surface such that all faces are simply connected, the quantity \( v - e + f \) for that graph will always be equal to the Euler characteristic of the surface. Furthermore, by definition, we have that \( \chi = 2 - 2\gamma \) where \( \gamma \) is the genus of the surface (and of any graph which can be embedded on that surface such that each face is simply connected).

Consider now the surface with the embedding of graph \( G \). We cut the surface along cycle \( C \) and patch the two resulting boundaries with disks as illustrated in figure 4.
The resulting surface is an orientable manifold that may or may not be connected.

Let us calculate the Euler characteristic of the new surface. The new graph \( G' \) is embedded on the new surface such that all faces are simply connected since the disks used to patch the cut are simply connected and no other faces of the original graph \( G \) are altered by the procedure. Therefore, if \( \gamma' \), \( e' \), and \( f' \) are the number of vertices, edges, and faces in the cycle-split graph \( G' \), then the Euler characteristic of the new surface is equal to \( \chi' = v' - e' + f' = 2 - 2\gamma' \) where \( \gamma' \) is the genus of graph \( G' \) and the surface upon which it is embedded. We have that \( v' = v + 1 \) and \( e' = e + 1 \) and \( f' = f + 2 \). Therefore, we have that \( \chi' = \chi + 2 \).

First we will consider the case where the new surface is disconnected. In this case the Euler characteristic is simply the sum of the Euler characteristics of the two pieces (the formula \( v - e + f \) is additive). Let one piece have characteristic \( \chi_L = 2 - 2\gamma_L \) and the other piece have characteristic \( \chi_R = 2 - 2\gamma_R \). Then we have that

\[
\begin{align*}
\chi' &= \chi_L + \chi_R \\
    &= 2 - 2\gamma_L + 2 - 2\gamma_R \\
    &= 4 - 2(\gamma_L + \gamma_R).
\end{align*}
\]

We also have that \( \chi' = \chi + 2 = 4 - 2\gamma \). Therefore, we have that

\[
4 - 2\gamma = 4 - 2(\gamma_L + \gamma_R)
\]

which proves case (1).

Next we consider the case where the new surface is connected. Then we have that \( \chi' = 2 - 2\gamma' \) and \( \chi = \chi + 2 = 4 - 2\gamma \). Therefore, equating the right-hand sides, we have

\[
\begin{align*}
\chi' &= \chi_L + \chi_R \\
\chi &= \chi + 2
\end{align*}
\]
that $2 - 2\gamma' = 4 - 2\gamma$ or $\gamma' = \gamma - 1$ which proves case (2).

Now we proceed to the proof of the missing-edge lemma. First, let us remind the reader of some terminology. Bad vertices are defined as they were in section 4: no adjacent edge can be contracted without potentially creating a vertex with degree exceeding the bound. Bad-degree-three vertices must be adjacent to three degree-$d_{\text{max}}$ independent vertices (no edges between any pair). Thus degree-three vertices force a stronger sparsity than Euler’s formula alone since these three missing edges can be added to the graph without increasing its genus. The missing-edge lemma quantifies this increased sparsity.

For convenience we restate the lemma as it appeared in section 4: assuming that the graph is connected. The proof goes through for disconnected graphs where genus is defined in the usual way.

**Lemma 1 (Missing-Edge Lemma)**: A graph $G = (V, E)$ of genus $\gamma$ with $b_3 \geq 0$ bad degree-3 vertices has at most $3|V| - b_3 + 10\gamma$ edges.

**Proof.** The proof centers on showing that the number of missing edges is at least $b_3 - 4\gamma + 1$ for $b_3 > 0$, which, together with the constraint that $|E| < 3|V| + 6\gamma$ from Euler’s formula, suffices to prove the lemma. The goal of the proof is to show that sharing of missing edges is limited. For the remainder of this proof, when we say “bad vertex,” we assume the vertex has degree 3.

We begin our induction by showing that the lemma holds for the case $\gamma = 0$ for any number $b_3$ of bad vertices. That is, we show that a planar graph $G = (V, E)$ with $b_3 \geq 0$ bad degree-3 vertices has at most $3|V| - b_3$ edges.

The proof of the planar case is by induction on $b_3$. If $b_3 = 0$, Euler’s formula alone is sufficient. The lemma holds trivially for the cases $b_3 = 1$ and $b_3 = 2$ since any graph with at least one bad degree-3 vertex has at least three distinct missing edges. Now consider the case $b_3 = 3$. If there are only three missing edges in the graph, then each of the three bad vertices is associated with the same three missing edges. Hence all three bad vertices are adjacent to the same three degree-$d_{\text{max}}$ vertices, and hence the graph contains an instance of $K_{3,3}$, which violates the assumption that the graph is planar. Consequently, the graph has at least $4 = b_3 + 1$ missing edges.

We now consider the general planar case $b_3 \geq 4$. Assume inductively that any graph with $k < b_3$ bad vertices has at least $k + 1$ missing edges, but that there exists a planar graph $G = (V, E)$ with $b_3$ bad vertices and $m \leq b_3$ missing edges. Since each bad vertex is associated with exactly three missing edges, it follows that there exists a missing edge $(u_1, u_2)$ associated with at least three bad vertices $v_1, v_2$, and $v_3$. There must be at least one additional bad vertex $v_4$, since we have $b_4 \geq 4$. For some embedding of $G$ on the sphere, the Jordan Curve Theorem ensures that two of the vertices, say $v_1$ and $v_2$, together with $u_1$ and $u_2$ form a cycle $C$ that separates $v_3$ from $v_4$, as shown in Figure 5.

We are now set up to apply the induction hypothesis. Let $G_{ba}$ be the subgraph of $G$ induced by cycle $C$ and the vertices on one side of $C$, and let $G_{bc}$ be the subgraph induced by cycle $C$ and the vertices on the other side of $C$. Add to $u_1$ and $u_2$ in each of $G_{ba}$ and $G_{bc}$ enough degree-1 neighbors to maintain their degree as $d_{\text{max}}$. Let $b_{ba}$ be the number of bad degree-3 vertices in $G_{ba}$, and let $b_{bc}$ be the number of bad vertices in $G_{bc}$. Since no new bad degree-3 vertices are introduced into $G_{ba}$ and $G_{bc}$, we have $b_{ba} < b_3$ and $b_{bc} < b_3$. By the induction hypothesis, therefore, graph $G_{ba}$ has at least $b_{ba} + 1$ missing edges, and graph $G_{bc}$ has at least $b_{bc} + 1$ missing edges.

We next account for interactions between graphs $G_{ba}$ and $G_{bc}$, to obtain the lower bound of $b_3 + 1$ on the number of missing edges in the original graph $G$. First, observe that $b_{ba} + b_{bc} = b_3$, since when $v_3$ is a bad vertex in one of the graphs, it is a degree-2 vertex in the other, and similarly for $v_1$ and $v_2$. Moreover, each of $v_1$ and $v_2$ is bad in at least one of $G_{ba}$ and $G_{bc}$, because we dummied up each of $u_1$ and $u_2$ to have degree $d_{\text{max}}$. The number of missing edges in $G$ is at least $(b_{ba} + 1) + (b_{bc} + 1)$ minus the number of missing edges shared by $G_{ba}$ and $G_{bc}$. The number of such shared missing edges is in fact 1, namely, the edge $(u_1, u_2)$, since $v_1$ and $v_2$ are the only degree-$d_{\text{max}}$ vertices in both $G_{ba}$ and $G_{bc}$. Consequently, the number of missing edges in $G$ is at least $(b_{ba} + 1) + (b_{bc} + 1) - 1 = b_3 + 1$, which completes proof of the planar version of the lemma.

We have shown that the missing edge lemma lemma holds for the case $\gamma = 0$ for any number $b_3$ of bad vertices. To complete the base cases, we see that for general graphs the lemma holds for $b_3 = 0$ trivially using only Euler’s formula. It also holds trivially for $1 \leq b_3 < 4\gamma + 3$ for all $\gamma$ since then the lemma only requires that the number of missing edges is at least 3 which is true for any graph with at least one bad vertex.

We now consider the general case $b_3 \geq 4\gamma + 3$ and $\gamma \geq 1$. We assume inductively that any genus-$\gamma$ graph with $k < b_3$ bad vertices has at least $k + 1$ missing edges and any graph with genus $\gamma < \gamma$ and any number $b_3$ bad degree-three nodes has at least $b_3 - 4\gamma + 1$ missing edges. Assume, however, that there exists a graph $G = (V, E)$ of genus $\gamma$ with $b_3 \geq 4\gamma + 4$ bad vertices and $m \leq b_3 - 4\gamma$ missing edges. Since each bad vertex is associated with exactly three missing edges, it follows that there exists a missing edge $(u_1, u_2)$ associated with at least three bad vertices $v_1, v_2$, and $v_3$. There must be at least one additional bad vertex $v_4$ since we have $b_5 \geq 7$. The situation is illustrated in figure 5.

To allow application of the induction hypothesis, we split graph $G$ along one of the three simple cycles shown in figure 5 to obtain a new graph $G'$ of genus $\gamma'$. As we did in proving the planar version of this lemma, we add degree-one neighbors to the high-degree nodes $v_1$ and $v_2$ so that each of the four nodes resulting from the split of $v_1$ and $v_2$ has maximum degree. Each bad degree-three node on the cycle is split into two nodes, but exactly one of these two nodes is a bad-degree-three node in the new graph $G'$. The other node split from that vertex is of degree 2. Therefore graph $G'$, whether connected or not, has exactly $b_3$ bad
nodes.

Suppose we can split graph $G$ along one of the cycles such that the resulting graph $G'$ is still connected. Then by lemma 4(2) we have that $\gamma' = \gamma - 1$. As argued above, graph $G'$ has the same number $b_2$ of bad degree-three vertices as the original graph did. Because graph $G''$ has lower genus, we can apply the induction hypothesis. Therefore, graph $G'$ has at least $b_2 - 4(\gamma - 1) + 1 = b_2 - 4\gamma + 5$ missing edges. We overcounted exactly one missing edge, namely $(u_1, u_2)$, since these are the only two degree-$d_{max}$ vertices duplicated. Therefore we have at least $b_2 - 4\gamma + 4 > b_2 - 4\gamma + 1$ missing edges.

Now suppose that splitting along any of the three simple cycles separates $G$ into two graphs: graph $G_L$ with genus $\gamma_L$ and $b_2$ bad degree-three vertices, and graph $G_R$ with genus $\gamma_R$ and $b_R$ bad degree-three vertices. Suppose that splitting along one of the cycles yields graphs such that $\gamma_L < \gamma$ and $\gamma_R < \gamma$. Applying the induction hypothesis to each side we have that the number of missing edges in graph $G_R$ is at least $b_R - 4\gamma_R + 1$ and the number of missing edges in graph $G_L$ is at least $b_L - 4\gamma_L + 1$. Adding the missing edges together and subtracting one for the overcount of edge $(u_1, u_2)$, we have that the original graph $G$ has at least $(b_L + b_R) - 4(\gamma_L + \gamma_R) + 1$ missing edges. From lemma 4(1) we have that $\gamma_L + \gamma_R = \gamma$ and argued earlier that $b_L + b_R = b_2$. Substituting these back into the expression for the number of missing edges in graph $G$, we have that graph $G$ has at least $b_2 - 4\gamma + 1$ missing edges.

The final case we must consider is that each of the three cycles cuts off a planar patch. In this case we have a situation analogous to the planar case argued earlier. As illustrated in figure 5, one of the cycles cuts the graph into two graphs $G_L$ and $G_R$ such that $b_L < b_2$ and $b_R < b_2$. Without loss of generality, let us assume that graph $G_R$ is planar. Then by lemma 4(1), graph $G_L$ must have genus $\gamma$. Applying the induction hypothesis to the two graphs (since each has less than $b_2$ bad vertices), we have that $G_R$ has at least $b_R - 1$ missing edges and $G_L$ has at least $b_L - 4\gamma + 1$ missing edges. Again we have that $b_R + b_L = b_2$. Adding the missing edges and subtracting one for the overcount of edge $(u_1, u_2)$, we have that graph $G$ has at least $b_2 + b_2 - 4\gamma + 2 - 1 = b_2 - 4\gamma + 1$ missing edges which completes the proof.

### 6 Applications

The most direct application of the parallel contraction algorithm is to the vision problem of determining the connected regions of an image represented as a two-dimensional array of pixels. We can view the image as a planar graph $G = (V, E)$, where the vertex set $V$ is the set of pixels, and $(u, v) \in E$ if and only if $u$ and $v$ are adjacent pixels with the same color. The region labeling problem is to assign each pixel an integer such that two pixels have the same label if and only if they are path connected in $G$.

Region labeling can be solved by a connected-components algorithm. Shiloach and Vishkin [27] give an $O((\log n)^2)$-time, $n$-processor parallel algorithm for connected components using the concurrent-read, concurrent-write (CRCW) PRAM model. Hagerup [13] gives an $O(\log n)$-time, $n/\log n$-processor CRCW algorithm for graphs of bounded genus\(^1\). The best algorithm to date is the more easily implemented exclusive-read, exclusive-write (EREW) model due to Hirschberg, Chandra, and Sarwate [17], who give an $O((\log n)^2)$ time algorithm for connected components using the adjacency-matrix representation of a graph. Leiserson and Maggs [20] give an $O((\log n)^2)$ step, $n$-processor, randomised connected-components algorithm for a graph with $n$ processors, and with high probability (i.e., probability at least $1 - O(1/n^k)$ for any constant $k$), the algorithm runs in $O((\log n)^2)$ time on an EREW PRAM.

We give a region-labeling algorithm for graphs of genus $O(\log n)$ time on a EREW PRAM which uses the planar and geometric properties of a mesh. Gaiz and Reif have recently developed a randomised $O((n + m)/\log n)$-processor EREW algorithm for $n$-processor deterministic $O((n + m)/\log n)$-processor EREW algorithm for $n$-processor deterministic $O((n + m)/\log n)$-processor EREW algorithm for graphs of genus $O(\log n)$.

Our algorithm for labeling planar graphs is asymptotically the fastest algorithm to date in the EREW PRAM model. The algorithm uses Algorithm BOUNDED-CONTRACT to simultaneously contract each component of the graph to a single node, and then it simply reverses the contraction process and assigns the same label to all nodes in each connected component. The algorithm uses $O((n + m)/\log n)$ processors, and with high probability (i.e., probability at least $1 - O(1/n^k)$ for any constant $k$), the algorithm runs in $O((\log n)^2)$ time on an EREW PRAM.

Thus, our algorithm achieves the best possible asymptotic bound in the most restrictive parallel models. The deterministic version of the algorithm runs in $O((\log n)^2)$ time using an optimal number of processors ($n/\log n$). Like Lim's $O((\log n)^2)$-time algorithm, our algorithm for region labeling takes advantage of the planar nature of the image, but unlike his algorithm, it does not depend on the geometric nature of the image.\(^2\) Thus, our algorithm works on irregular planar structures including meshes with local refinements and meshes with (static) faulty elements.

The contraction algorithm can also be used for a variety of other applications including algorithms for biconnected components of planar graphs and for spanning trees of planar graphs. The running times for these algorithms is asymptotically the same as for the contraction algorithm, and for these problems the running times are asymptotically the best to date in the EREW model. All the algorithms, including the connected components algorithm, can be generalised to graphs of higher genus and higher degree using algorithm BOUNDED-CONTRACT. The asymptotic running times for these problems match the running times of the contraction algorithm (i.e., $O((\log n + \log n)^2)$ with high probability where $n$ is the maximum genus of any connected component). For classes of graphs with genus $O(n)$ this is the best bound to date. For graphs of genus $O(n)$ this matches the best previous bound of $O((\log n)^2)$.

\(^1\)Hagerup has recently independently developed an $O((\log n)^2)$-time, $n/\log n$-processor deterministic EREW algorithm for graphs of bounded genus.

\(^2\)Subsequent to the development of the planar version of our algorithm, Lim, Agrawal, and Nekhuda [22] obtained an $O((\log n)^2)$-time deterministic algorithm for region labeling. Like Lim's earlier work, their algorithm exploits the geometric properties of specific planar grids.
7 Conclusion

In this section we comment upon the practical behavior of algorithm BOUNDED-CONTRACT and present some open problems.

In section 4 we commented that the behavior of algorithm BOUNDED-CONTRACT in practice is likely to be much better than that guaranteed by our worst-case analysis. This is particularly true for the bounded-genus case where we explicitly control the termination. For example, we are not likely to require the worst-case number of iterations to reduce each component of a planar graph to a single node. The general algorithm, however, always performs the worst-case number of iterations for phase 1 because we do not have a means of detecting when phase 1 is completed unless we in fact complete the entire contraction. Phase 2 only performs as many contraction steps as necessary. Because of this control structure, it is probably good in practice to choose the constant \( c \) in line 1 of algorithm CONTRACT based upon lemma 2 with a fraction of \( 1/c \) good nodes for constant \( c = 6 + e \) and \( e > 0 \).

To detect the termination of phase 1 we require an \( O(\log n) \) time \( n \) processor algorithm which can determine the genus of an \( n \)-node graph within a constant without knowing the value of \( n \). The problem appears difficult since determining the exact genus \( \gamma \) of an \( n \)-node graph is NP-complete [29] and the best sequential algorithm for this problem runs in \( O(n^{O(\gamma)}) \) time [8]. There seems to be no work on parallel algorithms which approximate the genus of a graph.
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