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PARTICLE EMISSION AND CHARGING EFFECTS INDUCED BY FRACTURE

A series of studies involving the physical consequences of deformation and fracture of materials are presented. These measurements include fracture-emission (FE) experiments on model rocket propellent, two studies on properties of ejecta (macroscopic particles) from materials including explosive crystals, fracture induced electrical breakdown, the detection of free charge carriers accompanying fracture in single crystal Si, FE studies on polymers, adhesives, single crystal and amorphous inorganics, studies of fracture surfaces using scanning tunneling microscopy and atomic force microscopy, and two studies on the interaction of intense uv laser radiation with materials. In an appendix, we present a review article on fracture-emission from interfacial failure.
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I. TECHNICAL SUMMARY

When a crack propagates through a material, a number of elementary processes can occur which lead to departures from equilibrium. These processes involve breaking chemical and physical bonds, the motion of atoms, molecules, electrons, and ionic species in the vicinity of the crack tip, and production of localized heating due to plastic deformation. The consequences of such microscopic processes can result in surface and near surface defects being created, non-equilibrium surface stoichiometry and charge distributions (involving electrons, holes, point defects and radicals, as well as elementary (and transient) excitations such as excitons, excited states of color centers, and various vibrational excitations. We have shown that a number of emissions can result from these circumstances; we call such emission \textit{fracto-emission}, which includes the emission of particles such as electrons, ions, and neutral species, and photons before, during, and following the propagation of a crack in a stressed material. The major goals addressed in our emission work are: (1) characterization of fracto-emission, (2) improving our understanding of the emission mechanisms in terms of microscopic processes accompanying fracture (idealized systems), and (3) applications of fracto-emission to understand the energetics of crack growth and its influence on the physical and chemical state of the fracture and the near fracture surface. The characterization studies include identification of specific emitted species, energy distribution measurements, studies of the fractal features of emission from brittle materials, and determination of the spatial distribution of the emission (through imaging). Mechanism studies include fundamental studies of temperature dependences of the emission, modification of excitations via optical stimulation, experiments on well defined interfacial failure, and time resolved spectroscopy of the photon emission. The application studies include experiments on model inorganic crystalline materials and propellents, energetic crystalline materials, and elastomers/polymers of interest to the Navy.

A new emphasis in our work is to connect the fracto-emission work with the microscopic features of the newly created fracture surface. We are employing the scanning tunneling microscope (STM) in conjunction with other microscopies to correlate fracto-emission properties to determine the topographical nature of the fracture surface over a wide range of sizes. Such information should aid in the development of atomic-scale models of deformation and fracture in brittle materials. Of particular interest is the use of topography to examine the consequences of cracks moving into regions of high densities of dislocations. Furthermore, we are developing an atomic force microscope (AFM) to allow such studies to be done routinely on insulating materials.

We are also studying the interaction of radiation with materials under mechanical stress to explore possible synergisms in damage mechanisms due to their way mechanical and radiative energy couples. Recently, we have also been studying the emission products of UV laser irradiation on including a glassy inorganic material and RDX single crystals. The latter is of particular interest in terms of the decomposition paths and resulting plasma interactions the products can undergo. A somewhat esoteric application of this work is the potential use of lasers for micromachining explosive crystals into intricate shapes with submicron resolution.

II. INTRODUCTION

\textbf{Model Rocket Propellant Studies:} We have completed a collaborative study with Heidi Stacer, Air Force Aerospace Laboratories, involving the fracto-emission from binders filled with small aluminum particles (Section III). Of particular interest were correlations of electron, photon, and radiowave emissions with the composition of the filled binders during fracture. The failure modes were also determined using the SEM. We were able to observe profound effects on the fracto-emission due to the presence of a metallic filler. This work has been submitted to J. Rubber Chem. and Technol.

\textbf{Properties of Ejecta Produced by Fracture of Materials:} We have examined ejecta (particles in the size range 0.1 to 500 \(\mu\)m) which are released by fracture of a variety of materials (Section IV). The ejecta from most non-metallic materials are electrically charged and frequently have high velocities. The amount of ejecta produced depends on the material and the conditions of fracture. For unfilled glassy polymers, the ejecta are produced in regions of fast-hackled fracture. Detailed measurements have been made on the ejecta mass and size distributions from the fracture of composites. From these measurements the total particle surface area can be estimated and are found to be comparable to or greater than the cross-sectional area of the fractured samples. Thus, the ejecta should be a consideration in the analysis of surface energy and other parameters from fractographic analysis.
Properties of Electra From Impact Loading of Explosive Crystals: We discuss in Section V a series of measurements on the size distributions, approximate velocities, and electric charge contained on the ejecta produced by impact loading of small single crystals of PETN, RDX, and HMX, all tested below ignition. The PETN shows a relatively high degree of charge; RDX and HMX show very little charge. The PETN is known to be piezoelectric, which may explain why its ejecta exhibits charge. We confirmed the detection of radiowave emission (due to discharges occurring during crushing) on the PETN alone, again suggesting that charge separation was occurring. The importance of charge separation and electronic excitations in the fracture of energetic materials relates to potential detonation mechanisms relevant to solid rocket propellents. This work will appear in J. Mat. Sci.

Fracto-Emission Induced Electrical Breakdown in Vacuum: In Section VI we examine the consequences of fracturing materials between two planar electrodes across which we apply a voltage between 100 V and 5.5 kV. We show that the emission of charged particles during and following fracture can induce electrical breakdown. These studies have relevancy to certain ESD problems where fracture occurs (including during application of high E fields and during high energy discharges). This work has been submitted to the IEEE Transactions on Electrical Insulation.

Creation of Free Charge Carriers with Fracture: We present a study on the changes in conductivity in single crystal silicon due to a propagating crack in Section VII. We observed rapid increases in conductivity due to the production of free charge carriers during crack growth. The band gap of Si is 1.1 eV, which appears to be bridged via electronic excitations induced by the bond breaking at the crack tip. This is the first measurement of this kind and offers insight into the types of mechanically induced excitations that can occur in crystalline materials during fracture. These results appeared in Physical Review Letters 52, 2795 (1987). Currently, we are preparing samples to repeat these experiments on single crystal Ge which has a bandgap of 0.67 eV and therefore may result in more intense free carrier production.

Evidence of Chaos in the Photon Emission (pE) from Fracture: In Section VIII we examine the fluctuations in the photons (acquired at 10 ns intervals) accompanying fracture of an epoxy and single crystal MgO and found that these signals show chaotic as opposed to stochastic, random behavior. The evidence for deterministic chaos comes from analysis of the autocorrelation function, the Fourier transform, a correlation integral (Grassberger and Procaccia), and the fractal box dimension. We have also proven the existence of a positive Lyapunov exponent and the presence of a low dimensional attractor. The fracture surfaces of this epoxy are shown to be fractal with equivalent fractal dimension. Thus, the dynamic process of creating a fracture surface results in topographical features which are simultaneously reflected in the intensity variations of the photons emitted. We were not able to determine the fractal dimension of the MgO (should be quite low) but did find that the photon emission was chaotic. The relation of such parameters as fracture toughness and other measures of dissipation to these photon emission correlation parameters may prove very useful for the application of pE measurements to the characterization of materials. It should be emphasized that recent work by Mecholsky and Passoja (e.g., J. Am. Cer. Soc. 72, 60 (1989)) have shown a strong correlation of fractal dimension of the fracture surfaces with the corresponding fracture toughness, thus providing us with strong motivation to make links to fracto-emission properties. This article will appear in J. Mat. Research.

Spectra of Light Emitted During Peeling of an Adhesive Tape: In Section IX we study the visible light emitted from the region near the detachment zone during the peeling of pressure sensitive adhesives. This photon emission due to adhesive failure is a unique from of triboluminescence. We investigate the properties of this light from the peeling of a filament tape with a natural rubber-resin adhesive from its backing at various peel speeds. We show conclusively that small electrostatic discharges are the major source of the radiation. Total intensity vs time measurements show that the light consists of very intense bursts with typical duration of 50 ns which frequently induce additional discharges for times as long as 50-100 μs. Time resolved spectra of these emission show them to be dominated by the line spectrum of molecular nitrogen for both the initial bursts and those that follow in the next 0.1-100 μs. Thus, the "after-emission" is not due to phosphorescence of the polymer(s), but due to these additional electrostatic discharges. This work appeared J. Adhesion, 25, 63 (1988).

Autographs of Photon Emission from Adhesive Failure in a Composite Tape: A study utilizing a very unique method for producing contact prints (autographs) of the photon emission produced
during extremely slow peeling of a composite tape from Polaroid photographic film is presented in Section X. We continue to see direct evidence of small electrostatic discharges which occur in this type of fracture involving interfacial failure. The failure mechanism of this particular tape involves fracture of the reinforcing glass filaments which results in fluctuations in the microscopic detachment rate. This produces modulations in the photon emission corresponding to several orders of magnitude. These results will appear in J. Adhesion.

**Damage and Electron Emission in the Cleavage of Single Crystal LiF:** In the production of cleavage surfaces of LiF single crystals, we have discovered that the region of the crystal interacting strongly with the metal cleavage blade is the region of essentially all of the emission for this mode of loading. This work is presented in Section XI. Using scanning techniques, microscopy, and varying loading conditions, we conclude that the damaged region where the cleavage blade and crystal come into contact is extraordinarily "hot" in terms of electron emission. Macroscopic particles (ejecta) from the damaged region which frequently cling to the fracture surface are also shown to be highly emissive. In contrast, the "untouched" cleave surface emits little, if any long lasting, intense emission. We propose that the high intensity emission originates from defects created during the production of higher index plane fracture surfaces. This article appeared in J. Appl. Phys. 65, 1923 (1989).

**Fracto-Emission from MgF2:** Studies of the electron emission produced from the fracture of single crystal MgF2 were completed in a collaboration with K. C. Yoo (Westinghouse R & D) and R. G. Rosemeier (Brimrose Corporation). This work is described in Section XII. Here we were interested in the role of anisotropic effects due to the crystal structure of MgF2. We were able to observe considerable changes in the electron intensity with variation of the dominant orientations of the fracture surfaces. The separation of surfaces with [110] orientation produced typically a factor of 6-10 higher emission intensity than surfaces with [101] orientation. From elastic constant anisotropies, the production of [110] surfaces should require more fracture energy. In addition, we consider the possibility of higher defect densities on the [110] surfaces due to differences in local geometry and instantaneous rates of energy release in the region of the crack tip. This work will appear in Appl. Phys. Lett.

**Fracto-Emission from Fused Silica and Sodium Silicate Glasses:** Fracto-emission is the emission of photons and particles due to the fracture of materials. This work is described in Section XIII. We present characteristic intensity vs time measurements of photon emission (phE), electron emission (EE), positive ion emission (PIE), and neutral emission (NE) due to the fracture of fused silica and sodium trisilicate glass. We show, for example, that the trisilicate is a copious emitter of atomic Na and both atomic and molecular oxygen. The phE, EE, and PIE from the two glasses share a number of properties. This work appeared in J. Vac. Sci. A:6, 1084 (1988).

**Ion Masses Emitted from Fracture of Fused Silica:** Utilizing time-of-flight techniques as well as mass spectroscopy we have succeeded in determining the masses of the positive ions emitted during the fracture of fused silica (SiO2). This work is presented in Section XIV. The major positive particles emitted (in order of decreasing intensities) are: SiO+, Si2O+, Si+, and O+. We have proposed a sequence of bond breaking events which could lead to such species being liberated. Such species show unambiguously that non-equilibrium processes accompany bond breaking due to fracture. More importantly, in terms of composite fracture, we are obtaining unique signatures for distinguishing the various failure modes. In this case, silica or silica glass fiber fracture would yield Si containing species, whereas organic matrices free of Si would not. To appear in J. Vac. Sci. Tech.

**Electron Emission from Abrasion of Polymers:** In Section XV we examine previously claimed detection of electrons during deformation of high density polyethylene (prior to failure) and present evidence that this so-called mechno-emission is due to abrasion. Fracture induced excitations, probably involving free-radicals, are the likely cause of this emission; i.e., bond breaking is the initial stimulus. We have shown that electron emission is extremely sensitive to minute amounts of damage created by friction between metal or glass surfaces and high density PE. This work will be submitted to J. Mat. Sci.

**Interaction of Excimer Laser Ultraviolet Radiation with KAPTON-H under Mechanical Stress:** We examine the response of highly stressed polyimide films to excimer laser radiation (20 ns pulses @ 248 nm wavelength) in vacuum. This work is described in Section XVI. We present changes in
surface topology due to surface/near damage, crack initiation, and eventually crack growth over a wide range of applied stress. We show that the morphology of the stressed material has a significant influence on the resulting damage and suggest that the regions of highest damage are those experiencing the highest local stress. Initial results are also presented on the effect of mechanical stress on yields of the photoblation products ejected from the polymer surface. This work appeared J. Vac. Sci. Tech. A 6, 941 (1988).

Excimer Laser Induced Damage in Sodium Trisilicate Glass: Preliminary to studies of the combined influence of exposure of a glassy material to both mechanical stress and radiation, we have studied the influence of UV Excimer radiation on Na2O 3SiO2 glass (see Section XVII). This work was carried out in collaboration with Larry Pederson, Battelle Pacific Northwest Laboratories. We have characterized the damage to the surfaces of this material as well as determination of the type of particles and their velocities due to the pulsed laser bombardment. This includes measurements of the charged particle emission (photoelectrons, ?ions, and neutral emission – both ground state and excited) as a function of photon flux. We observe significant removal of matter from the glass (ablation), evidence for laser induced absorption at 248 nm (thus a threshold in exposure for damage to occur), and an electrostatic acceleration of positively charged particles interacting with laser heated electrons (inverse bremsstrahlung) resulting in ~30 eV Na atoms in high lying Rydberg states. These studies have very important implications regarding the energy transfer mechanisms of laser light to such surfaces and for describing the details of the ablation process. Careful characterization of these products can be extremely important for the applications of laser ablation to deposition. This work will appear in J. Vac. Sci. A.

Additional Work: In Section XVIII, we present ongoing work that is in preliminary stages. This includes a new set of experiments on the neutral molecule emission from the fracture of polymers. We have measured the kinetic energy of these gases and found them to correspond to temperatures on the order of 450 K. In addition, we present recent new measurements involving Scanning Tunneling Microscope images of fracture surfaces of insulating materials and similar results using a Atomic Force Microscope in a compressive mode.

Fracto-Emission from Interfacial Failure. In Appendix I, a review paper on the emission of particles and photons during and after adhesive failure is given. Recent work on the detection of photons from embedded interfacial failure (where the light is produced inside the specimen), and the photons and electrons from the detachment of metal films from treated silicon surfaces are discussed. This paper will appear in the Materials Research Society Proceedings of Symposium J, 1989.

Appendix II presents lists of participants, collaborators and visiting researchers, talks, and publications.
III. ELECTRON AND PHOTON EMISSION FROM THE FRACTURE OF METAL-ELASTOMER INTERFACES

J. T. DICKINSON, L. C. JENSEN
DEPARTMENT OF PHYSICS, WASHINGTON STATE UNIVERSITY, PULLMAN, WA 99164-2814, USA

AND

H. STACER
AIR FORCE ASTRONAUTICS LABORATORY, EDWARDS AIR FORCE BASE, CA, USA

SUMMARY

We examine the emission of electrons, photons, and long wavelength electromagnetic radiation accompanying failure of interfaces between two elastomers and aluminum. Interfacial failure on a macroscopic scale is examined for an uncrosslinked polybutadiene as well as a urethane-linked polybutadiene and metal surfaces. We also investigate the fracture of unfilled and metal particle filled urethane-linked polybutadiene. Experimental evidence is given in support of a previously presented model involving fracture induced microdischarges during crack propagation. The effects of variations in strain rate, crack velocity, and matrix crosslinking on the electron emission during the tensile fracture of the metal filled elastomer are also discussed.

INTRODUCTION

During and after fracture of materials one can measure the emission of photons (often called triboluminescence) (1,2) and particles including: electrons, negative and positive ions, and neutral species in both ground and excited states. This emission can often serve as a sensitive probe of crack growth, providing useful information concerning molecular and microscopic events accompanying crack growth and concerning the details of failure modes in a variety of materials. This emission is also of interest in terms of its relation to the electrostatic consequences of bond breaking (e.g., noise generated in sensitive circuits under stress, grinding of materials in confined spaces, mechanical and interfacial effects associated with explosives and solid propellents), the detection of fracture inside the earth's crust, and the transport of atoms and gases in geological systems. For a lengthy list of fracto-emission (FE) references, see Ref. 3.

Past studies of FE (3) have included work on the fracture of oxide coatings on metals, inorganic crystals and glasses, adhesive failure (including composites), organic crystals, neat polymers, and electrical phenomena/breakdown accompanying fracture. A number of investigations have focused on the emission of charged particles and photons from the fracture of materials in vacuum. The origin of electron and photon emission from cohesive fracture is best explained in terms of bond breaking phenomena where non-adiabatic processes occur involving fundamental excitations (e.g., exciton creation and decay), or the creation and recombination of point-like defects and charge carriers (e.g. charge trapping at defects followed by recombination with mobile charge carriers). These processes are initiated by bond breaking resulting in the creation of localized departures from equilibrium. For polymeric systems, the likely analogous participants are free radicals, ionic states (e.g., holes), and electrons all generated by bond
scissions during crack growth. The decay of these excitations can provide the energy necessary for particle or photon emission.

We have proposed a simple model for systems involving charge separation during fracture. These systems include piezoelectric materials and a wide variety of composite materials in which fracture involves interfacial failure (e.g., elastomers filled with particles or fibers). The basic features of this model as they relate to the fracture of materials in vacuum are the following:

(a) During crack propagation, charge separation occurs on the freshly created fracture surfaces.

(b) Neutral species are emitted into the crack tip region during crack propagation, producing a region of elevated pressure (in the atmosphere, air immediately fills the crack).

(c) A microdischarge thus occurs during fracture yielding charged particles (generally electrons and positive ions) as well as photons and long wavelength electromagnetic radiation (RE for radiowave emission).

(d) Static charge on the fracture surfaces leads to acceleration of the emitted electrons, modifying their energy distributions. A large portion of these electrons is pulled back to the surface resulting in a self-bombardment process. This results in the emission of positive and negative ions and excited neutrals via electron stimulated desorption (ESD).

(e) The bombardment of the fracture surfaces by the discharge products during fracture creates a variety of electronic excitations which can subsequently decay to yield after-emission. Thermally stimulated relaxation involving mobile charge carriers releasing energy at appropriate recombination centers describes very well the emission following fracture.

Different types of phE have been observed. phE can occur prior to fracture in a number of systems. In some cases, this light is due to microfracture events that precede failure (e.g., dewetting of particles). In single crystal inorganics there is evidence that moving dislocations can generate defects which recombine to yield light. Following fracture, some materials "glow" with characteristic decaying signals, much like phosphorescence. In addition, when charge separation is intense, light from microdischarges is quite evident. Typically, microdischarge events yield sharp spectral lines characteristic of the gases present in the crack tip.

We have previously performed a number of FE studies on elastomers, characterizing the FE from unfilled polybutadiene and styrene-polybutadiene (both crosslinked with dicumyl peroxide) (5,6) and examining the dependence of emission intensities on cross-link density (7). Because of the substantially greater emission intensities from filled elastomers (e.g., filled with small glass beads), we have examined FE from these materials in much greater detail, including the physics of the emission processes and crack speed dependence (8-14). Related to these studies are several works on emission accompanying the peeling of pressure sensitive tapes, many of which utilize elastomeric adhesives (15-20).

There is interest in the fracture properties of particulate filled elastomers and probing the various phenomena which occur before and during failure. Metal filled polymers are important because of their electrical properties and are also an important component of a number of solid fuel rocket propellents.

In this paper we explore the electron and photon emission accompanying the deformation and tensile fracture of urethane-linked polybutadiene, unfilled and filled with small aluminum particles. We will show that significant increases in emission intensity during fracture are observed in the filled vs unfilled material. We present experimental evidence in support of the model described above concerning strong electrostatic effects. We also examine the consequences of variations in strain rate, crack velocity, and elastomer crosslinking on the electron emission. We basically show that fracto-emission is a sensitive indicator of the fracture process and that the
emission is most sensitive to the charge state of the surfaces after fracture both in the peeling of polymers from metal surfaces and in the fracture of particulate filled elastomers.

EXPERIMENTAL

To examine the FE during adhesive and cohesive failure of a macroscopic metal-polymer system, samples were prepared from Diene 35NFA (Firestone Tire and Rubber Co.) and aluminum. Diene 35NFA is a mixture of cis- and trans-polybutadiene with approximately 1800 monomer units per chain. The 35NFA was dissolved in benzene, cast onto an aluminum foil substrate, and allowed to dry at room temperature to form a thin uniform film approximately 1 mm thick. Strips 20 mm wide by 150 mm long were cut from the sample sheet. A small crack was started by hand at the interface between the metal and the polymer and the resulting edges were secured in stainless steel clamps in a vacuum system so that separation of the clamps resulted in a "T-peel." Other samples were formed in a "butt joint" geometry by pressing one end of a rectangular block of freshly cut 35NFA against an aluminum block (cleaned in solvent) in compressive clamps to form a 10 mm x 5 mm contact surface. A pressure of 5 MPa was applied to the clamps for up to 30 minutes. The surfaces then were pulled apart and the resulting emissions recorded. Both sets of experiments were performed in vacuums of less than 10⁻⁸ torr to facilitate charged particle detection. All aluminum surfaces described in this paper have been exposed to air and thus have the usual ~50 Å native oxide film coating the outside surface.

FE from adhesive and cohesive failure was also studied using metal-filled and unfilled elastomers loaded in tension. The elastomer specimens were made from urethane-linked polybutadiene (ULPBR) by mixing hydroxyl-terminated polybutadiene with 23 to 26 monomer units per chain crosslinked with IPDI (isophorone diisocyanate, 5.6% and 9.27% by weight) and TPB (0.24% by weight) to produce NCO/OH ratios of 1.02 and 1.35. The filled samples contained small aluminum particles of average diameter 10 μm, 30 μm and 60 μm added to the ULPBR in concentrations of 8.5%, 17% and 25.5% by weight for each average particle diameter and both NCO/OH ratios. Notched and unnotched samples, typically 5 x 2 x 12 mm³, were broken in tension in a vacuum system at 10⁻⁷ torr. The notched samples contained a 1 mm notch in the 5 mm width.

Figure 1 illustrates a typical experimental arrangement. Electron emission (EE) was detected with an appropriately biased channel electron multiplier (CEM), Galileo Electro-Optics model 4821, which produced fast (10-20 ns) pulses with approximately 90% absolute detection efficiency. The gain of this CEM was typically 10⁶ - 10⁸ electrons per incident particle. The background noise counts ranged from one to ten counts per second. The pulses were amplified with fast current and voltage amplifiers and discriminated for pulse counting on a multichannel scaler. Photon emission (pHE) was detected with a Thorn EMI model 9924QB photomultiplier tube (PMT) with a quartz window and a bialkali photosensitive surface. Normally, the PMT was used in the pulse counting mode. The PMT was mounted directly inside the vacuum system and could not be cooled; thus, the background count rate was relatively high, typically 1000 counts/s. The two detectors were normally positioned on opposite sides of the sample, approximately 1 cm from the region of crack growth. Both during and after fracture the newly created surfaces were well separated, providing favorable detection geometry for both charged particles and photons. The load during elongation and fracture was measured with a Sensotec Model 51 load cell, also mounted inside the vacuum system. Elongation (clamp displacement) was measured with a displacement-to-voltage transducer attached to the pulling mechanism outside the vacuum system. Long wavelength electromagnetic radiation (radio emission: RE) emitted during fracture was detected with a 20,000 turn solenoid of #30 magnet wire placed 2 mm from the sample. The coil output was connected to a differential amplifier (80 db common mode rejection) containing both high and low pass filters. This arrangement detects the near-field electromagnetic radiation due to the proximity of the coil to the source. The intensity of these oscillating fields is so weak that we would not be able to detect them at distances of several wavelengths where one sees only the propagating field. Placing an insulating glass plate between the sample and the coil did little to
The intensity or timing of the RE bursts. Thus, the detected signals were due to electromagnetic radiation and not to charged particles reaching the antenna. Emission signals, applied force, and elongation were recorded on a Lecroy 3500 Data Acquisition System at rates varying from 1 μs to 1 s.

Some fracture events were recorded on video tape with a Sony video camera and viewed in a freeze frame mode, allowing crack propagation to be measured at 17 ms intervals. After fracture, selected samples were gold coated and the fracture surfaces examined in a scanning electron microscope (SEM).

RESULTS AND DISCUSSION

UNCROSSED POLYBUTADIENE DETACHED FROM ALUMINUM

We first present the results of the T-peel experiments involving the separation of uncrosslinked 35NFA material from an aluminum substrate. EE from the peel of a 35NFA sample from an aluminum substrate at a rate of 2.5 mm/s is shown in Fig. 2a. The resulting EE is very small with very little after-emission following detachment. Visual examination of the fracture surfaces revealed that a thin layer of polymer remained on the metal substrate and that tearing had occurred within the elastomer; i.e., the locus of fracture was in the polymer itself, rather than at the interface. This weak emission is typical of cohesive failure of an uncrosslinked polymer. In Fig. 2b we show the EE accompanying the fracture (tearing) of a 35NFA sample strained in tension at a rate of 2.5 mm/s. Elongation of an uncrosslinked polymer can lead to failure with minimal bond breaking, resulting in weak EE during the peel. The small number of bond scission-induced excitations yields miniscule after-emission as well.

To illustrate the difference in emission between adhesive and cohesive failure in a polymer-metal system, peel tests of samples with weaker adhesive bonds were performed. Suitably weak adhesion is displayed by 35NFA-aluminum samples formed by simply pressing the untreated polymer against the metal surface to create a butt joint. For contact times of less than an hour, no evidence of residual polymer on the metal or damage (tearing) of the polymer following failure is observed. Thus, the failure mode can be characterized as interfacial. The resulting EE is quite intense and persists for hundreds of seconds, as shown in Fig. 3. Clearly, the emissions produced by adhesive and cohesive failure of these specimens are quite distinct.

These and other studies (8,13,18) show that the EE intensities from adhesive failure during macroscopic peeling depends on the length of time the surfaces have been in contact, the rate of detachment, the applied pressure (how hard the surfaces are pushed together—this is most likely a contact area effect (21-23)), and the type of metal used. The longer the contact between the polymer and the metal surface the larger the emission during the peeling process. Several minutes of contact are required to produce a strong emission signal. The increase in EE with contact time levels off after about 30 minutes. This is consistent with contact charging at the metal-rubber interface. When the metal and the polymer are brought together, charge can flow from one material to the other to align the "Fermi levels" of the two materials in the region of contact. This flow of charge is slow because of the poor charge mobility in the rubber. In addition, any oxide layer on the metal also impedes the flow of charge across the interface. Upon separation, if the charge cannot flow back across the boundary, the polymer is left with a charged surface (22). As the rate of separation is increased the emission also increases because rapid surface separation hinders the reneutralization of the charged surfaces. Thus, the electric field across the crack is stronger and leads to more intense microdischarges during fracture. The type of metal to which the polymer is attached affects the amount of emission detected in that the position of the Fermi energy varies from metal to metal, thus requiring differing amounts of charge to flow across the interface to establish equilibrium. The nature of the oxide layer also strongly depends on the metal substrate and can influence the reneutralization process.

By artificially introducing free charge onto the surface of the polymer prior to contact with the Al surface, it might be possible to alter the amplitude of the electric field in the crack during separation. Suitable free charge can be provided by a commercial device called a Zerostat 3.
Adhesive failure of elastomer-metal interfaces can also be achieved using the urethane-linked polybutadiene; visual observation of the metal surface shows little residual polymer after separation. The macroscopic peeling of ULPBR from stainless steel (Fig. 6a) and aluminum (Fig. 6b) also results in intense, long lasting EE similar to the adhesive failure of the uncrosslinked 35NFA-aluminum samples. Both tests were carried out at a peel rate of ~2.5 mm/s. T-peel and butt joint failure tests involving ULPBR yielded very similar emissions; the failure was interfacial in all cases.

FRACTURE OF UNFILLED AND ALUMINUM FILLED ULPBR

Considering the EE (and phE) during deformation and fracture of unfilled and aluminum particle filled ULPBR, one might expect considerable differences between these materials on the basis of the differences in their mechanical and electrical properties. Indeed, the possibility of interfacial failure in the filled material suggests that it will yield the especially intense, long lasting EE associated with interfacial failure above. EE and phE from the failure of notched samples of both filled and unfilled ULPBR are compared in Fig. 7. These samples were strained in tension at a rate of 0.6 %/s. The elongation at failure of the filled material was 64%, while that of the unfilled material was 75%. The filled material provided much more intense emissions (~10³ times higher) than the unfilled material, consistent with the intense emissions associated with the interfacial failure of other material systems (9-20) Note that the EE during the fracture of the filled ULPBR (Fig. 7a) shows considerably more structure (fluctuations) than the EE from the fracture of the unfilled material (Fig. 7c). EE from the filled material shows numerous spikes and associated "tails" superimposed on an increasing background, rapidly reaching a maximum at final separation. After separation, the EE decreases with a non-exponential decay; on all time scales the semilog plot of EE vs time has curvature. This is suggestive of a near-second order rate equation which we
have explored in detail for two systems: 1. polybutadiene filled with glass beads (9), and 2. single crystal MgO (24). In both of these materials the after-emission was well described by rate equations involving activated charge transport, a recombination reaction, and a competing retrapping process. With high retrapping probabilities, these equations result in second order-like decay, similar to that observed here.

The phE from the fracture of the filled ULPBR (Fig. 7b) is quite intense during fracture, but immediately drops to the background level of ~10^3 counts/s for the uncooled PMT. We tried very hard to find a decay curve in the phE, which would match the EE decay, but were unsuccessful. This is contrary to what was observed in the glass filled PBR and MgO. Parallel decay of EE and phE is actually expected on the basis of our understanding of the recombination process, which typically involves both non-radiative (EE) de-excitation and radiative (phE) de-excitation. We have not completely abandoned the "missing photons" and will make further attempts to increase our phE detection sensitivity. If they are missing, there may be a selective quenching mechanism which allows EE but forbids phE. In systems with strong electron traps (e.g., sulfur cured polybutadiene) the after-emission of both EE and phE is strongly suppressed, presumably due to the trapping of normally mobile charge carriers before recombination can occur.

phE from the unfilled ULPBR (Fig. 7d) is barely above the PMT background during fracture, showing only a single point in coincidence with the maximum of the EE.

The relationship between EE and the applied load for the unfilled ULPBR during very slow loading (0.5%/s) can be seen in Fig. 8. In this experiment, a series of magnifying lenses allowed direct observation of fibril formation and microfracture in the region of the crack tip. (We called this our "Graduate Student Microfracture Detector" (GSMD)). EE was measured simultaneously. The arrow near the rise in the EE indicates the first observation of fibril failure during the loading process. The onset of significant EE correlates well with the onset of tearing within the crack tip. An important conclusion can be made from this simple correlation in light of the fact that a crosslinked polymer cannot fail without bond scissions: the EE is clearly associated with bond breaking.

Figure 8b shows markers generated by the GSMD for each detected microfracture event observed in the crack tip during loading of the sample to failure. The observed microfracture activity correlates very well with EE intensity during crack growth. Few fluctuations (spikes) are seen in the EE during failure of the unfilled ULPBR. The EE variations that do occur in Fig. 8a correspond to variations in the frequency of microfracture events which become equivalent to variations in crack velocity as fracture proceeds (i.e., in the high frequency limit).

The corresponding EE, load, and observed microfracture activity for an Al-filled ULPBR is shown in Fig. 9. The EE begins to rise prior to any observed microfracture. The EE is so intense that it is a better "Microfracture Detector" than the GSMD. Note again that EE during fracture of the filled material shows a large number of fluctuations (spikes) which are most likely due to variations in the rate of new surface formation (i.e., instantaneous rate of crack growth).

Although the locus of failure may be very complicated on the atomic level, scanning electron microscopy can provide a gross indication of the cohesive or adhesive nature of the fracture event. Figure 10 shows two views of an aluminum filled ULPBR fracture surface at different magnifications. Extensive adhesive failure is observed, with essentially all of the visible metal particles clearly detached from the polymer matrix. The individual aluminum particles have very little polymer matrix clinging to them and are either lying loose on the fracture surface or sitting in a void with the matrix totally detached from the particle. Thus, the intense EE appears to be associated with relatively poor particle-elastomer bonding.

An interesting comparison can be made between the EE from unnotched vs notched aluminum filled ULPBR samples under the same strain rate and loading conditions (~0.6 %/s). In Fig. 11a, we show the resulting EE for the unnotched sample. The onset of the rise in stress during loading and the duration of crack growth are marked with arrows. The EE displays pre-emission, an initial rise in EE prior to visible crack formation and growth. This pre-emission can be attributed to surface delamination or dewetting between the elastomer and filler particles on the surface of the sample. (Dewetting internal to the sample does not yield detectable EE, as any
emitted particles cannot escape to the detector). The pre-emission is followed by a decrease in EE intensity, which remains relatively weak until the onset of crack growth. Catastrophic failure follows quickly. Over 95% of the emission from the unnotched samples occurs in the few seconds of macroscopic crack growth. The strain energy prior to fracture of the unnotched sample (Fig. 11a) is much larger than for the notched specimens (Fig. 11b) due to both greater elongation and larger peak force. Thus, once crack growth initiates, the acceleration and resulting crack velocity are much higher for the unnotched samples. Also, note the lack of strong fluctuations in the EE from the unnotched sample compared to the large number of spikes from the notched samples of Figs. 9a and 11b. Recall that these fluctuations occur during fracture. Once crack growth initiates in the unnotched specimens, crack growth accelerates so rapidly that on the time scales shown here we do not observe such fluctuations. Since EE data can be readily acquired at rates as high as 100 MHz, we should be able to resolve the corresponding EE fluctuations from the filled elastomer if they are significant.

**CORRELATION OF EE INTENSITY WITH CRACK VELOCITY (FILLED MATERIAL)**

EE from the fracture of aluminum filled ULPBR is a very sensitive indicator of the crack formation and growth. Correlations between macroscopic crack motion down and EE intensities may be made with a video camera, using methods similar to those described in Ref. 5. From the video images (taken at 17 ms time intervals), increments in crack position can be measured as a function of time (i.e., the profile of the crack on the side towards the camera) and converted to crack velocity, \( V_c \), vs time. Obviously, this provides only a gross measurement of the actual instantaneous rate of bond breaking at the crack tip. Because the fluctuations in EE were so rapid relative to our crack position measurements, we chose to smooth the EE data by a moving average technique. In Fig.12 we show this average EE intensity as a function of crack velocity. As the crack progresses through the sample the EE first increases is linearly. This corresponds to the linear increase in fracture surface area with crack velocity. Thus, in this region, EE intensity per unit area is independent of \( V_c \). However at higher crack velocities the relationship between EE and \( V_c \) is highly non-linear. At these velocities, EE intensity per unit area is a strong function of \( V_c \). These results are very similar to EE intensity vs crack speed results from other filled elastomers reported elsewhere (9).

Several factors could be involved in the emission increase at higher crack velocities. Since negligible intensity is expected from cohesive failure of the polymer relative to interfacial fracture, we expect that the details of the separation of the metal and polymer surfaces play an important role. As shown schematically in Fig. 13, raising \( V_c \) raises the velocity with which the two surfaces separate, \( V_L \). As in the interfacial peel tests, increasing \( V_c \) results in increased charge densities on the fracture surfaces as a result of the decreased time available for neutralization by current flow across the polymer-metal interface. Increased surface charge results in more intense discharge activity and thus more intense EE.

**STRAIN RATE DEPENDENCE**

The effect of strain rate on EE intensity from aluminum filled ULPBR is similar to the effect of crack velocity. Figures 14 and 15 show the EE and phE at two strain rates, 0.5% and 30%, respectively. Figures 14b and 15b show the EE data on slightly faster time scales. The average total EE counts at these two strain rates are 200 k and 1 M, respectively. Attempts to measure EE at higher strain rates resulted in detector saturation, but all indications suggest that further intensity increases followed. For the filled material, this increase with strain rate is again due to an increase in the interfacial separation velocity, which increases the net charge remaining on the fracture surfaces. Note that the kinetics of the EE after-emission decays are identical at these two strain rates. Once the system is excited by fracture, the relaxation is "determined." 

EE intensities from unfilled ULPBR also increase with strain rate, but for entirely different reasons. EE data for three different strain rates is shown in Fig. 16. The peak intensities for each of these experiments appear below:
The increase in EE with strain rate is basically linear. Figure 16 shows only a 35 second time interval near fracture, so that only a small portion of the loading interval is shown in the case of low strain rates. For instance, the total time from the initial application of the load to failure at 0.5 %/s (Fig. 16c) is approximately 180 s. Note that on the time scale shown, the duration of fracture at 100 %/s (Fig. 16a) no more than a single channel. We recall that in the unfilled material, the emission mechanism is initiated by bond breaking. For a crosslinked elastomer at slow tear speeds the total number of broken bonds should be constant. However, we expect the number of broken bonds to increase at faster strain rates and crack speeds due to entanglement-induced bond breaking, which is known to be strain rate dependent. Thus the EE intensities, although relatively small for unfilled polymers, may provide useful information about the extent of bond breaking.

**TIME DEPENDENCE OF EE AND PH E DURING FRACTURE (FILLED MATERIAL)**

Because of the high intensities of both phE and EE during the fracture of metal filled ULPBR, intensity vs time data may be acquired on a wide range of time scales. In Fig. 17 we show detected emissions acquired at 100 μs/channel for the filled material (25.5% by weight, average diameter 10 μm). Both signals display a number of fluctuations, which are correlated to some extent. The intensity and frequency of these fluctuations increase as the crack propagates more rapidly. Video tapes of the fracture event indicate that the emission spikes are not necessarily associated with large macroscopic motions of the crack tip but occur randomly throughout crack propagation. We suspect that microscopic activity within the crack tip is being modulated in time and therefore producing these spikes. Interestingly, the EE shows a much larger RMS level of modulation than the phE. We plan to perform careful time correlations of both these signals to test for stochastic vs non-stochastic behavior and to determine the degree of cross correlation. We have recently shown that phE fluctuations from fracture of epoxy are chaotic in nature and may be related to the fractal geometry of the fracture surface (25). Clearly, the relationship between micromechanical events at the crack tip and FE signals should be clarified so that the FE signals can be used to monitor these events during dynamic crack growth. As mentioned previously, we have time resolution "to burn."

**CORRELATION OF EE WITH RE (FILLED MATERIAL)**

Another FE component that is indicative of the microdischarge during fracture is long wavelength electromagnetic radiation (i.e., radio waves: RE). Figure 18 displays typical RE and EE during the fracture of filled ULPBR. A large proportion of the EE spikes correspond to RE spikes, as can be seen by the vertical lines joining the two curves. Further evidence of this correlation is provided by coincidence measurements of these signals. The coincidence data of Fig. 19 was acquired by using the RE bursts to trigger the operation of a multichannel scaler that then counts the accompanying EE. The sampling interval in Fig. 19 is 10 μs. Each time an RE burst triggers the multichannel scaler, the EE signal is added to the previously scaled bursts. The RE electronics are slow relative to the EE electronics, preventing the detection of the most intense portion of the EE peak. Nevertheless, we see a distribution which builds up, clearly in synchronization with the RE bursts. This distribution, shown on a log scale, indicates that EE bursts of -20 μs duration are followed by a long (hundreds of μs) decay. In work characterizing the phE accompanying the peeling of adhesive tapes (17-19) we have seen similar behavior associated with the mini-“lightning bolts” generated by peeling.
**EE INTENSITY vs FILLER CONCENTRATION**

The locus of fracture in the particle filled material is such that increases in particle concentration at a particular size range results in increases in the total area of surface detachment. Fig. 20 shows a plot of the total EE counts/mm² of sample cross-section vs the filler concentration (by weight). The EE is nearly proportional to the aluminum particle concentration and presumably is roughly proportional to the total area of interfacial failure produced by fracture.

**VARYING THE CROSSLINK DENSITY OF THE ELASTOMER (FILLED MATERIAL)**

The crosslink density of the matrix can influence microscopic aspects of fracture in the filled material. In the ULPBR, the crosslink density can be varied by changing the amount of isophorone diisocyanate (IPDI) added to the hydroxyl terminated polybutadiene. The oxygen of the hydroxyl group bonds to the carbon atom of one of the NCO groups on the IPDI, linking the monomer units through the IPDI groups. The NCO/OH ratio is thus a measure of the crosslink density in the resultant material. The larger the NCO/OH ratio, the higher the crosslink density. EE from the fracture of aluminum filled ULPBR with two NCO/OH ratios are shown in Fig. 21. The material with the higher ratio exhibited a higher stress and shorter elongation at failure. The EE from the higher NCO/OH material is considerably more intense than that from the lower ratio NCO/OH material, the average total EE being 285 k and 210 k, respectively. We believe that the higher crosslink density matrix is associated with higher strain energy densities at failure, and thus higher crack speeds and higher rates of interface separation as the metal and polymer surfaces snapping apart. This in turn encourages higher surface charge densities and more discharge activity. Note that the kinetics of the after-emission decay are nearly identical (parallel on a log scale), suggesting that the crosslink density has little effect on the recombination process.

**CONCLUSION**

We have shown that EE during the separation of a polymer-metal interface associated with adhesive failure is typically orders of magnitude more intense than that associate with cohesive failure and is also affected by the amount and type of charge on the resulting surfaces. This charge may be the result of contact charging at the interface or may be deliberately introduced by spraying one of the surfaces with free charge.

The observed EE (phE, phE, and RE) from the polymer-metal system is consistent with a previously proposed mechanism of charge separation and subsequent microdischarge during crack propagation. The amount, type, and time dependence (fluctuations) of the emission during fracture and the duration of the after-emission depend on factors known to affect details of the fracture process. EE during the tensile fracture of aluminum filled ULPBR is particularly sensitive to the crack formation and propagation process. In the metal filled material, factors associated with larger areas of detachment and higher charge densities (e.g., increased particle concentration, strain rate, and crack velocity) produce large increases in the detected emissions. In unfilled materials, factors that increase the number of broken bonds (e.g., increased stain rate and crosslink density (7)) tend to increase the emission.

Much work remains to be done on the correlation of microscopic aspects of the fracture and emission. High resolution time-resolved microscopy of the crack-tip during FE measurements will be helpful. We are also exploring improved imaging of the emission during crack growth. Confirmation of phE due to microdischarges may be achieved by spectral measurements on the emitted light, similar to our work with adhesive tape (14). Further phE measurements on the filled material must be made with a cooled photomultiplier tube to reduce the background. Faster time scale measurements will better determine the nature of fluctuations during fracture and the kinetics of the after-emission decay. Finally, we hope to examine in detail the influence of variations in the locus of failure on the EE using macroscopic surfaces with controlled adhesion. We predict a steady increase in EE and other FE components as the locus of failure approaches the interface.
ACKNOWLEDGMENTS

This work was supported by the Office of Naval Research Contract No. N00014-87-K-0514, the National Sciences Foundation DMR-8601281, the McDonnell Douglas Independent Research Program, and the Washington Technology Center. We wish to thank Steve Behler for his assistance in the laboratory for part of these experiments and Steve Langford and Wen-Liang Chang for their help in preparing this manuscript.

REFERENCES

FIGURE CAPTIONS

Fig. 1. Diagram of a typical experimental arrangement.

Fig. 2. EE from (a) T-peel of 35NFA from aluminum foil and (b) tensile fracture of 35NFA. Arrows in (a) mark the duration of the peel. Arrow in (b) marks the time of fracture.

Fig. 3. EE during and after failure of a butt joint formed by pressing 35NFA against an aluminum plate. Failure occurred at the interface.

Fig. 4. EE accompanying failure of butt joints formed by pressing 35NFA against aluminum plates after treating the 35NFA surface with (a) positive charge and (b) negative charge provided by a Zerostat.

Fig. 5. EE accompanying the loading of a 35NFA sample which has slipped in its clamps. The EE during the bracketed portion of the time scale in (a) is shown on a linear intensity scale in (b) to show EE bursts during the emission decay. The arrows in (a) indicate the duration of the slip event.

Fig. 6. EE from the peel of ULPBR from (a) stainless steel and (b) aluminum. The peel geometry is shown in the inset of (a). Arrows indicate the duration of the peel events.

Fig. 7. a) EE and b) phE accompanying the loading and failure of c) Al-filled and d) unfilled ULPBR. The filler concentration was 25.5% by wt.; 10 µm avg. Al particle size.

Fig. 8. (a) EE, (b) incidence of fibril tear events, and (c) load force during and after loading unfilled ULPBR in tension. Arrows in each diagram indicate the onset of strain and the time of sample failure.

Fig. 9. (a) EE, (b) incidence of fibril tear events, and (c) load force during and after loading Al-filled ULPBR (17.7% Al by wt.; 10 µm avg. Al particle size) in tension. Arrows in each diagram indicate the onset of strain and the time of sample failure.

Fig. 10. SEM micrographs of the fracture surface of an Al-filled ULPBR (25.5% by wt.; 30 µm avg. Al particle size). Distance scales are indicated by the bars below each micrograph.

Fig. 11. EE during the loading and fracture of (a) unnotched and (b) notched Al-filled ULPBR (25.5% by wt.; 60 µm avg. Al particle size). Arrows in each diagram indicate the onset of strain and the duration of macroscopic crack growth.

Fig. 12. EE as a function of crack velocity during the fracture of Al-filled ULPBR (8.5% by wt.; 60 µm avg. Al particle size).

Fig. 13. Schematic diagram of the notch geometry for a filled elastomer sample, showing the influence of crack speed on the surface charge resulting from interfacial failure between the filler particles and elastomer matrix.

Fig. 14. EE and phE from an Al-filled ULPBR (8.5% by wt.; 10 µm avg Al particle size). Al particle size loaded at a rate of 0.5 %/s: (a) EE during loading and the first ~200 s after failure; (b) EE and (c) phE during the early stages of loading.
Fig. 15. EE and phE from an Al-filled ULPBR (8.5% by wt.; 10 μm avg Al particle size) loaded at a rate of 30 %/s: (a) EE during loading and the first ~300 s after failure; (b) EE and (c) phE during loading shown on a time scale comparable to that of Figs. 14b and c. Note that the EE detector was saturated during the period of most intense emission.

Fig. 16. EE from unfilled ULPBR (8.5% by wt.; 10 μm avg Al particle size) loaded at a rate of (a) 100 %/s, (b) 30 %/s, and (c) 0.5 %/s.

Fig. 17. Simultaneous measurements of a) phE and b) EE on expanded time scale during fracture of Al filled ULPBR (25.5% by wt.; 10 μm Al particle size).

Fig. 18. Simultaneous measurements of (a) EE and (b) RE during the loading of Al-filled ULPBR (8.5% by wt.; 60 μm avg Al particle size). Vertical lines show correspondence between RE bursts and periods of intense EE.

Fig. 19. Correlation of EE with RE bursts during the fracture of Al-filled ULPBR (8.5% by wt.; 60 μm avg Al particle size). Time t=0 corresponds to the arrival of an RE burst. EE data corresponding to several RE bursts have been summed at 10 μs intervals.

Fig. 20. Average total EE per mm² of sample cross-section from the fracture of Al-filled ULPBR (10 μm Al particle size) as a function of Al particle concentration.

Fig. 21. EE following fracture of two Al-filled ULPBR (25.5% by wt.; 30 μm Al particle size) samples with different crosslink densities: NCO/OH = 1.35 and NCO/OH = 1.02.
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IV. PRODUCTION AND PROPERTIES OF EJECTA RELEASED BY FRACTURE OF MATERIALS
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ABSTRACT

We have examined ejecta (particles in the size range 0.1 to 500 um) which are released by fracture of a variety of materials. The ejecta from most non-metallic materials are electrically charged and frequently have high velocities. The amount of ejecta produced depends on the material and the conditions of fracture. For unfilled, glassy polymers the ejecta are produced in regions of fast-hackled fracture. Detailed measurements have been made on the ejecta mass and size distributions from the fracture of composites. From these measurements the total particle surface areas can be estimated and are found to be comparable to or greater than the cross-sectional area of the fractured samples. Thus, the ejecta should be a consideration in the analysis of surface energy and other parameters from fractographical analysis.

Keywords: Fracture, Ejecta, Fluff, Fragmentation, Polymers, Composites, Epoxy, PEEK, Graphite.
I. INTRODUCTION

The fracture of a range of materials in several fracture geometries causes the ejection of visible particles. For example, in previous studies of fracto-emission\(^1\), we noted that the front surfaces of our particle detectors (electron multipliers) accumulated tiny particles which clearly originated from the fracture zone. We decided to study the nature and origin of macroscopic particles arising from fracture, in particular those lying in size range from 0.1 to 500 \(\mu m\). We refer to these particles as *ejecta* following the precedent of Asay who applied this name to the particles ejected by shock waves.\(^2\)

Ejecta from the fracture of materials have been studied previously. Sharpe and Logioco photographed ejecta arising from the failure of lap shear specimens made of polycarbonate bonded with an acrylic adhesive.\(^3\) They pointed out that such ejecta could be of importance in any consideration of the fractography of the system; i.e., missing components of the original fracture surface.

In shock loaded materials, Asay\(^2\) measured the mass and velocities of the ejecta produced when the shock wave emerges from the back side of a sample. In the case of porous tungsten samples the ejecta, having a mass of many milligrams, were shown to have significant momentum. Grady and Benson fragmented aluminum and copper rings by loading them electromagnetically\(^4\) so that they expanded radially, thereby failing in tension. These authors observed fragments in the size range from 0.1 to 1.0 g and found that the highest strain rates produced the smallest fragments.

In an unusual study involving considerably larger fragments, Kabo, Goldsmith, and Sackman\(^5\) examined the impact of several kinds of massive projectiles on rocks. These investigators used photography to determine that the rock fragments produced by impact had velocities which ranged up to 350 m/sec. In one series of experiments 20 and 40 mm cannons were mounted on a U.S. Army M-47 tank and fired at the nearly vertical shale walls of an open pit mine. Some fragments were collected near the point of impact on polyethylene sheets spread
on the floor of the mine. Other unanalyzed fragments were found within a radius of 100 m from the target.

Furthermore, there is considerable concern that ejecta may result in the formation of a belt of particles in orbit around the earth. A large portion of this ejecta is produced from the breakup of earth satellites, explosions in space, and collisions between existing fragments and space vehicles. Satellites can be navigated to avoid the largest fragments, but smaller particles cannot be detected, and thus constitute a potential hazard to astronauts and space vehicles. As such particles continue to accumulate, an impassable belt may build up and render defense and scientific space systems inoperable in a few decades.

In addition to the above, ejecta from catastrophic fracture may have other implications and, in some cases, cause injury. An example, eye injuries can result from the ejection of tiny chips of glass due to fracture of glass corrective lenses. In large accidents, the optical absorption from high volumes of ejecta could be a danger in certain circumstances. Also, the sudden release of large quantities of conducting fibers (e.g., graphite) due to an airplane crash, etc. near high voltage transformers has been considered a possible hazard. In failure analysis, in the assessment of accidents, explosions, and criminal acts (where some form of fracture has occurred), examination of ejecta may provide additional clues as to the cause and/or sequence of events.

In the studies of fracture induced-ejecta presented here, we concentrate on the small fragments, arbitrarily choosing those with mass < 0.1 mg. The larger fragments, few in number, are commonly known to fracture scientists and are clearly attributable to crack bifurcation. Here we describe the results of a survey designed to reveal what types of materials release microscopic ejecta due to fracture. This survey showed that ejecta are produced by the fracture of many materials in several fracture modes and/or specimen geometries. Subsequently, we examine in more detail some of the properties of ejecta from graphite-epoxy composites, including measurements of the total quantity of material released, the size distributions of the ejecta, the general morphology of the particles, the presence of electrical charge on the ejecta.
and their kinetic energies. Finally, we also examine the ejecta from PMMA and unfilled epoxy in relation to features characterizing crack growth in these materials.

II. EXPERIMENTS AND RESULTS

A. Survey of Fracture Induced Ejecta

In order to determine the prevalence of ejecta, we began by fracturing a variety of pure and composite materials in several sample geometries. In many tests, a catcher of aluminum foil (called our "ejecta collecta") was placed under and around the fracture zone. For eye safety, plastic goggles were worn during the tests (called our "ejecta protecta"). After fracture, the larger fragments (>1mm dimensions) were removed from the catcher and the remaining ("correcta") ejecta were weighed in a Cahn microbalance. The masses given in Table I have been normalized by division by the original cross-sectional areas of the unfractured samples. In Table I, "visible" indicates that the collector showed ejecta visible to the naked eye under oblique lighting. The blank spaces in Table I indicate that no experiment was done for that particular material and geometry. Our general observations as a result of this survey are as follows:

1) A wide range of materials produce detectable or measurable ejecta when fractured in several different geometries.

2) The only exceptions to this general result are adhesives and elastomers with \( T_g < T_{room} \). For example, unfilled and particulate filled elastomers yield almost no ejecta when fractured in tension at relatively low strain rates and at room temperature. Similarly, the peeling of simple adhesives produced no measurable ejecta at room temperature. To date, we have not investigated these materials at low temperatures (below \( T_g \)) or at very high strain rates; these conditions would be more likely to produce ejecta.
3) When nonisotropic materials were fractured in the "strong" direction they produced more ejecta than when they were broken in the "weak" direction. For example, for uniaxial graphite fiber-epoxy composites (Table I), the ejecta yield is at least twice as great when tension is along the fibers (0° orientation) vs normal to the fibers (90° orientation).

4) When graphite-epoxy composites were fractured in three point bending geometry the ends split due to delamination. We found that the split ends of these samples which were far from the region of maximum tension but experiencing significant shear forces, were strong emitters of ejecta.

5) Unnotched samples (therefore, storing higher strain energy when stressed) produced more than ten times the mass of ejecta as compared to notched samples. This point is explored in more detail in Section E.

B. Properties of Ejecta from Graphite Fiber-Epoxy Composites

A more detailed analysis was made of the ejecta from the fracture of uniaxial graphite fiber-epoxy composites which were relatively strong ejecta emitters. The specimens were made from Union Carbide Thornel 300 graphite fibers and NARMCO 5208 epoxy resin. Three point bending experiments were done using 16-ply material having a sample cross-section of 2.4 x 6 mm. Tension experiments used 2-ply samples of the same material with a cross-section of 0.35 x 6 mm with the fibers aligned either along the tension direction (0° orientation) or perpendicular to this direction (90° orientation). The thinner material was used for the tensile experiments due to limitations on our straining device.

Figures 1 and 2 show SEM photographs of the end and side views of this composite. Fig. 1 is a polished and etched cross section of the specimen which reveals the distribution of the fibers in the matrix. Fig. 2 is a side view of the fibers on a fracture surface of a 0° specimen loaded to failure in a three point flexure. For size reference note that the graphite fibers are approximately 7 μm in diameter. Fig. 2 shows that after fracture, the graphite fibers and the
columns of epoxy matrix are covered with epoxy scales which sometimes exhibit evidence of plastic flow, shown enlarged in Fig. 3. These photographs suggest that the dominant composite failure mode is cohesive fracture through both matrix and fibers, although failure along the fiber-epoxy interface does occur to some extent.

Figures 4–6 are micrographs of the ejecta produced when the composite failed in three point flexure. The optical micrograph in Fig. 4 is a general view of ejecta and shows single graphite fibers, multiple fiber bundles, and smaller particles. It can be seen that some of the fibers appear clean and that others have scales or chips of the matrix attached. Fig. 5 is a low magnification SEM micrograph of typical ejecta, again revealing a range of ejecta morphology. Fig. 6 shows a typical aggregation or clump of fibers and flakes of epoxy which presumably formed after ejection due to agglomeration of individual ejecta particles.

The ejecta morphology exhibited in these micrographs is consistent with the fracture surface shown in Fig. 2; that is, the micrographs show pieces of epoxy adhering to the graphite fibers and also very finely divided epoxy particles. Again, these observations are consistent with failure that is largely via disruptive cohesive fracture of the epoxy and graphite fibers.

1. Total Mass of Ejecta. To determine the total mass of the ejecta, we placed an aluminum foil catcher under the sample and weighed the ejecta in a microbalance. Our findings were:

(a) For 90° orientation (fibers perpendicular to tensile axis) we collected, on the average, 0.5 µg/ mm² of sample cross-section. This is the "weak" direction of reinforcement.

(b) For 0° orientation (fibers parallel to tensile axis) we collected, on the average, 2 µg/mm² of sample cross-section. This is the "strong" direction of reinforcement and yields significantly greater quantities of ejecta.

2. Size and Morphology of Ejecta. Because the ejecta exhibit a diversity of composition, shapes, and sizes, a single size distribution which would represent all of these
particles could not be obtained. We resolved the problem by counting all of the fiber-containing particles as single fibers. Separately we counted the other particles, which consisted mostly of epoxy, as matrix ejecta.

Under this simplifying classification we were able to measure the lengths of the graphite fibers and fiber bundles in an optical microscope because the graphite fibers are easy to identify by their black appearance. The length distributions of these graphite fibers and fiber bundles arising from four different fracture geometries are shown in Fig. 7. In determining all of these size distributions we used a geometric progression of particle size ranges. The points plotted in each case show the percentage frequency distribution vs particle size.

Because the ejecta composed of matrix material were very small and because they tended to form clusters or to cling to fibers, we produced SEM photographs which allowed the size of individual particles to be measured. Even though the matrix ejecta are very irregular in shape, an effective diameter was calculated for each particle by taking the average of its length and width. Fig. 8 shows this effective diameter distribution for matrix ejecta resulting from four different fracture geometries.

The size distributions of the matrix particles in Fig. 8 are quite similar for three point flexure and tensile fracture. This is probably due to the fact that in three point bending, front layers of the composite fail in tension in a manner similar to tensile specimens at the same local stress levels. Compression loading of the back side of the sample would play a small role in producing ejecta. In contrast, the fiber ejecta show size distributions dependent on fracture geometry (Fig. 7). Note that for the fracture of the 2-ply material in tension the fiber ejecta are much shorter than for other geometries.

Examination of Fig. 1 shows that the average width of the matrix filled channels between fibers is 10 to 20 μm. However, the mean matrix ejecta size (from Fig. 8) is only 1 μm. We know that the fibers in this composite are well bonded to the matrix because we find scales of epoxy attached to the graphite fibers following fracture. In composites with well
bonded fibers, failure is initiated by fiber fracture. Apparently when these fibers fail they cause a very disruptive fracture of the matrix leading to the release of small matrix ejecta.

3. Surface Area of Ejecta. Having obtained the total mass and size distribution of the ejecta, we can estimate the total particle surface area for two extreme cases where we assume that all of the ejecta are matrix particles or that all of the ejecta are fiber particles. Let us examine the case of "all matrix" particles and choose the size distribution from three point bending and 0° orientation of fibers (Fig. 8). Assuming that the particles are spheres, the calculated specific surface area of the ejecta is $8.2 \times 10^5 \text{ mm}^2/\text{g}$. Table I shows an average of 15 μg of ejecta from the fracture of such a sample with a cross-section of 7.35 mm$^2$. This quantity of ejecta would therefore have a surface area of at least 12 mm$^2$, which is comparable to the sample's cross-section.

A different result is calculated in the "all fiber" assumption. Because the specific surface area of ejecta in the form of fibers (assumed to be smooth cylinders) is about $5 \times 10^4 \text{ mm}^2/\text{g}$, the same mass of ejecta would have an area of only 0.1 mm$^2$ if composed solely of fibers.

The assumptions made in the calculated surface areas for ejecta from graphite fiber-epoxy should in most cases lead to underestimates. As evidence, we first note that the SEM photographs show that the ejecta are not cylindrical and spherical in shape but are extremely rough and irregular and therefore have surface areas considerably larger than we calculate. Second, the total ejecta mass measurements are low because some of the high energy ejecta components escape collection. Finally, as we later describe, the trapping of ejecta in and around the crack occurs; i.e., considerably more ejecta are created than released. All of these effects conspire to guarantee that the calculated areas are much lower than the actual areas.
C. Size Distributions of Ejecta From Fracture of Filled and Unfilled PEEK

For a comparison with the results reported under Section B, we measured the total mass and the size distribution of ejecta arising from the tensile fracture of polyether ether ketone (PEEK). This material was originally formed by injection molding PEEK either unfilled or filled 30% by weight with short carbon fibers averaging 80 µm in length. Dog bone shaped samples were tested in tension.

Fig. 9 is a plot of the size distribution of ejecta from the PEEK composite. Matrix ejecta from filled or unfilled PEEK have a mean diameter of 10 µm which is about an order of magnitude larger than the diameter of epoxy matrix ejecta (Fig. 8). This can be attributed to the greater fracture toughness of PEEK in comparison to epoxy. We note that the mean length of the fiber ejecta from the PEEK composite was approximately 60 µm which is very close to the mean length of the original fibers. Thus, the release of essentially unbroken fibers upon fracture is due to the fact that these fibers are shorter than the critical length associated with this particular PEEK/fiber interface.

Further evidence of a fairly weak interface was seen in SEM photographs (not included) which show extensive fiber pullout during fracture of the PEEK composite. The weaker interface and tougher matrix make the fracture of carbon fiber-PEEK composite differ greatly from the failure of the epoxy composite.

D. Studies of Electrical Charges on Ejecta

As we have noted earlier, we frequently found the fine ejecta particles clumped together in the form of large aggregates (e.g., see Fig. 6) suggesting that perhaps electrostatic forces were present. A dramatic example of the aggregation of ejecta particles was experienced by those of us in Eastern Washington on May 18, 1980, a few hours after the eruption of Mt. St. Helens. The ash created during the rhyolitic explosion which began falling in Pullman, Washington
approximately 6 hours after the eruption was highly aggregated, probably due to electrostatic attraction of the charged particles.\(^8\)

We examined the electric charge on fracture-induced ejecta in two different ways. In the first experiments we fractured composite specimens in tension between parallel vertical plates at potentials \(\pm 2\) kV, respectively. The plates each had an area of 15 cm\(^2\) and they were separated by 2.4 cm creating a nearly uniform field to minimize polarization forces due to field gradients. Most of the ejecta experienced significant deflection and were collected on the plates. We sought but did not find any segregation of particular types of particles by charge sign; i.e., fiber fragments were not separated from the matrix fragments on oppositely charged plates. This indicates that the ejecta composed primarily of matrix material or primarily of fiber material carry charge of either sign. Such a mixture of charge would encourage the aggregation or the clumping observed.

We also used three point flexure to launch ejecta toward metal collector plates connected to an electrometer thereby measuring the total net charges on the ejecta. We found that individual ejecta or ejecta showers usually carried net charges of approximately \(10^{-14}\) C and that net integrated charge on ejecta produced by the complete fracture of a sample several mm\(^2\) in cross-section was in the range of \(10^{-13}\) to \(10^{-12}\) C. It should be emphasized that the detection of charges of both signs implies that the quantity of charge of each sign is likely to be considerably larger than the net value and that larger individual ejecta also carry patches of charge of both signs.

We might expect that the ejecta should be charged for a number of materials. When fracture occurs in piezoelectric materials, those containing a high density of charged point defects, and specimens involving interfaces between dissimilar materials, we find that the newly created surfaces contain patches of ±charge. This charge separation is particularly intense in the interfacial failure case, e.g. graphite and epoxy. Electrostatic discharges which occur during fracture frequently redistribute the charges in a variety of sign/density patches. Thus the ejecta can carry substantial charges of either sign. It is likely that electrostatic forces due to these
charge patches play a role in the subsequent behavior and trajectories of the ejecta as well, although the kinetic energies of the ejecta come predominantly from the release of mechanical energy.

E. Velocity of Ejecta

When uniaxial graphite fiber-epoxy composites are deformed in three point flexure (with the fibers aligned along the tensile direction), the rapid failure of the outer plies is accompanied by an easily detectable acoustic emission (AE) burst. Thus an AE transducer can be used to detect the time these failure events occur to within a few microseconds. The charged ejecta which are released at fracture can be made to pass through two parallel grids where they induce detectable electrical signals in the form of pulses. We used the AE signal to start a time measurement and the electrical pulses to signal the arrival of ejecta at the grids. The signal from the first grid told us that the ejecta are released in a short time \( t < 1 \) ms after the fracture event and the signals from the first and the second grids told us that at least some ejecta travel at 50 m/s in air. Calculations based on Stokes' law show that small spherical particles with diameters less than 5\( \mu \)m would travel horizontally less than 1 cm in still air even if launched at initial speeds of 100 m/sec. Lower speeds or irregular shapes would result in a smaller range. Thus, the charged ejecta whose velocity were measured, must necessarily have been the larger fragments.

In spite of this air drag, one particularly strong epoxy sample produced ejecta with sufficient kinetic energy to make 50 visible indentations in the aluminum foil (0.015 mm thick) which we used as a catcher, demonstrating that these fragments can have considerable momentum.
F. Correlation of Ejecta with Fracture Surface Roughness in Glassy Polymers

In glassy materials, the nature of the fracture surfaces created is governed by the crack velocity. Slow crack growth produces smooth mirror-like surfaces; intermediate speed produces "mist" or lightly rippled surfaces; fast fracture produces very rough or "hackled" surfaces which result from crack bifurcation and branching.\(^{10-15}\) When we examined the ejecta from PMMA and neat epoxy [Epon 828/Z Hardener] under a stereo microscope we identified particles in the shape of flakes and fibrils and saw other finely divided unresolved material. The hackled fracture surfaces of PMMA and epoxy displayed potential ejecta having a similar appearance in a wide range of sizes, shapes, and strengths of attachment to the surface. A typical fast fracture surface for an unfilled epoxy showing these surface features is seen in Fig. 10. We found that some of the particles were very loosely attached and could be dislodged by a blow to the back of the sample. These loose particles are ejecta which were trapped in the crack and remain bound to the surfaces. More tightly attached particles could be lifted off with adhesive tape. Even after tape had been peeled from the fracture surfaces they continued to hold flakes and fibrils which were firmly attached by one end.

A related observation was made on tensile fracture specimens of center notched samples of PMMA. Following the fracture, we microscopically examined the smooth faces of the sample adjacent to a fresh crack (i.e., in the region of the dashed lines in Fig. 11). Electrostatic charges on the ejecta and/or the surfaces caused the ejecta to be attracted to and captured by these surfaces. These finely divided ejecta were always concentrated near the rough or hackled fracture region, whereas very few ejecta were found near the mirror surfaces.

The above observations indicate a clear positive correlation between ejecta and hackled fracture. To provide further evidence of this association we weighed the ejecta produced by fracture initiated under different conditions. For example, unnotched tensile samples of epoxy were made with a smoothly tapered central section so that they would have little stress
concentration and high elastic energy. Such samples were of high strength and they fractured by rapid crack growth producing very rough, hackled fracture surfaces. Notched samples were prepared with cuts made by broad and narrow saw blades. These notches caused higher stress concentration with failure at less elongation. This resulted in slower crack growth and smooth fracture surfaces. We cleaned the samples before fracture to remove chips or dust caused by shaping them. Because manipulation of the samples produced surface charge, we electrically neutralized them by brief exposure to the plasma above a propane flame just before they were tested, thereby reducing electrostatic retrapping of the ejecta.

The fracture of unnotched samples always produced rough hackled surfaces and more than 30 µg/mm² of ejecta (after the very large fragments were removed). In contrast, fracture of the samples with narrow saw notches produced smooth surfaces with much less total ejecta mass. The weakest samples with narrowest saw notches produced only 0.5 µg/mm² of ejecta, all of which were very small particles. Samples with wider saw notches produced an intermediate quantity of ejecta, averaging 1.3 µg/mm² of surface area. Thus, for glassy polymers such as PMMA, conditions encouraging fast crack propagation clearly encourage ejecta production. In viscoelastic materials, this would correspond to more brittle-like behavior. Therefore, we anticipate that low temperature fracture and/or high strain rate loading of polymers, including elastomers, would enhance the production of ejecta.

G. Mechanisms for Fracture Induced Ejecta

During rapid crack growth in glassy polymers, microcracks and voids form ahead of the crack tip. As the crack tip advances, the crack may branch or bifurcate along these microcracks.11–15 Similarly, in inorganic materials such as glass, ceramics, and even single crystal brittle materials, such bifurcation can occur.16 The multiple cracks may grow around large or small regions of the sample frequently arresting a small distance from the dominant crack. Thus free, lightly bound, and securely attached flakes or projecting structures are
produced on the fracture surfaces. In polymers, material between microcracks may still remain under tension and be drawn plastically to produce fibrils which are frequently observed in the region of hackled fracture. In general, the fracture of brittle materials can produce a variety of particle-like protuberances in a number of shapes and sizes with varying degrees of attachment to the surfaces ranging from completely free to firmly bound. Similarly, in composites, the inhomogeneities cause crack paths to have extremes of crack bifurcation and branching, again creating numerous "near fragments" attached to the surface.

When a material is fractured there is a sudden release of strain energy. This sends mechanical release waves toward the gripped ends of the sample where they reflect back to the fracture zone. Fragments on the fracture surfaces which are partially detached by crack bifurcation can be ejected with momentum imparted by the wave.

Choosing PMMA as a model material and a sample size of a few mm in length, the wave would return to the fracture surfaces in 1 to 10 $\mu$s. We can write the characteristic equation for small amplitude acoustic waves in the form:

$$\Delta u = \frac{\Delta p}{\rho c}$$

where $\Delta u$ is the particle velocity and $\Delta p$ the pressure increase produced when the material fails. We set $\Delta p$ equal to the tensile stress of PMMA ($\sim 60$ MPa). For the density we take $1.2 \times 10^3$ kg/m$^3$, and for the speed of sound, $c = 2500$ m/s. The calculated particle velocity, $\Delta u$, is then 20 m/s. When the reflected wave returns to the fracture surface, the free surface velocity is twice this value, i.e., 40 m/s. Assuming perfect coupling between the surface and partially attached fragments, the resulting ejecta could have final velocities of this magnitude. Focusing of the mechanical waves could produce even higher ejecta velocities, for example at edges, corners, and other anisotropic features. This calculated velocity is consistent with the velocities of larger ejecta which we report above.
Only some of these released particles actually escape with these higher velocities. Others undergo wall collisions inside the crack and are trapped at the walls by electrostatic or van der Waals forces, and are frequently observed under the microscope. One would expect that electrostatic attraction and/or repulsion caused by patches of charge would also play a role in altering the trajectories of ejecta.

### III. CONCLUSIONS

Fracture-induced ejecta are produced when a variety of materials are broken in several modes of fracture. In a preliminary survey we have identified only a few materials such as elastomers and simple adhesives which do not produce observable fracture-induced ejecta at room temperature. Within a class of materials, the strongest samples yield the greater mass of ejecta. A geometry or a material which stores greater amounts of strain energy before failure will produce the greater mass of ejecta, emphasizing the importance of ejecta in the failure of strong and/or tough materials. Reinforced materials such as the graphite epoxy composite are copious sources of ejecta due to the high strain energies stored in the fibers.

The surface area of fracture-induced ejecta may be greater than the cross-sectional area of the fractured sample and thus ejecta should be considered in any description of fracture for most materials. High strength materials yield the most finely divided ejecta with high surface areas.

The ejecta from the nonmetallic materials and composites were found to be highly charged. One interesting question arises concerning the role such ejecta might play in inducing electrical breakdown if a fracture event occurred near high voltage gaps.

The relatively prompt release of the ejecta and the observed velocities are consistent with a mechanism involving the reflection of the release wave created during fracture. The reflected wave imparts to the free surface a particle velocity which can couple mechanically to
semi-attached fragments and thereby release them. Corners and edges are likely points of higher amplitude waves and therefore higher particle velocities.

When pure polymers fracture in tension the ejecta arise primarily from the regions corresponding to hackled surfaces. These surfaces contain numerous "chunks" which are more likely to be released. In a viscoelastic material, these hackled regions correspond to more brittle-like, higher velocity fracture. We anticipate that low temperature fracture and/or high strain rate loading would enhance the production of ejecta. It should be emphasized that the degree of crack bifurcation and branching is expected to increase with the total strain energy released during fracture. Likewise, the amplitude of the reflected waves would increase with the strain energy stored in the specimen. Therefore, one would expect a strong correlation between strain energy and quantity of ejecta released. Furthermore, any fractographic analysis of surface energy must take into account the fact that a large portion of the surface area carried away by the ejecta is created at the time of fracture and should therefore be included.

In summary, this study of fracture-induced ejecta has demonstrated their widespread occurrence and has provided initial information about ejecta morphology, size distributions, electrical charge, and velocity.
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FIGURE CAPTIONS

Fig. 1. SEM photograph of graphite fiber-epoxy composite 16-ply. End view of fibers cut, polished, and lightly etched to free the fibers. The fibers are about 7 μm in diameter. Width of interstitial epoxy-filled channels 0 to 20 μm. Striations are visible on sides of some fibers.

Fig. 2. SEM photograph of fracture surface of graphite fiber-epoxy composite formed by three point bending. Lengthwise striation of graphite fibers shown along with scales of adhering epoxy.

Fig. 3. SEM photograph of surface like Fig. 2 at higher magnification showing scales of epoxy and evidence of plastic flow.

Fig. 4. Optical micrograph of ejecta from three point bending 0° orientation fracture of graphite fiber-epoxy composite. Fiber lengths only were measured from such fields. Epoxy can be seen adhering to fibers. About 240x.

Fig. 5. SEM photograph of ejecta from fracture as in Fig. 4 showing single graphite fibers, graphite fiber bundles and clusters of small ejecta.

Fig. 6. SEM photograph of ejecta from fracture as in Fig. 4. Surfaces of fibers show clinging epoxy particles as small as 0.01 μm as well as scales of adhering epoxy. Presumably electrostatic forces form such clusters.

Fig. 7. Size distributions (lengths) of fiber-containing ejecta from various fracture geometries for graphite fiber-epoxy composite obtained from optical microscopy.

Fig. 8. Size distributions of matrix ejecta from fracture of graphite fiber-epoxy composite obtained from the SEM.

Fig. 9. Size distributions of ejecta produced by tensile fracture of neat PEEK (curve A) and carbon fiber-PEEK composite (curve C-F for fibers and curve C-M for matrix ejecta).

Fig. 10. SEM photograph of fast tensile fracture surface of unfilled epoxy showing flakes and fibrils.

Fig. 11. Sketch of PMMA tensile fracture sample showing region where ejecta were examined microscopically.
TABLE I. Observed Ejecta and Yields

<table>
<thead>
<tr>
<th>GLASSY MATERIALS</th>
<th>Tensile Fracture</th>
<th>3 Point Flex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soda-Lime Glass Slide</td>
<td>0.80</td>
<td>1.0</td>
</tr>
<tr>
<td>PMMA</td>
<td>0.04</td>
<td>0.17</td>
</tr>
<tr>
<td>PS</td>
<td>0.11</td>
<td>0.09</td>
</tr>
<tr>
<td>Epoxy (EPON 828 Strong Samples)</td>
<td>30.0</td>
<td>0.63</td>
</tr>
<tr>
<td>Fused Silica</td>
<td></td>
<td>visible</td>
</tr>
<tr>
<td>Glass Fibers</td>
<td>visible</td>
<td>visible</td>
</tr>
<tr>
<td>Graphite Fibers</td>
<td>visible</td>
<td>visible</td>
</tr>
<tr>
<td>Epoxy (CEIBA GEIGY MY720 Cured with DDS)</td>
<td>visible</td>
<td></td>
</tr>
<tr>
<td>PEEK</td>
<td>0.05</td>
<td></td>
</tr>
</tbody>
</table>

COMPOSITE AND FILLED MATERIALS

| PS + Random Glass Fibers | 2.15     | 0.13 |
| Epoxy + Uniaxial Graphite Fibers (Thornel 300 in NARMCO 5208) |
| Tension at 0° wrt Fibers | 2.0     |      |
| Tension at 90° wrt Fibers | 0.5     |      |
| Epoxy + Uniaxial Graphite Fibers (Fiberite 934) |
| Tension at 0° wrt Fibers | visible | 3.4  |
| Tension at 90° wrt Fibers |         | 1.8  |
| Epoxy + Alumina Powder (EPON 828 filled with Alumina 1:1 by vol.) | 2.5     | 0.13 |
| PEEK + Carbon Fibers (80 μm length fibers, 30% by weight) | 0.25 |
### TABLE I. (cont.)

#### CRYSTALLINE MATERIALS

| Material      | Fract 45° to (110) | Fract || to (110) |
|---------------|--------------------|-------|--------------|
| Silicon (100) | 3.6                | 5.4   | Fract        |
| Quartz        | visible            |       |              |
| Alumina       | 11.0               |       |              |
| Sapphire      | visible            |       |              |
| MgO           | visible            |       |              |
| PZT           | visible            |       |              |
| LiF           | visible            |       |              |
| BN            | 1.0                |       |              |
16 PLY CARBON FIBER - EPOXY COMPOSITE

FIBER SIZE ANALYSIS (OPTICAL MICROSCOPE)

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>MEAN SIZE</th>
<th>SYMBOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TENSION 0° (2PLY)</td>
<td>50 μm</td>
<td>○</td>
</tr>
<tr>
<td>TENSION 90°</td>
<td>160</td>
<td>●</td>
</tr>
<tr>
<td>3 PT. BEND 0°</td>
<td>300</td>
<td>△</td>
</tr>
<tr>
<td>3 PT. BEND 90°</td>
<td>90</td>
<td>▲</td>
</tr>
</tbody>
</table>

Fig. 7
16 PLY CARBON FIBER – EPOXY COMPOSITE

MATRIX SIZE ANALYSIS (SEM)

<table>
<thead>
<tr>
<th>GEOMETRY</th>
<th>MEAN SIZE</th>
<th>SYMBOL</th>
</tr>
</thead>
<tbody>
<tr>
<td>TENSION 0° (2PLY)</td>
<td>1.0 μm</td>
<td>○</td>
</tr>
<tr>
<td>TENSION 90°</td>
<td>1.5</td>
<td>●</td>
</tr>
<tr>
<td>3 PT. BEND 0°</td>
<td>1.0</td>
<td>△</td>
</tr>
<tr>
<td>3 PT. BEND 90°</td>
<td>2.0</td>
<td>▲</td>
</tr>
</tbody>
</table>

FREQUENCY (%)

AVERAGE SIZE (μm)

Fig. 8
SIZE DISTRIBUTIONS OF EJECTA FROM TENSILE FRACTURE OF PEKK

<table>
<thead>
<tr>
<th>Type</th>
<th>Mean Size</th>
<th>Symbol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neat PEKK (A)</td>
<td>10 um</td>
<td>□</td>
</tr>
<tr>
<td>Fiber Ejecta From Composite (C-F)</td>
<td>60 um</td>
<td>●</td>
</tr>
<tr>
<td>Matrix Ejecta From Composite (C-M)</td>
<td>10 um</td>
<td>○</td>
</tr>
</tbody>
</table>

Fig. 9
V. Electrical Charge Measurements on Ejecta from Impact Loading of Explosive Crystals

E. E. Donaldson, M. H. Miles, and J. T. Dickinson
Department of Physics
Washington State University
Pullman, WA 99164-2814

ABSTRACT

We present measurements of the properties of the small, macroscopic particles (ejecta) that are released from the impact loading of single crystals of pentaerythritol tetranitrate (PETN). Total mass of the ejecta, total electrical charge on the ejecta, and approximate size distributions are presented. A few measurements were also performed on crystals of cyclotrimethylenetetranitramine (RDX) and cyclotetramethylene tetranitramine (HMX).

KEYWORDS: Ejecta, Impact Loading, Fracture, Explosives, PETN, RDX, HMX
INTRODUCTION

In a previous paper\textsuperscript{1} we reported on the production and properties of small macroscopic particles (ejecta) in the size range of 0.1 - 500 $\mu$m released from the fracture of solid materials. The materials studied included: pure crystalline inorganic compounds, polymers, and polymer matrix composites. Briefly, we observed that when materials were fractured in tension or in 3 point flexure loading:

1. The fracture of most solid materials produced ejecta.

2. In many cases the surface area of ejecta was appreciable and, in some cases, was greater than the cross-sectional area of the sample.

3. Ejecta tended to carry electrical charge. Individual ejecta particles were found to be charged either $+$ or $-$. 

4. Ejecta were released with velocities as high as 50 m/s.

In this paper, we report the investigation of ejecta arising from the impact loading of crystalline PETN, RDX, and HMX. The choice of impact loading was made principally because of the small sample dimensions (typically, millimeter size crystals) and possible relevance to impact loading tests of explosive sensitivity.\textsuperscript{2,3} Earlier studies of PETN in our laboratory had demonstrated that impact crushing produced high levels of fracto emission\textsuperscript{4} (defined as the emission of electrons, ions, neutral atoms and molecules, and photons due to deformation and fracture). Furthermore, long wavelength radiation (radiowave emission-RE) was detected during crushing and was attributed to small electrostatic discharges due to charge separation occurring across fracture surfaces. Our
major goal in this study is to examine the possible electrical charge on the fragments produced by fracture. In addition, we measured the total yield and size distributions of the macroscopic particles created during impact loading which is used to estimate an average charge density on the ejecta surface.

EXPERIMENTS

A sketch of the impact device used in these studies is shown in Fig. 1. The crystals were crushed between planar hardened steel surfaces, each 12 mm in diameter. The striker was driven by a hammer blow to its top end providing an impulse of ~1 Kg m/sec. The time profile of the applied force was measured using a force transducer built into the anvil. When the hammer hit the striker, the force on the sample increased for approximately 100-200 \( \mu \)s then fell rapidly as the crystal collapsed. The maximum applied force was typically 5000 N.

The tests were conducted by placing a single crystal or several crystals of mm dimensions at the center of the anvil and driving the striker down to impact them with a single blow. Under these experimental conditions, a single impact always crushed the crystals and produced ejecta without any evidence of ignition.

Subsequent impacts delivered to the sample after it had already been crushed usually caused ignition. The location of this ignition was usually near the edges of the crushing surfaces and produced ejecta in an obvious directional jet. Ignition always produced an accompanying plasma of highly charged species which we could not avoid collecting. To prevent this somewhat uncontrolled charge emission, we limited our measurements to single impact, purposefully avoiding ignition.

The mass of ejecta and their electrical charge was measured by catching the ejecta in a spun aluminum collector 28 mm in diameter positioned as shown in Fig. 1. An electrically grounded metal screen was placed in front of the collector to shield it from any
electrical activity in the fracture zone and also to prevent fragments larger than 1.5 mm from reaching the collector. Although the screen stopped some of the ejecta, it transmitted 60% of the smallest fragments. If the ejecta were to travel out in an axially symmetric distribution, then by geometry the screened collector should catch approximately 10% of all the ejecta released. In practice, the ejecta had a nonsymmetric randomly oriented distribution, even when ignition was avoided. However, by repeating experiments we were able to obtain average characteristics of the ejecta.

For charge measurements, the aluminum collector was connected by a short coaxial cable to a coulombmeter. As charged ejecta were captured by the collector, an equal charge would flow to the coulombmeter. After the total collected charge was determined, the ejecta were transferred to a small piece of thin aluminum foil for weighing with a Cahn Model No. 21 Automatic Electrobalance. Most of the results reported here are on PETN because of availability of sample material. A few measurements were also performed on crystals of RDX and HMX.

RESULTS AND DISCUSSION

Total Mass. In the case of PETN, the total mass of ejecta collected from impact was on the average 1.3% of the mass of the original PETN crystal samples. The samples were pulverized, with the greater part of each sample remaining attached to the metal impacting surfaces. As might be expected, the ejecta produced by impact formed a larger fraction of the total mass than the ejecta from materials examined in tensile or flexure loading \(^1\). The large amount of ejecta was collected because the entire sample was pulverized, the efficient transfer of horizontal momentum to vertical momentum through compressive shear deformation, and because of channeling by the impacting surfaces in a planar distribution. Similar effects were obtained for RDX and HMX crystals.
Trajectories. We found that a large fraction of the ejecta reached the far end of our ejecta collecta, that is, they were able to travel at least 6 cm from the crushing region. Measurements described later indicate that the most probable ejecta size is about 5 μm. Calculations based on Stoke's law show that 5 μm spherical particles would travel horizontally less than 1 cm in still air even if they were launched with an initial speed of 100 m/sec. Lower initial speeds or irregularly shaped particles would result in a smaller range. Thus, we must conclude that a hydrodynamic effect is dominant, e.g., the burst of air created by rapid motion of the impacting surfaces carries entrained ejecta. This would imply that until turbulence set in, the particles would move at approximately the speed of

Electrical Charge. The PETN ejecta always carried a net negative charge. A comparison was made of the total mass of the collected PETN ejecta vs the total charge carried by the ejecta for repeated experiments on specimens of similar size. Figure 2 shows the resulting data and a least squares fit indicating that the total mass and total charge are positively correlated. We emphasize that these are total charge measurements and that the ejecta most likely contains charged patches of both signs, potentially involving considerably larger quantities of charge of each sign.

In contrast, the ejecta from crushing crystals of RDX displayed a much smaller charge per unit mass (1/20 of that for PETN) and the charge measured was positive or negative. The charging of HMX ejecta was similar to that of RDX, namely the total charges/mass were an order of magnitude smaller than for PETN and were of either sign.

Because the ejecta were insulating particles, they lost little of their surface charge to the collector. Using this fact, we could test the conclusion that the majority of the charge we measured was indeed carried by the ejecta with the following procedure: after the charge of a sample of ejecta had been measured and recorded, the collector was electrically grounded. The ground on the collector was then removed and the ejecta were spilled out of the collector. The new value of charge registered during the removal of the ejecta was of opposite sign and nearly equal in magnitude to the charge originally collected. This result
would not have occurred if a significant portion of the initial measured charge had been carried by electrons or ions emitted from the fracture zone, thus providing convincing evidence that the charge we measured was indeed carried by the ejecta particles.

**Accompanying Long Wave Length Electromagnetic Signals.** In order to determine if electrostatic phenomena were accompanying the fracture event itself, we placed a flat coil having a diameter of 2 cm and inductance of ~10 mH around the crushing region. Because the coil was sensitive to magnetic signals from the motion of steel components, we replaced the steel crusher with a brass-bronze impact device. The output of the coil was fed to a wide-band differential amplifier with a 1 MΩ input impedance, the output of which was digitized. When a rapid change in B field occurred, i.e., due to an electrostatic discharge, a ring-down burst of emf at a frequency of 200 Khz was produced. Since our coil was so close to the impact region, it was sensitive only to near-field components of the electromagnetic field. Tests of signals from actual discharges, the peeling of adhesive tapes, and the crushing of single crystal quartz and sucrose (known to produce microdischarges in air) showed strong, rapidly rising signals, whereas rapid deformation

We found that crushing PETN regularly produced large, reproducible RE signals in the coil. The observed electrical signal rose early during the crushing, and frequently consisted of several discrete bursts which are most likely due to individual failure events in the crystal(s). Figure 3 shows a typical ringing signal (digitized at 20 μs per division) due to impact crushing of a single crystal of PETN. The onset of crushing is shown by the arrow. In contrast, crushing RDX did not produce convincing RE signals; thus, we see no evidence of electrostatic discharges during fracture of RDX. This observation is consistent with much lower charge densities on the RDX ejecta in comparison with the PETN ejecta.

**Micrographs of Ejecta.** Morphology and size distribution of ejecta were examined by using optical microscope photographs of the collected particles. The photographs, shown in Figs. 4 and 5, represent ejecta caught on microscope slides placed near the impact crushing of PETN and RDX. The PETN ejecta (Fig. 4) differ from the
RDX ejecta (Fig. 5) in several characteristics. They are more finely divided than RDX ejecta and they always exhibited considerably more clustering. This clustering of PETN ejecta could well be due to the presence of high densities of electrical charge on the fracture surfaces which cause electrostatic attraction and agglomeration.

Size Distributions. In order to determine a size distribution of the PETN ejecta, we collected several samplings of the ejecta on microscope slides. Using an optical microscope at 120x, we counted the number of particles in each size range, employing a geometrically increasing series of sizes. The resulting approximate size distribution is shown in Fig. 6. It shows that most of the collected ejecta are quite small (< 5 μm) and, thus, that the surface area of ejecta will be large, consistent with the findings in our previous fracture-induced ejecta study.

Average Charge Density. We can combine this particle size distribution with the mass and charge measurements to obtain a value for the average surface charge density on the PETN ejecta. We first assume that the net charge is uniformly distributed over the surface of the particles and that the ejecta are spheres (contrary to what is seen in Fig. 4). This yields a specific surface for these particles of 2.4 x 10^5 mm^2 /g. The ejecta mass collected, typically 430 μg, and the net charge collected, 2.5 x 10^{-10} C, results in an average surface charge density of 2.4 x 10^{-10} C/cm^2. The limiting E field imposed by the occurrence of corona discharge in air^8 is approximately 2 x 10^6 V/m which will be reached at a surface density of 1.8 x 10^{-9} C/cm^2 for uniformly charged spherical particles. An interesting but unanswered question is how does the surface charge vary with the size of the PETN ejecta?

We emphasize that these measurements involve only the net charge on a large number of particles. The sum of ±Q, i.e., the actual charge on the ejecta, could be much greater than the net charge we measure.

There are two possible mechanisms for producing charge on the ejecta by impact loading. First, the crystals undergo a great deal of shear deformation and fracture during
crushing. Second, the fragments undergo frictional rubbing by the metal surfaces of the striker and the anvil, both during crushing and subsequently as the ejecta escape. Both of these mechanisms could be contributing to the production of surface charge on the ejecta.

We and others have observed evidence of charge separation accompanying fracture of a number of materials. Fracture induced charge separation is particularly intense in piezo-electric crystals such as SiO₂ and BaTiO₃. PETN has a non-centrosymmetric crystal structure and is known to be piezoelectric whereas RDX and β-HMX (the room temperature form) are centric and, therefore, non-piezoelectric. This would suggest that ejecta from PETN should carry a greater charge, as is observed, due to charge separation assisted by stress-induced polarization.

Frictional and contact electrification are especially effective in producing charge separation when dissimilar materials, e.g. molecular crystals and metal surfaces, are involved. Thus, we might expect that the crystal fragments would also be charged by rubbing as they glanced off of the surfaces during ejection. We cannot rule out this charging mechanism. However, we point out first the striking difference in magnitude of charge on the ejecta from PETN compared with the other two types of explosive crystals, and second, the accompanying RE signals from impact of PETN vs the lack of RE from RDX. This strongly suggests that the charging of the PETN ejecta is due to deformation and fracture rather than the rubbing that follows.

CONCLUSIONS

In summary, we have shown that:

1. Impact crushing of PETN, RDX, and β-HMX produce large quantities of ejecta.
2. Small ejecta particles had a range in air of at least 6 cm. This would require substantial kinetic energy; however, under the conditions of this experiment the air surrounding the ejecta was put in motion by the compression of the impact device, thereby entraining the ejecta.

3. The ejecta carry electrical charge. Their net charge density for PETN approaches the corona limit for surface charge in air. Local charge densities on the ejecta could be greater.

4. The PETN crystals under impact created more finely divided ejecta which was more highly charged than that from RDX and β-HMX crystals. This was demonstrated by measurements of the total charge carried on ejecta, by measurement of the electrical signal produced during crushing and by the subsequent aggregation of the ejecta.

5. We suspect that the charging observed in the case of PETN arises from crushing (fracture) of the crystal rather than collisions with the metal surfaces during ejection.
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FIGURE CAPTIONS

Fig. 1. Sketch of the experimental configuration.

Fig. 2. Graph of the electrostatic charge (negative) carried by the ejecta vs mass of ejecta collected for PETN.

Fig. 3. Electrical signal induced in a pick-up coil from crushing PETN.

Fig. 4. Optical micrograph of PETN ejecta deposited on a microscope slide.

Fig. 5. Optical micrograph of ejecta from RDX.

Fig. 6. Approximate size distribution of PETN ejecta.
Experimental Configuration

Diagram showing the experimental configuration with a striker, sample, anvil, Ejecta Collecta, Grid, and an output line to the Electrometer.
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VI. Fracto-Emission Induced Electrical Breakdown in Vacuum
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ABSTRACT

In previous studies we have shown that when fracture takes place in the vicinity of a high voltage gap in air, it will induce electrical breakdown across the gap. In vacuum, we induced electrical breakdown directly across a crack involving the separation of an epoxy-metal interface. These breakdown events were explained in terms of fracto-emission (the emission of charged particles, neutral species and photons due to fracture) serving as a trigger which induced breakdown. Here, we explore further vacuum breakdown induced by fracture for a different electrode geometry. We examine the effect of creating a crack in a dielectric suspended between two electrodes, the dependence of the observed discharges on the magnitude of the applied voltage and on the nature of the fracto-emission, and the temporal relationship of the onset of breakdown to the fracture event. The materials studied are poly methyl methacrylate (PMMA) and a Kevlar-fiber reinforced composite.

*Permanent Address: Beijing Institute of Structure and Environmental Engineering.
INTRODUCTION

When an electrical voltage is applied across a pair of plane parallel electrodes in a low pressure gaseous medium, the probability of electrical breakdown vs gas pressure is predicted by the breakdown potential curves.¹ These curves are based on the assumption that cosmic rays or background radioactivity provides the few electrons necessary to initiate the discharge. If foreign charged particles are deliberately introduced into the gap, breakdown will be seen at potential differences much lower than the sparking potential. Thus, devices employing photoemission, field emission, and field ionization can be designed to trigger a discharge across a primary gap held at an otherwise stable potential. Subsequently this temporary source of charge carriers induces the discharge to initiate across the primary gap. This principle is used in practical devices.

A source of charge not normally discussed in the breakdown literature involves the emission of electrons and ions created by fracture. These emissions are part of a group of effects known as fracto-emission [FE] which we have been studying in this laboratory as a probe of a number of aspects of fracture.³⁻⁵ Typically, the various FE components are produced at highest intensity during fracture and at lower intensity following fracture. Furthermore, the relative intensities of these emissions are strong functions of the types and failure modes of the fracture.

We have previously shown that when fracture takes place in the vicinity of a high voltage gap in air at one atmosphere the fracture event will cause electrical breakdown across the gap.⁶ Furthermore, in vacuum, we induced electrical breakdown across a crack involving a polymer-metal interface, a type of fracture known to produce copious electron and ion emission.⁷ In these experiments, aluminum, one component of the interface, served as one of the electrodes for the gap. These breakdown events were explained in terms of fracto-emission serving as a trigger to induce breakdown.

In this paper, we further explore vacuum breakdown induced by fracture. In particular, we examine the effect of creating a crack in a dielectric suspended between the electrodes, the dependence of the observed discharges on the magnitude of the applied voltage and on the nature
of the FE, and to examine the timing of the onset of breakdown with the fracture event. A relatively poor charged particle emitter was chosen as the major material studied, namely poly methyl methacrylate (PMMA), although we show that fracturing a very intense fracto-emitter (a Kevlar-fiber reinforced composite) greatly reduces the required voltage to obtain breakdown.

EXPERIMENTAL

The breakdown experiments were conducted in an oil-pumped vacuum system operating at a system pressure of $1 \times 10^{-4}$ Pa as measured with a discharge gauge; auxiliary FE experiments were conducted in a turbomolecular pumped system operating at $2 \times 10^{-6}$ Pa. Fig. 1 is a view of the physical arrangement of the breakdown experiment, including a schematic of the circuit used to detect the breakdown current. Samples of commercial grade PMMA and of a Kevlar-Epoxy composite were fractured by tensile elongation inside the high voltage gap and the electric current across the gap was measured during fracture. The dc high voltage was applied across a gap between 16 mm diameter brass electrode disks. The edges of the electrodes were rounded to prevent high local fields. The gap was adjusted so that the electrodes were close to but not touching the fracture specimen; gap separations ranged from 2-3.5 mm.

The PMMA samples were 75 mm x 22 mm and 3 mm thick. They were notched on both edges near the center with a saw blade leaving a center web 1 cm wide, thus assuring that fracture occurred in the center of the gap, generally starting at one of the notches and ending at the other.

The samples of Kevlar-Epoxy composite consisted of Dow DER 332 epoxy filled with 300 Kevlar-fibers (each 10 $\mu$m in diameter, running the full length of the sample), forming what are called "strands" about 5 cm in length. A single strand was held in clamps and notched in the center with a scalpel approximately half way through the fiber bundle. Again, this assured fracture occurred in the center of the electrodes, although in the case of the composite samples, this was always accompanied by considerable splitting and delamination of the composite.
An acoustic transducer (AET Corp) with a characteristic frequency of 1 MHz was attached to the sample holder near the fixed end of the sample (See Fig. 1). The AE signal from this detector was used to produce a stop pulse for the digitizer (Lecroy Model 8210) to capture the current transient associated with breakdown. In the FE experiments the electron emission (EE) and photon emission (phE) were detected with a channel electron multiplier and a photomultiplier tube, respectively, both mounted in the vacuum system approximately 2 cm from the sample holder.

In the breakdown experiments, we wished to determine the actual time of fracture and the duration of crack propagation in the PMMA samples. To determine the duration of crack propagation we deposited two strips of gold on the surfaces of the sample at the two ends of the fracture region. A small voltage was placed across these gold resistors and the increase in resistance accompanying fracture produced a measurable change in voltage. A sketch of this arrangement and a typical output signal is shown in Fig. 2. The drops in voltage shown by arrows indicate the onset and completion of crack growth. For our samples, this duration of crack propagation was typically ~20 μs which corresponds to an average crack velocity of 500 m/s, corresponding to unstable crack growth and is in agreement with similar measurements made on PMMA by other workers. Using similar thin film timing strips, we also determined that the acoustic signal arrived at our transducer ~40 μs after the initiation of the crack. This time was determined by measuring the time difference between the AE signal and a radio emission signal, picked up by a small coil (designated RE in Fig. 1) which served as a verification that a microsecond time marker was produced.

During the breakdown experiments the positive high voltage was applied to one electrode and the other electrode passed to ground through a 50 ohm resistor. The resulting voltage change was amplified by an ORTEC 474 amplifier and subsequently digitized. The AE signal and a radio emission signal, picked up by a small coil (designated RE in Fig. 1) were recorded in other channels of the digitizer. The radio emission signal served only as a verification that a microsecond time marker was produced.

RESULTS

We first summarize the general features of our observations:

1. When samples were fractured in the gap without the high voltage turned on, we saw no current across the vacuum gap.
2. For voltages ≤ 6 kV no discharge occurred in the absence of fracture.

3. When samples were fractured in the central region of the gap we generally detected a discharge current provided that the gap voltage was above the threshold value for each kind of sample material. The threshold voltage was higher for PMMA than for Kevlar-Epoxy.

4. When Kevlar-Epoxy samples fractured near the edge of the gap or a few mm from the edge of the gap, discharges still occurred, but the detected currents were smaller than in (3) above.

5. The total charge flow induced by fracture had a positive correlation with the magnitude of the high voltage.

Specific examples of this behavior will now be presented.

**PMMA**

When the PMMA samples were fractured in the gap, a discharge would occur for voltages ≥ 1.75 keV. The discharge currents were usually on the order of 10^{-4} - 10^{-3} A in magnitude and a duration of several microseconds. In Fig. 3 we show a current vs time record accompanying fracture of PMMA at a 3.7 kV gap voltage. Here we see a maximum current of 3 mA and a total charge flow of 64 nC. In all cases of PMMA fracture we observed that the onset of discharge current came within a few μs after the fracture was complete and that the current continued to flow for 10 to 50 μs. The current was always very noisy, suggesting multiple discharge events occurring once breakdown was initiated. Contrary to the study on aluminum-epoxy interfacial fracture, where breakdown was observed during fracture, with PMMA a short delay (1-2 μs) was always evident. Note that the Al-epoxy geometry involved breakdown in a direction normal to the crack walls.

A series of experiments was carried out with PMMA samples for different gap voltages up to 5.54 kV. The plot shown in Fig. 4 indicate that when the voltage exceeded a breakdown threshold (1.75 kV), the total charge flowing during a discharge increased with increasing voltage. The current flowing across a gap should be an exponential function of the gap voltage.
\[
Q_{\text{total}} = a \exp(bV_{\text{applied}})
\]

where

\[
\begin{align*}
Q_{\text{total}} & = \text{total charge flow} \\
V_{\text{applied}} & = \text{the applied voltage across the gap}
\end{align*}
\]

\[a, b \text{ are adjustable parameters.}\]

The best fit occurred for \(a = 5.4 \text{ nC} \) and \(b = 0.72 \text{ volts}^{-1}\). We note that above the threshold level we occasionally observed negligible current and we did not include these measurements in the fit. (At higher potentials, e.g., 5 kV, we always obtained breakdown upon fracture of PMMA).

The PMMA fracto-emission was extremely weak. Fig. 5 shows the FE as a function of time, summed over six specimens. The total detected emission was low averaging only \(-12\) counts of EE and of phE per sample, typical of cohesive fracture of a number of polymers. The curves show however that the emissions reached their maximum rates immediately after fracture and decayed to background in \(-100 \mu\text{s}\). Because of the limited solid angle of the emission detectors we estimate that we detected about 10\% of the photons and probably a similar percentage of the electrons. The quantum yield of the channeltron electron multiplier is \(-90\%\) so that the actual number of counts in the EE peak (which would correspond to during and immediately after fracture) is therefore on the order of 100 particles. Although the photon

Visual observation of the breakdown event accompanying fracture of PMMA suggested that the discharge indeed occurred between the electrodes and through the opening crack. Fig. 6a shows a sample prior to fracture indicating where the notched specimen is located. A time-exposure of this same view during fracture with 5.5 kV applied across the gap is shown in Fig. 6b. The high voltage electrode is at the top of the photograph and the camera axis is along the direction of crack propagation (away from the camera). The photograph shows that the discharge is more intense near the high voltage electrode than it is near the ground electrode and that the discharge extends across the gap. Evidence of localized higher intensity breakdown at the high voltage electrode (anode-spots) are seen here and more clearly on other photographs taken under similar conditions. These anode spots are caused by visible radiation resulting from
**Kevlar-Epoxy**

When Kevlar-Epoxy samples were fractured in the gap, we found that a discharge occurred when the gap voltage was $\geq 150$ V. At these lower voltages, the discharge currents were smaller than measured from PMMA at higher potentials and they exhibited different time dependences. Typically, the discharges consisted of multiple (1-10), short (1-2 $\mu$s) current pulses. Fig. 7 shows one of the current records during the fracture of Kevlar-Epoxy for an applied potential of 250 V. With fracture, we measure a maximum current of 0.2 mA with a total charge flow of 0.32 nC integrating over six short 1 $\mu$s pulses observed. Digitization of the applied voltage showed no changes during this time, indicating that these fluctuations are indeed due to variations created in the gap. At much higher voltages in the kV range, the discharges took on more of the character of the sustained discharges caused by the fracture of PMMA. In general, the discharge current during Kevlar-Epoxy fracture is an increasing function of applied voltage, similar to the PMMA; however, due to considerable variation in the total fracture surface area created at failure in these composite samples (which strongly influences the intensity of the charged particle emission), i.e., we could not obtain a quantitative relation between $Q_{\text{total}}$ vs $V_{\text{applied}}$.

Previously, we have published electron and positive ion emission curves for the same Kevlar-Epoxy strands used in these experiments.$^{11}$ It should be noted that this emission is $\sim 10^6$ more intense for these samples compared to the PMMA and that the fracture event is considerably longer in duration due to crack arrest and branching.

**DISCUSSION**

In this work we have produced electrical breakdown between electrodes in a vacuum environment by fracture of materials. This occurred in spite of the fact that sparking potential curves show that vacuum is an excellent insulator.$^{12}$ However the insulating properties of
vacuum can be degraded by many factors: electrode asperities, particulate contamination, or by the injection of energetic photons and charged particles into the gap.

In the present case our electrodes were sufficiently smooth and clean to resist discharge formation at voltages well above those we applied (6 kV). Breakdown was detected only when a sample was fractured in the gap. We propose that the fracture-emission breakdown mechanism in vacuum involves two components of these emissions: 1) the small quantity of charged particles already discussed above and 2) a supply of neutral molecules which are also released during and immediately following fracture. Evidence for neutral molecule emission accompanying fracture has been seen in a number of studies, including measurements made on PMMA. The latter investigation showed that the dominant species emitted was the monomer (mass 100). Thus, the crack in PMMA contains many free molecules as it begins to open and this gas is released into the gap. From previous measurements on epoxy, we saw neutral emission intensities which lasted about 100 µs after fracture. This combination of charged particle and neutral emission into the gap results in a discharge because the charged particles are accelerated by the high voltage and collide with the electrodes and/or with the emitted neutrals thereby producing secondary ions and

The few charged particles present in the FE correspond to a current of

\(-100 \text{ e}^- / 20 \mu s = 10^{-12} \text{ A}\), whereas we observe \(10^{-3} \text{ A}\). Thus, significant multiplication is necessary to produce the observed charge flow. Further evidence that multiplication is indeed occurring is the exponential dependence of \(Q_{\text{total}}\) on the applied gap voltage for PMMA; such a process requires multiplication to occur. The 1-2 µs delay in breakdown following fracture appears to be due to achieving optimum conditions of free charge and gas pressure in the gap. We note that the glow of the discharge (e.g., Fig. 7) was always more intense near the positive electrode than near the negative electrode because electrons are most efficiently accelerated and most effective in producing secondary ionization.

We know that the Kevlar-Epoxy composite is an intense source of charge as in all cases studied to date of adhesive failure occurring during the fracture of composites. Adhesive failure also tends to produce much higher energy emissions. Thus, the higher intensity/higher energy
emission in the case of the composite leads to breakdown at 150 V, compared to PMMA (which is a poor emitter) with a threshold for breakdown at 1.75 kV. Therefore, the injection of charged particles into the gap is effective in triggering breakdown and that more numerous and/or more energetic charged particles will trigger a discharge at a lower voltage. It should also be mentioned that neutral molecule emission accompanying the fracture of epoxy resin composites has been shown in our laboratory to be extremely intense, presumably due to trapped gas at the fiber-matrix interface. Gases such as H$_2$O and N$_2$ were the dominant products. This would further aid the breakdown process.

We noted that fracture of the Kevlar-Epoxy specimens in closer proximity to the center of the gap produced larger breakdown current; this would be expected to occur because more charged particles from fracture would be produced in the central region where the electrical field and where the probability of hitting an electrode are highest.

The time dependence of the discharge currents can be related to the nature of fracture in the two materials. PMMA fractures in a single, rapidly occurring event where the crack propagates across the sample in a few μs. In addition to our timing strip measurements, further evidence of rapid crack propagation is seen by examining the fracture surfaces, namely the presence of extensive hackle and crack branching. The discharge current is observed to arise immediately after fracture and is sustained in a single event for periods of time approaching 100 μs, as expected for a single burst of charged particle emission accompanying a single fracture event. In fact the discharges follow approximately the shape of the emission curves for this material, suggesting that the discharges may be sustained by the delayed emission. Because the voltages used in these experiments were relatively low, we did not produce self sustaining discharges.

The background pressure in the vacuum system was 1x10^{-4} Pa; however, it is certain that the local pressure was higher in the vicinity of the crack due to the release of gas from the sample (we estimate that in the crack, the pressure may be as high as 10^{-1} Pa). If one examines the sparking potential curves for various gases in a parallel electrode gap, one sees for example that
the curve for air has a minimum at 330 V (in neon, the minimum is 244 V). Thus, it appears impossible to find untriggered sparking at 150 V at any pressure and in any gas and shows that the discharge current observed during the fracture of Kevlar-Epoxy could not be triggered by the neutral emission alone; the charged particle emission is clearly an essential component.

The fracture of PMMA presents a different case because the threshold voltage is at 1.75 kV. If we again look at the sparking potential curves we see that they yield double values and that when the product, (Pressure)(Gap Width), reaches a value of either 13 or 266 Pa-cm sparking can normally occur without triggering. With our gap fixed at 0.3 cm the sparking would require a local pressure of either 40 Pa or 9300 Pa. 9300 Pa is highly unlikely, whereas 40 Pa would require only $3 \times 10^{11}$ molecules to be injected into the gap at a width of 1 μm. From other observations of the release of neutral gases during fracture of polymeric materials, this is well within the expected amount of gas released in such fracture. Consequently, "normal breakdown" could be occurring in the case of PMMA. However, the close correlation in time of the discharge and the fracture event (and therefore the charged particle emission), only a few μs, indicates that the charged particle emission is also triggering the discharges in the case of PMMA.

CONCLUSION

When a material fractures in an evaculated region containing high electrical fields, fracture emission can trigger a discharge at potentials much lower than those necessary for untriggered breakdown. In the case of PMMA, the discharge originates just as the fracture is completed. We know that at just prior to and during this time, charged particles and gases are being released from the sample. The charged particles are accelerated and undergo multiplication at the electrode surfaces and in the neutral gases being released. The discharges are completed in a time of less than 100 μs as the charged particle emission decays and as the gases leave the rapidly opening crack.

The fracture of the Kevlar-Epoxy composite strands fracture in a sequence of fracture events that produce short-lived intense bursts of charge which undergo multiplication in the
fracture gases. These result in discharges of 1 μs duration. Only at much higher gap voltages do we observe the sustained discharges which characterize the fracture of PMMA (which only occur at the higher potentials). In all cases when the gases are finally pumped out of the crack and the FE falls to a low level, the discharges are extinguished. Because the voltages used in these experiments were moderate we did not produce self sustaining discharges.
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FIGURE CAPTIONS

Fig. 1. Schematic diagram of the experimental arrangement and the electronic circuit used to measure breakdown current.

Fig. 2. Schematic of sample used in crack timing experiments and typical signal accompanying fracture of PMMA.

Fig. 3. Typical discharge current as a function of time for PMMA.

Fig. 4. Voltage dependence of total charge flow (Q_{total}) during discharge induced by

Fig. 5. Electron and photon emission curves from PMMA fracture.

Fig. 6. a) Photograph of electrodes and sample (thickness = 3mm). b) Time exposure of light from discharge with the same orientation and magnification as 6a.

Fig. 7. Discharge current as a function of time following fracture of a Kevlar-Epoxy
Schematic Diagram of Experiment
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**Operating Principle:**

1. An acoustic emission transducer detects a crack (`AE(t)`).
2. The signal is amplified by `A1` and `A2`.
3. The trigger circuit activates the digitizers.
4. The digitizers capture the signals for further analysis.

**Fig. 1**
Gap Current vs Time During/Following Failure of PMMA

Fig. 3
Fig. 4

Total Charge Flow vs Applied Voltage
Accompanying Fracture

Applied Voltage (kV)

$Q_{\text{total}}$ (nC)
EE and phE from Fracture of PMMA

Fig. 5
Fig. 6
Gap Current vs Time During Failure of Kevlar-Epoxy Strand

Fig. 7
VII. PRODUCTION OF FREE-CHARGE CARRIERS DURING FRACTURE OF SINGLE CRYSTAL SILICON
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Measurements of the time dependence and magnitude of fracture induced changes in electrical conductivity in single crystal Si are presented. A transient increase in conduction is observed during crack growth due to the production of free charge carriers. The presence and characteristics of this transient depend on the nature of the fracture.

During crack propagation, mechanical work of deformation is transformed into bond breaking in a relatively localized portion of the material. Energy release processes at or near the fracture surface can have irreversible components, as evidenced by various fracto-emission phenomena,1 including the emission of visible light (triboluminescence), electrons, ions, neutral species, and long wavelength electromagnetic radiation. A number of these processes involve departures from equilibrium induced by fracture.

We have recently observed electron emission during the fracture of single crystal Si in vacuum.2 It seemed plausible that fracture might also create free charge carriers in the Si near or at the fracture surface. We present for the first time evidence of the production of fracture induced charge carriers.

Commercial boron doped (111) Si wafers, with one face polished and having resistivities of 10 to 20 ohm-cm, were obtained from S.E.H. America, Inc. After an
HF acid etch, the wafers were coated with about 50 nm of gold on each side and cleaved into oriented tensile specimens of dimensions 6 mm x 25 mm x 0.52 mm. The gold coating process resulted in Schottky barrier contacts on the polished surfaces and ohmic contacts on the unpolished surfaces. The ohmic contacts were a consequence of the high density of recombination centers at the damaged surfaces. The specimens were epoxied to aluminum mounts and loaded in tension at an elongation rate of 0.01 mm/s. Contacts to the gold coated surfaces of the sample were made with silver print. On occasion, samples were loaded in cantilever beam or torsional modes. In all cases, edge flaws created during preparation were the dominant loci of failure. These flaws were left untreated, resulting in a wide range of strengths.

The basic experiment involved applying a small voltage across the Si sample and measuring the current passing through the specimen before, during, and following failure. Measurements were carried out in air or in vacuum (10^-7 torr) at room temperature, or in streams of dry, cool N₂, which reduced the specimen temperature to approximately 200 K. A schematic diagram of a typical experiment is shown in Fig. 1. R₁ in Fig. 1 is the input resistor of a fast amplifier or transient recorder. Both AC and DC coupled amplifiers were used, with typical gains of 6X. Digitization rates were either 10 ns/channel or 320 ns/channel.

The current through the sample generally decreased during fracture. For the circuit of Fig. 1, this decrease was a consequence of cleavage along (111) planes, which resulted in fracture surfaces which were not perpendicular to the wafer surfaces. Therefore, a small region of the wafer became less effective in conduction as fracture progressed. This current drop correlated well with the duration of fracture, as determined by simultaneous measurements of gold foil conductivity. In many cases, crack bifurcation led to the removal of Si material from the circuit. Similarly, when only one end of the sample was connected into the circuit, fracture significantly reduced the amount of conducting Si. In these situations, a rapid, off-scale drop in
observed current resulted. Because the fracture surfaces were not normal to the loading direction, the crack experienced shear as well as normal stresses during loading. Therefore, even under tensile loading, mixed mode fracture resulted.

A dramatic, transient increase in current through the sample was often observed during crack propagation. Fig. 2a shows the change in current for a sample tested in tension in dry, cooled N\(_2\) at atmospheric pressure. The onset and completion of crack propagation are marked with vertical arrows. The total duration of crack propagation is 5 \(\mu\)s, which corresponds to an average crack velocity of 1200 m/s. The downturn in current immediately preceding the transient indicates that the instantaneous crack velocity during the transient is significantly higher.

Similar transients were observed whether fracture occurred in air, dry nitrogen, or vacuum, and appeared to be independent of the ambient temperature (room temperature to 200 K). When integrated, the detected current transients per unit cross-sectional area of the sample corresponded to \(10^9\) to \(10^{11}\) free carriers/cm\(^2\). The larger transient currents were most evident in samples exhibiting high strength and fast crack growth and in those fractured in a torsional mode. The surfaces of samples yielding large transients often displayed areas of unusual roughness. Transients were rarely detected in low strength samples which often displayed very smooth fracture surfaces associated with slower crack growth. The change in current for such a specimen is presented in Fig. 2b, which shows little evidence of increased conductivity during fracture. Here, the total duration of crack propagation is 8 \(\mu\)s, corresponding to an average crack velocity of 880 m/s. This observation lends further support to the hypothesis that free carrier generation is associated with high crack velocities.

Current transients were also associated with highly damaged fracture surfaces, which are commonly produced in torsional and cantilever beam modes of loading. Typical results for a specimen loaded in torsion are shown in Fig. 2c. The digitizer was
driven off scale during the most intense portion of the current transient, suggesting a very strong response. The duration of crack propagation was about 7 μs.

These current measurements do not distinguish the sign of the participating charge carriers. However, under the conditions of bias used in this work, the depletion region near the Schottky interface served as a barrier to the transport of holes, but not to that of electrons. Further, the sample temperatures (200 K to room temperature) were sufficient to ensure that the acceptor impurities were fully ionized, ruling out the production of additional majority carriers (holes) by acceptor ionization. The minority carriers (electron) mean free path in this material is expected to be on the order of 100 μm, a significant fraction of the sample thickness. Therefore, it seems likely that the observed current transients are due to minority carriers which have been promoted to the conduction band across the full width of the band gap. The excitation mechanism is not clear at this time, but may be electronic, thermal, or chemical in character.

Electronic excitations resulting in charge carrier production would most likely be associated with localized states of energy greater than or equal to that of the conduction band. Localization reduces the probability of recombination with valence band holes and thus increases the probability of transitions to the conduction band. The relatively low acceptor concentration in the material used also limits the recombination rate. The states involved in the excitation would probably be associated with surface defects or other localized phenomena.

As Si atoms are drawn away from each other in an advancing crack tip, the decreasing wavefunction overlap across the crack may result in localized states. Anderson localization is expected to result from variations in crack width and from mismatch across the crack due to shear displacements. Decreasing wavefunction overlap is generally associated with increasing electron energy. If the energies of these localized states approach that of the conduction band, transitions to the conduction band via tunneling would be possible, creating minority carriers. These transitions may
be further facilitated by shifts in the conduction band energy due to high stress fields near the crack tip.

Lemke and Haneman have identified localized states which they associate with wavefunction overlap across narrow indentation cracks in Si. Their electron spin resonance measurements indicate the presence of about $10^{14}$ spins/cm$^2$ of crack area. In contrast, well cleaved surfaces show very low spin densities. The high density of paramagnetic states suggests that "normal" surface relaxation is hindered while the crack width is less than about 0.5 nm. In crack propagation, particularly involving mixed fracture modes where crack opening displacements immediately behind the crack tip are small, a similar hindrance may increase the probability of high energy excitations.

Thermal generation of charge carriers during fracture could also explain the transients. Thermal generation of electron-hole pairs by excitation across the band gap would require temperatures in excess of 700 K to produce the observed current transients, assuming that 1 nm on each side of the crack tip were heated during fracture. This heating could be the result of irreversible processes in the region of the crack tip. Although the fracture of Si is generally not associated with macroscopic plastic deformation, surface relaxation behind the crack tip may yield significant energies. The energy of the relaxed surface is about 0.36 eV per surface atom lower than that of the ideal, truncated bulk. Some of this energy may be available for surface heating, as seems to be the case for various glasses. Rough measurements of the temperature rise during the fracture of glass and quartz have yielded values in excess of 2000 K. The intensity and duration of the thermal pulse is limited by conductive cooling. The high thermal diffusivity of Si relative to glass suggests that the temperature rise in Si is much less than in glasses. However, rapid crack growth would be associated with rapid heating and higher final temperatures, and thus higher carrier concentrations.
Other energetic processes occur on fracture surfaces, including the production of defects such as vacancies and adatoms. The density of such defects is expected to be a strong function of crack velocity and fracture mode. Recombination reactions involving these species could lead to the creation of charge carriers, similar to the creation of free electrons during chemisorption of reactive gases on some surfaces.

We are currently exploring several unresolved issues concerning the production of charge carriers during fracture. For instance, the crack tip experienced significant shear stresses in each of the fracture modes employed in this work. Thus the influence of fracture mode is not clearly demonstrated, although it appears that shear stresses are important. The effects of crack velocity and microcracking remain to be quantified. Carrier generation is also expected to be affected by the electronic properties, e.g. band gap, of the fractured material.

We have demonstrated that a fundamental electronic excitation, the production of free carriers in a semiconductor, can accompany fracture under certain conditions. Free carrier generation, being a lower energy process than the previously mentioned electron emission, may serve as a probe of lower energy electronic processes induced by deformation and fracture. Such measurements may provide new insight into the process of dynamic crack growth in semiconducting materials.
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FIGURE CAPTIONS

Figure 1. Diagram of tensile specimen, showing the circuit used to measure sample current. The crack shown represents a typical (111) cleavage plane. Samples broken in bending and torsional modes were supported at one end only.

Figure 2. Fracture induced current changes observed from a) a strong specimen loaded in tension, b) a weak specimen loaded in torsion, and c) a strong specimen loaded in torsion. The fracture of a) was performed in a cold, dry nitrogen atmosphere, while the fractures of b) and c) were performed in air at room temperature. Arrows mark times of crack initiation and completion.
Figure 2

(a) Change in current (arb. units) vs. time (μs)

(b) Change in current (arb. units) vs. time (μs)

(c) Change in current (arb. units) vs. time (μs)
VIII. Photon emission as a probe of chaotic processes accompanying fracture

S. C. Langford, Ma Zhenyi, and J. T. Dickinson
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Photon emission accompanying the fracture of an epoxy and single crystal MgO is examined for evidence of deterministic chaos by means of the autocorrelation function, the Fourier transform, the correlation integral of Grassberger and Procaccia, and the fractal box dimension. A positive Lyapunov exponent is also obtained from the epoxy phE data. Each of these measures is consistent with a significant degree of deterministic chaos associated with attractors of relatively low dimension. A typical epoxy fracture surface was analyzed for fractal character by means of the slit island technique, yielding a fractal dimension of 1.32 ± 0.03. The fractal dimensions of the fracture surface and the photon emission data (box dimension) of the epoxy are in good agreement. These observations suggest that fluctuations in photon emission intensity during fracture reflect the production of fractal surface features as they are being produced and thus provide important information on the process of dynamic crack growth.
1. Introduction

The fracture of many insulating materials is accompanied by the emission of photons, electrons, and other species during and following fracture.\textsuperscript{1-5} These emissions are collectively known as \textit{fracto-emission}, and can be especially intense during fracture. In earlier work, we have shown that photon emission (phE) during the fracture of an epoxy sample may display rapid fluctuations well in excess of detector and amplifier noise.\textsuperscript{4} The amplitude of these fluctuations correlates well with the roughness of the resulting fracture surfaces, suggesting that these fluctuations reflect mechanical processes during crack growth. Since photon emission intensity measurements are readily made at time intervals as short as a few ns, they may yield detailed information on the progress and energetics of crack growth during catastrophic failure.

In particular, phE fluctuations may shed light on the dynamics of possibly chaotic processes responsible for the fractal character of many fracture surfaces. Fractal dimension measurements have been made on the fracture surfaces of several metallic and ceramic materials.\textsuperscript{6-10} Since the underlying structure of many chaotic systems is fractal, this suggests that fracture is also to some degree chaotic, that is, deterministic, yet aperiodic and unpredictable. Recently, some simple models of the fracture process have been proposed which display chaos\textsuperscript{11} or result in fractal surfaces.\textsuperscript{12-13} However, to date little evidence for chaotic processes has appeared except in the fractal nature of the resulting surfaces. Recent developments in the analysis of time series data, such as that formed by a series of phE measurements, raise the possibility that such measurements may yield information about chaotic processes accompanying fracture.

In this work, we describe a preliminary analysis of phE accompanying the fracture of two materials, an epoxy and single crystal MgO. The intense phE accompanying the fracture of both these materials has been previously studied.\textsuperscript{3-5} The epoxy is readily formed into rather large, strong samples. Although the epoxy fracture is macroscopically brittle, the fracture surfaces show features associated with severe, local plastic deformation in the near surface region. Single crystal MgO undergoes brittle fracture, often with very high crack velocities, and has been the object of
many studies of fracture and deformation. In this paper, we first describe autocorrelation and Fourier spectra computations which show that the faster fluctuations in phE are consistent with a non-stochastic, yet quasi-random origin. Then the fractal properties of the data are discussed. The fractal dimension of the phE data from the epoxy is also compared to fractal dimension measurements of the epoxy fracture surface. We then present correlation dimension calculations which show the phE data to be associated with a strange attractor of low dimension. Finally, an estimate of the largest Lyapunov exponent associated with the epoxy data is made. These results indicate that the processes underlying the phE accompanying fracture display deterministic chaos.

2. Experiment

The epoxy used in this work was formed from tetracyglycidyl 4,4’diaminodiphenylmethane (TGGDM), known as MY720, cured with about 27% by weight diamino diphenyl sulfone (DDS), known as Eporal or HT976. Both materials are manufactured by Ciba Geigy Corporation. Typical sample preparation procedures are outlined in Reference 4. The samples were cast in silicone rubber molds with a sample cross section of 3.5 by 8 mm². The samples were then notched and mounted in tension in a vacuum system maintained at pressures of about 2 x 10^{-4} Pa. phE measurements were carried out with an EMI Gencom 9924QB photomultiplier tube. This tube is sensitive to photons in the 200-600 nm range. The output of the photomultiplier tube was amplified and recorded at 10 ns intervals.

The MgO samples were prepared from nominally 99.99% pure single crystals obtained from W. & C. Spicer, Ltd. Samples were cut with a diamond saw to about 1.6 x 6 x 12 mm³ and polished. They were then mounted in a vacuum system maintained at less than 1 x 10^{-6} Pa. These samples were loaded in three-point bend across a 6 mm support span so that the tensile face of the sample was about 1 cm from the window of a photomultiplier tube identical to that used in the epoxy study. The output of the photomultiplier tube was amplified and digitized at 5 ns intervals. The high phE intensity associated with the fracture of MgO required that the photomultiplier tube
be operated at low gain in order to ensure linear output at peak intensity. At this gain, the 7-bit
digitizer could not resolve individual photon detection events. Further experimental details are
given in Reference 5.

Two phE measurements selected for analysis appear in Fig. 1. The phE from the epoxy is
sustained for about 20 $\mu$s, much longer than the 1.4 $\mu$s of sustained phE from the MgO. The inset
of Fig. 1a) shows the phE from the epoxy on an expanded scale. Rapid fluctuations with no
apparent periodicity are observed. The analyses described below were performed on the
quasistationary portions of the data during sustained emission. Due to the small sample sizes and
rapid crack velocities in the MgO work, the resulting data set is smaller than desirable for the
analysis of correlation dimension and Lyapunov exponents. This limitation is discussed further
below. phE measurements made on samples with thin film timing strips attached for the
measurement of crack location versus time confirm that by far the most intense emission occurs
during crack growth, implying that the bulk of the emission is from the region of the advancing
crack tip. A less intense, decaying emission following the completion of fracture is also observed.

3. Autocorrelation and Fourier Transform

Figure 2 shows the autocorrelation functions of the epoxy and MgO data. The epoxy curve
shows an initial peak about 2 $\mu$s in duration. The spike in the autocorrelation between 0 and 50 ns
is due to the finite pulse width of the photomultiplier tube. Although the emission itself appears to
be highly irregular, as shown in the inset of Fig. 1a), significant correlations persist for well over 1
$\mu$s. This is inconsistent with purely stochastic fluctuations, for which autocorrelations would be
limited to time scales on the order of the photomultiplier pulse width. The autocorrelation function
of the MgO phE shows a main peak about 250 ns wide. This autocorrelation lacks the sharp peak
in the 0-50 ns region because of the low photomultiplier tube gains used in the MgO observations.
At these gains, the digitizer could not resolve individual photon peaks. Thus, the width of 250 ns
indicates a true autocorrelation in phE rather than an artifact of the detector. The MgO
autocorrelation suggests the existence of some periodicity, although this may be an artifact of the small size of the data set. Again, the presence of correlated emissions suggests the operation of nonstochastic, although not necessarily chaotic, emission processes.

Conditional probability distributions were also computed for both sets of data to test for the presence of deterministic processes. In principle, the number of degrees of freedom in a deterministic system can be estimated by noting the number of conditions required to yield a narrow (noise limited) probability distribution. The required number of conditions corresponds to the dimensionality of the phase space required to describe the trajectory of the system. Stochastic processes are infinite dimensional in this sense. The conditional probabilities of purely stochastic data are identical to the first probability distribution (no condition). We observe a considerable narrowing of the probability distribution between the case of no conditions and that of one condition, but the number of data points is insufficient to carry the process to its conclusion. Nevertheless, this narrowing is further evidence for nonstochastic processes.

The power spectrum of the epoxy data displays an inverse power law behavior at high frequencies, as shown in Fig. 3a). The displayed spectrum consists of the sums of the squares of the two Fourier coefficients at each frequency. This spectrum displays a broad plateau in the region of 500 kHz to 20 MHz, suggesting that stochastic processes dominate on time scales of 2 µs to 50 ns. Assuming a typical crack speed of 300 m/s, this time scale corresponds to distances of 15-600 µm on the fracture surface. At higher frequencies (20-50 MHz), corresponding to distances of 6-15 µm on the fracture surface, the power spectrum shows 1/fβ-like behavior. The bandwidth of the detector/amplifier system is about 50 MHz, so that the effects of higher frequency power being "reflected" into this power spectrum should be small. Thus the Fourier spectrum below 50 MHz should be fairly free of artifacts due to the finite sampling interval.

1/fβ-like behavior in has been associated with the fractal character of certain time series records (Brownian motion displacement vs time) and with profiles of various fracture surfaces. As the relevant dimensions of these systems are not strictly equivalent (e.g. displacement vs time), these systems are strictly not self-similar, but self-affine. Certain measures of fractal
character are not appropriate to self-affine structures, and the appropriate measures apply only in the high frequency limit. Typically, a structure associated with a $1/f^\beta$-like power spectrum is described by a (Fourier) fractal dimension, $D_f$, of

$$D_f = 2.5 - \beta/2.$$  

A least square fit of the power spectrum of the phE data in the region of 20-50 MHz yields $\beta = 2.1 \pm 0.1$. The rapid (20-50 MHz) fluctuations may thus be associated with a fractal dimension $D_f = 1.45 \pm 0.05$. Thus the power spectrum of the phE indicates that the high frequency phE fluctuations are fractal in character and hints that the fracture surface is fractal as well. The reported uncertainty in $D_f$ is purely statistical, associated with the least squares fit to the line, so that the actual uncertainty is somewhat greater.

The power spectrum of the MgO data, shown in Fig. 3b), yields no clear evidence for such fractal behavior, although it is consistent with the presence of chaos. The Fourier coefficients below about 50 MHz approximate $1/f^\beta$ behavior with $\beta \approx 1$, much like the Fourier spectrum of $1/f$ noise. Again, the sharp cut-off beginning at about 50 MHz results from the 30 ns pulse width of the photomultiplier tube and represents the bandwidth of the detector/amplifier system. Although $1/f$ noise has been interpreted in terms of chaos, the Fourier spectrum of the MgO data is very poorly sampled below 50 MHz due to the small number of data points used in the analysis. Therefore we are hesitant to interpret the MgO power spectrum in this way.

The fractal dimensions of the time series data defined by the phE measurements can be more directly estimated with a box-counting algorithm. A rectangular grid is superimposed upon the curve defined by the phE data and the number of grid cells intersected by the curve, $N(r)$, is determined as a function of the cell size of the grid, $r$. The fractal box dimension, $D_b$, is given by the slope of the linear portion of the graph of $N(r)$ vs $(1/r)$ on a log-log plot. Fitting the linear portion of the epoxy plot of Fig. 4a) to a straight line yields $D_b = 1.35 \pm 0.03$. Again, the reported uncertainty is that resulting from the curve fitting calculation, so that the true uncertainty is
somewhat greater. With this in mind, \( D_b \) is in good agreement with \( D_f \), the fractal dimension measured from the Fourier spectrum. A similar analysis of the MgO data yields \( D_b = 1.16 \pm 0.1 \).

Because of the much smaller uncertainties associated with the fractal box dimension measurements, \( D_b \) is preferred over \( D_f \) as a measure of fractal character for both sets of data. On the basis of the non-integral \( D_b \) measurements from both the epoxy and the MgO, we are confident that both phE data sets are indeed fractal.

4. Fractal Dimension of Fracture Surface (Epoxy)

The fractal dimension of a typical epoxy sample was also measured by the slit island technique. The fracture surface was coated with about 90 nm of gold and potted in a clear epoxy. The potted sample was then polished by hand to yield a flat surface roughly parallel to the fracture surface. Polishing was continued until the fracture surface was intersected by the polished surface, yielding "islands" of brown epoxy surrounded by as yet unbroken gold. Photographs of the island structure were analyzed to determine the fractal dimension of the islands, \( D_i \). Since the perimeter \( P \) and area \( A \) of these islands are related by the relation \( A = k_i P^2/D_i \), \( D_i \) can be determined from the slope, \( \beta \), of a log-log plot of the island area vs island perimeter, namely:

\[
D_i = \frac{2}{\beta}.
\]

An island area vs perimeter plot taken from photographs of a roughly 1 mm\(^2\) area of the epoxy sample at one point in the polishing process is shown in Fig. 5. The observed slope of 1.51 implies that \( D_i = 1.32 \pm 0.03 \). The reported uncertainty is again the statistical uncertainty in the slope determination. Slope measurements on different area vs perimeter plots suggest that the uncertainty is greater, on the order of 0.09. Within the accuracy of our measurements, the fractal dimension of the phE data from epoxy fracture has in fact the same fractal dimension as a one dimensional cross section of the island structures on the fractal surface (\( D_b = 1.35 \pm 0.03 \),
\( D_1 = 1.32 \pm 0.03 \). Therefore, it is reasonable to conclude that phE fluctuations during a given time interval reflect variations in the local surface topography associated with the advance of the crack tip during the same interval.

The relationship between the fractal dimension of the fracture surface and the fractal box dimension of the phE data may be readily explained if the rapid fluctuations in phE are caused by fluctuations in the progress of crack growth. The roughness of many fracture surfaces, including those which may be described as fractal, is most easily understood as the result of crack branching and void growth. Both phenomena represent temporal and spatial fluctuations in the process of crack growth which appear to be reflected in the accompanying phE. Attempts to model the process of crack branching in brittle solids have met with limited success.\(^{18,19}\) Ravi-Chandar and Knauss have demonstrated that crack branching in Normalite 100 involves the nucleation, interaction, and coalescence of microcracks or voids in the process zone of an advancing crack.\(^{19}\) This branching activity may be responsible for the fractal nature of many fracture surfaces, as well as for the relatively slow crack growth (relative to the Rayleigh wave speed) observed in many materials. They argue that similar processes can occur in other brittle materials as well.

Preliminary attempts to apply the slit island technique to the fracture surface of single crystal MgO failed due to the relatively small relief of the dominant surface features.

5. phE Correlation Dimension Estimate

A hallmark of chaotic behavior is the fractal nature of the associated strange attractor. This description assumes that a suitable phase space exists in which the evolution of the system may be traced as a trajectory. An attractor is a subset of this phase space to which all nearby trajectories are attracted, i.e. all trajectories asymptotically approach the attractor as time progresses. Chaotic systems are typically associated with "strange" attractors, which have non-integral, fractal dimensions. If one determines that the dimension of such an attractor is indeed non-integral, the underlying system can safely be said to be chaotic.\(^{20}\) Unfortunately, the most straightforward
fractal measure, a generalization of the box dimension noted above, is computationally untractable for systems of dimension greater than about two. An alternative measure of fractal character described by Grassberger and Procaccia\textsuperscript{21} is much easier to compute and also reflects fractal character. Their correlation dimension, $D_c$, is strictly a lower bound on the box dimension, but in most cases of physical importance near or exact equality is obtained. Although the data sets analyzed here are smaller than those typically used to measure fractal dimensions of model systems, our experience with small data sets of known fractal character suggests that the correlation integral can still yield useful information. A similar conclusion was reached by Kurths and Herzel.\textsuperscript{22}

A suitable phase space and trajectory can generally be constructed from time series data, such as our pH data measurements, using the method of delays\textsuperscript{21,24} proposed by Packard et al.\textsuperscript{14} and Takens.\textsuperscript{25} The pH data consists of a series of $N$ intensity measurements made at regular intervals, $\Delta t$. These measurements define a time series \{\textit{I}_i = I(t = i \cdot \Delta t): i = 1...N\}. Measurements made at sufficiently widely spaced intervals ($n \cdot \Delta t$) may be treated as independent variables, allowing one to construct $m$-dimensional vectors $X_i = \{\textit{I}_i, \textit{I}_{i+n}, \textit{I}_{i+2 \cdot n},...,\textit{I}_{i+m \cdot n}\}$ for $i = 1...(N-m)$. The quantity $\tau = n \cdot \Delta t$ is called the phase space delay time. A necessary requirement is that $\tau$ be chosen long enough to ensure significant variation among the components of $X_i$, but short enough to ensure that chaotic and stochastic fluctuations do not destroy the correlation between the components of $X_i$. A priori the appropriate dimension, $m$, is not known, but consistent results are obtained in the ideal case for any sufficiently large $m$. The trajectory defined by the vectors $X_i$ in this phase space will differ in detail from the true trajectory in the true phase space, but the geometry of the trajectory, including its fractal dimension, is invariant in most systems of physical significance.

Grassberger and Procaccia define the correlation integral, $C(r)$, as

$$C(r) = \lim_{N \to \infty} \frac{1}{N^2} \times \left\{ \text{the number of pairs of points (i,j) whose separation } |X_i - X_j| \text{ is less than } r \right\}.$$
For finite sets of data, this function may be approximated by

\[ C'(r) = \frac{1}{N(N-1)} \sum_{i,j=1}^{N-m} H(r - |X_i - X_j|), \tag{3} \]

where \( H(r) \) is the Heaviside function, defined as \( H(r) = 1 \) if \( r > 0 \); otherwise, \( H(r) = 0 \). Like \( N(r) \) in the fractal box dimension, a plot of \( C(r) \) versus \( r \) on a log-log plot typically yields a straight line in the limit of small \( r \). The correlation dimension, \( D_c \), is just the slope of this line. The appropriate phase space dimension, \( m \), may be found by computing \( C'(r) \) for phase spaces defined by \( \{X_i\} \) of increasingly higher dimensions. For dimensions \( m < D_c \), the slope of the \( \log(C'(r)) \) vs \( \log(r) \) plot should be equal to \( m \), the dimension of the phase space used in the computation. If the trajectory is associated with a strange attractor, the slope of the \( \log(C'(r)) \) vs \( \log(r) \) plot will be nonintegral and equal to \( D_c \) for sufficiently large phases space \( m \). In the analysis of numerical data, the choice of \( m \) involves a trade off. While increasing \( m \) generally reduces systematic errors, it also increases statistical errors.

Figure 6 displays log-log plots of \( C'(r) \) for several values of \( m \) for both the epoxy and the MgO data. The indicated dimension measurements were made using the darken portions of the curves, which were chosen to avoid the region of poor counting statistics at low values of \( C'(r) \) and the region of stochastic fluctuations at low \( r \). Both sets of correlation integrals show a clear tendency toward saturation for \( m \geq 5 \), with \( D_c = 3.3 \). This saturation is not complete, as we observe a small increase in slope with \( m \) for \( m \geq 5 \), most likely the consequence of the small data sets used in the analysis. Most importantly, the observed saturation is strong evidence that the larger fluctuations in the pH data are not stochastic. Further, the saturation at a nonintegral slope is strong evidence that these fluctuations are associated with a strange attractor, and thus are chaotic in nature.
The correlation integrals of the epoxy data show some curvature at intermediate values of \( r \) which may indeed be real, not the result of poor statistics. If so, this suggests that the attractor may be best described by a fractal dimension which effectively depends on \( r \). Analogous observations have been made concerning the fractal dimension of fracture surfaces of certain steels. When very wide ranges of surface feature sizes are used in the analyses, the effective surface fractal dimension is found to vary somewhat with feature size. However, over two decades of surface feature dimension, this dimension is nearly constant, as observed in the above slit island analysis of the epoxy surface. The possible connection between deviations from strictly fractal behavior in surface features and in \( \text{phE} \) data is a promising area for further study.

At very low \( r \), many of the correlation integrals of the \( \text{MgO} \) \( \text{phE} \) data show a sharp increase in slope. This transition occurs at \( r \sim 4 \) for low \( m \), where the pair counting statistics are still rather good. In this low \( r \) region, the slopes of the correlation integral are nearly equal to \( m \), the phase space dimension. This is characteristic of purely stochastic data, and implies that \( \text{phE} \) fluctuations below the transition are dominated by stochastic processes, such as white noise. Thus the \( \text{MgO} \) data are characterized by a low intensity white noise of amplitude \( r \sim 3 \), while the larger fluctuations are largely deterministic and fractal. The epoxy data show a similar transition at yet smaller value of \( r \), not shown in Fig. 6a).

As noted above, the saturation of the correlation integrals at a nonintegral slope is strong evidence that these fluctuations are associated with a strange attractor, and are thus chaotic in nature. The correlation dimension, \( D_c \), can be used to provide convenient if approximate bounds on the dimensionality of mathematical models which hope to describe the chaos associated with the \( \text{phE} \) data. A strict lower bound on the dimensionality of such models is provided by the box dimension of the attractor, \( D_b \). Since \( D_b > D_c \sim 3.3 \), we expect that at least four dimensions, or degrees of freedom, are needed. A theorem due to Whitney gives an upper bound on the necessary dimensionality equal to twice the local topological dimension of the attractor. If \( D_c \sim D_b \), this local dimension is four, and thus an upper bound on the necessary dimensionality is eight. This estimate is made without regard to the physical interpretation of the relevant dimensions, so a
physical model could in principle require more dimensions. However, many if not most of the commonly used model chaotic systems are described by mathematical models with dimensionality close to the local topological dimension of the attractor, which is in this case about four. Thus there is reason to hope that relatively low dimensional models may be constructed which reasonably describe the chaotic dynamics of the fracture process.

6. Lyapunov Exponent Estimates

Lyapunov exponents are among the most useful quantities in characterizing chaotic systems. On sufficiently small time scales, nearby trajectories in phase space tend to converge or diverge exponentially. The Lyapunov exponents indicate the average exponential rate of convergence or divergence for a dynamical system. Wolf et al. have developed a method often capable of determining the largest Lyapunov exponent for systems described by finite data sets in the presence of noise.\textsuperscript{28} We have employed this method to study these two data sets. A positive Lyapunov exponent is conclusive evidence for chaos, and reflects the time scale over which the evolution of a dynamical system becomes unpredictable.

We start with a reconstructed phase space based on the method of delays, as described above. As the data define only one trajectory, we cannot in practice follow the progress of two nearby trajectories. However, as the trajectories associated with attractors are typically somewhat cyclic, the convergence or divergence of nearby points on different "orbits" of the same trajectory can be used to estimate the exponents. Whatever trajectories are used in the computation, their characteristic divergence cannot be maintained beyond the "diameter" of a typical orbit, i.e. the magnitude of the largest fluctuations characteristic of the system. To ensure that the separation between the trajectories used in the analysis remains sufficiently small, one periodically replaces the nearby trajectory with another, closer trajectory. The choice of replacement time interval, $T$, involves a trade off between sources of error associated with long propagation times, and sources of error associated with the replacement process. The robustness of the exponent estimate with
respect to changes in phase space dimension, \(m\), phase space delay time, \(\tau\), and replacement interval \(T\), are generally good indicators that the problems associated with this choice are under control. The maximum Lyapunov exponent is then estimated as

\[
\lambda_{\text{max}} = \frac{1}{t_f-t_0} \sum_{i=1}^{P} \log_2 \left( \frac{L'(t_i)}{L'(t_{i-1})} \right),
\]

where \(L'(t)\) is the separation of the fiducial trajectory and the nearby trajectory at time \(t\), \(\{t_i\}\) are the times at which the nearby trajectories are replaced, and \(P\) is the number of trajectory replacements. \(t_f\) and \(t_0\) are final and initial times associated with the time series, respectively. Measuring time in units of sampling intervals and using base 2 in the logarithm of Eq. 4 yields Lyapunov exponent estimates in units of bits per sampling interval.

Figure 7 shows a series of Lyapunov exponent estimates made from epoxy phE data as a function of propagation time, \(T\). These estimates show a region of relatively stable values in the region of 6-16 sampling intervals. The corresponding Lyapunov exponent estimate is \(0.017 \pm 0.003\) bits per sampling interval, or 1.7 bits/\(\mu\)s. This estimate shows fair stability with respect to changes in phase space and dimension, and thus is reasonably reliable. The positive sign of this estimate is further strong evidence for deterministic chaos in the phE process.

The small amount of stationary phE data from the MgO sample makes the estimate of Lyapunov exponents computationally unreliable. However, the behavior of the estimates as the computations proceed suggests that the largest exponent is indeed positive.

7. Discussion and Conclusion

The irregular fluctuations of phE during the fracture of many materials indicate that deterministic chaos is a feature of the phE in many materials. In the case of the epoxy and single
crystal MgO, several measures of fractal and chaotic behavior strongly support this interpretation. The most precise measure of fractal behavior used in this study, the fractal box dimension, indicates that the phE fluctuations are indeed fractal, with fractal dimensions of 1.35 for the epoxy and 1.16 for the MgO. The fractal dimensions determined from the Fourier spectrum of the epoxy phE data is consistent with the corresponding box dimension, but displays limited precision. The correlation integrals of phE data from both materials indicate that the observed fluctuations can indeed be described in terms of an attractor of nonintegral dimension and therefore associated with chaos. The positive Lyapunov exponent estimate for the epoxy data is additional evidence for chaos in the phE/fracture process in this material. We therefore conclude that the phE accompanying the fracture of the epoxy displays significant, chaotic fluctuations. The evidence for chaotic fluctuations in the phE from single crystal MgO is also strong.

Slit island analysis of the epoxy surface indicates that the fracture surface of this polymer is fractal. Measurements of fracture surface fractal dimensions have hitherto largely been restricted to single crystal and polycrystalline metals and ceramics. The observation of fractal geometry in a brittle polymer suggests that the techniques of fractal analysis are applicable to this class of materials as well. Further, phE fluctuations during the fracture of the epoxy have the same fractal dimension as a one-dimensional cross section of the fracture surface. Within a given class of materials, the fracture surface fractal dimension often correlates well with fracture toughness.6,7 phE fluctuations during fracture appear to reflect the the creation of the same set of self-similar (or self-affine) structures that constitute the fracture surface and which contribute to material toughness. Thus phE measurements may prove useful in studies of dynamic crack growth and arrest in which variations of toughness are important. For instance, the ease of data collection and analysis of phE data relative to the analysis of fracture surfaces may make phE measurements valuable in the identification of promising samples in surveys of materials prepared under a variety of conditions.

Dynamic crack growth is a dissipative, nonlinear process. Many dissipative, nonlinear systems display chaos over certain ranges of their parameters. Chaos may also result from the
perturbation of a nonlinear system. A crack might experience such perturbations upon encountering defects, which can serve as nucleation sites for voids and microcracks in the process zone of the advancing crack. Crack deflection accounts for the effect of microstructure upon fracture toughness observed in many materials. The interaction of the crack tip with acoustic waves generated in microfracture events and their reflections could represent significant perturbations in the fracture of single crystal materials such as the MgO in this study. Since diffusion and aggregation often result in fractal structures, it is possible that in some systems a fractal distribution of defects actually results in chaotic perturbations. The correlation between fracture surface fractal dimension and toughness in some materials systems suggests that an understanding of the chaos producing mechanisms accompanying fracture may increase our control of material toughness through microstructural modifications.

Methods currently being developed to describe chaos in dynamical systems may prove useful in describing dynamic crack growth, particularly as they relate to fluctuations in the processes of crack growth and branching. Models of these processes have hitherto met with limited success, and the presence of processes which are extremely sensitive to noise or initial conditions would definitely be a complicating factor. Recently developed methods of data analysis may allow quantitative comparison of chaotic data with mathematical models. The low dimensionality of the attractors observed in this study indicate that models realistically describing the chaotic aspects of fracture can be constructed with relatively few degrees of freedom.

The results of this study suggest that pH measurements are useful probes of the production of fractal surface structures in real time. Thus, phase space trajectories reconstructed from pH data may prove useful in testing models of dynamic crack growth, especially when chaotic processes are involved.
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Figure Captions

FIG. 1. phE measurements made during fracture of a) the epoxy and b) single crystal MgO. The

FIG. 2. Autocorrelations of phE data from a) the epoxy and b) single crystal MgO.

FIG. 3 The Fourier power spectra of a) the epoxy and b) single crystal MgO. Logarithmic scales
are used on both axes.

FIG. 4. Plots of N(r) vs (1/r) used in the determination of the fractal box dimension, D_b, of the
phE data from a) the epoxy and b) single crystal MgO. Logarithmic scales are used on both axes.

FIG. 5. Graph of island area vs island perimeter as measured in the slit island analysis of an
epoxy fracture surface. The indicated slope is based on 63 island measurements.
Logarithmic scales are used on both axes.

FIG. 6. Correlation integral computations for phE data from a) the epoxy and b) single crystal
MgO as a function of phase space dimension. The slopes result from linear least squares
fits to the darkened portions of the curves. The phase space delay time in both sets of
calculations is 10 ns. Logarithmic scales are used on both axes.

FIG. 7 Lyapunov exponent estimates made from the epoxy phE data as a function of evolution
time, T. The phase space delay time and dimension used in the computations are 30 μs and
5, respectively.
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IX. PROPERTIES OF THE PHOTON EMISSION ACCOMPANYING THE PEELING OF A PRESSURE SENSITIVE ADHESIVE
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ABSTRACT

During the peeling of pressure sensitive adhesives, it is well known that visible light is emitted from the region near the detachment zone. This photon emission due to adhesive failure is a unique form of triboluminescence. In this paper, we further investigate the properties of this light from the peeling of a filament tape with a natural rubber-resin adhesive from its backing at various peel speeds. We show conclusively that small electrostatic discharges are the major source of this radiation. Total intensity vs time measurements show that the light consists of very intense bursts with typical duration of 50 ns which frequently induce additional discharges for times as long as 50-100 μs. Time resolved spectra of these emissions show them to be dominated by the line spectrum of molecular nitrogen for both the initial bursts and those that follow in the next 0.1-100 μs. Thus, the "after-emission" is not due to phosphorescence of the polymer(s), but due to these additional electrostatic discharges.

KEYWORDS: adhesive, pressure sensitive, peeling, triboluminescence, photon emission, fracto-emission, charge separation, electrical breakdown, microdischarge, optical spectra, time resolved spectroscopy.
I. INTRODUCTION

A number of researchers\textsuperscript{1-5} have investigated the well known \textit{triboluminescence} observed during the peeling of adhesives from polymers and other substrates. This photon emission accompanying peeling of pressure sensitive adhesives and other forms of interfacial failure has been attributed to small gaseous discharges due to the intense charge separation which occurs during the separation between two dissimilar materials such as the adhesive and a substrate.\textsuperscript{1-5} One test of these mechanisms which we performed involved peeling metal films from an inorganic insulator (glass) and found entirely similar behavior.\textsuperscript{6}

In previous work we have presented details of the properties of the light as well as the charged particle emission from systems undergoing adhesive failure.\textsuperscript{4-11} In particular, we have presented results showing that the detachment of a commercial brand of filament reinforced pressure sensitive tape from its own backing leads to strong bursts of photon and radiowave emission that were strongly correlated in time\textsuperscript{4} and that are highly localized spatially in the vicinity of the peel zone.\textsuperscript{5} Furthermore, we showed that the averaged intensity vs time behavior of these bursts consisted of a narrow, intense spike on the order of 50 ns in duration followed by a decay lasting typically for 50 to 100 $\mu$s. We interpreted the spike (found to be in coincidence with the onset of radio wave emission) to be the light from the discharge. The after-emission (the tail) was attributed to phosphorescence from the discharge activated surface.

Earlier published data on considerably different polymer/substrate combinations (e.g., PVC from glass) taken at low spectral resolution (by use of filters) have been presented by Ohara et al.\textsuperscript{1} and Klyuev et al.\textsuperscript{3} Ohara et al. observed the most intense emission in the region of the spectrum below 490 nm, consistent with gaseous discharges in air. At low pressures, features ascribable to luminescence of the glass substrate were also observed.

In this paper, we present higher resolution spectral measurements of the photon emission from the peeling of 3M Scotch Filament Tape No. 893 detached from its own backing. We present measurements of the time dependence of this emission, acquired at a faster time scale.
In addition, we have obtained time-resolved and time integrated spectra of this light. We examine the spectrum as a function of time relative to the larger bursts of light over a time range of 100 ns to several tens of microseconds. These results verify that indeed the initial bursts are due to the breakdown of air, and show that the after-emission is due to additional, smaller microdischarges triggered by the initial burst, rather than phosphorescence from the adhesive/backing polymers. In addition, we have also compared the light emitted from the surface several mm from the crack tip vs from the crack tip and see again discharge-like spectra. The origin of this light is shown to be due to "light piping" of emission from the crack tip, along the filaments.

II. EXPERIMENT

We selected 3M Scotch Brand Filament Tape as a test material. The adhesive is a natural rubber combined with a tackifying agent which is a hydrocarbon resin appearing to be terpene based. More tackifier is used on the face of the adhesive and less in the saturating layer binding the glass filaments to the backing. The polyester tape backing has been treated with a release coating with a critical surface tension for wetting of approximately 21 dynes/cm. The experimental geometry consisted of a roller arrangement such that pre-made sandwiches of adhesive and backing may be peeled apart continuously in total darkness and in the vicinity of a photomultiplier or spectrometer in a T-Peel fashion. All experiments were performed in air at room temperature. The relative humidity during these tests can have an influence on the intensity of the emission and fell in the range from 25-35%.

In Fig. 1 we show a schematic diagram of the system for acquiring spectra of the photon emission accompanying adhesive failure. The detachment zone of the T-Peel was placed approximately 1 cm from the entrance slit of the spectrometer. The crack orientation was at right angles to the slit to minimize stray light in the spectrometer. A 1200 lines/mm grating spectrograph (Thermo Jarrell Ash Monospec-18) was used with an EG&G Model 1421 gatable.
intensified position sensitive detector, responsive to light in the region between 200-830 nm. Both time-averaged and time-resolved data were acquired utilizing an EG&G OMA-III system.

A photomultiplier (PMT in Fig. 1) located near the peel zone was used to monitor total light intensity vs time. With suitable circuitry, bursts of light in the peel zone were transformed to 10 ns trigger pulses within a few ns of the onset of the bursts. With a discriminator, large bursts could be easily selected from a distribution of sizes. The spectrometer detector could be gated on at any time relative to this pulse between 70 ns - 13 ms and held open for time intervals from 100 ns - 10 ms. Time integrated spectra were acquired for time intervals of approximately 10 s which would correspond to ~5000 bursts. This light thus represented an average of the light emitted before, during and following isolated bursts.

For wavelength calibration we used a commercial mercury lamp whose spectrum contains several shorter wavelength lines in the region of interest.

Fig. 2 shows a block diagram of the experimental apparatus for acquiring total intensity vs time measurements. In this experiment the PMT output for a larger burst of photons was treated as a rapidly varying current pulse. After converting this current into a voltage, the resulting signal was amplified by a fast DC amplifier. This amplified signal was then digitized at time intervals of 5 ns/channel. The data were stored in a LeCroy-3500 Data Acquisition System.

III. RESULTS

Preliminary studies of time integrated spectra (over the interval from 200-600 nm) of the visible-near uv light produced during the peeling of 3M Filament Tape from its own backing showed that the emission was all concentrated in the wavelength interval from 300-440 nm. The time integrated spectrum in this region is shown in Fig. 3. Since the data was acquired continuously (therefore before, during, and following a large number of bursts), it contains photons produced both during the discharges and afterwards. First, we note that it is a
discrete spectrum. When compared with the characteristic gaseous discharge emission of $N_2$, $O_2$, $CO_2$, and other gaseous molecules, we found that each of the lines in the peel-induced spectrum corresponded to $N_2$ spectral lines. The transitions observed are the strong features of the Triple Headed Band$^{12}$ involving the $N_2$ electronic states: $B^3Î£ \rightarrow C^3Î£$. The individual lines correspond to various vibrational states within each of these electronic levels. The fall off in intensity towards shorter wavelengths seen in several of the spectral lines is due to rotational fine structure.

It should be noted that at our resolution the strong $O_2$ emission lines in this region of the spectrum overlap with some of the $N_2$ lines, e.g., at 336.7 nm. However, another strong $O_2$ emission line at 410 nm was undetectable. Consequently, we can ignore any $O_2$ contribution to the observed lines, including 336.7 nm.

We emphasize that in no part of the spectrum do we observe any evidence of broadband emission, characteristic of a surface or solid state luminescence process, which as previously mentioned, we had expected.

In an attempt to separate out possible luminescence spectra from the discharge spectra, we acquired time resolved spectra of the light produced after the bursts, using the system shown in Fig. 1. Four time intervals were investigated:

a) 70 ns to 10 $\mu$S,
b) 1 us to 11 $\mu$S,
c) 10 us to 20 $\mu$S, and
d) 50 us to 60 $\mu$S.

Here, the t=0 pulse is within a few ns of the rise of the photons in single bursts. Each spectrum (Fig. 4) represents acquisition of $10^4$ bursts. Because the light intensity is falling rapidly with time, it was necessary to sacrifice spectral resolution increasing the slit width. Nevertheless, we see that the basic shape of the spectrum does not change. The after-emission
has the same basic character of light from a discharge in air as opposed to some form of phosphorescence from the material surfaces.

In order to explain how such discharge-like spectra could occur so long after an initial burst, we examined in more detail the decay of the total light intensity following the bursts. Fig. 5 shows a signal averaged intensity vs time distribution of the photon bursts as detected by the PMT during peeling. The data were acquired at 5 ns/channel and represent an average over several thousand bursts. Fig. 5a are the results showing every channel (i.e., every 5 ns) in the vicinity of the burst; Fig. 5b shows the results with data displayed every 0.1 μs. These time averaged intensities show that the major peak has a feature which lasts less than 50 ns, perhaps limited by the amplifier electronics. This is followed by a second decay of with an equivalent time constant of 1 μs. Finally a third component decays with an equivalent time constant of 20 us. These results are consistent with earlier pulse counting studies.4 During all of these regions of time the spectra show discharge character.

Although the decaying emission shown in Fig. 5 appears very smooth, careful analysis of single bursts show that it is in fact a superposition of many bursts that:

1) occur in a time correlated fashion with the initial, generally stronger burst, and
2) decay in frequency and intensity as time progresses following the initial burst.

In Fig. 6, we show examples of these isolated PhE bursts produced during peeling of the adhesive tape, where the arrows indicate the onset of the initial burst. Both Fig. 6a and 6b show two to three bursts occurring on the time scale of a microsecond from single initial bursts. Also, viewing a large number of such data, we see no evidence of any smaller precursors to the initial, larger bursts.

If we allow large numbers of these events to accumulate by integrating their intensities by means of signal averaging, they form the smooth curves shown in Fig. 5. Thus, the decay constants are really determined by the frequency and size of these "multiple strikes", rather than
a solid state relaxation process such as observed in thermally stimulated luminescence. Instead, it involves a relaxation of surface charge and the interaction of the initial discharge with the charged surfaces and gases nearby.

One other observation that was suggestive of long decay in the light intensity was made by eye. When peeling the adhesive tape in the dark, one could clearly see light coming from the freshly detached surfaces, particularly on the adhesive side, for as far as 1-2 cm away from the crack. Could we be missing a long lasting phosphorescence? By use of proper baffles we could allow this light to enter the spectrometer and exclude the light from the crack. The resulting spectrum is shown in Fig. 7. Again, a discharge-like spectrum was observed with slight changes in the relative intensities (e.g., Fig. 3). Examination of the light propagating properties of the tape showed us that indeed photons could be transmitted from the crack tip region, most likely down the strands of glass reinforcing fibers, and be scattered out to the observer, normal to the tape surface. The changes in relative spectral line intensities can be attributed to the "filtering", i.e., the selective absorption of the light, which might occur in passing through the fibers and adhesive, apparently favoring the more violet part of the spectrum. So again, there is no evidence of long delayed emission after fracture and the light observed away from the crack is an artifact due to the "light piping" ability of this particular adhesive tape via the filaments it contains.

As we have reported earlier, the total photon emission intensities depend on peel speed. In Fig. 8 we show on a log scale the dependence on the peel speed of the integrated emission intensity between the wavelengths 300 nm-440 nm (solid) and the intensity of a single N₂ discharge spectral line at 336.7 nm (solid), where we have normalized the data at a single point [26 cm/s]. The behavior is essentially the same in both curves, namely a rapid increase in intensity (nearly exponential) followed by a "saturation at a peel speed of ~ 10 cm/s with evidence of a slight decrease at the highest speeds.

In examining the relative spectral intensities of two lines taken at different peel speeds, we find that the ratio of the peaks at 316 and 335 nm changes, namely the ratio I₃₁₆/I₃₃₅
decreases with peel speed. These lines correspond to transitions involving two vibrational states, namely v=1 and v=0, and to a first approximation, this ratio represents the relative populations of these two vibrational levels. Letting \( n_1 \) and \( n_0 \) represent the respective populations, we have:

\[
\frac{I_{316}}{I_{335}} = \frac{n_1}{n_0} = \exp[-(E_1-E_0)/kT]
\]

where \( E_1 \) and \( E_0 \) are the known vibrational energies of \( N_2 \) for v=1 and v=0. From the measured line intensities we can therefore calculate an average temperature in the discharges during peeling. Taking two extreme values in peel speed we calculate the following temperatures for the "sparks" created during peeling:

- slow (0.7 cm/s) 4200 K
- fast (15 cm/s) 3300 K.

Thus, at these particular peeling speeds, the slower peel yields "hotter" discharge events. These different temperatures suggest that discharge conditions in terms of charge separation and gas composition in the crack tip are more favorable at the lower speed for the production of higher energy breakdown events. As a consequence the gases in the "arc" reach higher temperatures at the lower peel speed. Thus, the much lower overall intensity at the lower peel speed (Fig. 8) is due to a much smaller number of discharge events per unit length of peel.

If we hold the peel speed constant but vary the water content of the air by artificially introducing water vapor in the region of the peel, we note that the intensity of the emission drops considerably. This so-called "wet" condition corresponded to 80% relative humidity. If we compare spectra for this "wet" condition with the "dry" condition (slightly different conditions then above), the ratio \( I_{316}/I_{335} \) decreases when the water content of the air is higher. For a peel speed of 2.7 cm/s, the calculated spark temperatures were:
a) WET 3900 K
b) DRY 5100 K,

thus showing that the higher humidity reduces the effective strength of the discharges occurring in the peel zone.

IV. DISCUSSION

From the experiment phenomenon we observed, we conclude that the photon emission is produced by excited electronic transitions in gaseous $N_2$. The discharge responsible for this excitation initiates because of intense electric fields created by the charge separation as the rubber adhesive detaches from the release coated polyester backing. The breakdown of the gas takes place when the strength of the electric field attains a critical value for the particular gases in the crack tip.

Immediately following the discharge event, secondary "strikes" can occur in the vicinity of the initial discharge. Electrons or ions created in the first discharge move in a diffusion manner under the influence of the electric field and create secondary charge via collisions with gas molecules and surfaces.

The drift velocity in air at atmospheric pressure can be estimated and therefore the distance the charge might travel before a second "strike" might occur. Experimentally derived curves are used\textsuperscript{14} which depend on the electric field strength, gas pressure, and temperature. Assuming an electric field strength is 20,000 V/cm (the breakdown potential of dry air), a temperature of 293 K, and a pressure of 760 torr, we determine the following drift velocities in air and distances the particles move in various times following the initial breakdown event:
<table>
<thead>
<tr>
<th>Particle</th>
<th>Drift Velocity</th>
<th>Dis. in 100 ns</th>
<th>Dis. in 50 µs</th>
</tr>
</thead>
<tbody>
<tr>
<td>electrons</td>
<td>8 x 10⁶ cm/s</td>
<td>8.0 mm</td>
<td>40 cm</td>
</tr>
<tr>
<td>N₂⁺</td>
<td>3 x 10⁴ cm/s</td>
<td>0.03 mm</td>
<td>1.5 cm</td>
</tr>
<tr>
<td>O⁻</td>
<td>1 x 10⁵ cm/s</td>
<td>0.1 mm</td>
<td>5.0 cm</td>
</tr>
</tbody>
</table>

At atmospheric pressure, the ionic states are extremely probable, so that the distances we expect the charges to move are on the order of a cm or less. The crack only moves about 0.003 mm in a 50 µs time period, so that it is not likely that the induced arcs are in the direction of the peel zone. More likely are regions along the peel zone. Since the tape is 2 cm in width, this sets an upper limit of about 100 µs for the time secondary "strikes" may occur. This is consistent with the duration of the tail observed following the initial bursts. On a much larger scale, lightning bolts in the atmosphere often occur in a correlated fashion, perhaps for similar reasons.

V. CONCLUSIONS

In this paper we have presented further details of the photon emission accompanying peeling of an adhesive from a polymeric substrate. A consistent interpretation of these and earlier observations requires that all of the light is due to electrostatic discharges alone. In this particular adhesive-substrate combination, no evidence of an "after-glow", i.e., phosphorescence, involving excitations of the adhesive/backing surfaces was detected. Instead, the decaying light observed following the large bursts consists of a set of correlated bursts, generally of smaller intensity and less frequent occurrence over a time period of 50-100 µs. We have argued that the charge released by the initial discharge drifts to other regions of the crack and initiates the observed secondary "strikes". Since the micromechanics of detachment are very likely critical to
the charge separation occurring, varying the rheology either chemically or by temperature variations would be an important direction to pursue.
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FIGURE CAPTIONS

Fig. 1. Schematic diagram of system for determining spectra of photon emission accompanying adhesive failure.

Fig. 2. Block diagram of experimental apparatus for time vs intensity measurements.

Fig. 3. Typical spectrum in the region from 300 nm to 440 nm of the photon emission during the peeling of 3M Filament tape. These spectra are not time resolved, so represent an integration over time.

Fig. 4. Time resolved spectra of the photon emission during different time periods following an initial photon burst.

Fig. 5. The signal averaged intensity vs time distribution of the bursts of light during peeling acquired at 5 ns / channel.

Fig. 6. Multiple photon bursts which occur during peeling of the tape.

Fig. 7. Time averaged spectrum of photon emission emanating from the tape surface approximately 1 cm from the peel zone.

Fig. 8. Dependence on peeling speed of the integrated intensity of the total photon emission (∇) and intensity of the 336.7 nm spectral line (Φ). The two data sets have been normalized to show their similarity.
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X. Autographs from Peeling Fiber Reinforced Pressure Sensitive Adhesives: Correlation with Failure Mechanisms

E. E. DONALDSON and J. T. DICKINSON

Department of Physics, Washington State University, Pullman, WA 99164-2814, U.S.A.

In past studies, we have investigated the nature of the photon emission accompanying the peeling of pressure sensitive adhesive tapes. These studies included producing clear images of the emitted light created by direct attachment/detachment of the adhesive from photographic film (i.e., autographs). Here we present an extension of this work to very slow peeling rates (< 0.05 mm/s) in which we examine how the resulting autographs from fiber reinforced tape are influenced by the micro-mechanical behavior of this composite tape during high angle peeling.

KEY WORDS Pressure sensitive adhesives; fiber reinforced tape; peel test; triboluminescence; fracto-emission; photon imaging; autograph.

I. INTRODUCTION

When two dissimilar materials are separated, the newly created surfaces are usually electrostatically charged. With the use of suitable probes and an electrometer, we have found that such surfaces carry net charges as well as alternating patches of both positive and negative electrostatic charge. During a fracture or peel process, oppositely charged surfaces form in close proximity, resulting in microdischarges between these surfaces. In some cases, we also find convincing evidence for discharges along the newly created surfaces. These small discharges cause the emission of photons (phE), and radiowaves (RE), as well as a variety of charged and neutral species. [These emissions are generally known as Fracto-Emission (FE)\textsuperscript{1-4,6,7}].

Our past investigations of the emission accompanying the peeling of pressure sensitive adhesive tapes from various substrates have included pulse counting experiments in which the phE, electron, and/or the RE bursts were detected and their size and time correlations determined,\textsuperscript{1,2} time resolved spectroscopic analysis of the phE\textsuperscript{3}, and direct imaging of the phE by production of autographs on Polaroid films\textsuperscript{4}.

These experiments verified that the phE arose predominantly from highly localized microdischarges and when peeling took place in air, consisted of discrete molecular nitrogen lines in the blue portion of the spectrum. This N\textsubscript{2} radiation was observed to originate both from the vicinity of the peel and also from the surface of the tape at several mm distances from the peel line,\textsuperscript{3} indicating that both discharges across separating surfaces in the peel zone and discharges along the surfaces resulted in gas phase excitation. In addition, it was shown that the emission...
rate and spatial distributions depended strongly on the conditions of peeling: namely, the substrate, the peel geometry, the peeling rate, and the gas environment.

In this paper, we focus our attention on the peeling of 3M Filament Tape in a sharp angle peel using the autograph technique. This material exhibited a wide range of instantaneous peel rates (slow-fast peel behavior) due to the mechanical properties of this composite system in a high angle peel. Furthermore, we wish to illustrate that for this type of system, the autograph technique provides images at very low peel rates (≈ 0.0016 mm/s), and that the observed images are intimately related to the micro-mechanical events accompanying slow, high angle peel.

II EXPERIMENTAL METHODS

We used 3M No. 893 Filament Tape in this study. This product has an adhesive of natural rubber combined with varying amounts of a tackifying agent which is a terpene based hydrocarbon resin. More tackifier is used on the face of the adhesive and less in the saturating layer binding the glass filaments to the backing. The back of the polyester tape carrier has been treated with a release coating having a critical surface tension for wetting of approximately 21 dynes/cm [mN/m]. The tape is 2 cm wide.

Peels from the photographic film were performed at either constant applied force or constant strain rate at a peel angle of 150° (dictated by constraints of the film holder). Constant force was supplied by hanging masses between 150-250 grams (a force of 1.5-2.5 N) on the tape's end, shown schematically in Fig. 1. For the extremely slow peel rates studied here, small fluctuations in the acceleration of the mass can be neglected. Constant strain rate loading down to 0.0016 mm/s was provided by a motor-driven mechanism. In all cases, only average peel rates were measured. A force transducer was used to measure the instantaneous peel force under condition of constant strain rate. [Note in Fig. 1 the definitions of "longitudinal and transverse directions."]

Autographs were recorded in the dark by peeling filament tape directly from Polaroid Type 107C film (ISO3000). The Polaroid film was developed and printed in a Polaroid camera back in the usual manner. Examination of the substrates and of the tape showed no evidence of cohesive failure.
To observe visually the slow-rate peeling process, we replaced the film with a PMMA substrate and used a stereoscopic microscope at magnifications in the range of 15 to 120X. With a transparent substrate the peeling could be viewed either through the substrate or from the edge of the tape (on an axis parallel to the peel line).

III RESULTS AND DISCUSSION

Peeling the tape from the surface of Polaroid Type 107C film at low rates produced autographs of the accompanying photon emission. Fig. 2 shows an autograph of the light emission as the tape is peeled in a slow then fast sequence where slow peel was at 0.04 mm/s and the fast peel was at ~ 5 mm/s. The patterns of light intensity show periodic variations in both longitudinal (along the length of the tape and fiber direction) and transverse (normal to the fiber direction and parallel to the peel line—across the width of the tape) directions. In the rapid peel region, we see patterns similar to those reported previously, namely bright spots due to localized, strong discharges with high correlation in position with the position of the fibers.

An enlargement of Fig. 2 is shown in Fig. 3 where the slow peel region is seen to exhibit many smaller localized discharges. The longitudinal variations in this pattern have an average "wavelength" of 3.8 mm and the transverse variations have spacings the same as distance between fiber bundles (0.54 mm). Following the very dark bands, the longitudinal bands arise showing a sharp increase in emission intensity at their leading edge (at A in Fig. 3) followed by a decay in both the intensity and in the average radii of the spots. Those features near the leading edge of the high emission band have a diffuse character, while those in the lower emission region (e.g., B in Fig. 3) are sharper and smaller in size. Subsequently ( at C in Fig. 3) the phE nearly disappears from the autographs. Obviously, the mechanics of this particular sample and peel geometry are strongly influencing the spatial (and time) dependence of the phE.

The tape exhibits transverse creases after peeling at a peel angle of 150°-180° from almost any surface, including the film. This pattern of creases resembles the transverse patterns of light in the autographs. Fig. 4 is a comparison of an autograph with the corresponding piece of tape after peeling at an average peel rate of 0.008 mm/s. The tape backing was illuminated with a beam of light at a low angle; both tape and autograph are shown
at the same magnification. As seen in Fig. 4, the creases display a pattern much like the transverse lines of strong emission and the longitudinal lines in the autograph correspond to the spacings of the fiberglass bundles.

To further investigate the mechanical behavior of this system, we peeled Filament Tape at constant strain rate from a rigid glass or PMMA substrates at a peel angle of nearly 180° simultaneously measuring the force and carefully observing the peel zone. The two kinds of experimental conditions namely peeling tape from flexible photographic film and peeling it from rigid, smooth glass or PMMA surfaces might be thought to be incomparable. However, we observed visually that the sequence of mechanical events observed during the peeling from the photographic film (observed in light) occurred in a similar fashion when tape was peeled from a rigid substrate.

A typical force vs time record is shown in Fig. 5a which shows major maxima of \(-0.7\) N, each followed by a rapid drop to minima of \(-0.35\) N. We observed in each case that the rapid build-up of force occurred during a period when the peel line appeared to have arrested, whereas the sudden drop in force accompanied the relatively sudden detachment of a creased region of tape. It is important to emphasize that these oscillating forces observed at these low peel rates are unrelated to the more customary stick-slip effects seen at much higher peel rates.

During this particular peel we marked the position of the peel zone on the edge of the tape each time that the peel force exhibited a sudden decrease. These marks allowed us to examine the correlation between the peel force variations and the resulting topography of the tape when photographed under low angle illumination (see Fig. 5b). Corresponding features A-K are identified in Fig. 5a and 5b. At position A the experiment was started where the force initially reached a plateau value corresponding to steady, slow peeling. After a slowly accelerating increase, the force reached a maximum then displayed a sharp decrease at B. The mark on the tape corresponding to this instant (B in Fig. 5b ) aligned with the creased region of the tape which had detached from the substrate fairly quickly. As the peel continued, the force again increased, followed by a pair of sharp declines at C and D. In Fig. 5b, the corresponding creases were not formed transversely across the tape but in a diagonal manner; crease C had not completely detached before crease D began, thus causing the force to show a double maximum.

At point E the force again reached a maximum before a sharp drop which accompanied by fast peel and a crease at E in Fig. 5b. As the force rises toward G it goes through a small minimum at F. When we examine the tape in Fig. 5b we find a partial crease at F. The subsequent sharp force decreases. H-K, are typical of the majority
of other cycles we measured, namely they represent individual sudden reductions in the force, each accompanied by a single crease fairly well aligned in the transverse direction. All of these variations in the peeling sequence show up readily in the autographs (Fig. 2-4).

Kaelble has studied the peeling behavior of pressure sensitive adhesives and noted that the visco-elastic properties lead to the development of regions of compressive stress (+) as well as tensile stress (−) near the peel line. A sketch of the profile of filament reinforced tape during peeling from a rigid substrate is shown in Fig. 6, where the regions of compressive and tensile stress are identified. When the longitudinal edge of the tape is observed during peeling, one sees that the plasticized face adhesive is undergoing longitudinal flow and is squeezed from the region of compressive stress away from the peel line, into a region of tensile stress (− in Fig. 6), about 1 mm ahead of the peel line. This causes curvature (concave downward in Fig. 6) to develop in both the tape backing and in some of the adjacent fibers as they are pushed away from the substrate. The formation of this bulge is assisted by the longitudinal compressive force on the backing due to the 150° loading. For a short distance (approximately 1 mm), as the peel line continues to advance, this bulge moves as a wave in concert with and ahead of the peel. This leads to the region of the autograph labeled B in Fig. 3, one of fairly uniform, low intensity.

In a fairly abrupt fashion, this bulge becomes a permanent crease or fold in the tape backing. In addition, the glass filaments in the strands close to the peel zone are divided such that some of them remain attached to the polyester backing and some remain attached to the substrate. This configuration produces a stiff section in the tape which tends to be peeled as a unit and in essence has a large surface area associated with it. This results in an increased resistance to peeling, thus causing the the radius of curvature, (r in Fig. 6) to decrease. During this time, the crack front advances very slowly towards the creased region, yielding little evidence of photon emission (region C, Fig. 3).

When r reaches a critical minimum value, a number of the fibers fracture in a brittle fashion. On the average, we measure an $r_{min}$ of ~30 μm. Accompanying fiber fracture is a sudden change in the forces applied to the creased region of the tape causing it to pull from the substrate fairly quickly, usually propagating transversely from one fiber bundle to the next. This creates the brighter edge of the autograph pattern (region A in Fig. 3). After this stiff, folded section has peeled from the substrate, the cycle begins again and repeats every 3 to 6 mm along the length of the tape, where the largest spacing occurs at lowest peel rates.
After the peel is completed we can measure that the tape is slightly shortened (0.3%) due to the creasing process. Microscopic examination of the tape shows that approximately 20% of the fibers are broken at the leading edge of the crease, precisely where the bend became sharpest. As a further demonstration of this failure mechanism, using a roll of Filament Tape we deliberately delaminated the backing from a single bundle of fibers so that the fibers remained adhering to the release coated polyester. When this single bundle of fibers was peeled from the polyester in a 150° peel, we observed the same slow-fast peel previously described, with oscillations in the radius of curvature (which are even more extreme than seen in the tape). Similarly, when the single bundle is examined after peeling, extensive fiber breakage is observed at fairly uniform intervals of length (approx. 0.8 mm), roughly 1/3 the interval for the tape.

The origin of the highly localized features on the autographs in the region labeled B, Fig. 3 can be understood in terms of the normal behavior of a viscoelastic adhesive during peeling. Microscopic examination of the tape prior to attachment to the substrate shows that the adhesive face is not planar but follows the contour of the fiber bundles. When the tape is pressed onto any substrate the closest contact is made at these ridges whereas longitudinal bubbles lie in between the ridges and prevent good contact with the substrate. When the tape is subsequently peeled these "lines" of better contact and therefore form a locus of interfacial failure which in turn produces aligned spots on the autographs. In contrast, the valleys represent regions of very poor contact, thus

For moderately slow peeling the autographs, such as Fig. 3, allow us to identify approximately 2 to 4 discharges/mm$^2$ of tape area peeled in air. This is similar to the areal density of discharges which we counted previously arising from the T peel configuration for slow peeling$^2$ of this tape in a nitrogen atmosphere.

It is interesting to compare the interval in which the peeling produces little or no light (e.g., region C, Fig. 3) for the cases of constant applied force vs constant strain rate. This region is noticeably wider and darker for constant force than for constant strain rate conditions, reflecting the differences in the mechanical response of the system to these different types of loading.

We should also note that at constant applied force we recorded emission at an average peel rate of 0.003 mm/s. At a peel rate of 0.0015 mm/s, the resulting autograph shown in Fig.7 appears to be blank. On the original photo, one can see ~20 small discharges. This is consistent with other studies we have carried out.
involving variations in fracto-emission intensities with crack speed which we have attributed to the charge separation process and leakage of charge occurring in the crack tip region.

Previously, we learned that the number of photons (as well as the size of the accompanying RE bursts) associated with the microdischarges increases on exposure to N\textsubscript{2}. We suspected that this enhancement would make the autographs more intense and enhance the images at low peel rates. Conversely, we also had discovered that the number of photons created at a microdischarge were quenched in O\textsubscript{2}. The gas phase phenomena which explain these results are discussed in reference 2. In Figures 8a and 8b we compare the autographs of Filament Tape peeled from film at an average peel rate of 0.033 mm/s in air and when N\textsubscript{2} and O\textsubscript{2} were introduced at one atmosphere: we note the obvious enhancement of light by the N\textsubscript{2} and strong suppression of emission by O\textsubscript{2}. Obviously, if one desires to detect extremely slow peel, one could easily introduce N\textsubscript{2} to take advantage of the enhancement.

IV SUMMARY AND CONCLUSION

In summary, we have shown that:

1. phE caused by tape peeling of Filament Tape produced autographs which could be observed at average peel rates approaching 0.0016 mm/s.

2. The bright transverse bands of emission appearing in autographs are the result of periodic events involving viscous flow of adhesive, fiber fracture, and rapid detachment of adhesive from the substrate.

3. At peel rates averaging less than 0.001 mm/s, the intermittent nature of the peeling assures that there are periods when the interfacial failure is extremely slow and the corresponding light emission is nearly

4. Peeling in the presence of gases other than air has a striking effect on the autographs. Nitrogen supports electrical discharges and causes enhanced light emission. Oxygen quenches discharges and suppresses light emission. These dramatically effect the intensity of the light recorded in autographs, which could be useful for studying very slow failure.
This work illustrates that autographs provide details of the detachment process of a composite tape from a smooth substrate during high angle peeling. In this type of loading, the fiber reinforced tape undergoes a sequence of micro-mechanical steps which strongly influence the instantaneous rate of detachment, which in turn leaves a unique record on the exposed film. The occurrence of this type of failure at such slow peel rates appears to be quite distinct from the usual stick-slip failure seen at very high peel rates. We propose that these and other fracto-emission studies can aid our understanding of the various failure modes in a composite system including filament reinforced tape and therefore assist in improvements in tape design.
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FIGURE CAPTIONS

Fig. 1 Schematic diagram of the experimental arrangement for peeling tape from a substrate under constant applied force conditions.

Fig. 2 Autograph of slow then fast peel of filament tape from Polaroid Type 107C film. Tape is 2 cm wide. Slow peel at 0.05 mm/s.

Fig. 3 Enlargement of Fig. 2.
Fig. 4  Autograph of a slow peel experiment and photograph of creases in the backing of the corresponding piece of tape. Slow peel at 0.008 mm/s.

Fig. 5  

a) Force vs time during intermediate rate peeling of filament tape from PMMA (2 cm tape width).
b) Photgraph of creases in backing of corresponding piece of tape.

Fig. 6  Drawing of filament tape profile during peeling from a rigid substrate.

Fig. 7  Autograph of slow then fast peel of filament tape from Polaroid Type 107C film. Slow peel was at 0.0015 mm/s.

Fig. 8  Autographs of slow peel (0.033 mm/s.) in air then a) in N₂ or b) in O₂ at one atmosphere, followed by fast peel in air.
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XI. The role of damage in post-emission of electrons from cleavage surfaces of single crystal LiF

J. P. Mathison, S. C. Langford, and J. T. Dickinson
Department of Physics, Washington State University, Pullman, WA 99164-2814

ABSTRACT

It has been previously reported that the cleavage of single crystal LiF produces intense, long lasting electron emission persisting several minutes after fracture (called post-emission). We find that this contrasts dramatically with the weak, rapidly decaying emission accompanying LiF fracture in 3-point bend or tension. We examine the dependence of intensity and duration of the electron emission produced by LiF cleavage on the interaction of the cleavage blade with the LiF crystal. We show that the damaged region where the cleavage blade and crystal come into contact is by far the major source of the post emission. Macroscopic particles ("ejecta") from the damaged region which frequently cling to the fracture surface are also shown to be highly emissive. In contrast, the "untouched" cleavage surface emits little, if any, post-emission (on the time scale of several seconds). We propose that the high intensity emission originates from defects created during the production of higher index plane fracture surfaces.
I INTRODUCTION

The emission of particles and electromagnetic radiation accompanying deformation and fracture is of long standing interest to those who study the atomistics of material failure.\textsuperscript{1-6} Collectively we refer to these emissions as \textit{fracto-emission}. Of particular historical and scientific interest have been studies of fracto-emission from alkali halides, which have a simple crystalline structure and are available in high purities. Of these, LiF is most amenable to study, due to its chemical stability with respect to water and its relative brittleness even in high purity forms. Several authors have reported intense, prolonged emission of electrons accompanying the cleavage of LiF, persisting as long as 10 minutes after fracture, and have offered various explanations of the effect.\textsuperscript{2-4}

Wollbrandt and coworkers studied this post-emission as a function of sample temperature.\textsuperscript{2-3} They attributed the prolonged emission to field assisted EE from defect centers at or near the crystal surface. The decay kinetics were observed to be second order over a wide range of temperatures (80-300 K), suggesting that the decay kinetics are controlled by a recombination process involving tunneling. More recently, Lipson et al. have studied the prolonged electron emission (EE) and positive ion emission (PIE) accompanying the cleavage of LiF, concluding that charge carried to the surface by moving dislocations was responsible for the EE.\textsuperscript{4} The rate controlling process was believed to be the unpinning of dislocations as charged defects (vacancies) initially associated with the dislocations diffuse to the surface. Our interest in this phenomenon was stimulated by our observation that this prolonged emission after fracture of LiF in tension and 3-point bend was absent.

II EXPERIMENT

Nominally pure, single crystal LiF obtained from Optovac was cut into samples with a diamond saw, polished with 3 μm diamond paste, and ultrasonically cleaned in acetone. Samples to be cleaved or fractured in 3-point bend measured $2 \times 6.5 \times 13 \text{ mm}^3$, while samples to be fractured in tension measured $2 \times 3 \times 18 \text{ mm}^3$. These samples were not annealed prior to fracture, in contrast to those studied by Lipson and coworkers.\textsuperscript{4} The samples were mounted and fractured at room temperature in a vacuum system maintained at pressures of $-10^{-5} \text{ Pa}$. Experimental details are similar to those describe elsewhere.\textsuperscript{6} EE (and PIE) from LiF fractured in 3-point bend were detected with a Galileo Electro-Optics Model 4039 Channeltron electron multiplier (CEM) positioned
approximately 2 cm from the freshly formed surface. Unnotched tensile specimens were made by epoxying Al clamps to the ends of LiF crystals. Tensile loads resulted in linear stress/strain curves and led to cleavage-like fracture initiating at edge flaws. Cleavage experiments were also carried out on unnotched samples. In order to determine the effect of the cleavage blade/sample interaction on the resulting EE, we varied the blade wedge angle and impact velocity. The maximum penetration of the blade into the sample was determined by an adjustable stop positioned on the rod used to advance the blade. Measurements were also made of EE from LiF surfaces abraded with a variety of metal and diamond points to investigate the possible role of abrasion. The output of the CEM was pulse counted with a multichannel analyzer. The counting interval was either 1 or 100 ms/channel.

As certain surface features appeared to be correlated with prolonged EE, a device was built to scan the cleaved surfaces with a CEM. The sample to be cleaved was mounted on a platform which could be moved past the CEM, a Galileo Electro-Optics Model 4020. A grounded metal shield with a 0.5 mm diameter aperture was fixed in front of the entrance to the CEM so that the sample surface passed 1 mm from the shield on the side opposite the CEM. Thus the CEM detected EE from a limited area of the sample surface. After cleavage, the platform was used to move the sample back and forth past the shield aperture at rates of 50-150 μm/s with a variable speed motor. The location of the sample at any given time was determined from the starting position and scan rate. The scanning experiment thus involved cleaving the sample, positioning the cleavage surface in front of the shield aperture, and then translating it back and forth past the aperture. We estimate the resolution of the scanning system to be ~±1 mm.

III RESULTS

Figure 1(a) shows typical EE data accompanying the fracture of LiF in tension acquired at a rate of 1 ms/channel. A burst of emission essentially one channel in width was observed, followed by a second, smaller peak about 8 ms wide. No measurable emission was observed at later times. Figure 1(b) shows EE on a much slower time scale from fracture of LiF loaded in 3-point bend. The EE decay was essentially complete within one counting interval, 100 ms. Data taken on faster time scales indicated that EE decayed to background levels in 10-20 ms. Photographs of the fracture surfaces showed generally smooth (100) planes marked by occasional river lines.
This contrasts with previous observations of MgO fractured in 3-point bend, in which substantial portions of the fracture surface were not (100) in orientation, but inclined about 16° to the <100> direction. The peak intensity and total integrated emission due to cleavage was generally much greater than that due to fracture in tension and 3-point bend. However, as shown in Fig. 2(b), cleavage did not always produce such intense, long-lasting post-emission. Since the interaction of the cleavage blade with the sample is unique to the cleavage mode of loading, we examined some of the obvious parameters and determined the following:

- Intense post-emission was associated with low blade velocities (which by necessity, required significant blade penetration).
- Blunt blades were also associated with large post emissions.
- Conversely, weak post-emission was consistently observed from samples cleaved with high blade velocities and minimal sample penetration.
- Intense post-emission was always associated with significant blade penetration into the sample.

Examination of the resulting cleavage surfaces showed that particular types of damage in the region where the cleavage blade struck the crystal correlated well with intense post-emission. SEM photos of two fracture surfaces exhibiting intense, prolonged EE are shown in Fig. 3. The surface of Fig. 3(a) shows a damaged region 100-200 μm deep resulting from contact with the cleavage blade. A magnified view of this end of the crystal shows a high density of small, dust-like particles on the surface adjacent to the damaged zone. These particles, known as ejecta, appear white under the SEM due to high secondary electron escape probabilities for small particles. This surface yielded unusually intense post-emission. Another surface yielding intense post-emission is shown in Fig. 3(b). The cleavage blade shattered a modest portion of the crystal extending about 2.5 mm from the point of impact. Some ejecta is also evident in the magnified view of the damaged region. Both crystals display broad (100) cleavage planes in the region beyond the damaged zone. Occasionally, the end of the crystal opposite the point of impact was significantly damaged by the reaction forces exerted by the sample holder. This damage is
evident in both surfaces shown in Fig. 3. Samples exhibiting intense post-emission always displayed significant
damage at the point of impact. This surface damage is the most striking difference between surfaces created in
cleavage and those created in the other deformation modes.

By scanning the sample past a CEM with a small effective aperture, we were able to show that the
intense, prolonged EE associated with cleavage was much more intense in the region of the sample which had been
damaged by the blade. Figure 4 shows the EE observed during scans of the cleaved surfaces shown in Fig. 3. The
initial detector position during cleavage is such that in spite of reduced solid angle, healthy, long lasting emission
curves are evident. A few seconds are required for positioning the manipulator for scanning. Comparison with the
SEM photos of Fig. 3 shows that the extent of the damaged region roughly correlates with the extent of peak
emission. (Note that the EE intensity is displayed on a log scale.) The scan of Fig. 4(a) shows fairly narrow peaks
superimposed on a continuous decay, consistent with the narrow damaged region shown in Fig. 3(a). The EE
observed during the scan of relatively undamaged portions of the surface is largely due to the limited spatial
resolution and to small damaged regions along a portion of the surface edges. The EE displayed in Fig. 4(b) drops
to background levels between the peaks. This is consistent with the more perfect cleavage surface displayed in the
undamaged portion of Fig. 3(b). In spite of limited spatial resolution of our scanning system, we see that the peak
EE from the damaged regions of both samples is one to two orders of magnitude greater than that from the

Some of the damaged regions yielding long EE decays had features very similar to those found in wear
studies of MgO,8 which, like LiF, has the NaCl structure. We therefore abraded LiF surfaces with a diamond up
to compare the resulting EE with that associated with cleavage. As shown in Fig. 5, this form of stimulation
resulted in intense post-emission quite similar to the intense cleavage-induced post emission. LiF surfaces abraded
with metal tips yielded similar results. As in the case of cleavage, we found a strong correlation between the
intensity of the post-emission and the degree of surface damage created by abrasion.

The ejecta frequently observed on cleaved surfaces yielding intense post-emission were also evident on
abraded surfaces. To investigate the EE associated with ejecta, we abraded a clean LiF crystal in vacuum with a
metal file. The ejecta was allowed to fall 10 cm through a grounded metal tube onto a platform positioned
approximately 3 cm from the entrance cone of a CEM. Care was required to prevent the accumulation of ejecta on
the front cone of the CEM. The detector was shielded from the LiF crystal so that only electrons from the ejecta were detected. As shown in Fig. 6, EE from ejecta was extremely intense, even after 10 minutes, and showed decay kinetics similar to that of EE from abraded and cleaved LiF crystals.

We attempted to remove the ejecta from the damaged region corresponding to an intensely emitting cleavage surface to determine if the underlying damage zone of the crystal contributed significantly to the observed emission. Unfortunately, the adhesion of the ejecta to the crystal was so extreme (very likely due to electrostatic attraction of charged surfaces) that our attempts failed. However, the damaged regions of a number of cleaved crystals yielding intense EE differed considerably in the quantity of adhered ejecta. Therefore, it is unlikely that the ejecta is the sole source of the intense emission. We suspect that the underlying damaged surface also contributes significantly to the prolonged EE.

IV DISCUSSION

The weak, short-lived EE from LiF fractured in tension and 3-point bend relative to the intense post-emission often observed following cleavage suggests that post-emission is not intrinsic to the fracture process. Cleaved LiF displaying post-emission consistently showed a damaged region at the point of blade impact. CEM scans of cleaved surfaces yielding post-emission showed that the bulk of the emission originated from the damaged end of the crystal. Therefore we conclude that the smooth (100) fracture surface is not responsible for the intense, prolonged EE observed following cleavage.

Discussions of post-emission mechanisms must therefore focus on the highly damaged regions at or adjacent to the surfaces that have interacted with the cleavage blade. Previously proposed emission mechanisms may well be appropriate, e.g., those involving the production of point defects (e.g., Wollbrandt) or dislocations (e.g., Lipson). Cathodoluminescence studies of indented and abraded LiF have shown high densities of point defects at or near the surface of the damaged regions. The region of the crystal struck by the cleaving blade is also likely to undergo severe plastic deformation, which requires dislocation growth and multiplication. Thus, we expect the damaged region of the cleaved surface to have both kinds of defects in abundance. The same is true of the abraded surfaces and the ejecta, which also displayed intense post-emission.
As noted above, previous fracture-emission studies of MgO loaded in 3-point bend showed that surfaces which coincide with the (100) cleavage plane are less effective in pHe and EE than surfaces which do not. We call surfaces inclined to the favored cleavage plane(s) "off-axis" surfaces. With the exception of cleavage steps, the off-axis surfaces created during the fracture of MgO in 3-point bend appear quite smooth even when observed at high magnifications under an SEM. We believe that the submicroscopic steps required to accommodate the observed 16° inclination to the cleavage plane contribute significantly to the pHe and EE observed during fracture, and most likely participate in post-emission as well. These surfaces would have a higher density of defects than the (100) cleavage plane and a lower defect density than the damaged regions produced by cleavage blade impact.

Significantly, the persistence of the post-emission is intermediate as well. To facilitate comparisons with MgO fractured in 3-point bend, we cleaved a few MgO single crystals. We found that "well-cleaved" MgO (minimal surface damage by the cleaving blade) showed little, if any, post emission, while samples damaged by the cleavage blade yielded post-emission lasting several minutes. Neither MgO nor LiF displayed post-emission following cleavage except when significant damage resulted from the impact of the cleavage blade. Yet another correlation between post-emission and the degree of off-axis fracture is evident in the EE decay from MgO relative to LiF, both fractured in 3-point bend. EE from MgO fractured in 3-point bend lasts some tens of seconds, in contrast to the tens of milliseconds required for EE decay from LiF fractured in the same mode. The fracture of LiF in 3-point bend does not result in off-axis surfaces, whereas the fracture of MgO in 3-point bend does. We therefore conclude that the post-emissions from both materials are strongly correlated with the occurrence of off-axis fracture surfaces.

Off-axis fracture and high defect densities and may also be associated with high crack velocities. High crack velocities often lead to instabilities in crack propagation and crack bifurcation, and thus higher degrees of off-axis fracture. Experimentally, high crack velocities may be realized in tensile loading and 3-point bend by reducing the maximum size of surface defects. This results in stronger specimens and thus higher elastic strain energy densities at failure. Providing that the crack velocities are well below the Rayleigh wave limiting velocity, higher strain energy densities result in higher crack speeds. In the case of MgO loaded in 3-point bend, we have shown that peak photon emission intensities increase with sample strength. This is readily explained if surface defect densities increase with crack velocity and sample strength.
We have also found that EE intensity can be a strong function of crystal orientation when orientation affects the degree of off-axis fracture. In work on oriented MgF$_2$ fractured in 3-point bend we have found that orientations favoring clean cleavage typically yields a quarter or less of the EE intensity characteristic of orientations favoring off-axis fracture.\textsuperscript{10}

With regard to the identities of the defects associated with the post-emission process, we note that thermally stimulated electron emission and photon emission (TSEE, TSL) work suggest that the common V-type centers (H, V$_k$, V$_t$, and V$_f$) decay by the emission of a hole well below room temperature.\textsuperscript{11} Thus V-type centers probably do not participate in post-emission. However, a number of workers have observed intense TSEE and TSL between 300 and 400 K.\textsuperscript{3,11,12} These emissions have been attributed to the release of electrons from traps formed by surface lattice defects.\textsuperscript{13} The modest stability of these traps at room temperature make them good candidates for sources of mobile electrons following room temperature fracture. We have little information about the participating recombination centers, although as noted above, they are probably not simple V-type centers.

Fracture surfaces, especially damaged or off-axis surfaces, may well display a wide variety of more complex electron and hole centers associated with vacancy aggregates or surface steps and corners.

Wollbrandt et al. suggest that the surface F$^-$-center (an anion vacancy associated with two trapped electrons) is the participating electron trap and that the surface F$^+$-center (an anion vacancy associated with no trapped electrons) is the recombination center.\textsuperscript{3} The electron density of the F$^-$-center extends well beyond the vacancy itself, facilitating tunneling to nearby F-centers (anion vacancies associated with one trapped electron) and F$^+$-centers. Electron tunneling from F$^-$-centers to nearby F-centers is equivalent to the motion of the F$^-$-centers among the surface anion vacancies. This defect motion, being the result of tunneling, is relatively insensitive to temperature.\textsuperscript{5} This would explain the relative insensitivity of the decay kinetics to temperature observed by Wollbrandt. Auger recombination at F$^+$-centers would yield EE. A parallel process producing photons with identical kinetics should be detectable, similar to that seen in MgO.\textsuperscript{6}

Further evidence concerning the nature of the recombination process is provide by the decay kinetics. Wollbrandt observed second order kinetics in the post-emission decay. In our data, the emission decay was not described by kinetics of a single order. Figure 7 represents the EE decay of Fig. 2(a) on a log/log plot. Although the EE decay kinetics over the entire time interval are not described by a simple $1/t^\alpha$ relationship, $1/t^{1.6}$ provides a
fair description over a decade in time. The gradual increase in the exponent of the EE decay (n = -slope) to a roughly constant value of 1.6 in Fig. 7, is characteristic of tunneling recombination involving randomly distributed electron and hole centers. Thomas et al. modeled this decay assuming that the recombination probability is an exponential function of the separation between the electron and hole centers.\textsuperscript{14} Williams et al. extended this model to include the case of thermally activated hopping and used the result to describe the temperature dependence of the 4.9 eV luminescence decay following electron bombardment of MgO.\textsuperscript{15} In these models, equal initial electron and hole center concentrations yield second order decay kinetics in the long time limit. The time required to establish second order decay is sensitive to initial defect densities and can be much less than our sampling times. Variable decay kinetics, displaying a gradual increase in decay exponent, n, apply in the short time limit and in the case of electron or hole center density excess. Thus these models have the potential to describe the decay kinetics of both our results and those of Wollbrandt et al. Decay data taken at a variety of temperatures and initial defect concentrations would help resolve the details of the processes involved. We also note that the decay of Fig. 7 shows a distinctly slower decay at times longer than about 1500 s and a distinctly faster decay at times less than about 5 s (the first two data points shown), suggesting that other emission processes are important at these times.

Lipson et al. concluded that charge carried to the surface by moving dislocations accounted for the long decay of the post-emission.\textsuperscript{4} They propose that these dislocations are initially pinned by charged defects, which after fracture are free to diffuse under the influence of the electric fields produced by nearby surface charges. As these defects diffuse away, the dislocations are free to move toward the surface under the influence of image forces. Along the way, they can sweep charge from nearby F-centers. This charge may participate in emission processes upon its arrival at the surface. Since diffusion is a first order process, one would expect the resulting EE decay to be first order. Although this was not observed in the present work, a non-linear dislocation mechanism might still be possible. Indeed, it may be that the emission peak about 4 ms after fracture in Fig. 1(a) is associated with dislocations popping out of the newly formed fracture surface. A similar delayed peak was observed in EE from single crystal Si fractured in 3-point bend on a slightly faster time scale.\textsuperscript{16} Finally, we note that dislocation related mechanisms are extremely important in EE and phE occurring during plastic deformation.\textsuperscript{6,17}
V CONCLUSIONS

The present work suggests that the intense, prolonged EE from cleaved LiF is a relatively localized phenomena associated with highly damaged regions of the sample surface. These damaged regions are associated with significant plastic deformation as well as high densities of surface defects. Measurements of EE from smooth (100) cleavage planes produced in cleavage indicate that they are associated with little, if any, post-emission. The duration of post-emission from MgO and LiF in various modes also correlates well with the degree of 'off-axis' fracture which is associated with high defect densities. A mechanism involving tunneling recombination of charge carriers trapped at surface defects would explain the variable decay kinetics observed, although contributions from moving dislocations cannot be ruled out. In a general sense, we are able to conclude that the EE post-emission intensities are highly sensitive to the details of localized energy deposition during the loading and fracture events, namely regions containing higher densities of surface (or near surface) damage yield dramatically increased emission.
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Figure Captions

FIG. 1.  
EE from LiF fractured in (a) tension and (b) 3-point bend. Note the different time scales in (a) and (b).

FIG. 2.  
EE from cleaved LiF samples showing (a) intense post-emission and (b) weak post-emission.

FIG. 3.  
SEM photographs of two cleaved LiF surfaces exhibiting intense post-emission, with magnified views of the damaged regions on the right. The point of cleavage blade impact is at the top of each photograph.

FIG. 4.  
EE observed by scanning a CEM repeatedly across (a) the surface shown in Fig. 3(a), and (b) the surface shown in Fig. 3(b). Note that the vertical scale is logarithmic.

FIG. 5.  
EE from a LiF surface abraded with a diamond point.

FIG. 6.  
EE from macroscopic particles (ejecta) produced by filing a LiF crystal in vacuum.

FIG. 7.  
A log/log plot of the EE shown in Fig. 2 (a). The line represents a fit of the data in the nearly linear region centered at ~400s.
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XII. Anisotropy effects on fracto-emission from MgF$_2$ single crystals

K. C. Yoo$^a$ and R. G. Rosemeier$^b$

*Department of Mechanical Engineering, University of Maryland, College Park, MD 20742*

J. T. Dickinson and S. C. Langford

*Department of Physics, Washington State University, Pullman, WA 99164-2814*

An important component of fracto-emission is the emission of electrons (EE) accompanying the fracture of materials. In this paper, we present measurements of EE accompanying the fracture of MgF$_2$ single crystals loaded in three-point bend. In particular, we examine the effect of changing the crystal orientation relative to the loading direction on emission intensity. We find that fracture surfaces with different crystal orientations yield significantly different EE. We propose that this is due to differences in the density of defects produced by such fracture.
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Earlier experimental and theoretical studies on various fracto-emission phenomena have been reported involving brittle materials including alkali halides, metal oxides, silica glasses, and molecular crystals [1-18]. A number of features of the observed emissions can be described in terms of bond breaking induced excitations and defect production during crack growth. The density and stability of excitations and defects created during fracture are a function of the crystallographic environment of the surface. Defect densities may also be strongly dictated by the dynamic behavior of dislocations in the near-surface region. Indentation studies of MgO single crystals have shown that internal strain energy is often released by dislocations escaping through the fracture surface [19]. The crystallographic orientation of the fracture surface could dictate the kinetics of dislocation motion and greatly influence energetic processes at the surface [20], including the energetics and stability of point defects.

In earlier studies of fracto-emission from cyclotrimethylene trinitramine (RDX) [7] and pentaerythritol tetranitrate (PETN) [11] explosive single crystals, we showed that the mode of fracture relative to the crystallographic orientation again influenced the emission characteristics. In two recent studies, we have shown that fracto-emission intensities depend strongly on the amount of non-(100) plane fracture in MgO and LiF single crystals [14, 18], where extensive “off-axis” fracture yielded substantial increases in emission. In the present investigation, we examine the effect of crystal orientation on the electron emission (EE) for two different orientations of MgF₂ single crystals. The orientations were chosen so that the resulting fracture surfaces would have different atomic bonding structures with the potential to influence the microscopic processes accompanying fracture.

To ensure that any differences in emission intensities were due to orientation effects and not to differences in defect density, crystal history, or sample size, all samples were cut to the same size from material from a single monocrystal. MgF₂ single crystal plates were prepared in (110) and (101) orientations from random crystals from the same macrocrystal based on the Laue x-ray back-reflection measurements. All crystals experienced the same history in terms of environment and therefore were assumed to have similar defect densities. 10 x 5 x 1 mm³ specimens were cut from these plates and loaded in three-point bend so that [101] surfaces of the (110) plates were centered in the support span and [110] surfaces of the (101) plates were centered
the support span. Thus fracture of the (110) plates was favored along (101) planes and fracture of the (101) plates was favored along (110) planes. In these orientations, two (101) planes in the (110) plates are equally favored fracture planes, while a uniquely favored (110) fracture plane exists in the (101) plates.

Experimental details are similar to those described elsewhere [6]. EE was detected with a Galileo Electro-Optics Model 4039 Channeltron electron multiplier (CEM) positioned approximately 1 cm from the freshly formed surface. This CEM produces fast (10 ns) pulses with approximately 90 % absolute detection efficiency for electrons. The output of the CEM was pulse counted with a multichannel analyzer. Experiments were carried out in a vacuum of $10^{-5}$ Pa. The fracture surface orientations were determined by Laue back-reflection measurements and confirmed by geometric configuration relative to the orientation of the specimen surfaces. The topography of the fracture surfaces was carefully examined by scanning electron microscopy (SEM), confirming the surface orientations.

Figures 1(a) and (b) are SEM micrographs of the fracture surfaces obtained from the two types of specimens. The direction of loading in each case lies along the surface normal of the plate used to prepare the sample. The fracture surface of the (110) plate in Fig. 1(a) shows two different (101) facets, while the fracture surface of the (101) plate in Fig. 1(b) shows a single, flat (110) plane. Thus, the fracture surfaces are predominantly crystallographic, following the fracture mechanisms of MgF$_2$ single crystals shown in a previous study [21].

Typical EE curves for the two orientations are shown in Fig. 2. On this slow time scale, one finds that fracture (marked with an arrow) is accompanied by a burst of electrons followed by sustained emission after the fracture event. The peak intensities for the (101) fracture surfaces are higher and the duration of the post-emission is longer, thus yielding more total emission. Mechanisms for both the emission at fracture and the post-emission have been discussed elsewhere [6,18]. Direct excitation and very rapid decay processes dominate during fracture and charge recombination at defects dominates after fracture. The different decay kinetics seen for these two surfaces are both consistent with a mobile charge carrier/recombination mechanism.

The total number of EE counts acquired over a time of ~300 seconds from eight different samples which yielded four fracture surfaces of the two orientations labeled in Table I by their dominant orientations. The results for these eight samples show that the EE intensity from the (110) fracture surfaces are greater than
those from (101) fracture surfaces by a substantial margin, typically a factor of 5-10. The fracture of one sample (marked with a) resulted in a small piece of ejecta [22] landing on the front cone of the CEM, which might account for the anomalously high intensity. Measurements of EE from LiF ejecta have shown that these fragments are highly emissive [18]. Ejecta particles are expected to have extreme variations in the distribution of crystallographic planes on their fracture surfaces and are consequently strong sources of EE. Even ignoring this anomaly, the data in Table I strongly suggest that the creation of these two types of fracture surfaces yield different EE intensities.

In the present investigation, the fracture surfaces appear to coincide with the (110) and (101) planes, which are the cleavage planes of MgF$_2$. In general, fracture surface energy scales with Young's modulus. Based on the elastic constant anisotropy of MgF$_2$, the formation of a (110) cleavage surface would be expected to require about 35% more energy per unit area than the formation of a (101) surface. In practice, much of the strain energy expended in fracture goes to irreversible processes, including fracto-emission. We have observed a strong correlation between peak photon emission intensity and load at fracture in single crystal MgO, which we attribute to the greater strain energies in the stronger samples, a portion of which is channeled into mechanical and electronic processes in the region of the crack tip. During crack growth, such processes lead to the excitations and defects required for emission. The observation of substantially increased EE from the (110) fracture surfaces is therefore expected on these grounds.

The different arrangements of magnesium and fluorine ions on the (110) and (101) fracture surfaces may also affect the observed EE. Magnesium fluoride has a tetragonal structure where magnesium atoms sit at the corners and center of the unit cell. Six fluorines coordinate octahedrally about each magnesium and each fluorine is bonded to three magnesium atoms as shown in Fig. 3. Thus the structural arrangement or atomic packing is different on the (110) and (101) planes. The (110) planes consist of both fluorines and magnesums, however the (101) planes consist of magnesums or fluorines only as shown in Fig. 4. In both cases, fracture tends to take place between the densely populated planes shown in Fig. 4. Fluorines between these densely packed planes must also associate with the new fracture surfaces, and in doing so must relax substantially from their equilibrium positions in the bulk. Even in more stable surfaces, the detection of neutral species accompanying fracture has shown that the fracture surface is out of chemical equilibrium for several
seconds. For example, we have shown the fracture of single crystal MgO is always accompanied by magnesium atom emission following fracture [13]. This suggests that the atomic structure of a freshly created fracture surface departs considerably from perfection. Thus, we propose that when two surfaces with different structures are created in fracture, differences in local geometry and instantaneous rates of energy release would display considerable differences in the density and types of excitations and surface defects, which in turn would result in different emission behaviors.

To date, we have not identified the possible excitations and defects involved in both the emission during fracture and the post-emission in MgF₂, nor have we examined the role of dislocations. Nevertheless, we have shown here that the EE intensities are sensitive to the locus of crack growth in an anisotropic, crystalline material. Studies of the accompanying photon, positive ion, and neutral particle (atoms/molecules) emissions from MgF₂ are currently underway.

The authors wish to thank Les Jensen for his assistance in carrying out the experimental aspects of this research. This work was supported by the Office of Naval Research N00014-82-K-0263, N00014-83-20129, N0014-80-C-0213, and N00014-87-K-0514 (Dr. R. S. Miller, Program Manager), National Science Foundation Grant DMR-8601281, and the Washington Technology Center.
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### TABLE I. Total Electron Emission Counts for Eight Different Samples of Single Crystal MgF$_2$ Yielding Two Different Fracture Surface Orientations.

<table>
<thead>
<tr>
<th>Fracture Surface Orientation</th>
<th>Total EE Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td>(101)</td>
<td>5,500 6,700$^b$) 5,000 10,000</td>
</tr>
<tr>
<td>(110)</td>
<td>433,000$^a$ 22,500$^b$ 22,500 34,700</td>
</tr>
</tbody>
</table>

$^a$A small piece of ejecta from the fractured sample was on the detector after fracture.

$^b$Data corresponds to EE shown in Fig. 2.
Figure Captions

Fig. 1. Scanning electron micrographs of (a) the (101) fracture surfaces, and (b) the predominantly (110) fracture surface. In each micrograph, the vertical label indicates the orientation of the tensile surface of the sample, while the horizontal label indicates the orientation of the corresponding fracture surface.

Fig. 2. Typical electron emission curves from (a) (101) and (b) (110) fracture surfaces.

Fig. 3. Crystal structure of MgF₂.

Fig. 4. The atomic structure of the unrelaxed, most densely packed (101) and (110) planes of MgF₂.
SEM Micrographs of MgF₂ Fracture Surfaces

Fig. 1
Electron Emission from Fracture of MgF$_2$

Fig. 2
Structure of MgF$_2$

\[ a = 4.623 \, \text{Å} \]
\[ c = 3.052 \, \text{Å} \]
Structure of Densely Packed \{110\} and \{011\} Planes
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ABSTRACT

Fracto-emission is the emission of photons and particles due to the fracture of materials. In this paper we present characteristic intensity vs time measurements of photon emission (phE), electron emission (EE), positive ion emission (PIE), and neutral emission (NE) due to the fracture of fused silica and sodium trisilicate glass. We show, for example, that the trisilicate is a copious emitter of atomic Na and both atomic and molecular oxygen. The phE, EE, and PIE from the two glasses share a number of properties.

I. INTRODUCTION

The emission of particles and light due to fracture has been demonstrated for a wide variety of materials, including fused silica and a few silicate glasses. Collectively, we refer to these emissions as fracto-emission (FE). In general, our interests focus on characterizing FE, understanding the emission mechanisms, and applying FE as a probe of failure processes. A number of the FE processes are related to the chemical reactivity of fracture surfaces, which is of fundamental interest in tribology and material/environment interactions. Fracture related surface chemistry can often dictate the useful life of a material. In geological situations, the fracture and wear of minerals (including those in glass phases) form chemical interfaces with gases and water involving extremely large surface areas and material exchanges. As discussed by
Freund, these interactions can involve significant quantities of the components of planetary atmospheres.

In this paper we present recent measurements of photon emission (phE), electron emission (EE), positive ion emission (PIE), and neutral emission (NE) due to the fracture of fused silica and sodium trisilicate glass. Regarding NE, we focus on the emission seen at masses 23 and 32 involving sodium and oxygen, which play important roles in the surface chemistry of these materials.

II. EXPERIMENT

UV grade fused silica rod was obtained from Heraus-Amersil, Inc. (Suprasil II). Sodium trisilicate rod was prepared by melting sodium carbonate and quartz (Min-U-Sil) in a platinum crucible. Both sets of rod were nominally 4 mm in diameter. The samples were cut into 12 mm lengths and mounted in three point bend across a support span of 6.4 mm. The sample holder carried 20-24 samples in a carousel arrangement which could be mounted in a vacuum system and manipulated from outside. Experiments were carried out at a background pressure of $10^{-7}$ Pa.

The neutral emission from the sample was monitored with a UTI 100C quadrupole mass spectrometer (QMS) and a modified Bayard-Alpert ion gauge positioned 1.2 and 20 cm from the sample, respectively. Emission currents for the two detectors were 2 ma and 4.7 ma, respectively. The ion guage was out of sight of the specimen; thus, only volatile gases contributed to the observed pressure changes. The electrometer outputs of these devices were digitized and recorded with a LeCroy Data Acquisition System. The response time of the QMS electrometer was typically 200 μs; the ion gauge electronics response time was 40 ms. The applied force was monitored with a Sensotec Model 31 force transducer.
phE, EE, and PIE measurements were carried out in a separate vacuum system under similar conditions. phE was detected with an EMI Gencom 9924QB photomultiplier tube with a bialkali phosphor and a quartz window. EE and PIE were detected with a Galileo Electro-optics 4039 Channeltron electron multiplier (CEM). Both the photomultiplier tube and the CEM were mounted at a distance of 1-2 cm from the samples. The applied force was monitored with a Kistler 9202 quartz force transducer mounted behind the loading device. The photomultiplier tube and CEM outputs were pulse counted and summed in a multichannel scaler at 100 μs intervals. The output of the force transducer was digitized and recorded at identical intervals. In all of our experiments, care was taken to minimize artifacts created by vibrations from the fracture event itself.

III. RESULTS

The neutral emissions which we have observed to date from fused silica and sodium trisilicate glass are summarized in Table I. By continuously scanning various mass ranges, we were able to estimate the relative magnitudes of the observed peaks and correlate them in time. On the basis of cracking fractions, we have made the indicated identifications. As noted in the table, some of these emissions are most intense immediately following fracture (P = prompt), while others are delayed to some extent (D = delayed). Several of the NE measurements were repeated with a shield between the sample and the ionizer of the mass spectrometer to ensure that the observed signals were not due to ejecta. Although the shield significantly reduced NE intensities, it did not affect their existence or time behaviors.

Both the silica and the trisilicate show mass 32 emission accompanying fracture. In Fig. 1, we show the mass 32 emissions from these materials for the first few ms following fracture. The times of fracture were determined from load measurements and are indicated with arrows. During this interval, the emissions are remarkably similar in
intensity and time behavior. The emission from silica is essentially complete after 10-20 ms. These peaks rise roughly in times given by the response time of our electronics, but fall slower than predicted. The initial mass 32 emissions from both glasses appear to be rising with fracture and showing a fairly rapid decaying emission after fracture. For the silica glass, this is the only mass 32 emission observed. Although the number of higher mass peaks examined is limited, all evidence suggests that this fast mass 32 peak is due to molecular oxygen emission.

In stark contrast, mass 32 emission from the trisilicate continues to "erupt" hundreds of milliseconds later, as shown in Fig. 2a. A portion of this emission is displayed on an expanded time scale in the inset, showing that the intense emission of Fig. 2a consists of a series of well defined peaks. These peaks are not periodic. The later stages of decay in mass 32 emission parallels the decay of the total pressure following fracture, shown in Fig. 2b. Fast mass scan data acquired during and following fracture of the trisilicate glass show that mass 32 is again due to O\textsubscript{2} emission. O\textsubscript{2} partial pressures calculated from the detected mass current are in agreement with the total pressure measured by the Bayard-Alpert ion gauge. Thus, the bulk of the pressure change during this sustained emission appears to be due to O\textsubscript{2}. Some contribution from mass 16 is probable.

The initial O\textsubscript{2} emission peaks from both fused silica and the trisilicate appear to have a common origin strongly associated with fracture. This is supported by the observed similarity in the dependence of O\textsubscript{2} emission intensity vs strength. In Fig. 3 we show a plot of the measured mass 32 intensities vs load at fracture for the two glasses. Data from the two types of glass fall on the same straight line. We have observed similar behavior in a number of fracto-emission studies, including the neutral emission from the fracture of glassy polymers.\textsuperscript{6,7}

The initial emission of mass 16 from these glasses is typically an order of magnitude more intense than the emission of mass 32 at fracture. Mass scans after the
fracture of sodium trisilicate show mass 16 signals about 30 times more intense than those predicted from cracking fractions of CH$_4$ (estimated from mass 15 peak), O$_2$, and other oxygen containing gases. Emission curves with the QMS tuned to mass 16 are similar to the O$_2$ emission curves, with the exception of the much more intense initial emission peak. We therefore conclude that atomic oxygen is also a very important product emitted from the fracture surface.

Significant quantities of neutral sodium emission are observed from the fracture of the sodium trisilicate; most of it is emitted long after fracture. The time behavior of the mass 23 emission from sodium trisilicate is similar to the O$_2$ emission from the same material, as may be seen by comparing Figures 2a and 4. However, the mass 23 emission is less regular than the mass 32 emission, showing a greater tendency to spike. Frequently, the mass 23 emission lacked the initial peak at fracture displayed consistently in mass 32. Further, the mass 23 emission from the stronger samples tended to be significantly less intense. Mass scans (one scan every 80 ms) during this sustained emission show only small peaks at other sodium containing compounds so that the majority of the mass 23 signal can be assigned to atomic sodium desorbing from the fracture surface. The delayed emission of sodium is quite similar to the emission of atomic Mg from the fracture of single crystal MgO reported earlier.

The sodium content of the fused silica is quite low (0.04 ppm by weight). Fractures of the silica performed with the mass spectrometer set at mass 23 generally showed no response. On occasion, small peaks four orders of magnitude smaller than from the sodium trisilicate were seen; we attribute these small responses to artifacts which appear to be due to vibrations in the system created by the fracture.

pE, PIE, and EE from these glasses persist long after fracture. Measurements on nanosecond time scales indicate that these emissions probably peak during the fracture event itself, which typically lasts a few microseconds. With the exception of spikes, these emissions then decay monotonically. PIE and EE emission curves from
different samples of sodium trisilicate glass are compared in Fig. 5. In both signals, the emission rose to a maximum in a single channel (i.e., < 10^{-4} s). These measurements were made with a shield positioned between the samples and the detector. With the shield in place, the signal measured with a negative bias on the entrance to the CEM detector may be confidently attributed to positive ions, as opposed to high energy electrons or excited neutrals. Similarly, with a positive bias on the CEM entrance, only negatively charged particles are detected, which we tentatively attribute to electrons only.

Although the shield blocked much of the emission, the CEM was saturated during the early portion of these decays. PIE and EE measurements on smaller samples (lower emission intensities) suggest that the intensities during this saturation drop about three orders of magnitude. Note that the PIE and EE decays from the trisilicate glass follow similar kinetics. Although generally more intense, the kinetics of the PIE and EE decay from fused silica are similar to those from sodium trisilicate.

Simultaneous measurements of phE and PIE from fused silica are shown in Fig. 6. The PIE from both materials display spikes, as noted above. Some of these spikes are reflected in the phE, although they appear to be obscured by the high phE "background." The smoothed decays show distinctly nonexponential kinetics, similar to phosphorescence decay. phE intensity, like the initial O_2 emission, appears to increase with sample strength, although this is obscured somewhat by detector saturation. In contrast, PIE emission tended to decrease with sample strength. Generally, the emissions from fused silica samples were more intense than those from sodium trisilicate samples of comparable strength. During the early stages of phE decay, this difference was especially pronounced, at least a factor of 50. Table II summarizes these findings.
IV. DISCUSSION

A number of phenomena may contribute to the observed FE. As fracture proceeds, the material behind the crack tip is left in a highly excited state. Vibrational excitations with effective surface temperatures in excess of 1000 K may be possible.\(^9\)\(^{-11}\) Immediately behind the crack tip, energetic broken bonds render the surface chemically active.\(^12,\)\(^13\) Intense electron bombardment may further excite the surface.\(^14\) The recombination of charge carriers trapped during these initial excitations can continue long after fracture.\(^8\) In some glasses, residual stresses\(^15\) and high pressure phases\(^16,\)\(^17\) near the surface may leave the surface mechanically stressed as well.

High surface temperatures during fracture can be expected to lead to thermal desorption of neutrals and thermal excitation of charge carriers in defect states. The thermal pulse should decay quickly, within picoseconds after heating stops. This is orders of magnitude shorter than the crack propagation time, which is a few microseconds in the case of a fast crack. In static heating experiments, Kelso and Pantano observed significant evaporation of Na metal from sodium trisilicate glass at 750 C.\(^19\) Thermal desorption may play an important role in releasing species from the fracture surfaces during fracture. However, the decays of even the prompt, initial neutral emissions are far longer than expected from such a thermal spike. Other mechanisms must apply to NE occurring significantly after the fracture event.

Thermal excitations at fracture probably play an important role in phE, EE, and PIE as well. The phE spectra observed by Chapman and Walton while cutting various silicate glasses resembled black body radiation.\(^11\) The cutting process is believed to take place by repeated fracture. During fracture, intense thermal radiation may be the dominant source of phE. Thermal excitation of charge carriers from surface defect sites is also likely. Charge carriers trapped in high lying states during this initial excitation would be available to participate in a number of delayed emission processes.
As fracture proceeds, the newly broken bonds quickly react to minimize the surface energy. The molecular dynamics simulations of Levine and Garofalini indicate that this initial reorganization is essentially complete in 1-2 ps for fused silica and sodium trisilicate glass. Slower reactions are expected on times scales greater than 10-20 ps. They predict a surface excess of oxygen on fused silica fracture surfaces, and a surface excess of sodium on sodium trisilicate fracture surfaces. A subsurface excess of oxygen is expected in the trisilicate. Ion scattering spectroscopy on fresh fracture surfaces (which requires several minutes to perform) has confirmed the existence of a surface excess of oxygen on fused silica, and a sodium excess on sodium trisilicate glass. An excess of oxygen and sodium at the fracture surfaces of these glasses would facilitate the emission of O, Na, and O₂.

Fracture in the silicate glasses may induce local charge separation and even microdischarges in the crack tip, although we have not yet attempted to verify this experimentally. However, we have observed long wavelength electromagnetic signals associated with the fracture of single crystal quartz which we attribute to microdischarges near the crack tip. Several workers have observed surface charges of both signs on fresh fracture surfaces of alkali halides. Charge separation in the silicate glasses may be possible over small patches of new surface due to the piezoelectric character of the quartz structure, which is reproduced locally in the structure of these glasses. Once EE begins, further stimulation of the surface could result as the emitted electrons are accelerated back toward surface regions of positive charge. This self-bombardment of the surface (a form of "self-flagellation") is certainly a potential source of PIE and NE by electron stimulated desorption (ESD) which we have previously proposed.

ESD is known to result in the emission of H⁺, Na⁺, and O⁺ from soda silica glasses. Si⁺ is also observed after the formation of a Si-rich surface layer. The changes in the stoichiometry of fused silica surfaces under electron bombardment are
believed to be the result of oxygen emission. The similarity of EE and PIE would be explained by ESD induced PIE since the latter would depend directly on the EE emission rate.

After fracture, phE takes place due to the recombination of electrons trapped at surface E' centers (dangling Si sp$^3$ orbitals) and holes trapped at nonbridging oxygen (NBO) p orbitals. Zink, Beese, and Schindler have observed 430 nm phE characteristic of this recombination associated with the fracture of silica core optical fibers. Surface E' centers have been identified as participants in thermally stimulated electron emission processes in fused silica. This EE is attributed to thermal excitation of E' centers with energies near the top of the band gap, or to Auger emission involving doubly occupied E' centers. We have found that a simple one trap, one recombination center model, assuming recombination via thermal activation of a mobile charge carrier, describes the decay of phE and EE from MgO quite well. The similarity in the shape of the decay curves for the phE from the silicate glasses suggests that such a model will also explain these emissions.

The emission of O$_2$ from these fracture surfaces suggests that defect reactions are taking place milliseconds after fracture is complete. Levine and Garofalini's molecular dynamics work predict significant concentrations of NBO's and strained siloxane bonds (Si-O-Si structures), both chemically active defects. The NBO's are themselves likely precursors for NE and PIE involving O. The peroxy radical would seem to be a likely precursor for O$_2$ emission. Butyagin suggests that excited NBO's are mobile on the fracture surface, and thus are able to participate in chemical reactions with other NBO's and strained siloxane bonds. Reactions of the form

\[ \text{SiO}^- + \text{SiO}^- \rightarrow \text{SiOOSi} \]

\[ \text{SiO}^- + \text{Si-O-Si} \rightarrow \text{SiOOSi} \]

may lead to the production of peroxy radicals on the surface, and eventual formation of molecular oxygen. Butyagin also observes that the reactivity of fractured quartz with
respect to hydrogen gas decreases with time after fracture. He attributes this to a surface relaxation that takes 1-10 ms at room temperature. This relaxation time is consistent with the duration of initial mass 32 emission in this work. Hydrogen is believed to react with NBO's and strained siloxane bonds, both of which would be consumed in reactions which result in mass 32 emission.

The energy released in these defect reactions may be sufficient to lead to desorption, perhaps assisted by electron-hole recombination. If carrier recombination at a NBO site were to result in a transition to a nonbonding state, the affected oxygen could be desorbed.

The similarity of the prompt, initial $O_2$ emissions from silica and sodium trisilicate suggests that the chemistry of their fracture surfaces is similar as well. The atomic percentage of oxygen in the bulk of the two materials is similar, 67% in the fused silica and 58% in the trisilicate, so significant differences in emission are not expected on this ground. The formation of molecular oxygen would seem to require mobile NBO's. It is likely that sodium ions are only weakly bound to NBO's associated with trapped holes, and thus may often be shed in the excitation process. If the mobile NBO's are excited, as Butyagin suggests, then they may be relatively free from the influence of sodium. Then, even in the trisilicate glass, the reaction of NBO's to form peroxo groups could proceed relatively unimpeded.

The reduced intensity of phE, EE, and PIE in the soda glass may reflect lower concentrations of charge carrier traps. Fracture surfaces of sodium glasses are expected to have a surface excess of sodium, which may occupy defect sights preferentially. The lower glass transition temperature of the soda glass may also be associated with more complete reconstruction under fracture induced heating. The tendency of sodium and oxygen ions to occupy defects sites may also explain the reduced mass 23 and PIE emissions in the strong samples of both materials. The intense phE decays from the stronger samples imply that the fracture of strong samples, which would tend to be at
higher crack velocities, create higher densities of surface defects. Some of these defects may trap relatively mobile, loosely bound sodium and oxygen ions that would otherwise participate in NE or PIE.

Although the identities of the ions participating in the PIE have not been established, the most likely candidate is the $O^+$ ion in both glasses. At fracture, the mass 16 peak at fracture is the only relatively intense NE component whose time behavior is at all similar to that of the PIE. However, Na$^+$ may contribute to PIE from the trisilicate glass, especially in the later stages of decay. $O^+$ would be readily trapped by the $E'$ centers, which are essentially oxygen vacancies, which would be consistent with the trap mechanism for reduced PIE intensities in the stronger samples. Time-of-flight measurements, feasible on glass fibers, may clarify this point by establishing the PIE mass(s).

The delayed emission of $O_2$ and Na in the sodium glass may well have its basis in surface chemistry. However, a mechanical mechanism also suggests itself. Silica, an "anomalous" glass, generally fails catastrophically at the onset of crack growth. Fractured material tends to have low residual stresses. Conversely, sodium trisilicate is a "normal" glass. Normal glasses often display slow, subcritical crack growth, even in vacuum. Deformed material is characterized by relatively high residual stresses. In this study, extensive crack branching was observed in both glasses. In the trisilicate glass, arrested crack branches may have had the opportunity to undergo slow growth after fracture under the influence of residual stresses. Slow crack growth is often associated with low phE intensities and thus low densities of surface defect formation. This may explain the relatively intense $O_2$ and Na emission from sodium trisilicate glass long after fracture.

Mechanical energy may also be released during phase changes accompanying fracture. Castano, Takamori, and Shafer observed small crystalline regions of alpha-cristobalite, typically 70-80 nm in length, in crushed fused silica similar to that used in
These crystallites were attributed to metastable beta cristobalite retained in the glass during manufacture. They believe that the observed alpha phase resulted from a phase change induced by the relief of pressure during crushing. Crystallites in the region of the fracture surface may undergo a similar phase change. This transformation is associated with a volume increase, which may result in further microcracking.

Interestingly, Phillips has suggested that these crystallite boundaries are associated with peroxy structures. Other investigators have identified the peroxy structure as an intrinsic defect in fused silica. We hope to investigate soon the dependence of O and O₂ emission intensities on peroxy group concentration.

V. CONCLUSION

We have observed the emission several neutral and charged particles emitted during and after the fracture of fused silica and sodium trisilicate glass. phE, EE, and PIE rise to their maximum intensities within microseconds of the fracture event and thereafter decay. We attribute emission during the decay to recombination of charge carriers trapped at surface defect sites. In contrast, NE exhibits more complex kinetics, including a relatively slow rise. The emission mechanism is not clear, but may be ESD or chemically induced desorption.

Molecular and atomic oxygen is observed from newly fractured samples of both materials, rising to a peak soon after fracture. The trisilicate glass also displays an intense, lasting mass 32 peak beginning somewhat later. Sodium emission, mass 23, is also observed from trisilicate glass. Its time behavior is less reproducible than that of the oxygen peaks, but is generally quite intense and often delayed from fracture. The delayed emissions from the trisilicate glass may be due to delayed crack growth or to rate limited chemical reactions on the fracture surface. Both oxygen and sodium related
emissions are probably facilitated by local concentrations of these ions at the fracture surface.

The correlation between initial mass 32 emission with load at fracture suggests that the local chemical and electrical environment of a fracture surface is strongly affected by the macroscopic stress and strain in the region of the propagating crack. This observation complements previously reported relationships between the chemical state of a silicate glass surface and its fracture behavior. The presence of free oxygen at the fracture surface may have important implications concerning wear and corrosion at metal–glass rolling or rubbing contacts.

The emission of neutral molecules and charged particles provides information on the chemical and electronic processes accompanying fracture. The time scales involved in this study ranged from fractions of milliseconds to seconds, far in excess of the times scales typical of molecular dynamics calculations, and far less than the time required to perform a typical surface analysis. These emissions thus provide information about surface processes occurring after fracture and before the application of surface analytical tools.
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FIGURE CAPTIONS

Fig. 1. Mass 32 emission (a) and total pressure change (b) due to fracture of sodium trisilicate glass. The inset of (a) shows a portion of the emission on an expanded time scale. The extent of the expanded portion is indicated by the bar above the time axis of (a). The arrows mark the time of fracture.

Fig. 2. Mass 32 emission from the fracture of fused silica and sodium trisilicate glass. Only the first 12 ms of emission are shown. The arrows mark the time of fracture.

Fig. 3. Peak mass 32 emission as a function of load at fracture for both glasses. In the case of the trisilicate glass, the value plotted is that of the initial mass 32 peak.

Fig. 4. Mass 23 emission from sodium trisilicate glass. The arrow marks the time of fracture.

Fig. 5. EE and PIE from sodium trisilicate glass. Fracture occurred at time $t = 0$.

Fig. 6. phE and PIE from fused silica. Fracture occurred at time $t = 0$. 
TABLE I. Masses and identities of neutral emission observed following fracture of fused silica and sodium trisilicate glass. Emissions peaking promptly at fracture are indicated with a P, while emissions peaking somewhat later are indicated with a D. Very weak or occasionally observed emissions are indicated with an *. Peaks not as yet measured are marked nm.

<table>
<thead>
<tr>
<th>MASS</th>
<th>SiO₂</th>
<th>Na₂O-3SiO₂</th>
<th>PROBABLE IDENTITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>P</td>
<td>P</td>
<td>H₂</td>
</tr>
<tr>
<td>16</td>
<td>P</td>
<td>P</td>
<td>O₂, some O₂</td>
</tr>
<tr>
<td>18</td>
<td>P</td>
<td>P</td>
<td>H₂O</td>
</tr>
<tr>
<td>23</td>
<td>D*</td>
<td>P, D</td>
<td>Na</td>
</tr>
<tr>
<td>28</td>
<td>P</td>
<td>P</td>
<td>Si, some CO</td>
</tr>
<tr>
<td>32</td>
<td>P</td>
<td>P, D</td>
<td>O₂</td>
</tr>
<tr>
<td>39</td>
<td>nm</td>
<td>D*</td>
<td>NaO</td>
</tr>
<tr>
<td>44</td>
<td>nm</td>
<td>P</td>
<td>SiO₂, some CO₂</td>
</tr>
<tr>
<td>60</td>
<td>nm</td>
<td>D*</td>
<td>SiO₂</td>
</tr>
</tbody>
</table>

Table II. A summary of the major fracto-emission components from silica and sodium trisilicate glasses.

**EMISSION**

<table>
<thead>
<tr>
<th></th>
<th>RELATIVE CHARACTERISTICS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fused Silica</td>
</tr>
<tr>
<td><strong>Initial O₂</strong></td>
<td>very similar for both glasses; prompt; typ. duration: 10 ms; intensity increases linearly with sample strength (see Fig. 2).</td>
</tr>
<tr>
<td><strong>Delayed O₂</strong></td>
<td>does not occur</td>
</tr>
<tr>
<td><strong>Atomic O</strong></td>
<td>very strong; similar to O₂ emission.</td>
</tr>
<tr>
<td><strong>Atomic Na</strong></td>
<td>zero to extremely small; probably artifact.</td>
</tr>
<tr>
<td><strong>phE</strong></td>
<td>very intense; typ. duration: 1s; evidence of spikes after fracture; intensity increased with strength.</td>
</tr>
<tr>
<td><strong>EE</strong></td>
<td>very intense; typical duration: 1 s; spikes after fracture;</td>
</tr>
<tr>
<td><strong>PIE</strong></td>
<td>typical duration: 1 s; spikes after fracture; intensity decreased with strength</td>
</tr>
</tbody>
</table>
NEUTRAL EMISSION FROM SODIUM TRISILICATE

Fig. 1

a) MASS 32

b) TOTAL PRESSURE
INITIAL M32 EMISSION

FUSED SILICA

SODIUM TRISILICATE

Fig. 2
INITIAL M32 PEAK CURRENT VERSUS LOAD AT FRACTURE

○ SODIUM TRISILICATE
● FUSED SILICA

Fig. 3
Fig. 4

M23 EMISSION FROM SODIUM TRISILICATE

SODIUM TRISILICATE

0 660

TIME (ms)

CURRENT (nA)

900
EE AND PIE FROM SODIUM TRISILICATE GLASS

Fig. 5
pHE AND PIE FROM FUSED SILICA

Fig. 6
XIV. Positive ion emission from the fracture of fused silica

S. C. Langford, J. T. Dickinson, L. C. Jensen

Physics Department, Washington State University, Pullman, WA 99164-2814

L. R. Pederson

Pacific Northwest Laboratories, Richland, WA 99352

Positive ion emission was observed during and after the fracture of fused silica using time-of-flight techniques and quadrupole mass spectroscopy. Emissions attributed to $\text{Si}^+$, $\text{SiO}^+$, and $\text{Si}_2\text{O}^+$ were observed during the fracture event itself. An emission mechanism for the silicon-containing ions was proposed involving the mechanical scission of at least three of the bonds joining a silica tetrahedron to the rest of the silica network. The production of silicon-containing ions suggests the activity of nonequilibrium processes which may contribute significantly to the fracture energy of fused silica. A long lived emission was attributed to the ESD of $\text{O}^+$. 
I. INTRODUCTION

The emission of photons, electrons, neutral molecules, and ions during and after fracture provides information on atomic processes occurring at the crack tip and on the newly formed fracture surface. We refer to deformation and fracture related emissions collectively as fracto-emission. Particularly in the silicate glasses, recent progress in the understanding of fracture has required consideration of bond breaking processes on the atomic scale.\textsuperscript{1-3}

Due to the difficulty of fast time scale measurements of atomic properties, much of the experimental work has been restricted to slow crack growth. Fracto-emission, which is readily amenable to study on very short time scales, may offer opportunities for measurements of nanosecond phenomena accompanying crack propagation.

In previous work we have observed photon emission (phE), electron emission (EE), and positive ion emission (PIE), as well as the emission of long wavelength electromagnetic radiation and neutral molecules from the fracture of fused silica.\textsuperscript{4} phE and EE persist many seconds after fracture and are especially intense during crack growth. The identity and intensity of the emitted atomic and molecular species are expected to reflect the nature of the bond breaking processes associated with fracture.

In this work we focus on PIE, which is efficiently detected as no intermediate ionization step is required for charged particles. PIE measurements are readily made on times scales small relative to the duration of fracture. Further, as we shall show, time-of-flight techniques and quadrupole mass spectroscopy can be used to identify the emitted ions. We have observed relatively intense PIE during fracture which we attribute to Si\textsuperscript{+}, SiO\textsuperscript{+}, and Si\textsubscript{2}O\textsuperscript{+}. We propose that mechanical bond scissions are responsible for their creation. The ability of fused silica to deform by the rotation and elongation of its tetrahedral units may facilitate these scissions. A relatively weak PIE signal attributed to O\textsuperscript{+} persists long after fracture. We attribute this post-emission to electron stimulated desorption.
II. EXPERIMENT

Flame fused, synthetic silica ingot and rod (Suprasil II) were obtained from Heraeus-Amersil. Rectangular samples, 1.6 x 6 x 12 mm, were cut from the ingot and mechanically polished. The rod, nominally 3 mm in diameter, was broken into 12 mm lengths. The samples were mounted in a carousel apparatus which allowed them to be rotated into place between a loading mechanism and the detectors. The carousel was mounted in a vacuum system maintained at pressures of about 10⁻⁶ Pa. The samples were loaded in three point bend at a rate of 70 μm/s. The rod samples were significantly stronger than the plate samples due to their surface finish, and generally yielded much more intense PIE.

Total PIE measurements were made with a Galileo Electro-Optics 4039 Channeltron electron multiplier (CEM) mounted about 10 mm in front of the tensile surface of the sample. The voltage on the front cone of the CEM ranged from -500 V to -3000 V, with a constant potential difference maintained between the front and back. A large increase in the observed signal with increasing bias voltage indicated that the signal was almost entirely due to positive ions, rather than high energy electrons or excited neutral molecules. Intense PIE was also observed in previous experiments with a physical barrier between the sample and the CEM⁴ which proved conclusively that positive ions were indeed emitted.

A time-of-flight (TOF) tube and a quadrupole mass spectrometer (QMS) were used to identify the masses of the emitted ions. The TOF studies utilized a 25.4 cm flight tube mounted 7 mm in front of the samples' tensile surface. A CEM mounted behind the tube detected the ions. The voltage on the flight tube was varied from -100 V to -5000 V. The front cone of the CEM was maintained at a potential at least 1000 V below that of the flight tube. At flight tube voltages less negative than -1000 V, plate samples did not yield sufficient intensities for mass determination. Rod samples yielded sufficient PIE intensities for mass determination at flight tube voltages up to -100 V. The duration of fracture resulted in large timing uncertainties (~1 μs), so that the longer flight times associated with less negative potentials were desirable.

In order to confirm the mass identifications and to examine the time distributions of the individual mass peaks, PIE measurements were made with the QMS. The entrance to the QMS was about 25 mm from the tensile face of the sample. To provide for efficient ion collection, the ionizer was removed and replaced by a short flight tube
maintained at -2300 V and mounted between the sample and the spectrometer. In the presence of the resulting electric field, the electrostatic potential energy of ions emitted from the sample was below system ground. Detection of these ions required that the flight path through the quadrupole be maintained at a negative potential. Therefore, the QMS focus plate and rods were floated at a DC potential of -280 V. The QMS backplate, which was normally grounded to the vacuum system, had to be removed. To further increase the detection efficiency, a focus plate with a large, 12 mm diameter aperture was used at the entrance to the mass filter. The resolution of the QMS was tested using a W filament containing alkali metal (heating it produces K$^+$ ions by surface ionization) mounted in front of the flight tube. The width of the mass 39 (K$^+$) peak was about ±2 AMU.

Simultaneous phE and mechanical load measurements were made during each of the above experiments. An EMI Gencom 9924QB photomultiplier tube mounted about 30 mm to one side of the sample was used to monitor phE. Despite the fairly poor detection geometry, the photomultiplier tube had to be operated at low gains to avoid saturation. The phE measurements provided an accurate time reference relative to the initiation and completion of fracture. Load measurements were made with a Kistler 9202 quartz transducer mounted inside the vacuum system behind the loading device.

The CEM and photomultiplier tube outputs were amplified, then digitized at 10 ns intervals using a LeCroy data acquisition system. The force measurements were digitized at 1 μs intervals. The data were acquired continuously during loading, the new data being stored in place of the old at regular intervals. The load signal was differentiated and the resulting rapid load drop at fracture was used to stop the digitizers.

III. RESULTS

The total PIE and phE from a strong plate sample is shown in Fig. 1. In this and subsequent figures, the time scale indicates the time relative to the onset of phE. The onset of phE is an excellent indication of the onset of catastrophic crack growth. At these PIE intensities, the CEM gain is decidedly nonlinear. However, the CEM output still reflects changes in PIE intensity as evidenced by occasional peaks in the decay, often associated with phE peaks. Accounting for the TOF, the PIE intensity generally rises until the phE curve reaches its shoulder. Experience suggests that in plate samples, the phE shoulder is associated with major changes in crack propagation,
such as the arrival of the main crack at the end of the sample. pHe immediately following the shoulder is often due to branch cracks which continue to propagate briefly after the main crack completes its course. The decaying PIE in this region of the pHe curve suggests that the ion escape geometry for the crack branches is generally poor. Post-fracture examination of the samples shows that branch cracks often do not extend through the entire thickness of the sample. Peak ion emission generally occurs as the main crack branch completes its path though the sample. A decaying, intense emission persists for several μs. We have observed similar behavior in PIE from the fracture of a brittle epoxy. Fracture of some silica samples showed intense oscillations in PIE intensity during the initial rise, which we attribute to rapid variations in crack velocity.

Figure 2 shows a TOF record taken with -5000 V on the flight tube. The indicated mass identifications were made on the basis of a number of TOF measurements made at various flight tube voltages. The high collection efficiencies at -5000 V result in more reproducible results than measurements at less negative voltages. This curve shows some early spikes which we associate with mass 16. Comparing the measured TOFs with those predicted for species native to fused silica, we identified the major emissions with the following masses:

<table>
<thead>
<tr>
<th>Mass</th>
<th>Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>O⁺</td>
</tr>
<tr>
<td>28</td>
<td>Si⁺</td>
</tr>
<tr>
<td>44</td>
<td>SiO⁺</td>
</tr>
<tr>
<td>72</td>
<td>Si₂O⁺</td>
</tr>
</tbody>
</table>

The intensities of the lower mass peaks, especially that of mass 16, were greatly enhanced at the more negative flight tube potentials. This is presumably due to better detection efficiencies at the more negative potentials.

The width of the peaks in the TOF record is on the order of 400 ns, much less than the duration of the fracture event. PIE measurements with various ion optics suggest that the angular distribution of ion velocities from plate samples is a strong function of time during fracture. Using the calculated TOFs and the mass assignments shown in Fig. 2, the time of ion emission is found to coincide with the shoulder in the pHe curve. This was observed in the majority of experiments at high flight tube voltages, and suggests that the detected ions were emitted at the completion of fracture along the tensile side.

The absolute uncertainty of these mass determinations is rather high, ~6 AMU in the mass region of interest. This is largely due to the large uncertainty in the time of ion emission, about 1 μs. The uncertainty in the
arrival times of the mass peaks, however, is much less, about 0.2 μs. Once a consistent set of mass assignments was made, comparison of spectra taken at different tube voltages allowed reduction of the uncertainty in the relative masses to 1-2 AMU. In order to resolve the ambiguity in our TOF mass determinations, we performed QMS measurements.

PIE measurements made with the QMS confirmed the existence of emission at masses 16, 28, 44, and 72 AMU. Figure 3 shows phE and PIE signals observed at masses 44 and 72. These signals are among the most intense we observed. At their peaks, the CEM is again saturated. The duration of PIE at these masses is similar to the duration of the major portion of the phE peak. Although the complex ion optics of the system make TOF calculations difficult, the more intense signals show a consistent trend in TOF, as shown in Fig. 3.

The bulk of the emission at mass 16 consisted of single counts. In contrast to PIE at other masses, counts were often observed 10's and sometimes 100's of μs after fracture. The mass resolution of the quadrupole appeared to be significantly lower in the region of mass 16. As the resolution of the quadrupole is a function of ion energy, this could be explained if the kinetic energy of the mass 16 emission were significantly greater than that of the more massive ions. The mass 16 TOF through the QMS is also consistent with higher kinetic energies relative to the other masses.

Measurements at masses 32 and 60 were not convincing. Some emission was occasionally observed at mass 60, but the observed TOF's suggest that these signals were due to intense PIE of mass 44 and 72. By far the most intense emission observed was that of mass 44, corresponding to the emission of SiO⁺.

IV. DISCUSSION

The observed PIE at masses 16, 28, 44, and 72 AMU are readily identified with O⁺, Si⁺, SiO⁺, and Si₂O⁺, respectively. In earlier work, we observed electron stimulated desorption (ESD) of O⁺ from SiO₂ at incident electron energies of 1 keV.⁶ This emission is also expected on theoretical grounds.⁷ Each of the Si-containing ions has been observed in Secondary Ion Mass Spectroscopy (SIMS) studies of thin SiO₂ films.⁸ Significantly, signals corresponding to O₂⁺, SiO₂⁺, and SiO₃⁺ were not observed, either in the SIMS work or in ours.
The bulk of O\(^+\) emission is most likely the result of ESD. Previous work has shown that intense, long
lived phE and electron emission (EE) accompany the fracture of fused silica. These emissions can persist for 10's of
seconds.\(^4\) Data taken on shorter time scales indicate that PIE persists at least 100's of ms after fracture, with a decay
similar in form to that of EE. It is reasonable to expect that the fresh fracture surfaces experience intense electron
bombardment, particularly if the fracture surfaces are locally charged. Although the intensity of O\(^+\) emission is
apparently rather low during fracture, it is the only species repeatedly observed well after fracture. We believe that the
long lived PIE emission observed in previous work on SiO\(_2\) is due to ESD of O\(^+\). However, we cannot rule out that
during fracture, O\(^+\) production may involve another mechanism.

The production of locally charged surfaces during the fracture of an amorphous material is not necessarily
expected, and deserves further investigation. Locally charged surfaces would not only provide for intense electron
bombardment, but would also result in the acceleration of desorbed positive ions. This acceleration would result in
O\(^+\) ions with kinetic energies larger than expected on the basis of the applied electric field. This is consistent with
our observations of an unusually low QMS TOF at mass 16.

The emission of silicon containing ions requires multiple bond breaking. The large free volume of fused
silica is associated with some unusual degrees of freedom which favor mechanical bond breaking. The silica structure
may be viewed as a network of interconnected silica tetrahedra, each with a Si atom in the center and O atoms at the
four corners. Each tetrahedron is thus normally joined to four others at the corners. These tetrahedra form a network
of five to seven member rings. A considerable variation in Si-O bond angle is noted in silica even in the absence of
applied stress. Silica deforms by the rotation and stretching of the tetrahedra making up the rings. These deformation
modes are associated with the unusual behavior of silica and other 'anomalous' glasses under high pressures as well as
fracture.\(^9\),\(^10\) As the structure is not periodic, the distribution of stresses among the bonds near a crack tip may vary
considerably.

One possible sequence of deformation and bond breaking is schematically presented in Fig. 4. Consider a
silica tetrahedron near the crack tip, oriented such that two adjacent tetrahedra are on one side of the crack tip and two
on the other. As the stress increases, the tetrahedron at the tip will rotate to minimize the stress on the most highly
strained pair of bonds, as shown in Fig. 4(a). For the sake of clarity, these motions have been grossly exaggerated.
Eventually, one of these bonds will break, and the tetrahedron will reorient so as to minimize the stress on the next
most highly strained pair of bonds, as shown in Figs. 4(b) and (c). In most cases, fracture will be complete with the
next broken bond, as two tetrahedra on one side of the crack will be pulling against the one remaining bond on the
other side. However, the geometry of the lattice may occasionally favor the breaking of a bond on the strong side, as
shown in Fig. 4(d). Another rotation will precede the scission of one of the remaining bonds, shown in Fig. 4(e).
Thus in some cases, fracture can produce silica tetrahedra with three broken bonds. Ion emission and subsequent
escape requires one more broken bond, as indicated in Fig. 4(f). Depending upon where the corner oxygen atoms go,
the resulting species would be Si$^+$ or a polyatomic ion.

Several factors may enhance the probability of multiple bond breaking at the crack tip. Spatial
nonuniformities in stress have already been noted. Phonon interactions can result in temporal variations, although it
may be conceptually easier to view these as simple collisions or thermal effects. The scission of nearby bonds are
expected to result in vibrationally and rotationally excited states. The breaking of the last bond may involve a
mechanical, whiplash-like effect. Due to the high probability of reaction with nearby dangling bonds, the last bond
must be broken quickly, say within a few periods of molecular vibration.

Haneman and Lagally$^{11}$ have recently proposed that the cleavage of crystalline Si along (111) planes
involves the scission of three bonds per surface atom. They suggest that Si bonds are more likely to break in a shear
mode than in a longitudinal mode; that is, silicon bonds oriented parallel to the applied stress can accommodate higher
stresses than bonds oriented along other directions. This tendency reflects the highly directional character of the
covalent bonds. In crystalline Si, the broken bonds reform with nearby atoms on the fracture surface, i.e., the surface
reconstructs. We propose that Si-O-Si bonds in silica respond similarly to applied stresses and that the disorder of the
silica lattice hinders the immediate reforming of multiple broken bonds, thus allowing emission of Si-containing
species.

Such processes could account for the production of free Si$^+$, SiO$^+$, SiO$_2^+$, SiO$_3^+$, and perhaps SiO$_4^+$
during fracture. The apparent lack of SiO$_n^+$ for $n>1$ may be due to the lack of appropriate bond breaking sequences to
form these fragments. However, their absence in fracto-emission may be for the same reason they are absent in the
SIMS observations,$^8$ which we assume is due to electronic instabilities in these particular ions. In preliminary work,
we have shown that negative ions are also emitted during fracture. Since a number of negatively charged, larger mass
fragments are seen in SIMS spectra, we are encouraged to investigate the identity of these negative ions in the near future.

Mass 72 emission, due to Si$_2$O$^+$, could conceivably take place by a more convoluted process similar to that shown in Fig. 4. Simple computer simulations of fracture in two dimensional triangular lattices with randomly placed defects can yield short chains of atoms. Although these models are suspect once bond breaking begins, the sequence of bond breaking, deformation, and subsequent bond breaking is similar to that proposed here. A multiple bond breaking process such as that proposed by Haneman and Lagally for the fracture of Si may enhance the probability of Si$_3$O$^+$ emission markedly. Si$_2$O$^+$ is observed in SIMS studies of glass surfaces, suggesting that detection is not hindered by electronic instability.

Although the energy required for PIE during fracture is a very small fraction of the fracture energy, the emission itself is indicative of highly dissipative processes. The mechanical relaxation following bond breaking in this mode should be quite dissipative. This mechanism for energy dissipation is much more localized than the shear deformations displayed by the 'normal' glasses and many crystalline materials. This would help explain the intense phE and EE accompanying the fracture of fused silica, relative to that of sodium trisilicate glass. The rotational and stretching modes of deformation in fused silica may accommodate large local strains prior to the final bond scission, which may contribute to the experimentally observed fracture energy of silica. The fracture energy of fused silica is much higher than the estimated energy of free surface formation.

V. CONCLUSIONS

We have observed the emission of O$^+$, Si$^+$, SiO$^+$, and Si$_2$O$^+$ accompanying the fracture of fused silica. SiO$^+$ is the dominant positive ion species. 10 $\mu$s after fracture, only O$^+$ was observed, suggesting that the long lasting PIE reported in earlier work is due to O$^+$. ESD can account for the persistent emission of O$^+$. The other species are emitted during the fracture event itself. We propose that the emission of the silicon containing species involves a series of mechanical bond scissions. The unusual deformation modes exhibited by fused silica and other anomalous glasses may facilitate this bond scission.
Photon and particle emission during fracture reflect various aspects of the fracture process and the resulting surfaces. In this study photon emission was used to mark the overall progress of fracture. The bond breaking activity required for the production of silicon containing species suggests an unusually high degree of molecular motion at the crack tip, which may contribute to the fracture energy. The proposed ESD of O\(^+\) would require the production of charged surfaces during fracture. Our measurements indicate that there are a number of interesting phenomena occurring at or near the crack tip and on the newly formed fracture surfaces over a variety of distance scales and over interesting time ranges (ns to ms). An understanding of these processes will potentially lead to new insights into the fracture process.

ACKNOWLEDGMENTS

This work was supported by the Ceramics and Electronic Materials Division of the National Science Foundation under Grant DMR 8601281, the Office of Naval Research, Contract No. N00014-87-K-0514, the McDonnell Douglas Independent Research and Development Program, and the Washington Technology Center.
REFERENCES

FIGURE CAPTIONS

FIG. 1. a) Total PIE and b) accompanying phE during the fracture of fused silica. Time t = 0 has been chosen to coincide with the initial rise in phE.

FIG. 2. a) PIE TOF data and b) accompanying phE. The arrows in the PIE diagram indicate the calculated TOF's for the indicated masses, assuming an emission time marked by the arrow in the phE diagram.

FIG. 3. phE (bold lines) and mass selected PIE (fine lines) accompanying fracture for masses 44 and 72.

FIG. 4. Proposed mechanical mechanism for the production of a silicon ion during fracture. No attempt has been made to accurately represent the bonding of the silicate tetrahedra to the rest of the silica structure.
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ABSTRACT

We examine the emission of electrons (EE) and positive ions (PIE) from high density polyethylene from tensile deformation at strain rates on the order of 30%/s. In particular, we focus on the role of small amounts of frictional effects on the polymer at the edges of the clamps due to slippage during elongation. When such slipping is eliminated, the deformation-induced particle emission vanishes. Thus, the pre-failure EE and PIE appear not to be due to bond scissions occurring due to tensile deformation of the polymer but to abrasion which occurs during this slipping. We discuss the role of bond breaking during a) macroscopic fracture (which produces a very short burst of emission) and b) during tribological loading (which produces intense, longer lasting emission signals after stimulation).
I INTRODUCTION

Fracto-Emission (FE) is the emission of particles (e.g., electrons, ions, neutral species, and photons) due to the deformation and failure of a material. A number of researchers have reported the observation of charged particle emission from tensile deformation of polymers. Polyakov and Krotova\(^1\) first observed electron emission (EE) during the extension of Gutta Percha. Zakrevskii and Pakhotin\(^2,3\) observed pre-failure EE from elongation of polyethylene, polyethylene terephthalate, polyurethane rubber, and polycaprolactam. Kurov et al.\(^4\) observed pre-failure EE from tensile deformation of notched, unfilled EPD epoxy. Fuhrmann et al.\(^5,6\) observed pre-failure EE and positive ion emission (PIE) from high density polyethylene. Most of these measurements were at relatively high strain rates (5-10 mm/s for initial sample lengths of ~20 mm). This pre-failure emission is sometimes referred to as mechano-emission.

An extremely important aspect of these results is the possible use of these emissions to measure the rate of bond breaking during the deformation process prior to failure. Measurements of unpaired spin densities as a function of deformation show indirectly that bond scissions are indeed occurring as the polymer is strained.\(^7\) However, one must be very careful in determining the origin of the fracto-emissions observed. We have re-examined the EE and PIE from the tensile deformation and fracture of high density polyethylene and found that the observed emissions are very sensitive to the type of clamps used to transfer the load to the sample. In this paper, we shall show that for this particular material the origin of the pre-emission is due to frictional loading of the polymer due to minute amounts of slipping in the clamps and accompanying abrasion of the polymer. When slipping is eliminated, a characteristic, reproducible burst of emission is observed coincident with fracture, followed by a fairly rapid decay on the order of a few seconds in duration. We attribute these emissions to fracture induced bond scissions, similar to those previously reported. In addition, we discuss some of the properties of the abrasion-induced emission, in particular in terms of surface damage.
II EXPERIMENTAL

The high density polyethylene (HDPE) used in this study was a blown film of BASF Lupolen 6041. The film had a crystallinity of 86%, a density of 9.6041 g/cm$^3$, and a thickness of 80-90 µm. The samples were washed with methanol before use and straining was performed in the machine direction of the manufacturing process.

The samples were cut to a width of 10 mm and placed in clamps with a length of 20 mm between the clamps. Unnotched samples of HDPE were strained at a constant rate until fracture at relatively high elongation rates of 6 mm/s or 30%/s.

Electron emission (EE) and positive ion emission (PIE) measurements were carried out during the deformation and fracture of the polymer samples. The charged particles were detected with two channeltron electron multipliers (CEMs) with the front cone biased at +300 V for collection of electrons and -2600 V for positive ions, respectively. The CEMs produced fast (10ns) pulses with approximately 90% absolute detection efficiency for electrons and nearly 100% efficiency for positive ions. Standard data acquisition techniques were used to count and store the pulses as a function of time. The background for the EE and PIE was typically 1 count/s.

Two different clamping systems were used for elongating the polymer samples. One system (A), shown in Fig. 1a, used uncoated metal clamps which compressed the sample ends. As we were to discover, this system resulted in minute amounts of slipping, particularly at strain rates above a few percent/s. The other system (B), shown in Fig. 1b, employed rectangles of #600 sandpaper (very fine) inserted between the HDPE and the metal clamps with the grit pointing towards the HDPE. This arrangement resulted in firm gripping of the HDPE during the fast straining.

Because differences in the emission behavior occurred between A and B type clamping which we suspected was due to an tribological action, we also measured EE and PIE during abrasion of HDPE, where the chosen abrading surfaces were a stainless steel razor blade and a sharp glass blade. This arrangement is shown in Fig. 1c.

The onset of deformation and the instant of fracture were determined by measuring the force applied to the sample. The force was measured with a load cell mounted in the load train inside the vacuum. The load cell output voltage was amplified and then recorded as a function of time with a digitizer. The timing of the start and end of abrasion for the blade abrasion experiments was determined by timing markers generated manually with a pulse generator. The uncertainty of determining the onset and completion of abrasion was approximately 0.2 s.
III RESULTS

Figures 2a and 2b show typical EE and PIE curves (intensities are on log scales) from type A (metal) clamps, showing emission measured both during and following elongation. In both the EE and PIE, we observe considerable pre-failure emission as well as extensive after-emission. This after-emission has been shown to require substantial excitation of the polymer surface, frequently in the form of high energy electron bombardment or electrostatic discharges. It involves a relaxation of high lying trapped charge carriers which are mobile at room temperature and recombine at low lying recombination centers, similar to a number of thermally stimulated luminescence and electron emission phenomena.

Figures 3a and 3b are the same data as Fig. 2 on an expanded time scale to show in more detail the EE and PIE during deformation. Fig. 3c shows the corresponding force vs time curve plotted on the same time scale. Note that there is no evidence of any drop in force that correlates with the onset of the pre-failure emission. Nevertheless, visual inspection shows that a small amount of slipping is occurring and exposing slightly abraded HDPE at the edge of the clamp. When the HDPE under the clamps is marked with a felt-tip pen prior to clamping, then elongated, repeatedly, the color from the pen is seen to extend for 1-5 mm away from the clamp edge.

When steps are taken to prevent such slipping, the emissions are dramatically altered. This can be seen in Figures 4 and 5. In Figures 4a and 4b we show typical EE and PIE for type B (+ sandpaper) clamps. First, compared with type A clamps, the total emission intensity is reduced considerably. Furthermore, the pre-failure emission is essentially gone; the major feature is the burst of emission at failure and a dramatic reduction in the after-emission. Fig. 5 shows a) the EE, b) PIE, and c) force vs time curves for the same test shown on an expanded time scale. The pre-emission is seen to be only a few counts above background (typically 1 count/s). Also, Type B clamps yielded at most sub-millimeter pullout when tested with the felt-tip pen as described in the paragraph above.

Table I summarizes the emission results for nine samples for each of the two clamping systems. In Table I, the peak count is the number of charged particles in the 0.01 s time interval at fracture, the pre-fracture count is the number of charged particles counted between the onset of straining and failure, and the post-fracture count is the number of charged particles counted in the first 10 seconds after fracture. One notices the significant decrease in the number of pre-fracture
and post-fracture counts when type B (+sandpaper) clamps are used instead of type A clamps. Although the scatter for each category is high, the differences between Type A and Type B clamping are dramatic and statistically significant. In the case of Type A clamps, the degree of damage due to slipping varied from sample to sample, which would produce widely varying changes in the emission intensities both during slipping and following fracture. Nevertheless, in comparing these clamping arrangements, we observe differences of over a factor of 100 in the pre-failure EE counts and almost a factor of 20 in the pre-failure PIE. Equally dramatic decreases in the EE and PIE after-emission are also observed when slipping is eliminated.

Equally effective in suppressing the pre-emission from Type A clamps was the use of aluminum foil wrapped around the ends of the sample to cover the region of the sample that would slip out of the clamps. In contrast, enhanced pre-failure emission could be obtained by placing the detectors near one of the clamps and/or tightening the clamps just the right amount so that the sample slips and becomes visibly damaged as it slips and twists through them.

Thus, we can conclude that the pre-failure emission does not originate from the elongation and drawing out of the HDPE, nor does fracture of the polymer alone create significant surface excitation to produce long lasting after-emission. When "clean" fracture or catastrophic failure of the sample does occur, we do see reproducible bursts of EE and PIE. We propose that these signals are in fact due to rapid bond breaking accompanying failure of the polymer. Although these signals are relatively small, correlations with parameters which vary the number of bonds broken during failure should be pursued and would yield very useful information. Tribological loading of the HDPE surface appears to be very effective in producing relatively intense EE and PIE both during and following relative motion of the surfaces.

To test further the concept that abrasion was responsible for these observed differences in emission from HDPE, several abrasion experiments were done. Fig. 1c shows the arrangement of the surfaces. The HDPE was strung across a sharp blade similar to a bow of a violin and translated at a speed of approximately 1 cm/s. Figs. 6a and 6b show the EE caused from abrading HDPE with a stainless steel razor blade, and Figs. 7a and 7b show the EE caused from abrading HDPE with a sharp glass blade, itself produced by fracture. It is seen that when HDPE was abraded with either sharp edge, a steady EE occurs both during abrasion and for minutes afterwards. The damage done by such abrasion was quite visible with the naked eye and could be classified as extensive. Thus, although more intense because of the more severe damage, the emission during and following abrasion of the HDPE is seen to be very similar to the EE and PIE caused from straining a HDPE gripped with metal (Type A) clamps.
The probable origin of the fracto-emission induced by the tribological loading during the slipping of material out from under the Type A clamps is the degree of damage (broken bonds) created by the microscopic abrasion process. The fact that both metal and glass blades produced essentially identical results suggests that the degree of damage to the surface of the polymer is the critical factor rather than the type of material doing the abrading. Also the amount of damage appears to be important since a visual inspection of samples which slipped in the clamps showed that the samples with the most intense EE's also had the most visible damage in the regions that slid from under the clamps.

IV CONCLUSION

When HDPE samples are held firmly and strained, pre-failure EE and PIE are negligible, a burst of emission occurs at the split second of fracture, and the after emission lasts for only a few seconds. However when HDPE samples are not held firmly (particularly at high strain rates), for example samples held only with metal clamps, easily detected EE and PIE can occur during straining. This pre-failure emission is caused by small amounts of slipping of the samples from beneath the clamps causing fairly localized abrasion and accompanying excitation of the polymer. Abrasion experiments with two different materials (metal and glass) damaging the HDPE support the concept that abrasion is the stimulus for these intense signals. The emission accompanying failure is still a possible tool for studying the extent of bond breaking occurring during failure of samples firmly gripped. Furthermore, the prospects of using fracto-emission to study tribological phenomena in polymers where damage to the surface is of considerable interest are considerable and worthy of further study. In the near future we hope to measure the neutral products created during abrasion of HDPE while simultaneously detecting the charged particle emission. Particular neutral species may be indicative of direct bond breaking (for an example, see ref. 10) and thus correlate in intensity with the charged particle FE, and provide support for bond scissions created by abrasion being responsible for the charged particle FE.
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Figure Captions

Figure 1. Schematic representation of sample arrangements showing a) HDPE clamped between metal only (Type A) and b) HDPE clamped between small pieces of fine grit sand paper and metal. The arrangement for abrading the HDPE by sharp blades of stainless steel or glass is shown in c).

Figure 2. a) EE and b) PIE produced from the tensile deformation and fracture of HDPE using Type A clamps (metal only).

Figure 3. The same emission as Fig. 2 displayed on a faster time scale. a) EE, b) PIE, and c) the applied force vs time.

Figure 4. a) EE and b) PIE produced from the tensile deformation and fracture of HDPE using Type B clamps (metal + sandpaper).

Figure 5. The same emission as Fig. 4 displayed on a faster time scale. a) EE, b) PIE, and c) the applied force vs time. Note the lack of pre-failure emission.

Figure 6. a) EE accompanying and following the abrasion of HDPE with a stainless steel blade, and b) the same data showing electron emission during the abrasion on an expanded time scale.

Figure 7. a) EE accompanying and following the abrasion of HDPE with a sharp glass blade, and b) the same data showing electron emission during the abrasion on an expanded time scale.
Table I

HDPE EE and PIE Counts from Two Different Sample Clamping Systems

<table>
<thead>
<tr>
<th></th>
<th>EE Counts</th>
<th></th>
<th>PIE Counts</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>peak</td>
<td>pre-fract</td>
<td>post-fract</td>
<td>peak</td>
</tr>
<tr>
<td>Type A Clamps</td>
<td>370</td>
<td>±130</td>
<td>54000</td>
<td>±2400</td>
</tr>
<tr>
<td>Type B Clamps</td>
<td>640</td>
<td>±210</td>
<td>250</td>
<td>±10</td>
</tr>
<tr>
<td>(+Sandpaper)</td>
<td>65</td>
<td>±20</td>
<td>±90</td>
<td></td>
</tr>
</tbody>
</table>
a) Type A Sample Clamp

b) Type B Sample Clamp

c) Direct Abrasion of HDPE
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Fig. 5
Electron Emission During and Following Abrasion of HDPE With a Stainless Steel Razor Blade

Electron Emission During Abrasion of High Density Polyethylene With a Stainless Steel Razor Blade
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Electron Emission During and Following Abrasion of HDPE
With a Sharp Glass Blade
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XVI. The interaction of excimer laser ultraviolet radiation with KAPTON-H in vacuum and under mechanical stress

K. Tonyali, L. C. Jensen, and J. T. Dickinson, Department of Physics, Washington State University, Pullman, WA 99164-2814

We examine the response of highly stressed polyimide films to excimer laser radiation (20 ns pulses @ 248 nm wavelength) in vacuum. We present changes in surface topography due to surface/near surface damage, crack initiation, and eventually crack growth over a wide range of applied stress. We show that the morphology of the stressed material has a significant influence on the resulting damage and suggest that the regions of highest damage are those experiencing the highest local stress. Finally, we present initial results on the effect of mechanical stress on yields of the photo-ablation products ejected from the polymer surface.

I. INTRODUCTION

The interaction of polymers and their composites with energetic particles and photons has been an area of interest for many years. In environments involving energetic electrons, ions, and ultraviolet (UV) radiation, a number of damage processes can occur which may modify the properties of polymers and result in surface damage and the deterioration of mechanical properties.1-8 These harmful environments include space, various plasmas, and solid rocket propellents during burning. Beneficial applications of radiation/polymer interactions include applications regarding controlled direct rupture of bonds, e.g. controlled cutting and shaping of materials, as well as roughening and chemical modification of surfaces in preparation for applying coatings, adhesive bonding, etc. Finally, the use of polymers as sensitive resist materials in the microelectronics industry and the use of excimer lasers for surgical removal of tissue has encouraged additional studies of intense photon interactions with organic materials.

We have previously reported on the consequences of simultaneously subjecting polymers to tensile stress and particle bombardment, principally electrons.2-7 In such studies and the present work we are examining the resultant damage mechanisms as well as a unique probe of fracture. We have shown, for example, that crack initiation and
crack growth in stressed polymers were greatly enhanced by electron beam irradiation. We have proposed that damage formation and microcracking via enhanced, irreversible bond breaking are the main contributors to the failure of polymers under these combined stimuli. Furthermore, we have suggested that there is a localization of excitation produced by electron collisions with stressed molecular bonds which promotes this irreversible bond breaking.

Very recently, we have reported on the surface damage and crack initiation process which occurs when another radiation source, namely short pulses of UV laser light were applied to stressed Kapton-H (a polyimide produced by E. I. Dupont de Nemours & Co.) in air at 1 atmosphere. Short pulses of UV light are known to cause photochemical bond scissions as well as thermal excitation in polymers. This type of radiation has been shown to cleanly etch a number of polymers such as polyimide and poly(methyl methacrylate) at excimer wavelengths (e.g., 193 nm and 248 nm). Under the action of UV laser radiation, bond scissions occur breaking molecular chains, and atomic and molecular fragments are ejected from the surface at supersonic velocities. This process has been termed ablative photodecomposition by Sirinivasan and coworkers.

In this paper, we study the mechanical response of Kapton-H films subjected to mechanical stress and 248 nm pulsed UV excimer laser radiation simultaneously in vacuum. Scanning electron microscopic investigation of radiation exposed surfaces of stressed/unstressed samples are presented, and crack initiation and growth mechanisms are discussed. In addition, initial results on the effect of mechanical deformation on the yields of the photoablation products ejected from the polymer surface are presented.

II. EXPERIMENTAL
A Lambda Physik model EMG-203 MSC Excimer Laser producing 20 ns pulses at 248 nm wavelength (KrF) was used as a radiation source. The laser power was measured using a Gentec ED-500 Joulemeter. The laser pulse repetition rate was maintained at 1 Hz during most of the experiments. The laser beam was incident to the sample at 34 degrees (relative to the surface normal). The laser beam was focused by a 1 meter focal length lens to produce a 0.7 mm x 3.5 mm rectangular beam with a maximum fluence of 3.5 J/cm$^2$ at the sample. Neutral density filters were used to reduce the fluence by calibrated amounts. The beam profile was examined by burning patterns into unexposed, developed Polaroid film. The beam was generally uniform in the central portion but showed some irregularities on the edges due to slight misalignment of the optical components.

Typical sample dimensions were 75 µm x 8 mm x 30 mm produced by cutting specimens from commercial films of Kapton-H (Dupont). Occasionally dogbone samples were cut to produce localization of the strain to the central portion of the specimen. No surface treatment was performed prior to mounting the specimens in the vacuum chamber. The samples were loaded in a tensile stress-strain apparatus to a constant strain. The applied load, measured with a Sensotec Model 11 load cell, was digitized vs time using a LeCroy Data Acquisition System and stored on disk for later analysis. Strain was measured in an engineering sense, namely through measurements of the separation of the grips. All tests were carried out at a pressure of $10^{-5}$ Pa at ambient temperature. The penetration depth of Kapton-H at 248 nm wavelength is 0.06 um (95% absorption).  

Fractured and exposed specimens were coated with a 300 – gold film prior to examination in a scanning electron microscope (SEM). A 20 keV electron beam voltage was used for the SEM analysis.

Three very simple, but slightly different particle detector arrangements were used in the ablation product experiments:
1. Total Neutral Emission Detector. This detector consisted of a commercial mass spectrometer ionizer [EAI Model 150A quadrupole mass spectrometer] mounted in front of a channel electron multiplier (CEM), Galileo Electro-Optics Model 4039. Appropriate potentials focused the positive ions onto the front cone of the CEM which was located out of sight of the irradiated surface. The distance from the surface to the center of the ionizer was 5 cm. The electron emission current in the ionizer was typically 10 uA to prevent saturation of the high gain CEM. Ionizer and CEM potentials inhibit detection of externally created charged particles.

2. Excited Neutral Emission Detector. This detector consisted of a bare CEM mounted inside of a metal box where the cone of the CEM was 9 cm from the irradiated portion of the sample. Charged particles were deflected with plates mounted near the sample. The observed signals, due to the de-excitation of excited neutral species (e.g., involving long lived metastable or Rydberg states), were usually pulse counted.

3. Charged Particle Emission Detector. This detector consisted of a CEM mounted in the rear of a metal box such that the cone of the CEM was out of sight of the irradiated portion of the sample. Neutral particles could pass directly through grid-covered entrance and exit holes in line with the surface normal. An attractive potential would attract charged particles of the opposite sign to the cone of the CEM yielding pulses which could be counted or digitized. Electrons, which arrived in times less than 1 us, were digitized at 5 ns intervals.

In addition, several mass selected time-of-flight (TOF) measurements were made using a quadrupole mass spectrometer; most of these results will be reported elsewhere.

For each of the above detector arrangements we could use either pulse counting (with 1 μs minimum time resolution) or signal averaging (with 5 ns minimum time resolution). The output of a photodiode sensing part of the laser light was used as a trigger pulse. Time delays, when important, were measured to 5 ns precision. Ablation products were typically averaged or summed over 25-50 laser pulses.

III. RESULTS AND DISCUSSION
As expected, the stress-strain curves for Kapton-H show inelastic behavior at high strains. The initial part of the stress-strain curve was linear with a yield point at approximately 10% strain, which is not well defined. After 25% strain the rate of increase in the applied stress was approximately constant. The deformation was reasonably uniform without evidence of neck formation until failure at approximately 80% strain and 150 MPa stress.

KrF excimer laser bombardment of Kapton-H under stress introduced damage at the specimen surface which caused premature failure. Figure 1 compares SEM photos of the morphology of the stressed samples irradiated in air and vacuum under the same conditions. Both specimens were strained to 50%, and both samples were bombarded with KrF excimer laser pulses at a fluence of 2.3 J/cm² at the sample surface. The resulting morphology of the irradiated surfaces under stress displays "hollowed-out" regions. Not shown are micrographs of the surfaces of the unstressed, irradiated samples and the stressed, unirradiated samples, which were both featureless.

The structures produced on the stressed vacuum samples tended to be more distinct and clean (Fig. 1a) than the structures produced in air (Fig. 1b). It is also interesting to note that the air samples exhibited small grain-like particles on the exposed surface. We have suggested elsewhere that these particles are due to the redeposition of etch products on the surface due to the presence of 1 atm of air. Under the conditions of our experiment, the work of Lazare et al. suggests that UV oxidation of the polyimide surface does not occur due to the continual ablation of fragments and therefore would not be causing these protuberances.

The opening of the hollowed-out structures, which are always oriented perpendicular to the stress direction, occurs along the edge of the fracture surface possibly due to high stress intensity in front of the growing crack. These damaged regions stimulate localized crack growth, eventually link, and cause final failure of the specimen.

We have attributed the morphology which develops in the stressed, exposed samples to inhomogeneous ablation caused by the applied stress. In the unstressed material, UV radiation
can lead to direct bond breaking due to electronic excitations. We have suggested that enhanced, irreversible bond breaking occurs at bonds under high stress compared to molecular units under lower stress. In addition, there is evidence that the probability of bond A breaking will increase if a nearby bond B ruptures, thereby producing an increase in the strain field at A. Thus, the presence of both mechanically deformed bonds and radiation results in a "synergistic effect" which does not occur if one of the stimuli is absent. This highly localized damage that results in the formation of microcracks in a dense array on the surface of the polymer. It is this array of damage which leads to the premature failure of Kapton-H films under the combined stimuli of tensile deformation and UV radiation.

Using the various particle detector configurations described above, we have made a preliminary study of the ejected species for both the stressed and unstressed Kapton-H specimens. The types of particles that have been observed include the following: electrons, positive ions, negative ions, excited neutrals, and ground state neutrals. These particles have been partially characterized by use of simple electrostatic deflection experiments and measured flight times of the particles. For example, any negative particle ejected from the surface with velocities higher than $5 \times 10^6$ cm/s is clearly an electron. Although the individual masses contributing to the spectra will be discussed in a future paper, Mass 28, which we identify as principally CO, is the primary etch product.

A comparison of the TOF spectra of the stress dependent products shown in Fig. 2, where the laser fluence was 0.7 J/cm$^2$. A careful investigation on the production of ground state neutrals and the positive ions did not show any measurable dependence on the applied stress.

In contrast, the excited neutrals, negative ions, and electrons showed easily detectable increases when the Kapton-H was elongated. For example, Fig. 2a compares the TOF spectra of the excited neutrals from the stressed and unstressed samples, using the excited neutral emission detector. At high stress, the excited neutral emission yield was a factor of two larger than the emission from the unstressed Kapton-H. The excited neutrals, which will be discussed further in a later paper, are most probably excited states of mass 28, which at this fluence would correspond to
an average kinetic energy of 0.3 eV. A likely candidate is CO molecules in either the metastable $^3\pi$ state or high n Rydberg states. Chemisorbed CO has been shown to result in the release of metastable neutral CO in Electron Stimulated Desorption from a metal surface.\textsuperscript{18} Related measurements in our laboratory show that CO is the major constituent both of the positive ion emission and ground state neutral emission from laser induced ablation of Kapton-H.\textsuperscript{19} Brannon et al.\textsuperscript{20} have also identified CO in the IR absorption spectra of laser etched polyimide both in air and in vacuum.

The excited neutral emission remains intense as ablation proceeds through the material. Although the CO partial pressure in the system was approximately $10^{-7}$ Pa, which could potentially result in the chemisorption of CO on the bombarded region of the polymer, the excited neutral emission yield was found to be independent of laser repetition rate (1-250 Hz). We therefore conclude that this signal is in fact due to the ablation process. It should be pointed out that per particle the internal energy carried away from the surface by these excited neutrals is several eV, which is significant.

Low resolution TOF spectra for the negative ions created during ablation are shown for stressed and unstressed samples in Fig. 2b. The yield of negative ions increases by a factor of 10 when the applied load was 75 N (the force at failure for this sample size averaged 84 N).

The negative ion spectrum has a peak at 10 $\mu$s and a slower component at approximately 32 $\mu$s. With higher resolution (longer flight path) TOF measurements, we have determined that the major negative ion products peak at 40 (15) amu. The large uncertainty is due to the tendency of the irradiated Kapton-H surface to charge in the presence of external electric fields (necessary to accelerate the ions to the potential of the TOF flight tube). In Fig. 2b, the spectra of the unstressed specimens in Fig. 2b appear flat because of the scale chosen to show the stressed sample emission. When expanded, the unstressed TOF spectrum has similar form to the stressed TOF spectrum.

Copious photoelectrons are produced from 248 nm bombardment of Kapton. Typically, two electron emission peaks were observed in the TOF spectra as illustrated in Fig. 2c. The data were digitized using signal averaging of pulses at 5 ns time intervals for 50 laser pulses. The effect
of applied stress on the electron emission is shown in Fig. 2c where three peaks are observed in the spectra. The peak at 560 ns is stationary in time but the peak height increases as the stress is raised. The peak, which is initially observed at 165 ns, diminishes with increasing exposure time and applied stress. With stress, a third peak appears at 140 ns. The 140 ns peak increases with both stress and the number of pulses. In the unstressed specimens the peak at 140 ns appears as a small shoulder on the 165 ns peak.

These three peaks appear to be distinct, unique states. If we assume no surface charging, we can calculate rough binding energies for the electron contributing to these peaks: 4.9-5.0 eV (560 ns), 4.5-4.6 eV (165 ns), and 4.6-4.7 eV (140 ns), respectively. UPS studies by Hahn et. al.\textsuperscript{21} of polyimide films show valence band structure which range from 4 to 8 eV. A calculated density of states by Bredas and Clark\textsuperscript{22} sets the Fermi level of polyimide at 4 eV. Thus, the 560 ns peak appears to be due to photoelectrons from states near the Fermi level. We attribute the peak at 165 ns, which decays with repeated laser pulses, to filled defect states created during processing. The 140 ns peak is a unique state created only under the combination of stress and radiation. We propose that this state is created by photodissociation of strained bonds. The dramatic increase in the 140 ns peak and in the negative ion emission with stress may well be due to a corresponding negative ion precursor on and near the polymer surface.

A graph of the yield of the excited neutrals, negative ions, and electrons vs stress is presented in Fig. 3. Note that the total negative ion emission and the electron emission at 560 ns are highly stress dependent and follow similar trends. The electron peak at 140 ns is inseparable from the 165 ns peak at low stress but we estimate that it also increases by a factor of eight in increasing the stress to maximum load. The excited neutral emission was less sensitive to the applied stress, but still showed a reproducible, constant increase.

The excited neutral yield does not follow the stress dependence of the positive or negative ions and thus does not appear to be created by reneutralization of ions leaving the surface. Instead, it may be created during a recombination reaction either at the surface or in the plume.
The various emission components show their strongest increases when the specimen is loaded beyond its yield point. Kapton-H displays high plastic deformation when stressed above its yield point. At this stress level, polymer chains tend to align in the stress direction in an extended conformation. Such chains are slightly distorted regarding bond angles and interatomic separations which may encourage channeling photofragments into intermediates which then yield the increased negative ions, photoelectrons, and high lying excited neutral products. Also to be considered is the possibility that the stressed bonds also might permit higher survival probabilities of these products (i.e., inhibiting reneutralization and deexcitation).

The lack of increase of the ground state neutral emission and positive ion emission suggests that these species are predominantly coming from dissociative processes that are not sensitive to the presence of stress. This would be consistent with a photothermal process. Furthermore, when we look at the time-of-flight distributions of particular masses (using a quadrupole mass spectrometer) we find that the distributions are thermal in nature and independent of the presence of stress.

Possible linkage of positive ion production to the ground state neutrals is at this time not obvious.

IV. CONCLUSION

In conclusion, we have presented preliminary results on the consequences of simultaneous application of mechanical stress and excimer laser radiation @ 248 nm to Kapton-H. We are seeing clear evidence that such conditions create a unique, textured morphology on the radiation exposed surface. In air, we have shown that there are additional nodules on the irradiated, stressed specimens which we believe are due to a redeposition mechanism. In general, higher stress levels and/or repeated laser pulses lead to microcrack formation, a linkage of this damage, and eventually crack initiation and crack growth which causes failure of the sample. Finally, the negative ion, photoelectron, and metastable/Rydberg neutral emissions are strongly enhanced in samples stressed above the yield point. The presence of mechanical stress encourages irreversible bond breaking, probably in regions of high stress, leading to localized damage. The increased emission
of negative ions, photoelectrons, and excited neutrals with stress appears to be due to a shift in the concentrations of the intermediate species created by this bond breaking which occurs under this unique combination of strained bonds and UV excitation.
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Figure Captions

Fig. 1. SEM micrographs of Kapton-H samples fractured under pulsed excimer laser radiation. The samples were strained to 50% (125 MPa) and then exposed to 30 pulses of 2.3 J/cm² radiation. (a) in vacuum, and (b) in air. Notice that the hollowed-out structures open up more near the edge of the fracture surface. Small nodules appear to have grown on the irradiated surface in air apparently due to a redeposition process.

Fig. 2. (a) Excited neutral, (b) negative ion, and (c) electron emission TOF spectra of stressed and unstressed Kapton-H samples. The positive ion and ground state emissions showed no change with stress and are therefore not shown. The specimens were elongated to 70% strain and then subjected to 0.7 J/cm² pulsed laser radiation.

Fig. 3. The effect of the applied force on the negative ion, electron and excited neutral emission yield. The laser fluence to the sample was 0.7 J/cm².
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The interaction of UV excimer laser light with sodium trisilicate
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We describe the results of irradiating sodium trisilicate glass \( (\text{Na}_2\text{O} \cdot 3\text{SiO}_2) \) with 248 nm excimer laser light at fluences from 1 to 5 J/cm\(^2\). A threshold for the onset of etching occurs at 3 J/cm\(^2\). We investigate the changes in surface topography as a function of laser fluence. We also identify the ionic and neutral species contained in the emission plume. A clear correlation is observed between the etching threshold and a) onset of emission of fast excited neutrals, as well as b) the appearance of atomic Na D resonance radiation. The high velocities \((10-15 \text{ km/s})\) of the excited neutrals and ions \((\text{H}^+, \text{Na}^+, \text{and Si}^+)\) are attributed to laser/plume interactions. The character and origin of lower velocity neutral species \((\text{atomic O, Si, and molecular NaO})\) are presented. The possible role of surface fracture in the onset of etching is also discussed.

I. INTRODUCTION

Controlled ablation by laser irradiation has considerable potential in microelectronic and micromechanical machining processes as well as in the production of high quality thin films of electronic and optical materials.\(^1\)-\(^3\) However, ablation mechanisms are complex, often involving both thermal and photochemical processes.\(^2\)-\(^8\) A better understanding of these mechanisms is needed to provide a scientific foundation for future applications. In view of the wide range of materials and structures under consideration, predictive capabilities as well as descriptive capabilities are desired. In particular, the interaction of excimer laser radiation with silicate glasses is important in potential electronic applications. Laser damage mechanisms in these materials also affect their use as optical windows, where performance is often limited by radiation induced damage.

In applications in which the emphasis is on the removal of material by ablation, an understand of the emission mechanism is important. However, the production of thin film formation by laser ablation also requires a detailed understanding of the chemical state and energy of the products incident on the substrate. The existence of energetic ions and highly
excited neutrals in the ablation plume may facilitate certain otherwise improbable or slow chemical reactions with the substrate material and on the growing film. Variations in the kinetic energy of these products with laser fluence indicate that some degree of control over these energy distributions, and thus the surface chemistry, is possible.

In this paper, we present initial observations of surface morphology and particle emission accompanying the exposure of sodium trisilicate glass to 20 ns pulses of 248 nm light from an excimer laser. This material, transparent in the visible, absorbs rather weakly at this wavelength. Correlations between surface damage and the time required for the onset of ablation suggest that surface defects play an important role in the ablation process. Mass spectrometry was used to identify the major neutral and ionic components of the plume, and time-of-flight measurements were used to determine energies. The results point to strong laser/plume interactions in the near surface region.

II. EXPERIMENT

Sodium trisilicate glass was prepared by melting stoichiometric quantities of Na₂CO₃ and SiO₂ powders. The resulting material was transparent and bubble-free. Samples were cut with a diamond saw, mechanically polished, and washed in ethanol. The samples were mounted on a translatable stage in a vacuum chamber maintained at a pressure of 10⁻⁴ Pa or less. The laser beam was directed through a quartz window at an angle of about 20° to the sample surface normal.

The radiation source was a Lambda Physik Model EMG 203 excimer laser, which produced 20 ns pulses of 248 nm radiation (KrF). The laser energy/pulse was measured with a Gentec ED 500 joule meter. The laser beam was focused by a lens of 1 m focal length to produce a 0.2 x 1 mm² rectangular spot on the sample surface with a maximum fluence of 5 J/cm². Neutral density filters were used to reduce the fluence by calibrated amounts. SEM images of the ablated surfaces demonstrated that the beam was generally
uniform in the central portion, but showed some irregularities on the edges due to slight misalignment of the optical components.

Time-of-flight (TOF) measurements of ions and excited neutral particles were made with a Channeltron electron multiplier (CEM), Galileo Electro-Optics Model 4039. Excited neutrals can be detected when their internal energy is sufficient to cause Auger de-excitation (e.g. metastable atoms and molecules) or autoionization upon collision with the CEM (e.g. high lying Rydberg states). Ions and excited neutrals were distinguished by comparing intensity measurements made with positive and negative biases on the CEM front cone. The CEM front cone was typically masked so that only a small portion was in line-of-sight with the sample to prevent detector saturation.

Mass resolution of ions and neutral particles was obtained with UTI Model 100C and EAI Model 160 quadrupole mass spectrometers (QMS's) using CEM's as particle detectors. With the ionizer "on" and the axis of the QMS aligned to provide a line-of-sight path from the target through the QMS to the CEM, both ions and neutral particles were detected. Mass resolution of neutrals was readily obtained in this geometry. However, the broad range of energies exhibited by the ions (0-70 eV) extended well beyond the ion energies for which these QMS's were designed, severely degrading the performance of the quadrupole mass filter. By replacing the QMS ionizer with a Bessel box energy filter operated at 20 eV, 1 amu mass resolution was obtained. The design and calibration of the Bessel box are described by Craig and Hock.10

Measurements of light emission from excited species in the ablation plume were made with a Gencom Thorn EMI Model 9924QB photomultiplier tube (PMT) positioned at the end of a fiber optic cable mounted on a vacuum system flange. The target end of the fiber optic cable was equipped with a slit aperture and collimating lenses to ensure that only light directed along the axis of the cable (perpendicular to the target surface normal) was detected. This allowed the observation of temporal variations in light intensity as light emitting atoms/molecules passed in front of the slit. For spectral analysis of this
spatially selected light, the output of the fiber optic cable was attached to a Thermo Jarrell Ash Monospec-18 spectrometer employing a 150 lines/mm grating. An EG&G Model 1421 gated, intensified, position-sensitive detector responsive to light in the region between 200-830 nm was used with an EG&G Model 1460 optical multichannel analyzer to acquire both time-averaged and time-resolved spectra.

III. RESULTS

A. Surface topography

When sodium trisilicate glass is exposed to 248 nm excimer laser light at fluences above 3 J/cm², we observe etching of the glass in the central portion of the laser beam. Outside of this central portion there tends to be a gentle modification or clean-up of the defects (e.g., scratches) on the surface. Figures 1 and 2 are SEM photos of the etched region showing very rough features in the etch pit, indicating considerable texturing in addition to melting. These "coral-like" features are similar to those seen by Braren and Srinivasan in laser ablated borosilicate glasses. Further evidence of surface melting is shown in Fig. 3. The top portion of Fig. 3 is a magnified view of a region close to the edge of the ablated area showing many spherical particles with diameters ranging from 0.3 to 3 μm. These particles are apparently due to the ejection of molten glass from the etched region.

Even at fluences well above the threshold, we find that polished surfaces require a "pre-exposure" of several laser pulses before etching is observed. If the surface is highly damaged (e.g., an unpolished surface with diamond saw cutting marks), no pre-exposure is required to induce etching. The changes in surface morphology as radiation progresses can be seen in Fig. 4, which shows four different etch pits formed by exposure to an increasing number of laser pulses at a fluence of 3.6 J/cm². After 10 and/or 20 pulses, substantial surface fracture is seen along the center and borders of the exposed region. (The border region experiences especially high thermal gradients.) A small amount of highly localized
etching (pitting) can be seen at an exposure of 10 pulses, especially in the bottoms of the fracture craters. A higher pit density is found after 20 pulses. With continued irradiation, the pitted region grows, eventually joining and smoothing the fractured areas and developing the coral-like structure noted above. This smoothing always left an etched region with rolling topography. The average spacing between major features of the fine coral structure converges to approximately 1 \( \mu \text{m} \).

Etch rates were estimated from the apparent depth of the etched region in SEM photos. In Fig. 1, a depth of about 100 \( \mu \text{m} \) was attained in the central portion of the etch pit after 400 laser pulses. The average etch rate is thus about 250 nm per pulse, corresponding to the removal of several hundred monolayers per pulse.

B. Particle emission

Overview. Because of the short duration of the emission process, the detected species are highly correlated in time with the laser pulse. Figure 5(a) shows the dominant TOF signal with the QMS ionizer turned "on" and the rods of the mass filter grounded to provide a nearly field-free drift region for the particles. The front cone of the CEM in the rear of the QMS was biased at -2700 V to favor detection of positive ions and reject negative particles. With the ionizer "off," as in Fig. 5(b), the faster components of the detected signal are still observed. Peaks 1 and 2 of Fig. 5 are strongly affected by electric fields consistent with positive ions. Peak 3 is a robust peak, often saturating the detector. The peak position is not affected by strong electric fields, suggesting that it is associated with neutral particles; note that this peak is also observed with the ionizer "off." Such behavior is associated with neutral particles with sufficient internal energy to yield a secondary electron at the detector surface. Peaks 4 and 5 of Fig. 5(a) disappear when the ionizer is turned off, as shown in Fig 5(b), and are thus attributed to ground state neutral species.
**Positive Ions.** The positive ion emission (PIE) was examined using a QMS equipped with a Bessel box energy filter set at 20 eV. With the Bessel box, we were able to mass resolve the PIE at masses 1 (H*), 23 (Na*), and 28 (Si*). Figure 6 shows mass selected PIE TOF data summed over 50 laser pulses at these three masses. By far the largest ion intensity occurs at mass 23 (Na*). The relatively high intensity of Na* is presumably related to the ease of removing Na from the glass and the low ionization energy of Na. The H* peak persists after many shots and does not depend on the laser pulse repetition rate; therefore this H* emission is not due to the dissociation of adsorbed H₂O from the background. The delayed shoulder in the mass 1 emission of Fig. 6 is an artifact due to the "ion blast" which is poorly discriminated from emission at mass 1. These TOF curves indicate significant ion intensities at an energy of 20 eV, four times the energy of the laser photons. Below we present experimental energy distributions for Na* which extend out to ~60 eV. It is highly unlikely that these high energies are due to multiphoton processes; as we shall argue, these high energies are most likely due to laser/plume interactions.

**Excited Neutrals.** Characterization of TOF measurements of the excited neutral species were made with a bare CEM mounted 8.5 cm from the target surface at an angle of 30° relative to the surface normal. Figure 7 curve (i) shows the TOF spectrum acquired with a negatively biased CEM front cone. Again, the initial peak is due to prompt, unresolved positive ions. When the CEM cone is biased at various positive and negative voltages, the arrival time and general shape of the broad peak commencing at 3 μs is unchanged, indicating that this peak is due to excited neutral particles with sufficient internal energy to release electrons at the front surface of the detector. Because the observed flight times are much longer than 10 ns (associated with typical dipole transitions) we conclude that this peak is due to a long-lived excited species detected upon collision with the CEM cone. We present below strong evidence that this species is excited atomic Na (Na*). With this mass identification, the translational energy corresponding to
the peak in the TOF curve of Fig. 7 curve (i) is about 30 eV. Again, this is well in excess of the laser photon energy, and reflects strong laser/plume interactions.

*Ground State Neutrals.* The slower, ground state neutral peak 4 of Fig. 5(a) consists of a distribution of masses which can be resolved with a QMS. Figure 8 shows three peaks recorded with the QMS tuned to masses 16 (O), 28 (Si), and 39-40 (NaO or NaOH, hereafter referred to as NaOH<sub>x</sub>; we had insufficient resolution at masses 39-40 to distinguish between x = 0 and x=1). These curves have been normalized to a common peak height to facilitate comparisons of their position and shape. The ratio of the area under each of the curves is approximately O:Si:NaOH<sub>x</sub> = 1000:6:1. The solid lines appearing in Fig. 8 are least squares fits of the data to "drifting Maxwellians" (Maxwellian velocity distributions with a center of mass velocity) and will be discussed below. The translational kinetic energies of these emissions are typically ~0.1 to ~0.6 eV, orders of magnitude less than the energies of the ions and excited neutrals. Peak 5 of Fig. 5(a) indicates the presence of an even slower neutral species. A corresponding late peak was observed at mass 28, but this peak was observed only during the early stages of etching, decaying rapidly as etching proceeded.

Neutral emission is observed at mass 23 (Na°), but is somewhat obscured by the large excited neutral peak at this mass. With the QMS tuned to mass 23 and the ionizer "off" the Na° peak is detected. When the ionizer is turned "on," this peak grows in size and develops a shoulder on the trailing, low energy side. As the ionization cross section of Na° is relatively large, some of this increased intensity must be due to the ionization of Na°. However, we suspect that a good fraction of the increase, including the component responsible for the shoulder at 50-100 μs, is due to Na°. The evidence for a Na° peak in this region suggests that the velocity distribution of Na° is more like that of Na° (and Na<sup>+</sup>) than the velocity distributions of the other neutrals, O, Si and NaOH<sub>x</sub>.

*Negative Particles.* Electron emission can also be observed using a bare, CEM biased for detection of negative particles. As expected, the electron TOF is considerably
shorter than that of the more massive positive ions and neutrals and is quite intense.

Surprisingly, no negative ion emission was observed.

C. Photon emission.

At fluences sufficient to yield etching, a plume is easily observed with the naked eye. The plume exhibits a bright, spherical central region tangent to the surface, surrounded by a less bright, yellow cloud decaying with distance from the surface. A time exposure of this visible light (f8 on Kodak Tri-X 35 mm film) for ~20 successive laser pulses is shown in Fig. 9(a). The rectangular structure in Fig. 9(a) is the sample, which is clearly delineated by the fluorescence of the glass. Although the film response is non-linear, a real transition in intensity appears ~1 cm from the glass surface. Figure 9(b) is a photo of the plume exposed over several more laser pulses. It shows that the outer, less intense region is also spherical and approximately tangent to the surface at the irradiated region. These spherical structures are consistent with a \( \cos \theta \) angular distribution. In both of these photos (more clearly in Fig. 9(b)) a smaller plume is observed on the back surface of the target. Reflection of the laser beam at the back surface can enhance the local electric field\(^{11} \) by a factor of 1.5 or more. Despite the attenuation of the beam in the sample, a plume is generated at the back surface at high beam fluences.

Figure 10 shows the spectrum of the visible plume as it passed a point about 2 cm from and along the normal to the glass surface. The spectrum is a line spectrum dominated by the atomic Na D resonance line. Five other known Na lines are also resolved and identified in Fig. 10. These lines reveal the presence of highly excited neutral Na atoms in the plume. The lifetime of the \( 3P_{1/2,3/2} \) states is only about 15 ns, so that the Na D line observed from particles this far away from the surface (corresponding to TOF's of several \( \mu s \)) cannot be due to \( 3P_{1/2,3/2} \) states created during irradiation. The spectrum of Fig. 10 indicates that the \( 3P_{1/2,3/2} \) states are fed by higher lying excited states. We propose that
all the observed Na lines are due to the decay of long lived, highly excited Rydberg states created in the escape process.

The time dependence of the Na D line intensity at a given position can be compared with the time dependence of the excited neutral intensity detected by impact with a CEM. A PMT with a Na D line interference filter and a lens/aperture arrangement was used to provide spatial and wavelength discrimination of the light from the plume. The optics were arranged to monitor intensity of the Na D radiation emanating from a narrow cone 8.7 cm from the glass surface. In Fig. 7, curve (i) is the excited neutral flux detected by the CEM, while curve (ii) is the corresponding Na D line TOF. The time dependence of the photon intensity is nearly identical with that of the excited neutral intensity measured at the same distance from the sample. Furthermore, the Na light appears only at laser fluences above J/cm², in close coincidence with the appearance of the excited neutral peak and the onset of etching. These correlations between the CEM excited neutral emission and the Na D line intensity strongly suggest that both are due to the same particle, and that this particle is indeed excited neutral Na. Thus, both lifetime considerations and spectral measurements indicate that the visible plume is due to the radiative decay of short-lived excited states produced by the decay of long-lived Na Rydberg states.

As the Na D line intensity reflects the excited neutral density as a function of time in the region of detection, the position of the TOF intensity peak can be used to infer a characteristic kinetic energy. This characteristic energy increases with laser fluence above the threshold for plume formation, as shown in Fig. 11. The magnitude of this energy is typically in excess of 10 eV, well above the photon energy of the laser and also well in excess of any thermal energy which can be associated with the irradiated surface (e.g., 10 eV = 100,000 K). The influence of laser fluence on particle energy is further evidence of strong laser/plume interactions.

IV. DISCUSSION
In the early stages of irradiation, flaws near the surface can lead to localized fracture due to stress induced by differential heating. This is the source of the fracture craters observed early in irradiation, starting with the first few laser pulses. The prebombardment of the surface required to produce etching in sodium trisilicate glass was not observed in borosilicate glasses, which are strong UV absorbers at 248 nm. In contrast, the absorption edge of pure sodium trisilicate is well below 240 nm. Absorption in the near surface region can be enhanced by defects. For instance, Nielsen et al. have proposed that surface defect states play a critical role in the multiphoton desorption of ionic species from crystalline dielectrics. These defects can be produced by interaction of the laser light with the irradiated material. Devine et al. report that excimer laser irradiation of amorphous silica at 248 nm can produce both \( E'_1 \) centers and a non-bridging oxygen defect, each capable of absorbing 248 nm radiation. The delay in the onset of etching observed in this work may be the time required for the production of a critical density of absorption centers.

Mechanical processes may contribute to the density of absorption centers near the surface. Our observation that damaged surfaces require no pre-exposure for the onset of etching indicates that mechanically created defects play an important role in near-surface absorption. One effect of mechanical surface defects is the enhancement of local electric fields, which in the limit of sharp cracks should be about a factor of two in this material. However, absorbance in the near surface region can also be enhanced by mechanically produced electronic defects. Interestingly, E-centers have been observed by Tomozawa in crushed silica using ESR techniques. Dreyfus et al. have found that chemically etched sapphire surfaces display significantly lower UV absorption at 193 and 248 nm in the near surface region relative to "as received" commercially prepared samples. They attribute this reduction to the removal of absorption centers in the "as received" samples (with presumably mechanically polished surfaces). The delay in the onset of etching in mechanically polished glass surfaces relative to "as cut" surfaces observed in our
work is likely due to the reduction in defect densities (and therefore a reduction in absorption) at the surface of the polished samples. In a similar manner, thermally induced fracture may play an important role in the onset of etching by providing a relatively high density of absorption centers in the near surface region.

The coral-like features observed after the onset of etching are associated with hydrodynamic sputtering similar to reported by Kelly and Rothenberg due to excimer ablation of several metals. If the depth of material melted under irradiation is fairly uniform, any asperities on the surface tend to grow due to the volume expansion associated with repeated melting and heating. Under certain conditions, molten droplets may be expelled from the surface. This would explain the spherical structures in Fig. 3. The diameters of the observed droplets, 0.5-3 μm, correspond well with the range of droplet diameters reported by Kelly and Rothenberg.

Electron emission begins early in the irradiation process in conjunction with the production of absorbing defects. Filled E' states produced and populated during early pulses are likely initial states for photoelectron production. Mackey et al. have studied these states in sodium silicate glasses. They form a broad band lying about 1 eV below the Na ion levels which form the conduction band of this material. Photoelectron production involving these states is a two step process: a) the population of an E' state by the adsorption of a 5 eV photon followed by b) the adsorption of a subsequent photon to yield photoelectrons. Presumably, once sufficient absorption at 248 nm is attained, etching commences simultaneously with the onset of intense neutral and ion emission.

The interaction of the laser pulse with the cloud of electrons, ions, and neutrals formed early in the pulse results in the formation of a plasma in which electron impact can produce additional ionization. The high velocities observed for the ions and the excited Na species cannot be explained by photothermal or photochemical processes at the surface. Interparticle collisions in the near surface region (Knudsen layer) can raise the apparent temperature of ablated particles, but this effect is again far to small to account for
these velocities. Figure 12 shows experimental energy distributions for excited neutral and ion data. The excited neutral energy distribution was obtained by transforming the Na D line intensity data of Fig. 7 curve (ii), which reflects the excited neutral density. The ion energy distribution data was obtained by successive ion flux measurements made with the Bessel box energy filter tuned to increasing energies. Each energy distribution is accompanied by the appropriate Maxwellian energy distribution fit to one point (the distribution peak). Both the excited neutral and ion energy distributions are decidedly non-Maxwellian. The production of the high energy charged particles and excited neutrals most likely involves the acceleration of electrons in the field of the laser beam by inverse bremsstrahlung.\textsuperscript{21,22}

Inverse bremsstrahlung involves the absorption or scattering of a photon by an electron in the presence of a third body. Multiple absorption/scattering events can result in electrons with energies several times the photon energy. As the electrons are accelerated, ions can be accelerated along with them by means of electrostatic attraction. Interferometer measurements by Walkup et al.\textsuperscript{22} indicate the presence of high electron densities ($>10^{16}$ electrons/cm$^3$) in plasmas formed by excimer ablation of Al$_2$O$_3$. At these densities, Coulomb forces maintain approximate charge neutrality over distances larger than a Debye length (~20 nm). Despite the limited spatial extent of the electric fields in such a plasma, their strength is sufficient to yield considerable ion acceleration. For instance, Bykovskii et al. have estimated that singly charged ions can be accelerated to 40-60 eV by a laser with a power density of $10^9$ W/cm$^2$ in a plasma with an electron temperature of 1 eV.\textsuperscript{23} Once the laser pulse decays, the electric fields disappear and local charge neutrality is re-established in the plume. Electron/ion recombination (requiring a third body) can then result in the production of excited neutral, Rydberg atoms. The expanding plume thus carries electrons, positive ions, and Na Rydberg atoms. The latter eventually decay into lower lying states which yield the observed visible radiation via dipole allowed transitions.
It is the finite lifetime of the Rydberg atoms which allow the resonance radiation to be observed at large distances from the surface over times of several tens of \( \mu \text{s} \).

Electrostatic acceleration of the ions by the faster electrons accounts for the high energy of ionic and excited neutral species. Simultaneous measurements of \( \text{Na}^+ \) and \( \text{Na}^* \) energy distributions are compared in Fig 12(b). At a fluence of 3 J/cm\(^2\), the \( \text{Na}^+ \) energy distribution peaks at around 20 eV, while the excited neutral energy distribution peaks around 6 eV. This difference in energy is consistent with the electrostatic acceleration of \( \text{Na}^+ \) accompanied by the electron/ion recombination to form \( \text{Na}^* \); early recombination prevents further acceleration, resulting in a lower energy distribution. The ions that survive have presumably experienced greater acceleration, and thus are more energetic than the excited neutrals.

The ground state neutral particles show considerable variation in their TOF curves. As shown in Fig. 8, the TOF peak at mass 16 (atomic O) is fast and broad, while the TOF peaks at masses 28 and 40 are slower and much narrower. Kelly suggests that the energy distribution of a photochemically emitted species is initially nearly monoenergetic (e.g., due to a Frank-Condon-like transition), but that this distribution could be broadened by subsequent collisions.\(^{24}\) The degree of broadening is a function of the collisional history of the particles, and thus may yield a variety of energy distributions.

In order to characterize these distributions, we have modeled the TOF data with a particle velocity distribution formed by summing a Maxwellian velocity distribution, characterized by temperature \( T \), and a center of mass component. \( v_{\text{em}} \). \( T \) and \( v_{\text{em}} \) are model parameters, chosen to fit the data. The intensity of the QMS signal corresponding to this distribution was calculated by integrating the estimated particle density over the length of the ionizer, according to the formula:

\[
I(t) = \frac{N \cdot A}{r^2} \left( \frac{m}{2\pi kT} \right)^{3/2} \int_{\beta} e^{-\frac{m (\frac{t}{T} - v_{\text{em}})}{2kT}} dx
\]
where \( I(t) \) is the QMS signal intensity as a function of time, \( N \) is proportional to the total number of emitted particles, \( A \) is the cross-sectional area of the ionizer, \( m \) is the particle mass, \( k \) is the Boltzmann constant, and the integral is performed over the length of the ionizer, which extends along the x-axis from distance \( D \) to \( D+L \). The factor of \( t^{-3} \) arises from the transformation of the Maxwell-Boltzmann velocity distribution to a spatial distribution \( (dv_x = dx/t, dv_y = dy/t, dv_z = dz/t) \), which yields the particle density as a function of time and position. Least squares fits of this model to the TOF data of Fig. 7 yield the following values of \( v_{cm} \) and \( T \):

<table>
<thead>
<tr>
<th>mass (amu)</th>
<th>assigned species</th>
<th>( T ) (K)</th>
<th>( v_{cm} ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>O</td>
<td>2420</td>
<td>410</td>
</tr>
<tr>
<td>28</td>
<td>Si</td>
<td>200</td>
<td>1420</td>
</tr>
<tr>
<td>39-40</td>
<td>NaOH(_x) ((x = 0,1))</td>
<td>110</td>
<td>1380</td>
</tr>
</tbody>
</table>

The unrealistically low temperatures and large center of mass velocities necessary to fit the mass 28 and 40 data are consistent with photochemical emission followed by collisions in the near surface region, as suggested by Kelly. The narrowness of these TOF peaks is inconsistent with thermal emission. Thermal TOF distributions can be narrowed by collisions in the near surface region with or without adiabatic expansion, but not to the degree observed at these masses.

The narrowing of these TOF distributions appears to be a function of mass, with the more massive particle (NaOH\(_x\)) possessing a more narrow distribution than the less massive particle (Si). In collisions between particles of different masses and nearly equal velocities, the more massive particles experience the smaller energy changes, so that more collisions are required for their thermalization than that of the less massive particles. Further, the more massive particles of a given energy have lower velocities, so that they eventually fall behind the lighter particles and cease to interact with them. If, as in this
case, the density of the massive particles is quite low, their collision probability drops markedly as they fall behind the others, further limiting the degree of thermalization. These effects would explain the relative widths of the Si and NaOH\textsubscript{X} TOF distributions.

In contrast, the mass 16 emission is associated with a relatively large effective temperature and low center of mass velocity. The low $v_{\text{cm}}$ suggests that the velocity distribution is consistent with a Maxwellian velocity distribution. A least squares fit of the mass 16 data to a pure Maxwellian ($v_{\text{cm}} = 0$) yields a very good fit with an effective temperature of 3040 K. The observation of an equilibrium thermal distribution indicates that the O is sampling a region whose temperature is on the order of 3000 K. The most simple explanation of the energy distribution is the thermal emission of O from a surface at roughly 3000 K. However, in a study of particles emitted from heated sodium trisilicate glass surfaces, Kelso and Pantano\textsuperscript{25} observed significant emission of Na and O\textsubscript{X} at temperatures greater than 850 C; at this temperature, the ratio of Na:O was estimated to be greater than 40:1. If our atomic O were simply thermally emitted from the surface, we would expect to see a strong Na\textsuperscript{+} peak in this region. Because we do not observe such a peak, we conclude that the neutral O is produced by a photochemical process, and that its nearly Maxwellian velocity distribution is due to nearly complete thermalization by repeated collisions. This thermalization would be facilitated by the relatively small mass of atomic O, as noted above.

V. CONCLUSION

We have examined the surface topographical changes and accompanying particle emissions from sodium trisilicate glass due to exposure to 248 nm excimer laser pulses. At fluences above 3 J/cm\textsuperscript{2}, the surface initially experiences thermally induced fracture which, after some ten's of pulses, is followed by simultaneous etching and plasma formation. The initial heating of the substrate due to photon absorption is strongly dependent on absorption centers which are induced by repeated laser pulses. Small surface
cracks created early in irradiation may significantly enhance the density of these centers or the rate at which they are formed.

Electrons, positive ions (H+, Na+, Si†), and neutral species (O, Na, Si, and NaOx) are emitted during the ablation process. The ions and the excited neutrals are quite energetic due to the acceleration of ions resulting from laser/plume interactions. Excited (and some ground state) Na neutrals are formed as accelerated Na ions and electrons recombine in the near surface region. The other ground state neutrals are much less energetic, with energy distributions consistent with a photochemical emission mechanism for neutral Si and NaOHx. The neutral O emission appears to have a similar photochemical emission mechanism, followed by nearly complete thermalization of the energy distribution.

In the future, we expect to perform measurements on the very weak emissions at subthreshold fluences. Energy distribution measurements of neutral emission at low fluences would help confirm the photochemical mechanism proposed above, perhaps yielding insight into the nature of the bond breaking processes involved. These measurements may also provide further understanding of the the processes which modify the energy distributions as the fluence is raised.
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Figure Captions

FIG. 1. The edge of a typical etched region on sodium trisilicate glass (400 shots, 5 J/cm²).

FIG. 2. "Coral-like" structure at the bottom of a typical etch pit (400 shots, 5 J/cm²).

FIG. 3. Edge of a typical etch pit (bottom) and a close-up of the glass surface near the etch pit (top), showing spherical droplets deposited on the glass surface outside of the etch pit (400 shots, 3.5 J/cm²).

FIG. 4. Four exposed regions formed by increasing numbers of laser pulses: a) 10, b) 20, c) 40, and d) 80 shots, each at a fluence of 3.5 J/cm².

FIG. 5. TOF spectra from sodium trisilicate glass taken a) with ionizer "on" and b) with ionizer "off." Time t=0 corresponds to the arrival time of the laser pulse.

FIG. 6. Mass selected positive ion signals detected masses 1, 23, and 28 with a Bessel Box/QMS detector. The axis of the QMS was somewhat inclined to the surface normal.

FIG. 7. Excited neutral TOF measurements made by (i) a CEM detector positioned 8.5 cm from the sample surface and (ii) a photomultiplier tube with a Na D line filter and collimator viewing a region 8.7 cm from the sample surface.

FIG. 8. Mass selected neutral signals detected at masses 16, 28, and 40, normalized to a common peak height. The solid lines represent best fit "drifting Maxwellians." The early portion of the mass 16 curve has been removed to eliminate interference from the excited neutral peak.
FIG. 9. Time exposures of the ablation plume recorded taken over several laser pulses. b) is overexposed relative to a) to bring out the geometry of the less intense portion of the plume. Note the near-spherical symmetry of both regions.

FIG. 10. Visible spectrum of the light emission from the ablation plume at a distance of 2 cm from the surface. Almost all of the lines can be assigned to atomic Na.

FIG. 11 Kinetic energy corresponding to the arrival time of the peak Na D line intensity as a function of laser fluence.

FIG. 12. Energy distributions of a) the excited neutral Na density, as inferred from the Na D line TOF curves, and b) the Na ionic flux as measured with a Bessel box energy filter. Both measurements were made at a fluence of 3.0 J/cm². The solid lines correspond to the appropriate simple Maxwellian distribution fit to the data at one point (the peak). In b), the excited neutral density is also shown to facilitate comparison with the ion energy distribution.
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XIII. Additional Work

Neutral Particle Emission from TGDDM/DDS epoxy: We have measured a number of properties of the neutral molecule emission accompanying fracture of TGDDM/DDS epoxy. This includes the time evolution of the emission of masses 18 (H₂O), 28 (N₂) and 64 (SO₂). The H₂O and N₂ are believed to be occluded gases, but the SO₂ appears to be generated by bond scissions. In Fig. 1, we show the time dependence of mass 18 (H₂O) for two different distances of the mass spectrometer ionizer from the sample where t=0 represents the fracture event (typically 10 μs in duration). Note that the onset of detected signal and the peak position of these curves shifts over as the distance from the sample is increased. From these measurements (taken at two flight distances from the sample) we have obtained an average temperature of the gases and the time dependence of the emission (on a microsecond time scale) relative to fracture. For this particular epoxy, gas temperatures of ~425 K are obtained. The rate of gas release is shown to be a maximum after the fracture event. This suggests that the major source of the gases arises in the plastic zone surrounding the moving crack tip as opposed to the free surface created by fracture. In the case of SO₂ emission, the evolution intensities could be probing bond breaking processes in the plastic zone during fracture. In principle, neutral emissions from any brittle material can be studied using this new method. We are constructing a system that employs two mass spectrometers which will greatly facilitate the acquisition of this type of data.

Scanning Tunneling Microscopy of Cracks and Fracture Surfaces.

We have installed and have running a scanning tunneling microscope which exhibits atomic resolution on standard surfaces such as the cleavage plane of graphite. Also visible are steps of 2-3 atom heights. We are attempting to image the region around a single crack in single crystal Si. With limited resolution, Bonnell and Clark (IBM T. J. Watson, personal communication) have imaged a single crack in single crystal Si with the STM. Although we have not yet found the tip of the crack, we expect that improvements in our ability to position the tip precisely will remedy this difficulty. The shape and features of the surface of any material in the region of a crack have never been imaged with atomic resolution and would provide new information about the fracture process.

In addition, we have succeeded in tunneling to very thin Au coated surfaces of highly insulating surfaces such as NaCl and MgO. We have observed good stability and conductivity in films ~20-100 Å in thickness, with no evidence of Au clusters. The best resolution to date is ~3 Å laterally (in the plane of the surface) and 5-10 Å vertically (normal to the surface). It is important to emphasize that we are using STM techniques on insulating surfaces and striving for maximum resolution. The major advantage of the STM relative to the atomic force microscope (AFM), which has potentially higher resolution, is the reliability of the STM. We have successfully obtained topographical information on 100% of the gold coated surfaces produced to date.

Three STM scan of a gold-coated MgO fracture surface (single crystal broken in three point bend) are shown in Fig. 2. The scans shown in Figs. 2a and 2b were taken on the tensile side of the fracture surface, while that of Fig. 2c was taken on the compressive side of the fracture surface. As shown in Fig. 2d, the surface near the tensile side of samples broken in this geometry is inclined at ~16° to the compressive surfaces. The compressive surfaces are macropopically (100) in orientation, while the tensile surfaces are approximately (720). Fig. 2a shows a typical flack region of the tensile side. It is ~(720) in orientation on the scale of hundreds of nm, with deviations from the dominate plane of less than 36 Å. A number of similar planes were found over the entire tensile side and were typically of micron dimensions. Interspersed between the smooth regions were patches of rough topography, one of which is shown in Fig. 2b. Again, the larger facets are of ~(720) orientation. At our present resolution (5-10 Å), these facets do not appear to be composed of (100) (cleavage plane) steps. The sloping regions connecting the larger facets might still be crystallographic.

On the compressive side (2c) a variety of crystal orientations are observed; each facet tends to be considerably smaller than on the tensile side, typically a few hundred Å in size. The dominant orientation was (100) with significant numbers of (720) planes. In addition, we observed small patches of (210), (920), (811), (731), (321), (381), and (140) surfaces. It should be emphasized that these surfaces could be atomically stepped which would not be detected. No microscopic (110) or (111) surfaces were observed, even though (110) is a known secondary fracture plane and is frequently macroscopically observed in MgO.

Fracture through the compressive side of a crystal loaded in three-point bend is probably complicated by plastic deformation prior to fracture. In the region of the loading nose, stresses can be quite high and for strong samples (small surface flaws on the tensile side), significant plastic deformation is possible. As the
crack propagates through regions that have experienced slip and/or dislocation pile up, it can be strongly
deflected. In addition, the crack front at the boundary of the tensile and compressive sides can be quite
complicated, actually occupying a variety of different crystal planes. Figure 3 shows another region on the
compressive side where, in addition to facets of several hundred Å dimensions, there appears a set of parallel
steps 20-50 Å high running parallel to the direction of propagation. Some of these steps appear to merge or
emerge at points. Similar step creation has been observed on MgO fracture surfaces where the crack is
intersected by screw dislocations. Interactions between cracks propagating on nearby planes may also be
responsible for the merging of some steps. We have yet to determine the crystallographic directions of these
features, but we suspect that (100) orientations will dominate in the central portion. Note that each corner of
this plot is tipped at a sharp angle to the central plateau.

As additional evidence of the strong dependence of topography on previous plastic deformation, Fig. 4
shows two scans of a distinct feature which appears on the compressive side of MgO fractured in three point
bend. Several similar features were found in a 3 µm x 3 µm neighborhood (the current limit of our large area
scan). Each of these triangular depressions were associated with long troughs lying along the (100) direction
and comprising substantial amounts of crack deflection. Active slip planes on the compressive side of the
crystal are known to intersect the fracture surface along the same direction. We suggest that these unusual
features result from the crack interacting with these slip bands. It should be noted that the density of dissipated
energy on a local scale of a few tens of Angstroms could be quite high and could be considered a type of hot
spot. A question of interest that relates to our previous studies (see Sections 11 and 12) would be the influence
of these localized, high energy events on the emission of light and particles.

Construction of Atomic Force Microscope.

We have made substantial progress on the design and construction of an Atomic Force Microscope
utilizing electron tunneling for sensing the motion of a cantilever beam. This motion is in response to the
atomic and electrostatic forces between a tip and a fracture surface of an insulating material, and can include
energetic materials. The advantage of such an instrument for insulators is that no conducting coating is
necessary. One major difficulty is the interpretation of the resulting scans. One is in fact using a macroscopic
tip as a stylus, but sensing the response on an Å size scale.

As expected, vibrations have been a major problem and we are focusing on various vibration isolation
schemes to minimize their influence. The very small size of the atomic force cantilever system requires that
all fabrication be performed under a microscope. The design we are currently using was first suggested by
Bryant (P.J. Bryant, U. Missouri-Kansas City, private communication). The first step in the fabrication
process is to cut platinum foil for the AFM lever, where the platinum foil is prepared by hammering a 25 µm
wire into a thin 4 µm foil. This foil is sliced into levers approximately 170 µm x 15 µm. A cantilever
support consisting of a 400 µm tungsten wire bevelled to 15 degrees at one end, is attached via insulating epoxy
to an etched STM tip. A wire lead is attached to the cantilever support by conducting epoxy. The final step in
the fabrication process is to attach the lever to the cantilever support. This is accomplished using a
micromanipulator with a microscopic capillary tube with applied suction acting as a microforceps. The lever is
fastened to the support with a small amount of conducting epoxy. After curing the atomic force cantilever
system is ready to used in our "conventional" STM apparatus with the wire lead to the cantilever support
supplying the "sample" bias. The current mode of operation is a compression, i.e., the tip is pushed against
the surface, in analogy to a stylus profilometer, with forces on the order of 10⁻⁸ N.

In Fig. 5 we show a 64 line scan of a relatively smooth region of the compressive side of a MgO
three-point bend fracture surface. A possible artifact is a "jitter" corresponding to a few Å deflection of the tip.
In Fig. 5 this jitter corresponds to the fine structure observed most clearly in the smooth regions of the surface.
This jitter could be due to stick-slip of the force lever producing relative lateral motion between the tunneling
tip and the force lever. This shows up in a periodic increase/decrease in tunneling current, which activates the
Z piezo. Some features, usually of much lower frequency, may represent deflections at the mechanical
resonance frequency of the lever. Nevertheless, we are starting to get topographical information on fracture
surfaces of insulators. It should be realized that this probe is extremely fragile and eventually a crash on the
surface results in irreversible damage, requiring replacement of the force probe.

Figure 6 and 7 show AFM images of two considerably more rough regions of the compressive side of
the same MgO crystal. Figure 6 has features less than 6 Å in the Z direction that are resolved and reproducible
under repeated scans. To date, no evidence of damage to the surface at the forces we are applying has been
observed. There does appear to be a problem with oscillations in the force lever when passing over stepped
features on the order of 100 Å in height. The edges of these features are surprisingly sharp, matching in many
ways the results from the STM on Au coated MgO. Fig. 7 illustrates the scan over a very rough portion of
the surface with excursions in $Z$ equivalent to $-1000 \, \text{Å}$. On such a large scale, the oscillations in the lever arm are not really very significant.

Future work will concentrate on improvements in resolution and noise reduction to provide more routine scans of fracture surfaces. In addition, we have built the electronics for an attractive force AFM which utilizes the deflection of a laser beam sensed by a position sensitive detector. We then will be able to probe surfaces without contact between the force lever tip and the surface. This is particularly important in our efforts to characterize charge distributions on fracture surfaces of insulators.

**Figure Captions**

**Fig. 1.** The time dependence of the emission of water from the fracture of epoxy. The two curves represent signals obtained for two different distances of the mass spectrometer from the sample. Note the arrival time of the fastest molecules shifts to later times for the longer distance. Similarly, the peak position shifts and the entire curve broadens due to the velocity distribution of the water molecules emitted from the epoxy.

**Fig. 2.** Scanning Tunneling Microscope scans of gold coated MgO fracture surfaces. The crystal was broken in three point bend. a) and b) were scans over portions of the surface towards the tensile side of the sample; c) is a region on the compressive side. d) shows the basic orientation of these two portions of the fracture surface.

**Fig. 3.** An STM image of a portion of the compressive side of an MgO fracture surface which shows a series of steps 20-50 Å in height across a square facet (probably (100) in orientation).

**Fig. 4.** STM images of a feature which appears in regions of high plastic deformation created during loading. Severe crack deflection and possibly branching have occurred in this region.

**Fig. 5.** An Atomic Force Microscope scan (64 lines) on the compressive side of an uncoated MgO fracture surface.

**Fig. 6.** An AFM scan on the compressive side of MgO showing both flat and rougher regions.

**Fig. 7.** AFM scan on the compressive side of MgO in an extremely rough region.
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ABSTRACT

Fracto-Emission is the emission of particles and photons during and after fracture of materials. The observed emission includes electrons, negative and positive ions, neutral species in both ground states and in excited states, and visible photons. This emission can often serve as a sensitive probe of crack growth and may prove to be a useful tool for investigating molecular and microscopic events accompanying crack growth and for studying the details of failure modes in a variety of materials. Interfacial failure provides unique fracto-emission signals due to the extensive charge separation accompanying separation of dissimilar materials. Here we present the results of several recent studies of interfacial failure involving a variety of materials and relate them to electronic and mechanical processes accompanying failure.

INTRODUCTION

During and after fracture of materials one can measure the emission of photons (phE) (often called triboluminescence) and particles including: electrons (EE), negative and positive ions (NIE and PIE), and neutral species in both ground states (NE) and in excited states (NE*). This emission can often serve as a sensitive probe of crack growth and may prove to be a useful tool for investigating molecular and microscopic events accompanying crack growth and for studying the details of failure modes in a variety of materials. These effects are also of interest in terms of their relations to electrostatic consequences of bond breaking (e.g., noise generated in sensitive circuits under stress, grinding of materials in confined spaces, mechanical and interfacial effects associated with explosives and solid propellents), the detection of fracture inside the earth's crust, and the transport of atoms and gases in geological systems. For a lengthy list of fracto-emission (FE) references, see ref. 3.

Past studies of FE have included work on the fracture of oxide coatings on metals, inorganic crystals and glasses, adhesive failure (including composites), organic crystals, neat polymers, and studies of electrical phenomena/breakdown accompanying fracture. A number of investigations have focused on the emission of charged particles and photons from the fracture of materials in vacuum. The origin of electron and photon emission from cohesive fracture is best explained in terms of bond breaking phenomena where non-adiabatic processes involving fundamental excitations (e.g., excitons), or creation and recombination of point-like defects and charge carriers (electrons, holes) occur. These energy releasing processes are thus initiated by bond breaking through the creation of localized departures from equilibrium. For polymeric systems, the likely analogous participants are free radicals, ionic states, and electrons all generated by bond scissions during crack growth. Again, recombination provides the release of energy necessary for particle or photon emission.

We have proposed a simpler model for systems involving charge separation during fracture. These systems include piezoelectric materials and a wide variety of composite materials in which fracture involves interfacial failure (filled materials, fiber/matrix composites, etc.). The basic features of this model as they relate to the fracture of materials in vacuum are the following:

(a) During crack propagation, charge separation occurs on the freshly created fracture surfaces.

(b) During crack propagation, neutral species are emitted into the crack tip region, producing a region of elevated pressure.
(c) A microdischarge thus occurs during fracture yielding charged particles (generally electrons and positive ions) as well as photons and long wavelength electromagnetic radiation (RE for radiowave emission).

(d) The fracture surfaces are bombarded by the discharge products during fracture. It is this bombardment which provides the stimulation of the fracture surfaces and yields the after-emission from the fracture surfaces.

(e) The static charge on the fracture surfaces leads to acceleration of the emitted electrons, modifying their energy distributions. A large portion of the EE is pulled back to the surface resulting in a self-bombardment process. This results in the emission of positive and negative ions and excited neutrals via electron stimulated desorption (ESD).  

Different types of pHE have been observed. pHE can occur prior to fracture in a number of systems. In some cases, this light is due to microfracture events that precede failure. In single crystal inorganics there is evidence that moving dislocations can generate defects which recombine to yield light. Following fracture, some materials "glow" with characteristic decaying signals, much like phosphorescence. In addition, where charge separation is intense, light from microdischarges is quite evident. Typically, these events yield sharp spectral lines characteristic of the gases present in the crack tip.

Neutral emission accompanying fracture has two origins: a) basically "degassing" from a freshly exposed surface of gases that are trapped in the material (within voids, grain boundaries, inclusions, etc.) and b) species resulting from bond scissions (sometimes referred to as mechanochemically derived). As pointed out by Grayson and Wolf, one must be very careful in distinguishing these two sources of gas. Type b) emission is fundamentally more interesting and intimately related to the energetics of fracture, although type a) emission can in fact be useful for characterizing the failure of materials.

In this paper, we examine the fracto-emission from some recent studies involving several materials and geometries and examine some of the relationships between these emissions and failure mechanisms.

EXPERIMENT

Details of our experimental arrangements have been described elsewhere. 3 The majority of the experiments shown here were performed in vacuums ranging from $10^{-7}$ to $10^{-9}$ torr. During straining of the samples, either in tension, 3-point bend, or in a peeling geometry, one to three types of emission can be monitored (e.g., electrons, positive ions, photons, neutrals, and/or low-frequency electromagnetic radiation). Charged particles were detected with Galileo Electro-optics Corporation Channeltron Electron Multipliers (CEM), which produce fast (10 ns) pulses with high detection efficiency for both electrons and positive ions. Background noise counts typically ranged from 1 to 10 counts/s. The detectors were positioned within a centimeter of the sample, with proper bias voltage on the front cone to attract the charged particles of interest. It should be noted that in studies on organic polymers we have shown that the principle particles detected for plus and minus bias on the CEM front cone are electrons and positive ions, respectively.

Photon detectors (e.g., Thorn-EMI 9924QB) were mounted inside the vacuum system or, when used in air, were mounted in a cooled housing which greatly reduces the background noise level (to ~5 counts/s).

Low-frequency electromagnetic waves (RE—for radiowave emission) were detected with coil antennas placed a few mm from the sample. Such an antenna couples to a changing B field. It should be emphasized that this arrangement detects the near-field electromagnetic "emission" because of the close proximity of the coils to the source. A simultaneous burst of visible photons coincident with the observed RE burst reinforces the interpretation that these signals are caused by microdischarges.

Neutral particles were detected with a quadrupole mass spectrometer, generally tuned to a single mass peak. The spectrometer is equipped with an ionizer, in which neutrals are ionized by electron impact at an energy of 70 eV. The resulting charged particles are mass selected as they pass through a region of alternating electric fields and are then detected by a CEM. Excited
neutrals may also be detected by Auger de-excitation at a CEM front cone surface (creating a detectable electron) or sometimes by the light these species emit (fluorescence) provided the relevant lifetimes are sufficiently short.

RESULTS AND DISCUSSION

Filled vs Unfilled Epoxy

Figure 1 shows the striking difference (several orders of magnitude) in intensity and duration of the EE accompanying the fracture of an epoxy [bisphenol-A/epichlorohydrin resin - Epon 828; Z-Hardener] with and without a filler material consisting of small (7 μm) alumina particles. (Note that most of the data presented here are plotted on logarithmic intensity scales.) For the unfilled material, the bulk of this emission is attributed to bond breaking occurring during fracture which produces free radicals on and near the fracture surface (similar to the mechanical production of free radicals studied by DeVries in other polymers). Subsequent recombination reactions (e.g., radicals + electrons) provide discrete transitions which yield photons (radiative transitions) and electrons (Auger-like transitions). In contrast, the fracture of the filled material yields intense charge separation and thus much more intense emission.

Supporting the idea that the slow decay following fracture seen in the electron emission from the filled epoxy is a thermally activated process, we show in Fig. 2 the consequences of heating the surface approximately 50 C in a few seconds immediately following fracture (at the arrow) with a heating strip attached to the sample. The response to this increase in temperature is essentially a "glow curve," similar to those obtained from materials following exposure to radiation.

Fig. 1. EE plotted for both unfilled and filled (7 μm alumina particles) Epon 828 epoxy. Several orders of magnitude difference in intensities are observed; the larger and longer lasting emissions occur when interfaces fail.

Fig. 2. The response of the EE from particulate filled Epon 828 epoxy to thermal stimulation following fracture. The bottom arrow indicates when the temperature increase began. This supports the concept of a thermally stimulated process.

Chaotic Fluctuations in Photon Emission from Neat Epoxy

Although the unfilled material results in intensities several orders of magnitude smaller, we have found that during fracture, we obtain very easily measured and interesting curves. We have examined a number of unfilled epoxies using fine gold wire strips to measure the advancing
crack. On sub-microsecond time scales, we have shown\textsuperscript{7} that the onset of EE, PIE, and phE agree well with the beginning of crack motion and that the greatest phE intensities are observed during crack motion. The tail observed in the phE \textit{after fracture} is actually of longer duration than indicated here. In order to prevent saturation of the photomultiplier during fracture it was necessary to reduce the gain considerably, thereby losing sensitivity. During relatively constant average crack velocity (approximately 400 m/s), the photon emission is \textit{rapidly fluctuating}. Fig. 3 shows a typical phE amplitude (I) vs time (t) acquired during fracture of an epoxy, tetracyglycidyl-4,4'-diaminodiphenylmethane (TGDDM) cured with diaminodiphenyl sulphone (DDS). We have analyzed the statistics of these I(t) signals in light of (no pun intended) the expected fluctuations from a photomultiplier and found that all of the larger fluctuations were well outside the predicted noise. Furthermore, several analyses of the data show\textsuperscript{8} that these fluctuations are non-stochastic, i.e., \textit{chaotic} in their behavior. One such test is to treat the I vs t data as a basically geometric object (analogous to the coastline of Spain) and to measure the fractal dimension of the curve. This measurement yields a so-called Fractal Box Dimension\textsuperscript{9} D_B, of 1.35 ± 0.03 which can be shown to agree fairly well with fractal dimensions of these data determined from Fourier transform methods. The non-integral value of D_B strongly supports the notion of chaotic behavior.

**phE Accompanying Fracture of Epoxy**

![Graph showing phE measurement](image)

Fig. 3. phE measurement made during fracture of neat epoxy. The inset shows a portion of the phE data on an expanded time scale.

We also determined the fractal dimension of a typical epoxy sample by using the slit island method described by Mandelbrot, et al.\textsuperscript{10} Photographs of the island structure created by coating and polishing the fracture surfaces were analyzed to determine the fractal dimension of the surface, D_3. The results of this study yielded D_3 = 2.32 ± 0.09. We can conclude, therefore, that the epoxy fracture surface is indeed fractal. We note that the fractional part of D_B (measuring the photon fluctuations) and D_3 (measuring the surface roughness) are very close in magnitude.

The roughness of many fracture surfaces, including those which may be described as fractal, is most easily understood as the result of crack branching. These branches represent fluctuations in the process of crack growth which appear to be reflected in the phE accompanying fracture. Attempts to model the process of crack branching in brittle solids has met with limited success.\textsuperscript{11,12} Ravi-Chandar and Knauss have demonstrated that crack branching in Normalite 100 involves the nucleation, interaction, and coalescence of microcracks or voids in the process zone of an advancing crack.\textsuperscript{11} This branching activity may be responsible for the fractal nature of many fracture surfaces, as well as for the relatively slow crack growth (relative to the Rayleigh wave speed) observed in many materials. It is very likely that similar processes occur in other brittle materials as well.
If crack branching is responsible for the rapid fluctuations in phE, one might expect the fractal dimension of the phE data to be simply related to the fractal dimension of the fracture surface. This would be most plausible in cases of "constant" crack velocity, as observed in much of the work of Ravi-Chandar and Knauss. Since the phE data is one-dimensional and the fracture surface is two-dimensional, the proper comparison appears to be that of the fractional parts of the appropriate fractal dimension, that is, the fractal dimension increments. These fractal dimension increments observed in this work are $0.32 \pm 0.09$ for the fracture surface and $0.35 \pm 0.03$ (average from all the methods) for the phE data, suggesting that in fact there exists a correlation. Further evidence for such a connection comes from current studies on the fracture of single crystal MgO where both the phE and fractography are showing very low fractal dimension increments due to the cleavage nature of the fracture (e.g., large smooth areas).

The rapid fluctuations of phE during the fracture of many materials suggest that deterministic chaos is a feature of the phE process. The autocorrelation function and conditional probability dimension distributions are consistent with this initial impression. Fourier transform and fractal box dimension analyses show the phE to be fractal in nature, implying chaos. The strongest evidence for chaos results from an analysis of the correlation dimension of the attractor associated with the epoxy data. A clearly non-integral dimension of about 3.2 is found.

If the fluctuations in phE during fracture are due to the fluctuations in crack growth, phE data may prove useful in testing models of dynamic crack growth and branching. The low dimensionality of the underlying process suggests that rather simple models of crack branching may yet be constructed. Of particular interest is the nature of the processes occurring in the process zone of the advancing crack tip and how they are influenced by pre-existing defect distributions and other perturbations during crack growth. Evidence to date suggests that this process is not merely stochastic, but at least in materials like the epoxy, chaotic. This chaos may be associated with significant nonlinear, dissipative processes perhaps due to a fractal distribution of defects acting as nucleation sites for voids and microcracks in the process zone. Fractal structures commonly result from diffusion and aggregation. The fractal dimension of the fracture surfaces of some steels is a function of annealing temperature, consistent with a diffusion or aggregation mechanism. Of considerable importance, however, is that the fracture energy of these steels and several brittle ceramics have been shown to be related to the fractal dimension of the resulting surfaces. This suggests that our phE measurements reflect rapid variations in the bond breaking rate as the crack advances, perhaps due to fibril fracture and/or crack branching, and thus provide energy dissipation information on a nearly instantaneous time scale. We are currently making measurements and analyses of phE and EE produced during fracture of an alumina filled epoxy, where the emission mechanisms are quite different. We predict that the fractal dimension of the phE fluctuations will change, perhaps losing their fractal character altogether (i.e. the fluctuations may be merely stochastic).

### Electron Emission from Interply Failure in a Composite

A study underway on the role of fiber treatment on interply failure modes in graphite-epoxy composites utilizes samples loaded in a double cantilever beam configuration as shown in Fig. 4a. Unidirectional composites were made from Hercules AU (untreated) and AS4 (surface treated) graphite fibers. Fiber tows were impregnated with Epon 828 cured with m-phenylene diamine. The prepreg was cut into plies and compression molded with 16 plies to a composite. Thin teflon strips were inserted between plies 8 and 9 prior to molding. This allowed us to initiate an interlaminar crack when the bar was loaded as shown.

EE measurements show at least 2-3 orders of magnitude difference in intensity between the two fiber surfaces. Typical emission curves during testing are shown in Figs. 4b and 4c, where the untreated (and therefore poorly bonded) fibers yield the intense emission. Here, fluctuations in intensity are correlated with jumps in the crack as seen by both drops in the applied force and in the accompanying acoustic emission. SEM micrographs of the fracture surfaces reveal interfacial failure with an abundance of resin-free fibers in the AU samples, in contrast to extensive cohesive matrix failure associated with good fiber-matrix adhesion in the AS4 specimens. Thus, the EE intensities correlate strongly with the extent of interfacial failure occurring in this type of test.
Fracture of Graphite/Epoxy Uniaxial Specimens

Fig. 4. a) Schematic of cantilever beam sample used to study interply failure in uniaxial carbon fiber/epoxy composites. Typical EE curves for b) untreated (poorly bonded) and c) treated (well bonded) specimens.

phE from Embedded Interfaces

When reinforcing particles or fibers are placed in a matrix such as an epoxy, deformation frequently leads to debonding along the interface between the two dissimilar materials. When this occurs internally, it is often difficult to determine when and where this occurs. For semi-transparent matrices, we have recently been able to obtain measurements of photons which originate at these interfaces and escape through the matrix to the detector. Because photomultipliers function in air as well as vacuum, we are able to perform the phE experiments in both environments. By simultaneously measuring EE (electrons—thus requiring vacuum), we can identify any failure event which exposes a surface to the outside world, i.e., a crack reaching the outer surface.

Poorly Bonded Fibers Embedded in Epoxy. In the case of fiber reinforced epoxy, a poor bond between the fibers and the matrix can lead to pre-failure emission. Approximately 100
E-glass fibers (10 μm in diameter) were embedded in Epon 828/Jessamine Hardener (which produces a clear, flexible epoxy) and strained in tension. Figure 5a is the phE resulting from internal failure of fibers and subsequent debonding. The arrow indicates the time of ultimate failure of the specimen (i.e., when the entire specimen breaks). Because the epoxy is semi-transparent, many of the photons created during debonding can escape and be detected. These experiments were performed in air since there is no need to protect the photomultiplier from a gaseous environment. When epoxy compatible sizing coats the fibers, greatly enhancing the fiber/matrix adhesion, very little phE is observed before failure, even though fiber fracture has occurred. To further test this observation, we embedded a single boron-carbon filament (100 μm in diameter) into the same matrix. When a release agent (silicone oil) was applied to the fiber before embedding it in the resin, debonding was easily observed under a microscope. On an identical sample, we saw the photon emission shown in Fig. 5b, where again, the arrow indicates when the epoxy sample fractured. Without the release agent, the boron-carbon filament adhered very well to the epoxy, and no pre-emission was observed. In terms of probing the failure mechanisms of composites, this type of study may be of considerable value.

**Metal Rod Pull Out from Epoxy.** Another geometry which results in internal interfacial failure is a fiber or cylindrical rod partially embedded into a material and pulled out. Depending on the ratio of the fiber or rod diameter to the embedded depth, the matrix will either usually fail cohesively or the rod will pull out, the latter occurring in the case of shallow depths. Atkinson, et al. have discussed the fracture mechanics of this problem and have shown that debonding typically starts by detachment of the end or tip of the rod. This is generally followed by debonding from the sides of the rod, most frequently starting from the upper surface and moving down towards the tip.

The insert in Fig. 6 shows a diagram of the experiment for testing the pullout of a metal (steel) cylinder out of "5-Minute" Epoxy, the latter being semi-transparent. The resulting phE (a), EE (b), and applied force (c) also are shown. Note that the phE was sustained for approximately 2 s before the drop in force and the accompanying rise in EE. These last two events correspond to the pullout of the rod. Pullout produces exposed surfaces capable of releasing electrons from the sample. Again, the pre-failure emission of light is coming from inside the epoxy. Tests stopped prior to pullout show that the end or tip of the rod has indeed detached (observed optically by means of interference fringes viewed from the right-hand side of the diagram). One important question is the presence or absence of debonding along the sides of the rod before pullout. We believe this can be determined by optical methods to collect photons from the sides only vs the tip region only. Also, to provide more detailed information on the sequence of failure events, we point out that we can acquire these signals at considerably faster rates (at 5 ns intervals if necessary). Finally, it should be noted that in these experiments the rod was removed from the region of the detectors soon after pullout, within some milliseconds. Thus, the "tail" observed in both the phE and EE is coming from the epoxy. The hole left behind is glowing and shooting out electrons like a "Roman Candle".

**PhE from Peeling Pressure Sensitive Adhesives**

Several workers have shown that during the peeling of pressure sensitive adhesives, one observes phE and long-wavelength electromagnetic radiation (RE). We have shown that this emission is in the form of bursts, and have measured the time distribution of the phE bursts, the time and intensity correlations of the phE and RE bursts, the optical spectra of the phE, and the spatial distributions (i.e., images) of the phE for particular adhesive/substrate systems.

The production of radiation during the failure of an adhesive joint was previously observed by Deryagin and co-workers, who reported that such failure produces light and radio-frequency radiation in the form of bursts. Ohara et al. and Klyuev et al. have published low resolution spectra (acquired by use of filters) on considerably different polymer/substrate combinations (e.g., PVC on glass), observing that the most intense emission is in the region of the spectrum below 490 nm. This is consistent with gaseous discharges in air.
Fig. 6. a) phE, b) EE, and c) load force accompanying the loading of a metal rod embedded in epoxy. The phE before pullout is due to interfacial failure inside the epoxy.

Fig. 7. Typical spectrum of the light emitted when 3M Filament Tape is peeled from its own backing. This spectrum is not time resolved; therefore it represents an integration over time.
Spectral Characteristics of the Light. We have obtained time averaged spectra of the phE during peeling of 3M Filament Tape from its own backing, one of which is shown in Fig. 7 over the wavelength interval where discernible features can be distinguished from the noise. This spectrum, which contains photons produced both during the discharges and afterward, falls in the interval 300-440 nm and consists of discrete lines. When compared with the characteristic gaseous discharge emissions of N$_2$, O$_2$, CO$_2$, and other atmospheric gases, we found that each of the lines in the peel-induced spectrum corresponds to a N$_2$ spectral line. The transitions observed are the strong features of the triple-headed band$^{26}$ involving the N$_2$ electronic transition: B$^3\Pi$ → C$^3\Pi$. The individual lines correspond to various vibrational states within each of these electronic levels. The fall-off in intensity towards the shorter wavelengths seen in several of the spectral lines is due to rotational fine structure. No evidence of broadband emission characteristic of fluorescence from polymers is observed.

We have developed methods$^{20,21}$ to produce autographs of the peel event by placing the tape directly on Polaroid film or by using fiber optics to bring the light to the film. Once the peel has occurred, the film can be developed in the usual fashion to obtain spatial distributions of the bursts of light. Fig. 8 displays autographs of this light taken on Polaroid film for both 3M Filament Tape and 3M Magic tape. The images show considerable spatial fine structure due to very localized, intense events and effects such as the stick-slip phenomenon. There is also evidence that accompanying bursts are occurring along the peel zone. In addition, we have shown that the micromechanics of the peel strongly influence the position, frequency, and size of the phE bursts seen on the film.$^{20,21}$

Fig. 8. Autographs of the phE produced by peeling pressure sensitive tapes directly from the emulsion of Polaroid film (see refs. 20, 22). Relatively fast peels of a) 3M Magic Tape and b) 3M Filament Tape.
We therefore have further evidence of intense charge separation produced on fracture surfaces during adhesive failure leading to microdischarges in the region of the crack tip. This charge separation is due to the rapid separation of two dissimilar polymers at the crack tip during the peel. The resulting micro-discharges are responsible for the production of electromagnetic bursts (RE) and the accompanying, initial "spikes" of phE which are extremely rapid and have decay times of less than 50 ns. In terms of count rate, the peak phE can exceed $10^{10}$ photons/s. The onset of phE and RE are in coincidence to within 100 ns (this number appears to be limited by the time constant of the antenna circuit) and are correlated in size. Following this initial burst, time-correlated bursts can occur in the next few microseconds with decaying frequency and amplitude. These secondary "spikes" are most likely occurring along the peel zone and are triggered by the release of secondary charges from the initial discharge. Imaging of these photons show considerable detail, including large bursts and many smaller features. We also see a spatial dependence on factors such as peel speed, peel angle, and pretreatment of the interface. 20, 21

A number of RE and phE characteristics should be similar to the characteristics of EE and PIE which are necessarily observed in vacuum. We are currently measuring the phE and RE for the same peeling system in vacuum and are observing interesting changes due to lower pressures at the crack tip, including a factor of 10 increase in intensity. Our major goals are to further characterize these emissions, determining the emission mechanisms in more detail, and relating the characteristics of fracoto-emission to the details of failure (see, for example, reference 21). As detectors and spectrometers become more sensitive, phE offers considerable promise as a tool for determining failure mechanisms involving interfaces.

Interfacial Failure Involving the Au-SiO$_2$-Si Interface

The metal-oxide-semiconductor (MOS) thin film system is of great importance in modern electronics and other areas of high technology. An understanding of interfacial properties under a wide range of conditions is critical. In a number of circumstances, the mechanical properties of the interface are of key importance. Interfacial failure can occur as a consequence of several factors including mechanical and thermal stress. We are interested in the role of the oxide on the adhesive strength of a gold film and on the fracoto-emission properties during adhesive failure.

We know that in general, insulators have long excited state lifetimes and produce the most intense FE, whereas clean metals produce no FE. Silicon has recently been shown to also produce some electron emission during fracture, although the dominant excitation is the production of free charge carriers. Here, we report observations of EE and phE resulting from the peeling of a gold thin film from an oxidized silicon surface. The thickness of the oxide plays a critical role in the emission, suggesting that the lifetime of the surface excitations (on the oxide) associated with FE are influenced by the Si substrate. Also, the resistivity of the oxide may prevent the discharging of the surface on short time scales.

The samples used in this study were cut from commercial boron doped (111) Si wafers obtained from S.E.H. America, Inc. One surface was polished and the resistivity of the bulk material was between 10 and 20 Ω-cm. After an HF acid etch, the wafers were divided into two groups. One was heated to 1000 C in atmosphere to form a thermally grown oxide layer. Typical oxide thicknesses ranged from 500 to 1200 Å as roughly determined from the color of the wafer in white light. The other group was not deliberately oxidized after the HF etch. However, these surfaces have a native oxide with a thickness of about 20 Å. All of the samples were coated on the polished side with a vapor deposited gold layer about 50 nm thick. The deposition was done in an ion pumped vacuum system at a pressure of 10$^{-8}$ torr.

The basic experiment consisted of pulling (peeling) the Au film from the clean and oxide covered Si surfaces in vacuum while monitoring both the EE and phE simultaneously. The samples were held by an aluminum holder epoxied to the unpolished and uncoated side of the samples, and a small region of Au film (0.25 to 0.5 cm$^2$) was loaded in tension by pulling on a metal pin embedded in an epoxy drop on the Au coated surface. The pulling pin was loaded in tension using a polymer monofilament line to avoid torsional stresses. This arrangement also ensured that the peeled Au film was quickly removed from the detection region after fracture, so that all the subsequent emission was from the surface of the oxidized Si only. A load cell attached to the sample mount measured the applied force versus time and the critical stress at failure. A Channeltron electron multiplier and a photomultiplier tube were placed on opposite sides for...
simultaneous EE and phE detection. The data were recorded at 2 ms intervals for about 8 s. About 50 samples of each type (thick and thin oxide) were tested.

When the experiments were performed, the EE, phE and the maximum force (force at failure), $F_m$, were found to vary over a wide range for each type of sample. This is undoubtedly due to the sensitivity of this type of test to the fracture mechanics. Thus, although the adhesive forces may be quite uniform, the value of $F_m$ depends critically on the flaws and stress concentrations at the edges of the epoxy pad. Nevertheless, the significant trends were found.

Fracto-Emission from Peeling Au Film
from Si: Type B Substrate

Fracto-Emission from Peeling Au from Si
Substrate A

Fig. 9. a) phE, b) EE, and c) load force during the peel of an Au film from an Au-SiO$_2$-Si structure with only a thin, native oxide layer.

Fig. 10. a) phE, b) EE, and c) load force during the peel of an Au film from an Au-SiO$_2$-Si structure with a thermally grown oxide layer about 1000 Å thick.
Au peel from thin oxide on Si. Figure 9 shows the electron and photon emission from a sample of Au on Si with only the native oxide. The time and force at fracture are indicated by the load curve, Fig. 9c. The force required to peel the Au film was about 26 N in this case which was typical of these samples although some samples were found to exceed the strength of the monofilament line. Both the EE and phE signals show a peak of emission immediately upon fracture. The peak electron intensity of about 10^4 counts per channel is about 25 times higher than the peak phE due to the relative collection efficiency of these detectors. The width of the main peak is only one or two channels (2 to 4 milliseconds) consistent with emission limited to the duration of fracture. A weak tail in the EE remains above the background level for a few seconds after fracture. The corresponding tail in the phE, if it exists, is obscured by the relatively high background level of the photomultiplier tube.

Au peel from Oxidized Si. The EE, phE and force data for a sample with an oxide thickness of about 1000 Å are shown in Figure 10. Again, emission begins immediately at fracture with a rise time of only one channel. However, the load at fracture was much smaller for these thick oxides, typically 2 N. Both EE and phE decay exponentially over the next 10 to 12 ms. Since the force is nearly 10 times smaller than for the thin oxide samples, the rate of Au peeling will be correspondingly slower. Thus, the initial burst of emission again is associated with emission during fracture. After the initial burst, there is an intense, slowly decaying EE tail persisting for several seconds. This signal continued well beyond the data collection time for the sample shown. EE from the thickest oxides continued for over a minute. The phE of Fig. 10 also continues for at least a few seconds, and the subsequent integrated emission intensity also remains higher than prefracture levels for some time. We believe that the close agreement of these two curves suggests a similar mechanism for both EE and phE. The better signal to noise ratio for the EE provides much more information about the emission tail.

The thickness of the oxide layer plays a critical role in the emission behavior both during and following failure. As in the systems discussed above, charge separation on the newly created surfaces can lead to electrical breakdown. The charge separation occurring in this MOS system is directly related to the electronic states induced by contact. A simplified charge density vs position diagram of the MOS structure is shown in Fig. 11. We assume that the locus of fracture is between the Au film and the oxide layer, resulting in a negative charge on the metal and a positive charge on the oxide surface. Electrometer measurements made during fracture confirm the existence of these particular charges. The Au and the Si act as oppositely charged capacitive plates which support less charge as they are separated. This may produce the observed microdischarges and consequently the EE and phE. Such discharges would depend exponentially on the separation of the two plates as the observed emission decay suggests.

Charge Density vs Position
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Fig. 11. A schematic plot of the charge density across an Au-SiO₂-Si structure.
Likewise, the increased separation of the Au and Si surfaces due to the presence of a thick oxide layer reduces the capacitance of this system and may be partly responsible for the reduction of the critical force at failure with oxide thickness. Otherwise, one might expect the adhesive strength of the Au on the native oxide and the thick oxide to be roughly the same. However, this was not observed.

The EE and phE after-emission occurs well after the Au film is out of the interaction region. This rules out small arcs or microdischarges between surfaces as a source of this emission. However, excited states and surface defects will remain on the oxide. On a thin oxide, the nearby conductive Si substrate will allow the surface excitations to dissipate rapidly. On thicker films, the excited states will have longer lifetimes due to the decreased interaction with the substrate. In addition, the thicker oxides will support a greater number of defects. The relaxation or annealing of these defects can then provide energy for promoting an electron into the vacuum or for photon emission. The combination of increased defect densities and longer excitation lifetimes could produce the dramatic increases in emission noted for the thick oxide layers.

If the emission during fracture were to result from bond breaking or localized heating, the FE intensity should strongly depend on the force of fracture. However, the observed emission increases with oxide thickness but inversely with the strength of the film. This suggests that processes such as charge separation or increased excited state lifetimes are critical to the increased emission. For thin or no oxide surfaces the excitations are dissipated too rapidly to result in significant emission.

CONCLUSIONS

The use of FE signals accompanying the deformation and fracture of filled and unfilled polymers, adhesive and composite systems often allow details of failure mechanisms and fracture phenomena to be obtained. Information provided by FE may potentially assist in the interpretation data provided by other probes such as acoustic emission, as well as providing an independent probe of micro-events occurring prior to failure. For instance, we have shown that FE is sensitive to the locus of failure in several composite materials. For a given material and mode of fracture, FE during fracture often reflects the instantaneous rate of energy dissipation. Our goal is to continue to study FE mechanisms and to apply FE methods to the study of the early stages of fracture and failure modes in a variety of materials.
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