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Intense Energy Beam Interaction Laboratory
Experiments during the past three years have concerned the generation and spectroscopic study of electron beam-driven carbon plasmas in order to explore the production of optical and ultraviolet radiation from nonequilibrium populations. A unique electron beam facility, the Michigan Electron Long Beam Accelerator (MELBA), has been utilized in these investigations. MELBA has been operated with typical parameters of voltage = -0.8 MV, current = 6 to 65 kA, and pulse lengths of about 1 microsecond. In this experimental configuration, the output of MELBA has been connected to an electron beam diode consisting of an aluminum (or brass) cathode stalk and a carbon anode. Magnetic field coils have been designed, procured, and utilized during the final year of this project in order to focus the electron beam. A side viewing port permitted spectroscopic diagnostics to view across the surface of the anode. Spectroscopic diagnosis has been performed using a 1 m spectograph capable of operation from the vacuum ultraviolet through the visible. This spectograph is coupled to a 1024 channel optical multichannel analyzer. Spectroscopic data can be summarized as follows

...
Spectra taken during the initial 400 ns period of the e-beam pulse showed a low effective charge plasma with primarily molecular components (C₂, CH) as well as atomic hydrogen and singly ionized carbon (CII). These constituents are probably due to hydrocarbons on the surface of the cathode and anode as well as absorbed gases in the graphite. When the generator pulse was crowbarred after the first 400 ns, the spectra revealed a continuation of the low charge state plasma. At times greater than 400 ns in non-crowbarred shots, the spectra revealed a highly ionized plasma with a very large intensity line at 2530 Angstroms due to CIV (5g-4f), and lower intensity lines due to CIII and CII. This CIV line emission increased with time, peaking sharply between 750 ns and 900 ns, and decayed rapidly in less than 100 ns. (Other researchers at National Bureau of Standards have shown the 2530 Angstrom CIV (5g-4f) line to be a lasing transition in a theta pinch.) Emission from these high ionization states may be due to electron beam-plasma instabilities, as this emission was accompanied by high levels of radio frequency and microwave emission. This high power RF emission may play a role in enhancing the energy transfer from the electron beam to the plasma. At times well after diode shorting, the emission spectra reveal a cooling and recombining plasma. Emission spectroscopy performed with an applied magnetic field of 500-920 Gauss yielded an overall increase in the optical emission intensity, although the features of the spectra were similar to the unmagnetized case. In the magnetized case, the spectroscopic emission also indicated an extremely non-equilibrium carbon plasma species which has not yet been identified. Data analysis is underway to determine whether population inversions were generated in the magnetized and unmagnetized case.

A number of other electron beam-plasma diagnostics have been developed in this research, including: 1) Cerenkov plate with gated-intensified microchannel plate camera, 2) Laser deflection system, 3) Radio Frequency and microwave probes, 4) Faraday cups, and 5) B-dot loops. These diagnostics also show that the electron beam interaction with the dense carbon plasma is subject to a strong electron beam-plasma instability. This apparent instability also shows large fluctuations in the cathode current, a spreading of the electron beam profile on Cerenkov plates, and is associated with the phenomenon of "voltage peaking". Voltage peaking behavior showed a large increase in the e-beam generator voltage after predicted cathode shorting.

Theoretical models have been developed in order to understand the emission from an electron beam heated carbon plasma with special emphasis on the CIV (C⁺⁺⁺) 5g-4f transition occurring at 2530 Angstroms. This study was motivated by the experiments carried out on MELBA, and represents an attempt to understand the plasma response to various electron beam parameters. The evolution of the 2530 Angstrom line emission cannot be studied by only considering plasma ionization dynamics (atomic physics). Heating and cooling rates which depend on the plasma macroscopic evolution and electron beam-plasma interactions are important. The complete theoretical model consists of three coupled modules describing the plasma hydrodynamics, ionization dynamics, and electron beam-plasma interactions. A one dimensional geometry was utilized and an optically thin plasma was assumed in addition to the absence of externally applied electromagnetic fields. These studies revealed two characteristic responses of the plasma to electron beam heating. Type A plasma occurs for "slow" heating rates which cause slow barrier burnthrough and little heating with the subsequent 2530 Angstrom emission being of low intensity. Type B plasma quickly burns through the radiative emission barrier to reach temperatures where significant 2530 Angstrom emission is observed. Model results agree qualitatively with MELBA experimental observations, indicating a Type A response.
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1.0 Executive Summary

1.1 Experimental Program

Experiments during the past three years have concerned the generation and spectroscopic study of electron beam-driven carbon plasmas in order to explore the production of optical and ultraviolet radiation from nonequilibrium populations. A unique electron beam facility, the Michigan Electron Long Beam Accelerator (MELBA), has been utilized in these investigations. MELBA has been operated with typical parameters of voltage \(-0.8\) MV, current \(-6\) to \(-65\) kA, and pulselengths of about 1 microsecond. In this experimental configuration, the output of MELBA has been connected to an electron beam diode consisting of an aluminum (or brass) cathode stalk and a carbon anode. Magnetic field coils have been designed, procured, and utilized during the final year of this project in order to focus the electron beam. A side viewing port permitted spectroscopic diagnostics to view across the surface of the anode. Spectroscopic diagnosis has been performed using a 1 m spectrograph capable of operation from the vacuum ultraviolet through the visible. This spectrograph is coupled to a 1024 channel optical multichannel analyzer. Spectroscopic data can be summarized as follows. Spectra taken during the initial 400 ns period of the e-beam pulse showed a low effective charge plasma with primarily molecular components \((C_2, CH)\) as well as atomic hydrogen and singly ionized carbon \((C^{+})\). These constituents are probably due to hydrocarbons on the surface of the cathode and anode as well as absorbed gases in the graphite. When the generator pulse was crowbarred after the first 400 ns, the spectra revealed a continuation of the low charge state plasma. At times greater than 400 ns in non-crowbarred shots, the spectra revealed a highly ionized plasma with a very large intensity line at 2530 Angstroms due to \(C^{IV}(5g-4f)\), and lower intensity lines due to \(C^{III}\) and \(C^{II}\). This \(C^{IV}\) line emission increased with time, peaking sharply between 750 ns and 900 ns, and decayed rapidly in less than 100 ns. (Other researchers at National Bureau of Standards have shown the 2530 Angstrom \(C^{IV}(5g-4f)\) line to be a lasing transition in a theta pinch.) Emission from these high ionization states may be due to electron beam-plasma instabilities, as this emission was accompanied by high levels of radio frequency and microwave emission. This high power RF emission may play a role in enhancing the energy transfer from the electron beam to the plasma. At times well after diode shorting, the emission spectra reveal a cooling and recombining plasma. Emission spectroscopy performed with an applied magnetic field of 500-920 Gauss yielded an overall increase in the optical emission intensity, although the features of the spectra were similar to the unmagnetized case. In the magnetized case, the spectroscopic emission also indicated an extremely non-equilibrium carbon plasma or plasma species which have not yet been identified. Data analysis is underway to determine whether population inversions were generated in the magnetized and unmagnetized case.

A number of other electron beam-plasma diagnostics have been developed in this research, including: 1) Cerenkov plate with gated-intensified microchannel plate camera, 2) Laser deflection system, 3) Radio Frequency and microwave probes, 4) Faraday cups, and 5) B-dot loops. These diagnostics also show that the electron beam interaction with the dense carbon plasma is subject to
a strong electron beam-plasma instability. This apparent instability also shows large fluctuations in
the cathode current, a spreading of the electron beam profile on Cerenkov plates, and is associated
with the phenomenon of "voltage peaking". Voltage peaking behavior showed a large increase in
the e-beam generator voltage after predicted cathode shorting.

1.2 Theoretical Program
Theoretical models have been developed in order to understand the emission from an electron beam
heated carbon plasma with special emphasis on the CIV (C$^{+++}$) 5g-4f transition occurring at 2530
Angstroms. This study was motivated by the experiments carried out on MELBA, and represents
an attempt to understand the plasma response to various electron beam parameters. The evolution
of the 2530 Angstrom line emission cannot be studied by only considering plasma ionization
dynamics (atomic physics). Heating and cooling rates which depend on the plasma macroscopic
evolution and electron beam-plasma interactions are important. The complete theoretical model
consists of three coupled modules describing the plasma hydrodynamics, ionization dynamics, and
electron beam-plasma interactions. A one dimensional geometry was utilized and an optically thin
plasma was assumed in addition to the absence of externally applied electromagnetic fields. These
studies revealed two characteristic responses of the plasma to electron beam heating. Type A
plasma occurs for "slow" heating rates which cause slow barrier burnthrough and little heating
with the subsequent 2530 Angstrom emission being of low intensity. Type B plasma quickly
burns through the radiative emission barrier to reach temperatures where significant 2530
Angstrom emission is observed. Model results agree qualitatively with MELBA experimental
observations, indicating a Type A response.
2.0 Introduction

Plasma use as a lasing medium has many potential advantages over conventional techniques including increased power levels and greater wavelength ranges, particularly in the ultraviolet and soft X-ray regimes. The basic concept, first proposed by Gudzenko\textsuperscript{1}, is to heat and then rapidly cool a plasma forcing inversion through bottleneck creation between the recombination reaction populating a given energy level and the subsequent decay processes. Much effort has been devoted to plasmas heated by lasers\textsuperscript{2} and pinch devices\textsuperscript{3}. The ultimate efficiency of laser driven plasma lasers is limited by the relatively low efficiency of the laser used to pump the plasma. A plasma laser driven directly by a pulsed power source (e.g. Marx generator) has the potential for high efficiency, compact/light weight design, and moderate cost. The Soviets have investigated intense proton beam pumped plasma lasers, however, the University of Michigan experiments are the first to explore the possibility of directly driving plasma emission by means of a long-pulse, intense, relativistic electron beam.


3.0 Experimental Configuration and Diagnostics

3.1.1. Marx Bank

These experiments were performed on the Michigan Electron Long Beam Accelerator (MELBA). MELBA is driven by a long pulse Marx bank with an additional capacitor stage designed for voltage compensation (at 1 MV, 10 kA, and 1.5 μs). This design, due to Abramyan [Abr77a, Smi79] uses a reverse-charged, ringing capacitor stage for voltage compensation of the natural Marx RC decay and decay from impedance collapse caused by diode closure. See [Gil85, Luc88] for a description of the generator and further descriptions of voltage compensation in theory and practice. Voltage compensation was not an important issue in the experiments performed in this thesis. Typical MELBA parameters for these experiments are peak voltages of -0.8 MV, currents up to 60 kA, and pulselengths between 0.5 and 4.0 μs depending on gap length, closure velocity and crowbar setting.

An equivalent circuit for MELBA [Pul83] with erected Marx and diode load is shown in Figure 3.1. In addition to the physical components and lumped element values for the primary current flow paths, the model includes parasitic elements as well: stray capacitances, inherent inductance loops, and the effective Marx shunt impedance. These values were determined by Pulse Sciences, Inc., for their Marx bank design proposal, by a combination of measurements, empirical approximations, and analytical estimates. A lumped element approach is valid when the shortest characteristic wavelengths of the power pulse (fastest frequencies i.e. during the rise time), are much greater than the characteristic lengths (frequencies) of the device. This condition is satisfied for the MELBA diode stalk dimensions and typical risetimes by slightly greater than a factor of ten.
In addition to the Abramyan stage, (here represented by the elements subscripted A and D), and the main Marx stage (subscripts M), Figure 3.1 displays several machine features important in a discussion of the experiment. The crowbar gap, a high pressure SF₆ gap in parallel with the diode load, can be command triggered with preset time delays. The crowbar is intended to limit the total energy delivered to the diode, after the desired pulselength is obtained, by short circuiting the generator. When short pulses were desired, the crowbar would be triggered before diode shorting. Due to the rapid impedance collapse, crowbarred operation beyond 300-500 ns was difficult to obtain for the small gap experiments described in this thesis. In non-crowbarred shots the diode was allowed to short circuit before the crowbar was command triggered. This is the most common mode of operation used here. This mode maximized energy and current densities incident on the anode and also allowed determination of the plasma closure velocity. The diode load is represented by the stalk inductance Lₛ, and a diode impedance R_L(t) where allowance can be made for both time-dependent inductive and resistive components. The time-dependent nature of the diode load is due to the phenomenon of cathode plasma closure, which leads to decaying impedance, and other phenomena which lead to changing impedance. The series (or ballast) resistance Rₛ, is intended to absorb the full generator energy in a crowbar or in the event of a diode short circuit. This resistance (2 - 4 ohms) does not have a great effect on the overall performance of the device, as the characteristic impedance \(2\sqrt{L/C}\) of the Marx is 14 ohms. In Figure 3.1, the voltage monitor measures the accelerator voltage across the tube capacitance, output filter, crowbar, and load, before the tube inductance. The final feature that should be noted is the RC filter on the Marx output, necessary to limit the voltage peak during the initial risetime of the accelerator.

The MELBA equivalent circuit has been simulated using transient circuit analysis codes. Codes which have been used are SCPETRE and various versions of SPICE [Nag81]. Figure 3.2 shows an early comparison [Gil85] of theory and experiment for a
Figure 3.2. Comparison of SPICE simulations of the MELBA equivalent circuit with experimental data for a resistive generator load. The agreement is quite good, demonstrating that the circuit model is satisfactory. Note also the effect of voltage compensation, particularly in the beginning of the pulse.
resistive diode load (performed by Joel Miller using SPICE). As can be seen, the agreement is quite good, indicating that the lumped-element model is satisfactory; some minor differences indicate that additional transmission line effects or parasitic elements may need to be included for complete agreement. The generator short-circuit current predicted by this model is about 65 kA from SPICE simulations, and this agrees with peak experimental currents obtained after diode shorting for the short gap diodes. Some of the circuit values have changed over time and components have failed and been replaced. Good agreement of simulation and experiment depended on precise values.

3.1.2. Diode Configuration

The diode configuration used for the experiments is depicted in the cutaway view of Figure 3.3 (not to exact scale). Refer to the letters in the figure in the description which follows. The incident power pulse from the Marx travels to the right along a blunt nosed cathode stalk (a) (radius = 5.5 cm) through the accelerator insulator and grading ring stack (b). This cathode stalk is at the minimum electric field radius for the coaxial cylindrical geometry. The cathode stalk is sprayed with Glyptal to aid in prevention of breakdown (1201-A Red insulating Enamel, Glyptal Inc., Chelsea, MA). According to work on the prevention of high voltage breakdown at long pulselengths at Sandia [San78], Glyptal gave very good results, preventing emission up to fields of 200 kV/cm. Examination of the cathode stalk after a run showed that many emission sites were visible along the entire length of the stalk, with a small melted aluminum spot (0.1 cm diameter) visible where the Glyptal has pitted. These emission sites increased in number and severity as the number of shots increased. Similar treatment of another cathode stalk used for low current density experiments revealed very few emission sites. The differences could be due to the large amount of plasma formed in the diode region during these experiments. This type of damage has been observed in other experiments where anode participation has been
Figure 3.3. Cutaway view of primary diode configuration from above showing Glyptal coated cathode stalk (a), diode insulating stack (b), voltage monitor (c), aluminum or brass rod cathode (d), carbon anode surfaces (e),(f), transverse viewing windows (g), transverse viewing flange (h), aluminum diode chamber (i), aluminum end flange 1 (j), aluminum end flange 2 (k), 5 pancake magnetic field coils (l), B-dot loop current diagnostic (m), Pearson coils (n), current return path (o), insulating Teflon spacer (p), and diffusion pump port(q).
observed [Gra85, Gra86]. Anode participation can lead to microparticle formation and subsequent deterioration and poorer performance of the cathode on succeeding shots.

The experimental voltage monitor (c) measures the voltage from the cathode supporting plate (where the full machine voltage is applied) to ground across the insulating stack. The rod cathodes (d) were made of brass or aluminum, with a radius, \( r = 0.6 \text{ cm} \). Anode-cathode (AK) gaps for the short gap experiments ranged from 3.1 to 4.2 cm. This low aspect ratio diode design was chosen to increase the current density over the early large gap experiments, but was intended to minimize the total current and rate of impedance collapse in an attempt to retain some ability to crowbar the pulses. This was only moderately successful. An important consideration in the selection of the cathode material was the choice of different materials for the anode and cathode, which enabled spectroscopic identification of the sources of the diode plasma. In the early large gap experiments, carbon brush or velvet was necessary to aid in field enhancement. Differentiation between cathode and anode plasma light was difficult under these conditions. The rod cathode has very high electric fields which aid in cathode turn-on. A disadvantage to this design was that the geometry dependent effects on the diode impedance were difficult to estimate analytically.

The anode (e),(f) was extended to allow the surface region of most intense electron bombardment to be observed through the transverse windows (g) mounted on aluminum flange (h). Part (e) was Poco graphite HPD-1, part (f) Poco graphite AXF-5Q (Poco Graphite Inc., Decatur, TX). The large graphite block (e) (17.8 cm diameter, 6 cm thick) was mounted on end flange (k). This assembly was removable for insertion of a light source to align the spectroscopic optics. In experiments described below in section 3.2.2, the solid anodes as shown in this figure, were modified to allow the beam to be extracted through apertures for measurements of the beam dynamics. The transverse viewing flange (h) was successful in reducing the amount of direct electron flux incident on the transverse viewing windows (g).
The diode resides in an all aluminum chamber (i) (inner radius = 19.45 cm), whose side walls and end flanges (j),(k) are quite thick (0.8 cm and 2.54 cm respectively). The conductivity and thickness of the diode chamber posed special problems in the design and fabrication of the pulsed magnetic field coils (l). Much of the data taken was without a magnetic field except where noted. Shown in the figure is a coil configuration which will give a field in the AK gap region, uniform to 1% from DC measurements. (Magnetic diffusion effects increase field uniformity over this value). Other spatial configurations are possible due to the pancake nature of the coils and overhead adjustment rail. Different field strengths could be obtained using different charging voltages on the capacitors, or using different timing delays between the bank and Marx trigger. These coils had to be designed with enough inductance so that the current pulse would be slow enough to allow magnetic field diffusion through the chamber. A large inductance implies a larger coil resistance which will reduce the percentage of capacitor bank energy that is converted to magnetic field energy. These magnet design issues and bank details are more fully discussed in Appendix A.

The total cathode stalk current was measured with a B-dot loop (m) which extended through the front flange of the Marx oil tank. The signal was integrated at the Faraday cage with a nominally 20 μs integrator yielding a signal proportional to current. This B-dot loop responded to the time changing azimuthal field created by the current traveling along the cathode stalk and was calibrated in-situ with a current return path as close as possible to the experimental one. The current from the diode which flows to the front anode plate (tube return current) was measured using current transformers (n) (Pearson Electronics 110A, Palo Alto, CA) placed on 4 azimuthally spaced, low-inductance current return paths (o). These return paths were isolated by using insulated bolts and a Teflon spacer (p). These 4 return paths were located 60° above and below the two transverse viewing windows which were directly on the machine centerline. Further details on the accelerator electrical diagnostics are given in section 3.2.1.
The diode chamber was evacuated by a roughing pump (typical hydrocarbon-based pump oils) and a diffusion pump (silicon-based oils) through the port (q), directly below the cathode stalk in the figure. The diode pressure was always less than $10^{-4}$ torr before firing the Marx. Not shown in the figure are the x-ray monitor and x-ray pinhole camera which were used on occasion. These diagnostics were set up to view the end flanges. The entire chamber except for the end flanges, was covered with 2 cm of lead shielding. Line of sight from the end flange to the operator area was also well shielded with lead bricks and sheets.

This diode configuration has been simulated using the code EGUN.

The code is somewhat borderline in its usefulness for high current intense beam diodes. If a great deal of care is taken to ensure convergence of the code, some quantitative results can be obtained. In Figure 3.4, the initial cathode surface electric field enhancement profile (no electron space charge) for the small gap diode is shown. The units are kV/cm per kV applied to the cathode. The distance scale for the figure is 0.25 cm/mesh unit. The cathode surface will not field-emit for fields of $= 100$ kV/cm and lower.

### 3.2. Diagnostics

#### 3.2.1. Electrical Diagnostics

Interpretation of the electrical diagnostics form an important basis of the theory for these experiments. As described in the introduction, the beam-plasma interaction is taking place within the diode. The investigations are concerned primarily with the anode plasma which is visible through the transverse viewing windows described above in section 3.1.2. The anode plasma which is formed has an effect on the impedance evolution of the diode. However, the motion of the cathode plasma allows it to come into view as well. In order to interpret the signals from the plasma diagnostics described below, the electrical diagnostics can be used in conjunction with a suitable model of the
Figure 3.4. EGUN results for the cathode field enhancement profile (without electron space charge effects), for a 3.8 cm gap diode. The units above are kV/cm/kV where the profile is normalized to the gap voltage.
diode impedance to predict the velocity of the cathode plasma, and therefore when shorting can be expected to occur. In addition, understanding and modeling the modification of the diode impedance evolution and stability (and thereby the diode electrical signals) in response to the plasma formation is of interest in its own right.

The voltage monitor measured across the diode insulating stack, but before the cathode stalk. The voltage correction due to inductive drop on the cathode stalk was always less than 5% due to the slow risetimes and was therefore neglected. This voltage monitor was a balanced, water solution (Cu$_2$SO$_4$) resistive divider which gave a factor of 179:1 attenuation. A resistive divider using carbon resistors gave another factor of 88:1 with another factor of 10 introduced at the screen room. This gave a nominal attenuation of 160,000. Normally, the voltage was split for display on two scopes, and terminated in 50 $\Omega$. In this case, actual external calibration of the voltage monitor gave the factor 308 kV/Volt.

The current flowing to the front anode plate (tube return current) was measured by wide-band current transformers (Pearson Electronics 110A) on four isolated current return paths which were summed at the Faraday cage using 50 $\Omega$ RF power ferrite core adders (Mini-Circuits ZSC2-2, Brooklyn, NY). The signal from each Pearson monitor was attenuated by a factor of 100. These four signals were summed two at a time with separate adders. These two signals were in turn summed with a third power adder. Each adder introduced between 3.3 and 3.6 dB attenuation depending on the frequency in the range 2 KHz to 60 MHz. The final signal was attenuated by another factor of 10, before display on the scope (50 $\Omega$ termination). The calibration of the entire combination was 25.0 ± 0.7 mV/kA. Care must be taken in the use of these RF adders. When used in the configuration for the Mirnov coil position monitors, extra 50 $\Omega$ terminators have been added, which change the calibration to 12.4 ± 0.3 mv/kA.
After shot M1105, the total Marx current could also be measured by integrating the signal from a calibrated B-dot loop. The B-dot loop responds to the time-changing azimuthal magnetic field due to the current flowing in the entire cathode stalk, and is integrated to yield a signal proportional to current. This current is the principal one of interest when comparison of generator performance with its equivalent circuit performance is desired. The L/R risetime for this diagnostic was 7.0 ns, corresponding to a bandwidth of 143 MHz, giving a much faster response than the above current diagnostic. In these experiments, the monitor shows very large fluctuations after 400-600 ns which may be due to the presence of an instability in the diode, (during which time RF emission is also detected from the diode). As a result of these fluctuations, the diode current is normally viewed with a 20 MHz scope input filter switched on to aid in digitizing. The calibration factor for this diagnostic, when integrated by a 20.5 μs RC

3.2.2. Particle/Beam Diagnostics

**Cerenkov Convertor**

To obtain a time-resolved photograph of the beam current density profile, a Cerenkov plate diagnostic was used with a gated microchannel plate image intensifier tube camera. Time-integrated photographs are obtained using an open shutter camera. The experimental configuration is shown in Figure 3.5. Refer to this figure in the discussion which follows. The anode configuration used allowed the beam to be extracted through a carbon mask (normally Poco HPD-1) with an array of apertures (b). The values used for hole diameter, mask width, and drift distance, and the criteria involved in selecting these properly are discussed below. This mask is placed in the diode chamber (a) prior to putting on the large aluminum end flanges. The carbon mask insert (10.2 cm diameter - a snug press fit, 0.7 cm thick) is pulled flush with the surface of the extended carbon piece (also HPD-1) (c) and screwed into place from behind. This
Figure 3.5. Experimental configuration for beam dynamics measurements showing the diode chamber (a), apertured carbon beam mask anode insert (in position) (b), extended carbon anode (c), Cerenkov plate-glass convertor (d), open shutter camera position (e), lead shield (f), turning mirror position for open shutter camera (g), turning mirror position for gated camera (h), intensifier-tube gated camera (i), telescope (j), lead bunker (k). Also shown is a view of a typical mask.
procedure enabled spectroscopic optics to be aligned as well. (The screws are loosely threaded to prevent cracking of the insert when thermal expansion occurs during the pulses). These apertures caused no observable differences in diode behavior. A blowup of a typical mask is also shown in Figure 3.5. The masks had an aperture at the center, and one or two rings of eight apertures at 2 and 4 cm radius, each aperture spaced 45° apart. The outer two rings were rotated 22.5° from each other so that the beamlet images would not overlap on the Cerenkov plate. The use of inserts allowed precise determination of the amount of carbon lost by weighing with an analytical balance before and after (keeping in mind that the majority of the erosion comes after the pulse in the arc).

After entering the mask, the electrons drift until they strike a 2 cm thick plate glass. To prevent the photography of diode plasma light, the side of the glass plate facing the mask was coated with a multiple layers (3-4) of Aerodag, a colloidal carbon spray (Aerodag G, Acheson Colloids, Port Huron, MI), until it was opaque.

Both time-integrated and time-resolved pictures are taken of the beamlet images. Time-integrated pictures were obtained using an open-shutter camera (e), and a turning mirror (g). No fogging of film was observed when the camera was shielded with one sheet of 0.3 cm thick lead (f). Type 57 Polaroid film was used with an f-stop of 22. No exposure was obtained with type 55 P/N. Time-resolved pictures are taken with a image intensifier tube camera (i), developed using plans from NRL [Hau85]. The image was also turned in a mirror (h), and expanded using a pair of lenses (j) as a telescope. The camera was located in a completely enclosing lead bunker (k) (side wall thickness = 5 cm, top and bottom thickness = 0.6 cm) to shield the microchannel plate/intensifier tube combination from x-rays, which would completely saturate the film. Other experimental details are the same as in previous discussions.

The gated camera consisted of a conventional Hasselblad single-lens-reflex camera with 80-mm lens, (normally used with 8 mm extension tube), and a Polaroid film back. A gateable, proximity-focused, image intensifier tube is located between the camera and film back.
Apertured Beam Detector/Faraday Cup

Two techniques were used to directly measure the particle (and plasma) currents entering the mask. A second isolated current return path was set up in place of the Cerenkov plate, through which the mask beamlet return current was measured using a Pearson coil. Since the area of the apertures is known, the averaged current density on the anode is approximately given by the total measured current divided by that area. Some estimate should be made as to whether any of the current is being captured by the mask apertures. To that end masks with very large apertures were used. Different apertures patterns could be used to investigate the currents at different radii. This implementation proved to be quite noisy. A fast response time Faraday cup was also used in place of the isolated current return path. This Faraday cup was developed by Smutek [Smu86] using plans of Pellinen's [Pel70]. The direct measurement of particle current supplements the Cerenkov measurements.

3.2.3. Plasma Diagnostics

Diagnostics which concern the measurement of diode plasma properties are discussed in this section. The principal diagnostic technique used for the largest portion of this research was time-resolved plasma emission spectroscopy. A helium-neon laser deflection diagnostic has also been used to obtain some qualitative plasma information. Simple B-dot loops have been used to investigate diode RF emissions. A streak camera, open shutter camera and a pin diode have been used to obtain further information about diode plasma visible optical emissions.

Spectroscopy

Refer to Figure 3.6 and the following discussion for the experimental set up used for spectroscopy. The optical emissions from the plasmas in the diode chamber (a) were imaged with a lens (b) (plano-convex, focal length = 25.4 cm) onto the entrance slit of a spectrograph (c) via turning mirrors (d) and an initial collecting lens (e) (plano-convex, focal length = 60 cm). The spectroscopic equipment was located in a lead faced Faraday cage (f), necessitated by the x-ray and electromagnetic noise environment associated with
Figure 3.6. Experimental set up for spectroscopy, showing the diode chamber (a), collecting lens (b), turning mirrors (c), imaging lens (d), spectrograph (e), lead-faced Faraday cage (f), optical multichannel analyzer (OMA) (g), and the photomultiplier tube (PMT) (h).
pulsed power accelerators. The distance over which the optical signal was transported was about 13.5 m. There were two spectrographs available during different periods of this research. Initially a 0.275 m monochrometer (Jarrell-Ash Monospec 27) was coupled to a 1024 channel optical multichannel analyzer (OMA) (Tracor-Northern TN-6500 series, with 6100 series detector head, and 6130-1 pulse driver) (g). This configuration had maximum resolutions of about 0.7 and 1.4 Å per channel depending on the grating used (600 grooves/mm or 1200 grooves/mm). In practice this meant the system was able to resolve individual peaks when they were about 10 Å or greater apart. Although the individual peaks were often overlapping and identification was sometimes difficult due to the many species present, a broad spectral emission overview of about 750 Å or 1500 Å could be obtained. A 1-m monochrometer was obtained later in the investigations (Acton Research Corporation VM-510, Acton, MA). When coupled to the OMA maximum resolutions of about 0.2 and 0.4 Å per channel were possible, depending on the grating used. Spectral widths of about 200-400 Å were obtained. In addition to the use with the OMA, the Acton had a side port which was equipped with a uv-sensitive photomultiplier tube (sodium salicylate coating on the entrance window) (h).

The ability of the monochrometer to resolve individual peaks depended on the size of the initial slit. There was a tradeoff of spectrograph resolution versus total light intensity detected. Particularly for the smaller gate widths of 200 ns, the smallest slit widths were marginal as far as counts from detected light. Typical slit widths used were 200 μm, although some spectra were taken as low as 80 μm. The broad slits were often adequate for temperature estimates, if peaks were adequately separated, whereas the narrow slits were needed to perform density estimates from broadening. Tom Repetti has done calculations and measurements of the spectral system response which show that at 100 μm slit widths, a delta function spectral peak input (one of the Penray wavelength calibration lamps), will give about 5 channels width out (about 2 Å), the
minimum achievable. Any decrease in slit width below this results only in a loss of light and little increase in resolution. In these experiments the spectral resolution was dominated by the slit widths.

The OMA consisted of a 1024 channel, time-gateable, intensified, photodiode array. OMA gates could be set with arbitrary delay relative to some starting time. Gate widths as small as 100 ns could be obtained, however, in order to obtain higher signal to noise ratios, gate widths of 200-500 ns and larger were used. The gate-out monitor from the pulse driver, was routinely displayed on an oscilloscope with the accelerator voltage. Due to the rapid time-evolution of the processes in the diode, and the different physical processes that occur, the time-resolving ability of the diagnostic is quite important. Conclusions based on time-integrated spectra, or spectra obtained with long gates can be misleading. To correct for timing differences, the OMA gate is moved out 16 ns with respect to the voltage trace, a correction which is fairly unimportant for most spectra obtained due to the long time scales of interest. This number is obtained by comparing the delay of propagation for the electrical signal to the scope through 12.2 m of cable at 0.66c (61 ns), and the delay of light propagation along the slightly longer optical path of 13.5 m at c (45 ns).

The optical system was calibrated for relative peak height intensity with a calibrated irradiant standard, a tungsten filament lamp (Optronic Laboratories Inc., Model 245A, Orlando, Fla.). This accounted for the wavelength dependent response of the chamber windows, optics, gratings, and OMA detector diodes. The lamp was placed in the diode chamber and so was used to simultaneously align and calibrate the optics. This calibration was important for determination of temperatures from relative peak heights. In the case of the Jarell-Ash spectrograph, this was because the region of the spectra that was viewed was so wide, while for the case of ultraviolet spectroscopy with the Acton, because the diode sensitivity fell off with decreasing wavelength. After two years of operation, the diodes on the right side of the detector array (higher wavelength,
about the rightmost 100 channels) were discovered to have a reduced sensitivity by a factor of two relative to the left side. Intensity calibration now became particularly important. Spectral peaks of interest were positioned using the grating settings so that they fell outside this region. Calibration had an effect on relative peak height ratios by as much as a factor of 10 for widely spaced peaks in the ultraviolet. The detector diodes were calibrated for wavelength using a krypton, mercury or neon, low pressure gas discharge lamp (Oriel, models 6031, 6035, 6032) depending on the wavelength region being studied.

The optical axis for these experiments was typically aligned 0.1 cm off of the anode face, directly at the diode axis (112.5 cm). The anodes (normally Poco graphite, grade HPD-1) were extended into the transverse window field of view so that it could be observed directly across its face, at presumably the most dense part of the plasma. In some early experiments, plasma could only be viewed about 2 cm off the anode face; measurements gave very low intensity light emissions from principally molecular components. Those early experiments also showed the importance of shielding the window from incident electron flux, so as to avoid the increase in continuum due to Cerenkov radiation. As discussed above, in section 3.1.2, the windows are located in a flange designed to shield them from the electron flux. The windows employed in the earliest visible spectroscopy experiments were acrylic and had a cut off for transmission below about 3800 Å, which is readily apparent in those spectra. In spectroscopic studies below this cutoff, quartz windows and lenses were used. See section 4.3 for a discussion of the optical system spatial sensitivity.
He-Ne Laser Deflection

A laser deflection technique was also used to study time-resolved diode plasma behavior. This technique is sensitive to the index of refraction gradient of a fast-pulsed plasma [En187], and can be used to obtain the line density at a particular axial location as a function of time. Since the index of refraction of plasma is opposite in sign to that of neutral material the overall composition can also be determined. Calculations show that the sensitivity of this diagnostic compares very favorably with both schlieren photography and holographic interferometry [En187].

The experimental configuration for the deflection diagnostic, is shown in Figure 3.7. Refer to that figure in the discussion which follows. The basis for the method is a very fast differential amplifier circuit (b) connected to a photodiode quadrant detector (Silicon Detector Corporation SD-380-23-21-051). Opposite pairs of quadrants are shorted and the circuit is designed so that the output from the amplifiers is proportional to the deflection of the laser beam (c) from an initial zero position. A 5 mW He-Ne laser (Jodon FN-2SHP) is directed across the face of the extended carbon anode in the diode chamber (a) at distances from 0.1-0.4 cm. The laser and circuit are mounted on micrometers (d) to aid in zeroing the initial signal, for calibration, and for scanning measurements in the axial direction. As setup for these experiments, the deflection is due to axial gradients. Note that the diagnostic could also be setup to detect radial gradients. To maximize sensitivity to the He-Ne laser beam, a He-Ne line filter is used. The beam is diverted in a turning mirror (e) so that the photodiode detector is out of line of sight from the diode windows. The circuit was located a distance of about 1 - 1.5 m away (distance measured along the laser path) from the center of the diode, in a lead bunker (f) to shield the photodiode and active circuit elements from x-rays. A distance of about 3 m, gives the most sensitivity, which is a combination of total angular deflection and laser power density incident on the photodiode quadrant detector.
Figure 3.7. Experimental configuration for He-Ne deflection showing the diode chamber (a), fast differential amplification circuit (b), 5 mW He-Ne laser and beam (c), micrometers (d), turning mirrors (e), lead wall (f), and ground shield for signal cable (g).
RF Diagnostics

The transverse windows allowed observation and measurement of the RF emission escaping from the diode chamber. The cutoff frequency for the dimension along the beam axis (1.27 cm) was 1.0 GHz, while for the long dimension transverse to the beam axis (14.0 cm) was 10.1 GHz. The radiation was observed with B-dot loops. The signals were either transported to a calibrated S-band microwave detection system [Luc88] in a calibrated RG-8 cable or transported to the screen room in RG-58 and displayed on an oscilloscope using a simple RF rectification circuit. The signals could also be analyzed with a calibrated band pass analyzer circuit [Luc88] for frequencies below 400 MHz.

Miscellaneous Diagnostics

Also used for further diagnosis of the plasmas in the diode are a streak camera, pin diodes and open shutter cameras. Further information about beam profile was obtained from an x-ray pinhole camera.
4.0 Experimental Results

4.1 Optical and Ultraviolet Spectroscopy of Electron Beam Driven Plasmas

The plasma produced in the diode was investigated with emission spectroscopy as described in section 3.3.3 in both crowbarred and non-crowbarred shots in the ultra-violet (180 - 350 nm) and visible (350 - 650 nm) region of the electromagnetic spectrum. Emission spectroscopy was also performed on shots which had an applied axial magnetic field. Time resolved as well as time integrated spectra were obtained. Through calibration studies it was determined that the region approximately 2mm in front of the anode surface was observed. Note however that light from a cathode plasma could be reflected from the face of the anode and into the field of view of the collection optics making it difficult to identify the origin of the plasma light. Line identification of the collected emission spectra was made by comparing the observed lines to those tabulated by Strignakov\(^1\) for atomic emission and Pierce\(^2\) for molecular species.

Time resolved emission spectroscopy of crowbarred shots before diode shorting had occurred revealed emission from molecular carbon (the Swan and Deslandres systems) as well as CH, CII (singly ionized carbon) and H\(_\beta\) (Figure 4.1). These species are typical components expected from hydrocarbon impurity 'cracking' and may have originated from cathode or anode surface impurities. The average charge state of the observed material is quite low, with much molecular emission observed both before and after shorting. Figure 4.2 shows the resulting spectrum taken during and after shorting. No cathode material (brass or aluminium) was ever detected for crowbarred shots. This may mean that the cathode and/or anode plasmas are formed primarily from surface impurities, or that emission from the metal cathodes was not bright enough to be detected.
Figure 4.1 Data from a shot crowbarred before RF emission including the voltage with the OMA gate and the spectra obtained with the OMA gate before diode shorting.

Figure 4.2 Data from a shot crowbarred before RF emission including the voltage with the OMA gate and the spectra obtained with the OMA gate during/after diode shorting.
In general however, even small amounts of metal impurities result in very bright metal line emission.

Spectra obtained during time integrated (0 - 2 $\mu$s) wavelength scan of non-crowbarred shots revealed bright emission from a highly ionized plasma, with charge states AlII, AlIII, AlIV, CI, CII, CIII, and CIV over the range of 180 to 420 nm (Figure 4.3). Initially, time resolved emission studies in the visible (360 nm to 600 nm) in time gates of one microsecond generally resulted in negligible amounts of light produced in the first microsecond followed by a plasma consisting of mainly CII and CIII which cools and recombines to form neutral carbon (Figures 4.4 and 4.5). A time resolved study of the ultra-violet region of the electromagnetic spectrum on the other hand indicated that CIV emission dominated during the first microsecond (Figure 4.6). The CIV line at 252.9 nm first occurred at about 500 ns (diode shorting), peaked sharply between 750 and 900 ns and decayed rapidly in less than 200 ns. This line did not reappear as might be expected if the plasma was ionized past CIV and cooled off later in time. As CIV diminished, CIII and CII increased. Note that the appearance of CIV coincides with the appearances of voltage peaking and strong RF emissions (to be discussed in the following section) which signifies a beam-plasma instability and more efficient coupling of beam energy to the plasma through collective effects\(^3\) or more probably due to RF enhanced ionization.\(^4\)

A more careful time resolved study of the light emission in various wavelength regions was performed and the results are summarized in Figure 4.7. Figure 4.7a shows a comparison of the time behavior of the peak intensities of the CII line at 358.7 nm and 359.1 nm and the CM line at 360.9 nm. Figure 4.7b shows the time behavior of the H$_{\alpha}$ line at 653.2 nm and two CII lines at 657.6 nm and 658.1 nm. Figure 4.7c shows the time behavior of CI at 566.9 nm, CII at 564.8 nm, CIII at 569.6 nm and CIV at 580.1 nm. Finally, Figure 4.7d shows the time behavior of CII at 283.6 nm, CIII at 269.8 nm and CIV at 252.9 nm. The time points are plotted at the midpoints of the nominally 200 ns wide OMA gates, and referenced to the start of the voltage pulse. Note that each of these data points were obtained with a single shot. Each figure was obtained with a single run which used the same calibration and optics alignment. Depending upon the wavelength regime, aluminum ions were not observed until after 800 - 1000 ns, which is long after predicted...
Figure 4.3 A time-integrated wavelength scan from 0 - 2 µs on non-crowbarred shots.
Figure 4.3. (continued).
Figure 4.3. (continued).
Figure 4.4a.
oma gate from 1.0-1.95 μs on noncrowbarred shot

M 835
Figure 4.5a.
OMA gate from 1.05-1.95 $\mu$s on noncrowbarred shot

M836
Figure 4.6: Time resolved study of the ultra-violet emission from 0.24 μs to 1.43 μs with 130 ns wide gates.
Figure 4.7  Time behavior of line emission of a) CII-3587 Å, 3591 Å, CIII-3609 Å, b) Hα at 6563, CII-6576 Å, 6581 Å, c) CI-5669 Å, CII-5648 Å, CIII-5696 Å, CIV-5801 Å, d) CII-2836 Å, CIII-2698 Å, CIV-2529 Å. The points are plotted at the center of the nominally 200 ns wide OMA gate, and referenced to the start of the voltage pulse.
Figure 4.7. (continued).
shorting times. In general, CII and H were observed immediately upon the application of the voltage pulse, probably due to light reflected from the cathode off of the diode chamber walls. CIII and CIV ions were not observed until approximately 400 ns at the onset of voltage peaking (to be discussed in the next section) and RF emission from the diode. Note that the hydrogen line emission was observed at the beginning of the voltage pulse, again probably originating from cathode plasma whose light was reflected into the field of view of the optics. The Hα intensity was constant within a factor of two for the first 900 ns of the voltage pulse where at that point the overall light output jumped by more than an order of magnitude and Hα was observed as an absorption peak in the very broad nearby CII line.

The line intensities of various carbon lines, ionization state CI through CIV obtained in a time study of the region 560 to 600 nm is shown in Figure 4.7c. Although CII emission is observed as early as 350 nm, emission from CIV does not start until about 450 ns, when it then rapidly increases. Later in time, there appears to be an overall cooling of the plasma since the lintensities of the lower ionization states are increasing in intensity relative to the higher ionization states, although the total overall optical emission did increase. Although the spectra show the coexistence of highly ionized states of carbon and atomic hydrogen, the plasma may be quite large radially, and the lower ionization states could be detected from a cooler plasma further out in radius, toward the edge.

From the observations of primarily hydrocarbons in the crowbarred shots, and the observation of CII and Hα early in non-crowbarred shots, the most likely conclusion is that the emission detected is due to impurities on the cathode and anode. According to the results of the laser deflection diagnostic, discussed in the following section, the plasma observed during the period from 400 ns to 600 ns may be due to a fast, on-axis cathode plasma, streaming across the gap. As mentioned earlier, the spectra obtained during this period (which also coincides with voltage peaking and RF emission) reveal a high average charge plasma, with the primary emission due to CIV, CIII and from CII. There are two hypotheses as to the source of the high ionization state plasma. The first is that a low effective charge plasma is being ionized by the large currents.
obtained at shorting. However, these states would be expected to occur in the case of crowbarred shots as well since the differences in total current between crowbarred and noncrowbarred shots after shorting is only a factor of 2 to 6. The second hypothesis is that the high ionization states are due to a beam-plasma instability or due to the interaction of the RF with the plasma. The exact cause of the high ionization state plasma is still being investigated.

Temperature estimates can be obtained from time-resolved spectra obtained in the ultra-violet wavelength regime, Figure 4.6, from a comparison of the line ratios observed with a Collisional Radiative Equilibrium (CRE) code. The two lines which have initially been used to estimate the temperature occurred at 229.6 nm (CIII) and 252.5 and 253.0 (CIV). These lines were chosen because they could be obtained using the same grating setting on a single shot and represented persistent, intense lines. The results from the code have been given for the ratio of the expected intensities of the sum of the two CIV peaks to the expected CIII line intensity for a range of densities and temperatures. The calculations are shown in Figure 4.8. A time resolved study of these lines showed that the relative intensities did not change much with time and resulted in an approximate temperature of 7 eV in the density range of $10^{16}$ to $10^{18}$ cm$^{-3}$. Note that this temperature did not change with the application of the magnetic field. This may be due to the fact that these lines originate from some part of the plasma which undergoes equilibrium quickly or it may mean that the population mechanisms of these lines is not dominated by the kinetics assumed in the CRE model but by some other physical mechanism such as cascade pumping by the relativistic electrons.

The broadening of particular lines such as H$_\alpha$ can be used to estimate electron densities. Figure 4.9 shows the width of the H$_\alpha$ line at various times. The largest line width indicates an upper density of $10^{17}$ cm$^{-3}$. Note that line broadening can be produced by the free electron density of the plasma and/or by the strong electric fields in the diode. The increase and decrease in the H$_\alpha$ line may indicate different plasmas (cathode or anode) and different plasma regions which come into the viewing area of the spectrograph. These data are currently being investigated in light of the HeNe deflection data.
Figure 4.8  CRE code results for the ratio of line intensities for the sum of two CIV peaks at 2530 and 2424 Å, and the line intensity for the CIII peak at 2296 Å [Whe88].
Figure 4.9. The full width at half height of the Hα(656.3 nm) as a function of time.
Ultra-violet emission was observed during the presence of axial magnetic fields ranging from 500 to 920 Gauss, (Figure 4.10b). The spectra are similar to that observed without the magnetic fields, with two exceptions. The first is that the overall light intensity was about a factor of 2 higher than without the fields; the second is the presence of unidentified line emission between 255 to 265 nm. The line emission could be due to CII and CIII but the absence of lines in the same wavelength region originating from the same upper energy level is unexpected. The lines do not match with those of known impurities, such as cathode metals or hydrocarbons. We are currently investigating this unusual spectra.

In conclusion, emission spectra taken during the initial 400 ns period of the beam pulse, before crowbarring or before the onset of RF emission in non-crowbarred shots showed a low effective charge plasma with primarily molecular components as well as atomic hydrogen and singly ionized carbon. This is probably due to hydrocarbon compounds found on the surface of the electrodes. After the first 400 ns in crowbarred shots, the spectra revealed a continuation of the low charge state plasma. At time greater than 400 ns in non-crowbarred shots where voltage peaking occurred, large amplitude RF emissions were detected at the same time that the spectra revealed a high average charge plasma with most of the emission originating from CIV, CIII and to some extent from CII. These highly charged states may be due to beam-plasma interactions or more likely due to interactions between the RF field and the plasma. At times well after diode shorting, the emission spectra revealed a cooling and recombining plasma. A comparison of the line intensities of various species compared to the CRE theoretical model indicates temperatures of about 7 eV. Emission observed during the application of axial magnetic fields was more intense than that without fields, and exhibited some unidentified spectral lines. Although nonequilibrium plasmas were generated in both the magnetized and unmagnetized cases, we are still analyzing data to determine whether a population inversion occurred.
Figure 4.10a. Time resolved emission spectroscopy with no magnetic field
Figure 4.10b. Time resolved emission of plasmas with an axial B of 80G Gauss
4.2 Electron Beam Dynamics and Diode Plasma Physics

The behavior of the cathode and anode plasmas in the electron beam diode have a major effect on the electron beam energy deposition in the carbon plasma. Extensive diagnostic experiments have been performed in order to understand the plasma physics in the diode region of the MELBA generator during the electron beam irradiation of carbon anodes.

The electrical characteristics of the MELBA accelerator driving the short gap, low aspect ratio diode display 3 main types of behavior. The most prevalent type, occurring in over 95% of the shots is referred to as "voltage peaking", an increase in the voltage after about 400 ns to 600 ns. This voltage peaking phenomenon coincided in time with the generation of large levels of radio frequencies and emission from highly ionized carbon. Figure 4.11 depicts the experimental data for a typical shot. The voltage peaking behavior starts at about 500 ns in Figure 4.11a, at which time the effective gap model in 4.11d deviates from the experimental measurement. The B-dot current (ID in Fig. 4.11b) and the tube return current (IA in Fig. 4.11b, open circles) agree quite well for the first 400 ns. The difference between ID and IA is the current flowing radially to the walls of the diode chamber, and is displayed as IW in Figure 4.11b (closed circles). Before voltage peaking, differences of about + 0.4 kA are well within the experimental error for these two diagnostics. Some of this current difference is due to stalk emission. After voltage peaking begins these two currents begin to disagree, (substantially at later times). Noticeable damage to the glyptol cathode coating indicates cathode shank emission. These two currents are used to calculate two diode impedances: ZA- the anode impedance, and ZD- the total diode impedance. The diode makes transitions through the Child-Langmuir phase, voltage peaking, then finally reaches a nearly constant impedance of about 16-20 ohms before shorting.

The effective A-K gap is found by plotting a linear best fit to \((1/P)^{1/2}\) where P is the experimental perveance \((I/V^{3/2})\). The extrapolation of the linear portion of the previous quantity gives a prediction of the diode shorting time or an implied closure velocity. We also define apparent closure velocity from diagnostics which observe the cathode plasma (such as laser deflection). Effective closure velocity is calculated from diagnostics which give an estimate of the shorting time (e.g. voltage shorting). Closure velocity data will be summarized later in this report.
Figure 4.11. Data for 'voltage peaking' shot M1131 including a) voltage, b) B-dot (ID), tube return (IA) and wall (IW) currents, c) diode impedances using ID and IA, d) closure analysis with OMA gate showing regions of different behavior, e) carbon spectral line emission during OMA gate.
Figure 4.11. (continued).
Figure 4.12 gives oscilloscope traces for a number of shots, showing the significant levels of radio frequency and microwave emission which occurred primarily after the start of voltage peaking. This RF was also seen as a current modulation on the unfiltered B-dot probe. This strong RF emission was correlated with emission from highly ionized carbon in the absence of a magnetic field. We discovered that the application of a magnetic field reduced the level of RF, but caused even higher intensity of optical emission, an effect which is not totally understood at this time.

Temporally gated Cerenkov plate diagnostic data is shown in Figure 4.13. It can be seen that, during the initial 50 ns (during Child-Langmuir phase), the electron beam pattern was well defined on the Cerenkov plate. At 260 ns the beam appears to become nonuniform as if pinching or filamenting. By 520 ns (during voltage peaking and RF emission) the beam apertures are not recognizable, indicating a beam-plasma instability. At later times the beam begins to exhibit well formed beamlets on the outer edges.

The previous data can be related to the apertured beam monitor data shown in Figure 4.14. Again, the initial CL phase of the electron beam pulse shows increasing current, however, after about 200 ns the beam current shows a spikey nature that persists throughout the voltage peaking and RF phase. This provides further evidence of an e-beam-plasma instability in the diode. In the tail of the e-beam voltage pulse we see a low energy electron beam current which is effectively filtered out by a 200 kV foil filter.

Laser deflection diagnostic data provided the most direct measurements of plasma in the diode region. Typical data is depicted in Figure 4.15. Note that the data exhibits a positive deflection followed by a negative one, then finally a second positive deflection late in time. In the experimental configuration used, a positive deflection corresponds to net plasma gradients increasing towards the cathode (henceforth denoted cathode plasma) or net neutral particle gradient increasing towards the anode (hence anode neutral). A negative deflection corresponds to net plasma gradient toward the anode (anode plasma) or a net neutral gradient toward the cathode (cathode neutrals). Note that due to the relative contributions to the index of refraction this diagnostic is 10 times as sensitive to plasmas as to neutrals. The interpretation of this diagnostic is complicated by the fact that there may be two clumps of plasma (or neutrals) streaming in opposite
Figure 4.12. RF data from voltage peaking shots with voltage on left, RF emission and B-dot current monitor on right including the following cases: 20 MHz filtered B-dot, voltage peaking, no magnetic field (a), unfiltered B-dot, voltage peaking, no magnetic field (b), unfiltered B-dot, non-voltage-peaking, no magnetic field (c), unfiltered B-dot, voltage peaking, magnetic field case (B = 900 Gauss) (d).
Figure 4.13. A time-resolved Čerenkov plate photograph series including: a) 50 ns, ND=2.0, b) 260 ns, ND = 2.2, c) 520 ns, ND = 1.5, d) 700 ns, ND = 1.0, e) 900 ns, ND = 1.0, f) 1100 ns, ND = 1.0.
Figure 4.14. Apertured beam current monitor data a) without 200 kV foil filter (M1315), b) with 200 kV foil filter (M1331).
directions. Without going into all the details of the interpretation, it should be noted that the idealized picture in Figure 4.16 is consistent with the following physical explanation. The initial peak is due to a rapidly expanding cathode plasma. The negative deflection should be due to expanding anode plasma. The final positive excursion appears to be due to more dense late-time cathode plasma. These interpretations have been verified by moving the position of the probe laser beam away from the surface of the anode (from 0.1 cm to 0.4 cm) and noting the changes in the timing of the various peaks. Thus, from the laser deflection diagnostic it appears that the initial drop in the voltage (before voltage peaking) may be caused by on-axis A-K shorting from a fast component of cathode plasma. However, the voltage peaks back up, possibly due to plasma pinching or erosion, and an electron beam continues to be generated in a plasma filled diode system. This may explain the beam plasma instability which was observed beginning at voltage peaking. The experimental observations are summarized in Tables 4.1, 4.2, and 4.3.
Figure 4.15. He-Ne deflection data with laser axis aligned on the cathode centerline axis.

Figure 4.16. Idealized He-Ne deflection data, defining various times and deflection values to be used in the analysis. TZ1, TZ2, and TZ3 are the three zero crossings of the signal. $\delta \Phi_1$, $\delta \Phi_2$, and $\delta \Phi_3$, are the three peak values of the deflections, occurring at times $T\Phi_1$, $T\Phi_2$, and $T\Phi_3$. 

Top: Voltage (716 kV/div)
Bottom: He-Ne Deflection (0.27 mrad/div)
$xb = 0.4 \text{ cm}$
200 ns/div
<table>
<thead>
<tr>
<th>Diagnostic</th>
<th>Period</th>
<th>Observations</th>
<th>Caveats</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ELECTRICAL</strong> (section 4.1)</td>
<td><strong>Early</strong></td>
<td>Child-Langmuir behavior <em>implied</em> closure velocities: (5.8±0.5 - 7.3±0.6) or (7.5±0.5 - 10.0±0.8) cm/μs no RF emission/B-dot oscillations</td>
<td>initial non-CL regime during rise time</td>
</tr>
<tr>
<td><strong>Voltage Currents RF Emission</strong></td>
<td><strong>Late</strong></td>
<td>non-Child-Langmuir behavior: 'voltage peaking' increase in diode impedance large increase in current flowing to the walls anode conditioning effects dependence on anode materials bounds on minimum anode dose: (230±40 - 425±160) J/gr RF emission/large B-dot oscillations reduced for cleaner anode materials reduced for larger anode-cathode gaps reduced for less severe voltage peaking reduced with external axial magnetic field</td>
<td>actual anode doses are higher RF bursts also detected at shorting</td>
</tr>
<tr>
<td>Diagnostic</td>
<td>Period</td>
<td>Observations</td>
<td>Caveats</td>
</tr>
<tr>
<td>------------</td>
<td>-----------------</td>
<td>------------------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>BEAM</td>
<td>Early</td>
<td>Cerenkov: stable, inward directed beamlets</td>
<td>diagnostics used with 20 MHz filter due to large oscillations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electrical: behavior overall similar to C-L</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>large inward directed angles &gt; 20°</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>non-reproducible from shot to shot evidence for cathode plasma instabilities</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>or ion enhancements on axis</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>large modulation of transported current</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Late</td>
<td>Cerenkov: loss of stable beamlets, large emittance growth</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>evidence for collective/inductive effects</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Electrical: current almost goes away after initial C-L period</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>lower current than in early stage</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>large, fast current spikes sometimes observed</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>evidence for collective/inductive effects</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>effective closure velocities:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$10.1 \pm 1.3 - 11.3 \pm 1.6 \text{ cm/\mu s}$</td>
<td></td>
</tr>
</tbody>
</table>
### Table 4.3: Summary of Plasma Diagnostics Observations.

<table>
<thead>
<tr>
<th>Diagnostic</th>
<th>Period</th>
<th>Observations</th>
<th>Caveats</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLASMA (section 4.3)</td>
<td>Early</td>
<td><strong>Spectroscopy:</strong> Low average charge diode plasma: corrections at ≈ 0.4 μs</td>
<td>unknown source for plasma in case of spectroscopy cathode or anode origin?</td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Deflection:</strong> cathode plasma crossing at = 0.4 μs apparent closure velocities:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>7.8±0.6 - 11.4±0.4 cm/μs</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>lower bound on peak cathode plasma line densities: (2-3) x 10^{13} cm^{-2}</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>at shorting</td>
<td></td>
</tr>
<tr>
<td>Spectroscopy He-Ne Deflection</td>
<td>Late</td>
<td><strong>Spectroscopy:</strong> High average charge diode plasma:</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CIV,CHIII,CHII</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>( T_e \geq 7 \text{ ev from CRE code}</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Deflection:</strong> anode plasma observed from 0.6-1.2 μs</td>
<td></td>
</tr>
</tbody>
</table>
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5.0 Theoretical Progress on Electron Beam-Induced Emission from Carbon Plasmas

We are concerned here with electron beam heated plasmas focusing on the CIV 5g-4f transition occurring at 2530 Angstroms. These studies were performed to provide theoretical support for experiments being conducted using the Michigan Electron Long-Pulse Beam Accelerator (MELBA). The theoretical model is discussed first to provide necessary background. Studies are then presented which identify two types of plasma response dependent upon the heating rate. Finally implications of the general studies upon MELBA experiments are discussed.

5.1 THEORETICAL MODEL

The CIV 2530 Angstrom line behavior cannot be addressed by considering only the plasma ionization dynamics (atomic physics). Heating and cooling rates are important and depend upon the plasma macroscopic evolution and electron beam-plasma interactions. The complete theoretical model consists of three coupled modules describing the plasma hydrodynamics, ionization dynamics, and electron beam-plasma interactions. Basic assumptions assume a one-dimensional geometry, no externally applied electromagnetic fields, and an optically thin plasma. The three modules are discussed below. Many theoretical models have been developed to describe plasma macroscopic motion. The slightly modified one-fluid, two-temperature hydrodynamics equations used have the form

\[
\frac{Dv}{Dt} = v \frac{1}{x^{\delta-1}} \frac{d}{dx} x^{\delta-1} u
\]  

(1)

\[
\frac{Du}{Dt} = -v \frac{\delta}{dx} (P + q) + \frac{v}{Vol} \frac{\delta \Omega}{\delta t}
\]  

(2)
\[
\frac{DE_i}{Dt} = -(P_i + q) \dot{v} + Q_i + R_i + S_i
\]  
(3)

\[
\frac{DE_e}{Dt} = -P_e \dot{v} + Q_e - R_e + S_e - R - E_{\text{ion}}
\]  
(4)

where the convective derivative is defined as

\[
\frac{Df}{Dt} = \frac{df}{dt} + u \frac{1}{\lambda} \frac{d}{dx} \lambda^{-1} f
\]  
(5)

and \(v\) is the specific volume, \(u\) is the bulk fluid velocity, \(P\) is the total specific plasma pressure, \(V_{\text{pl}}\) is the plasma volume, \(\Delta M_{\text{OM}}\) is the momentum transferred in beam-plasma collisions, \(q\) is the Von Neumann\(^{6}\) artificial viscosity, \(R_{ei}\) the specific interspecies energy transfer, \(E_{\text{ion}}\) is the specific ionization energy, and \(R\) is the specific energy loss from line, recombination, and bremsstrahlung radiation. Also \(E_j\) is the specific thermal energy, \(P_j\) is the specific pressure, \(Q_j\) is the specific thermal conduction, and \(S_j\) is the specific external source or sink for species \(j\) which is either \(i\) for ions or \(e\) for electrons. The equations are described as slightly modified since the ionization energy is not absorbed into the electron internal energy term of Equation (4). This isolates effects of the ionization energy which represents a nonlinear coupling with the ionization dynamics model and requires use of special numerical techniques.\(^7\)

The second module is the ionization dynamics which uses a Collisional-Radiative Equilibrium Model (CRE). The term equilibrium denotes neglect of the time derivative, thereby restricting the model's validity to timing regimes where the plasma hydrodynamic time scale is longer than the atomic relaxation time. The CRE model follows 104 quantum energy levels using 54 rate equations of the form

\[
\frac{dn_i}{dt} = \sum_j W_{ij} n_j - \sum_j W_{ji} n_j
\]  
(6)
where $n_j$ is the population of quantum state $j$ and $W_{ij}$ is the sum of the reaction rates representing transitions from state $i$ to $j$. CRE models generally require one rate equation per energy level, but an averaging technique allows use of fewer equations than energy levels. Atomic processes included are collisional excitation and deexcitation, spontaneous emission, collisional ionization, three body recombination, radiative recombination and dielectronic recombination. Rate coefficients were obtained from the Naval Research Laboratory and the methods used to calculate them are catalogued by Duston et al.\textsuperscript{9} The energy level structure is that used by Thornhill et al.\textsuperscript{19}

The third module describes both collisional and collective electron beam-plasma interactions. Collisional processes are standard coulomb collisions and bremsstrahlung emission. Collisional energy loss is described using a stopping power based upon a Fokker-Plank collision operator for a partially ionized plasma\textsuperscript{11} and is given by

$$\frac{2}{\partial x} (n_E E_T) = -4 \pi n_b \alpha_e \frac{E_T^2}{E_T - E_o}$$

where

$$\alpha_e = Z \ln \left( \frac{\beta_\gamma E_o \sqrt{\gamma - 1}}{l_Z} \right) + Z_m \ln \left( \frac{\lambda_0}{2E_o r_o} \right)$$

$$\gamma = \frac{1}{\sqrt{1 - \left( \frac{\nu}{c} \right)^2}}, \quad \beta = \frac{\nu}{c}, \quad \lambda_0 = \frac{T_p}{4 \pi n_b e^2}, \quad r_o = \frac{e^2}{m_e c^2}, \quad l_Z = Z(11 \pm 3) eV$$

and $E_o$ is the electron rest mass energy, $n_b$ is the beam number density, $n_i$ is the plasma ion number density, $E_T$ is the total beam electron energy, $c$ is speed of light, $l_Z$ is the ionization energy, $T_p$ is the plasma temperature, $\nu$ is the speed of the beam electrons, and $\alpha_e$ is the modified
coulomb logarithm which accounts for partial ionization effects. Comparison of collisional to bremsstrahlung energy loss reveals that in carbon bremsstrahlung is negligible for electron energies below 29 MeV.

Collective processes are difficult to model due to their inherent nonlinear nature. The primary concerns here are identification of possible processes, time required for saturation, and the amount of energy transferred. The first two questions are addressed using an instability classification developed by Lau\textsuperscript{13} which assumes a field free plasma and neglects beam electron self collisions. This classification utilizes the beam-plasma electron density ratio and relativistic measures of beam energy to divide the instability phase space into five domains. Each domain gives a critical wave number, frequency, and growth rate for the collective processes it encompasses.

The classification is used to identify which instabilities may occur. The critical wavelength yields a critical plasma size which is compared to the actual plasma size to determine occurrence. Growth rates indicate how quickly the instability saturates and affects the energy transfer. Simulations show that saturation occurs on time scales much shorter than the plasma hydrodynamic time scale, thus the plasma perceives saturation as instantaneous. The final question is how much energy is transferred through the collective interaction. This parameter is difficult to estimate, but studies show the maximum transfer is thirty percent of the beam energy.\textsuperscript{14,15} The model requires user specification of this percentage.

Equation of state definitions and transport laws complete the theoretical model and provide the coupling between modules. The plasma electron and ion number densities are coupled using an effective charge model. Thermal energies and pressures are calculated using the ideal gas law. The ionization dynamics model yields energy level populations necessary to calculate the ionization energy and the power lost through radiation. Fourier's law describes thermal conduction using Braginskii's\textsuperscript{16} thermal conductivities and interspecies energy transfer is modelled using the Spitzer collision frequency.\textsuperscript{17}
5.2 GENERAL PARAMETER STUDIES

We first must decide exactly what parameter regime we desire to study, since the theoretical model allows variations in both plasma and beam parameters. We are primarily concerned with plasma response to the energy source nature. By nature we do not mean if the energy is transferred through collective or collisional processes since it turns out that collective processes always occur in the systems studied. Instead nature here refers to variations in beam parameters such as power density.

Figure 1 gives the problem geometry and the plasma initial conditions. The parameter studies use a square pulse, 1 MeV beam with power density and pulse length varied to maintain a consistent time integrated energy transfer. Instability strengths are set at low values to guard against unrealistic energy transfers.

![Diagram](image)

**Figure 1.** General simulation geometry and initial plasma conditions.
Explanation of a few concepts is useful before examining the results. Two figures per simulation are given, one giving the energy partitioning and the other the CV 2530 Angstrom line evolution. The energy partitioning readily clarifies where the deposited energy goes. Recall that first phase of our objective is to heat the plasma to temperatures where CV is the dominant ion species. Therefore during heating we want to maximize the internal energy which is proportional to the plasma temperature. The second phase is plasma cooling which induces recombination reactions, hopefully populating the CIV 5g level faster than it can decay, thus producing a population inversion. During this phase we desire to quickly minimize internal energy.

The CIV 2530 Angstrom line evolution directly measures our success. The peak present during beam heating results from the plasma heating to temperatures where CIV is the dominant ion species. The peak after the beam pulse is from plasma cooling and the subsequent CV-free electron recombination reactions.

Studies examining energy transfer effects rate reveal two distinct plasma behaviors labeled Type A and Type B. Type A behavior occurs for "slow" heating rates and is illustrated by Figures 2 and 3. The Type A plasma converts most of the deposited energy into radiation thus experiencing little heating. This is not necessarily undesirable if the radiation is the type desired. Figure 3 shows an ionization peak late in the beam pulse and a recombination peak shortly after pulse ends. This is a desirable behavior but the intensity is fairly low, approximately an order of magnitude lower than Type B response. The low intensity results from nonuniform plasma heating with only the plasma edges heating to temperatures where CIV and CV is expected.

Type B response occurs for "fast" heating rates and is illustrated by Figures 4 and 5. Type B plasmas efficiently convert deposited energy into internal energy resulting in high plasma temperatures. The plasma then cools through radiation and expansion. The CIV 2530 Angstrom line exhibits a sharp ionization peak with recombination creating continuum rather than a peak. The intensity is approximately an order of magnitude greater than in a Type A response. The Type B plasma exhibits uniform heating with cooler edges due to expansion.
Figure 2. Type A energy partitioning in a 2 cm long plasma of ion number density $5 \times 10^{16} \text{ cm}^{-3}$ heated by 1.0 MeV, $10^6 \text{ Watt/cm}^2$ electron beam transferring of 3% of the beam energy for 300 nanoseconds.

Figure 3. Type A CIV 2530 Å line emission in a 2 cm long plasma of ion number density $5 \times 10^{16} \text{ cm}^{-3}$ heated by 1.0 MeV, $10^6 \text{ Watt/cm}^2$, electron beam transferring of 3% of the beam energy to the plasma for 300 nanoseconds.
The two different responses are explained by examining the radiative power variation with plasma density and temperature calculated with CRE model and given in Figure 6. There are two important trends to note. The first involves the temperature behavior of the radiated power, which peaks at approximately 8 eV. This peak represents a barrier which the plasma must "burn through" to efficiently convert deposited energy into forms other than radiative emission. The second is that the barrier height depends upon the ion number density. Thus for a given energy source, it is easier to burn through the barrier at lower number densities. Keep in mind during the following discussion that the time integrated total energy supplied to the plasma is the same in each case, only the rate varies. Also note that the plasma can only radiate away a certain amount of energy, any energy supplied in excess of this limit is converted into other forms such as internal energy.

The Type A response occurs in conjunction with "slow" heating rates which supply small amounts of energy over a long times. The energy supplied at any one time is only slightly greater than the radiative emission barrier height, therefore the plasma slowly burns through the barrier. Expansion produces lower ion densities at the plasma edges resulting in a lower barrier height and faster burn through. Thus the plasma edges reach higher temperatures than the center.

The Type B response occurs during "fast" heating rates where large amounts of energy are supplied very quickly. The amount of energy exceeding the radiative emission barrier height is very large allowing rapid increase of the internal energy and quick barrier burn through. The heating is uniform since little expansion occurs during the short beam pulse and the entire plasma burns through the barrier at approximately the same rate.

The heating rate may induce different plasma responses, with hotter plasmas arising from faster heating rates. The differentiation between "fast" or "slow" heating rates is determined by how quickly the energy source allows plasma burn through of the radiative emission barrier. Cooling rate effects were not investigated but faster cooling should result in sharper recombination peaks and shortening of the continuum produced by Type B plasmas.
Figure 4. Type B energy partitioning in a 2 cm long plasma of ion number density \(5 \times 10^{16} \text{ cm}^{-3}\) heated by 1.0 MeV, \(5 \times 10^6 \text{ Watt/cm}^2\) electron beam transferring of 3% of the beam energy for 60 nanoseconds.

Figure 5. Type B CIV 2530 Å line emission in a 2 cm long plasma of ion number density \(5 \times 10^{16} \text{ cm}^{-3}\) heated by 1.0 MeV, \(5 \times 10^6 \text{ Watt/cm}^2\), electron beam transferring of 3% of the beam energy to the plasma for 60 nanoseconds.
Figure 6. Carbon radiative emission as a function of electron temperature and ion number density calculated using the CRE Model.

Figure 7. Typical energy partitioning for a MELBA electron beam-plasma system. This system had an initial ion density of $5 \times 10^{17}$ cm$^{-3}$ and an instability strength of 1%. Beam pulse ends at 717 nanoseconds.
It was mentioned earlier that these studies were originally initiated to provide theoretical support for MELBA experiments. These experiments recently studied CIV 2530 Angstrom time behavior. Experimental observations indicate that the line coincides electron beam presence, disappearing shortly after the beam turns off. It should be noted that the lines evolution is not continuously observed, but is deduced from time integrated spectra taken at various times during experimental runs. The integration window varies from 50 to 100 nanoseconds yielding a general picture of the exact behavior. Bulk plasma temperature estimates are under 10 eV.

The expected temperature regime coupled with the quick 2530 Angstrom line disappearance at pulse ending indicate that MELBA could be inducing a Type A plasma response. The model was used to simulate typical MELBA runs and results are given for a plasma density of $5 \times 10^{17}$ cm$^{-3}$ and a one percent instability. Simulation of MELBA is a complex undertaking and details are given elsewhere.

Simulations confirm that MELBA may indeed induce a predominantly Type A response. The evolution is interesting in that initial behavior is Type B with the internal energy growing faster than the radiative losses as shown in Figure 7. This initial behavior is dominated by the outer edges burning through the radiative emission barrier while the bulk of the plasma remains so cold that it has not begun to emit significant radiation. The Type A response becomes evident as the bulk plasma begins to heat and the radiative energy grows while the internal energy decreases.
The CIV 2530 Angstrom emission is given in Figure 8. The first peak is an ionization peak produced by the plasma edge heating past the CIV dominance threshold temperature. The second is not actually a peak, but instead is an increase in CIV emission from the bulk plasma interrupting the beam pulse ending. The emission essentially disappears after the pulse ends. The low level continuum after 717 nanoseconds results from recombination in the plasma edges. It corresponds to the Type B behavior the plasma edge was previously noted as exhibiting.
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As we became clouded with a film of carbon due to multiple pulses, this did not significantly affect the light output.

Typically 5-15 shots were fired in a series. The vacuum windows were completely replaced after each individual series. The diode chamber was cleaned after approximately 20-25 shots (about two series). This involved cleaning carbon off the plastic insulators at interior surfaces with freon and reinstalling the insulators. In order to refurbish the diode after a series, the carbon oxide was faced off with a lathe to remove pitting from arc damage. No special cleaning techniques were used for the carbon oxide. In order to remove a heavy carbon coating, the cathodes were polished with sandpaper and then steel wool, cleaned, and degreased.

The light from the anode plasma was imaged into the entrance slit of a 0.275 m spectrograph of mill Achi Monospec 2 coupled to an optical multichannel analyzer (OMA) at Emory Northern. A spectrometer and a manual focusing lens. This configuration was able to resolve individual peaks when they were about 1 micron or greater apart. The optical axis for these experiments was aligned 0.1 cm off the anode face, directly at the diode axis. The magnification of the optical system was about 0.2. Even though the dimensions of the actual plasma may be greater than 150 μm (from open shutter pictures), the volume of light collected by the various optical elements was less than 0.5 cm³. This volume was in the center of the diode cathode about 0.1 cm away from the anode center.

The spectroscopic equipment was located in a lead brick building. The OMA consisted of a 127 cm circular, multichannel analyzer-equipped spectrometer, and a microcomputer. The microcomputer is used to adjust the beam position, and to select the appropriate external expiriments for each experiment. The OMA was used to determine the wavelength-dependent response of the diode plasma, optics, gating, and OMA detector diodes. The detector diodes were calibrated for wavelength using a krypton gas discharge lamp.

III. EXPERIMENTAL RESULTS AND DISCUSSION

We observed different types of optical emission behavior from the anode region depending on the relative timing of the OMA gate and the voltage pulse. When the OMA was gated early in the pulse, no light was detected. Gating late in the pulse, when the anode dose had increased sufficiently, but before diode shorting, low-intensity atomic emission was detected. Intense optical emission was detected by gating after voltage collapse had occurred. For the purposes of modeling and discussion, this is roughly equivalent to the evolution of the diode through three different stages, which we define here by the deposited dose and diode closure. These stages represent the following: stage I, Child-Langmuir mode early in time before the dose was high enough for anode plasma formation and emission; stage II, a low-impedance transition mode with an anode plasma later in time after the dose was high enough; and stage III, an intense vacuum-arc mode after diode shorting. Depending on the crowbar setting, closure velocity, and dose, shots may not necessarily have stage II. We discuss the data in terms of the timing of the OMA gate relative to the diode evolution through these stages. In this section, examples of these different types of spectra with diode voltage and current data will be presented for a series of crowbarred and noncrowbarred shots.

Typical data from these experiments are summarized in Table I. The spectroscopic observations classify the data in one of the three possible stages as referred to above. The accelerator can be operated in the crowbarred mode or in the noncrowbarred mode. The crowbarred mode limited the dose by short-circuiting the generator after diode shorting. The figures presented below, and referred to in Table I, consist of four parts: a) anode voltage; b) diode current compared to Child-Langmuir current model, c) conventional empirical closure velocity plot; and d) optical emission spectra. The OMA gate is shown on parts a through c. In the OMA gate is referenced from the initial rise of the voltage. The closure plot is a linear best fit of \( V = P F \), where \( P \) is the experimental permeance of the diode at the extrapolation of the linear portion of \( V = P F \) gives a prediction of the diode short time. Note that we refer to \( V = P F \) as the "effective gap." The effective gap is expected to be linear when the diode current and voltage are following Child-Langmuir scaling. The spectra are labeled with the peak identification [26] and all spectra are presented on the same relative intensity scale. We list the dose by the end of the OMA gate at deviation of the experimental current from Child-Langmuir scaling in Table I.

Shots were taken during the OMA gate and the diode current is compared to Child-Langmuir current model. The plots in Figure 1 are taken for a series of OMA gate.
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Abstract—Experiments have been performed to investigate the visible emissions (370-600 nm) from long-pulse electron-beam-driven carbon anode plasmas, and to correlate the spectroscopic evidence for ions with deviations of the diode current and voltage from Child-Langmuir behavior. Electron beams had peak voltages of \(-0.8\) MV, current densities approaching \(10^3\) A/cm\(^2\), and pulse-lengths of about \(1\) \(\mu\)s. Diode closure resulted in three phases of the beam-plasma evolution. In stage I the deposited electron dose was smaller than that required for anode plasma optical emission \((<250\) J/cm\(^2\)). No deviations of the diode operation from conventional Child-Langmuir scaling were observed. In stage II, the electron dose was large enough for anode plasma formation before shorting \((>350\) J/cm\(^2\)), and low-intensity optical emission was primarily from CH and CH\(_2\). During stage II, two types of non-Child-Langmuir diode behavior occurred due to the presence of an anode plasma. An anomalous voltage peaking behavior occurred at an average dose of 740 J/cm\(^2\), at about 80 percent of the diode shorting time. The diode impedance was constant during this voltage peaking behavior, contrary to the impedance collapse expected from Child-Langmuir behavior in a closing diode. This voltage peaking was accompanied by an increase in continuum emission, particularly at shorter wavelengths. A bipolar impulse level was occasionally observed before voltage peaking, at an average dose of 410 J/cm\(^2\), at about 60 percent of the predicted shorting time. During stage III, an intense vacuum arc mode, the cathode plasma shorted the anode-cathode (A-K) gap, resulting in intense optical emission from CI through CIV on non-crowbarred pulses, and from CH, C\(_2\), CH, and H on crowbarred pulses.

I. INTRODUCTION

Numerous researchers have investigated the physics of cathode and anode plasmas in intense electron beam diodes. An understanding of both cathode and anode plasmas is crucial in achieving the efficient conversion of stored energy into well-characterized electron beams. Short-pulse beams \((\tau \leq \text{few} \, 100 \, \text{ns})\) have typically been used in applications such as flash X-ray generation or ICF, where high peak powers and electron current densities are desired. Long-pulse beams \((\tau \geq \text{few} \, \text{hundred} \, \text{nanoseconds} \, \text{to} \, \text{a few} \, \text{microseconds})\) are generally used for applications where total delivered energy, pulse-length, and voltage flatness are critical factors.

Long-pulse applications include gas or plasma laser excitation, high-power microwave generation, and free-electron lasers. In both pulse-length regimes, cathode plasma closure in explosive-emission cold-cathode diodes typically limits electron beam pulse-lengths and total delivered beam energy. At large doses, however, anode plasma formation can also limit the pulse-length, modify the impedance and stability of the diode, and affect the generator-to-diode power coupling.

This paper addresses the role of anode plasma in microsecond diode physics by correlating spectroscopic evidence for ions with changes in the diode electrical behavior. We have performed time-resolved visible (370-600 nm) spectroscopic emission measurements at the surface of a carbon anode in a long-pulse \((\sim \mu\)s) diode. These experiments were motivated by a previous experimental study [1] which showed two types of non-Child-Langmuir behavior in a microsecond diode with large anode-cathode (A-K) gaps (8-10 cm). In the first, the current showed enhancements consistent with bipolar [2] effects, while in the second, the rate of current rise was extremely rapid and the late-time voltage \((>600 \, \text{ns})\) increased anomalously. The second type occurred much more frequently than the first. Ion effects in the diode were inferred from current modeling. In those experiments energies of up to \(1.5 \times 10^4 \, \text{J} \) were delivered to the anode before shorting at modest current densities (less than \(20 \, \text{A/cm}^2\) initially), yielding doses less than \(100 \, \text{J/cm}^2\). Possible sources of ions were intense vacuum arc anode phenomena [3], [4] as well as impact ionization of the residual background gas [5], both particularly important for the long pulse-lengths obtained (2.5-4 \(\mu\)s). Thus, in this previous work, the presence of ions was strongly suspected but not experimentally verified.

The present experiments were performed with higher current densities (initially \(<100 \, \text{A/cm}^2\) ) at intermediate A-K gaps (3-4 cm) and delivered energies typically between \(4 \times 10^4\) and \(7 \times 10^4\) J to the anode before shorting. Closure of the A-K gap resulted in late-time current densities approaching \(10^4 \, \text{A/cm}^2\), with total doses on the order of \(10^5 \, \text{J/cm}^2\) by the end of the electron pulse.

Several investigators have performed comprehensive experimental studies of electron diode plasmas and closure in the short-pulse regime. Cathode plasmas have been studied using empirical modeling of closure [6] [8], interferometry [7], and time resolved spectroscopy [7].
Fig. 3 (a) Voltage data and OMA gate from 50 to 630 ns on a crossbarred shot. (b) Current data (solid line), Child-Langmuir model (dashed line), with OMA gate. (c) Effective gap plot units of $t_s(P_{eff})^{1/2}$ are volts $^{-1}$, amps $^{-1}$, with OMA gate where $P$ = experimental permeance. (d) Emission spectrum.
The error estimate was based on the uncertainties in transition probability and peak intensity. The electron temperature appears to be constant with time for the first ~ 1.8 μs after shorting, within experimental error; at a later time the temperature has decreased.

The electronic temperature may equal the electron temperature if the free electrons are in equilibrium with the bound (radiating) electrons. To exactly determine the equilibrium nature of our plasma would require a detailed model of all the possible kinetic mechanisms. It is important to note, however, that in our experiments, the electronic temperature of CII and the electronic temperature of CIII were equal within experimental error for the first 1.8 μs after shorting. Also, the volume of plasma which was examined spectroscopically was small compared to the overall plasma dimensions.

IV. SUMMARY AND CONCLUSIONS

No anode plasma light was detected in any electron beam pulse when the OMA was gated well before predicted shorting and during the portions of the pulse where the dose was smaller than 250 J/gr. For this case, no deviations from Child–Langmuir scaling were observed (stage I). We observed low-intensity emission from carbon ions (CII and CIII) when the OMA gate occurred during portions of the electron beam pulse when the dose was greater than 350 J/gr, but before predicted shorting (stage II). The doses required for the formation of anode plasma in these experiments were consistent with those found in previous work, corresponding to an outgassing anode. The spectroscopic emission observed in these experiments was consistent with hydrocarbon surface impurities introduced by the diffusion pump, ionized outgassed anode components, and cool-cathode plasma constituents (which are primarily hydrocarbons [8]).

Due to the presence of ions, two types of non-Child–Langmuir behavior were observed. On a large fraction of the noncrowbarred shots the voltage displayed a peaking behavior late in time. This occurred at about 740 J/gr at about 80 percent of the predicted shorting time. The diode impedance during the peaking behavior was constant, and was not consistent with Child–Langmuir or bipolar levels. In some noncrowbarred shots an impedance consistent with bipolar current enhancement was observed before voltage peaking. This occurred at doses of about 410 J/gr at about 66 percent of the predicted shorting time. There were two different types of spectra observed, corresponding to different voltage behavior. The spectra obtained when gating the OMA during the voltage peaking behavior had continuum emission peaking at shorter wavelengths. The spectra obtained when the OMA gate occurred during normal voltage behavior or slight voltage peaking displayed a lower intensity uniform continuum. Further study is required to determine the cause of this voltage peaking mode, and to explain these other features.

When the OMA was gated during or after predicted diode shorting (stage III), we always measured intense light emission ~50 times that of stage II, with the maximum detected emissions occurring just after shorting.
ing. In crowbarred pulses we detected optical emissions from OH, C, CII, H, and H. In non-crowbarred pulses, we detected atomic charge states of carbon up to CIV at 580 and 581 nm during the first microsecond following shorting. Higher ionization states can be detected only at shorter wavelengths than we have explored. The high currents and low voltages in stage III resulted in substantial coupling, giving very intense light emission from a 2 eV plasma. This is probably due to the heating of stage II plasma constituents from the anode and cathode plasma and the creation of new plasma through the retrapping processes and anode spot mechanisms. Crowbarred pulses (current = 20-30 kA) gave a more highly ionized plasma than the crowbarred pulses (current = 10 kA), and higher emission intensity.

Although the current densities in these microsecond pulse-length diodes are similar to those in shorter pulse experiments, the effects still play a role. Ion effects observed in previous experiments obtained at lower doses [16, 17] are also important and seem to indicate that anode spot mechanisms and background gas ionization may also be involved. Vacuum arc mechanisms are of particular concern as they push toward a continually degrading diode performance due to anode erosion as described in [17]. Some pulse diodes operate on an intermediate time scale between short pulse diodes and vacuum arcs. Thus it is expected that both types of phenomenon become important. These effects must be addressed before stable reproducible diode performance can be obtained in the microsecond pulse-length regime.
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Abstract—Temporally resolved emission spectra (300-630 nm) of carbon ablation plasmas produced during laser hole burning by a 25-ns duration 1.1-J ruby laser pulse are presented. The emitted line radiation originates from C IV to C VI depending upon the time relative to the laser pulse. Plasma temperatures of 12-14 eV during the laser pulse to about 4 eV after the laser pulse are obtained by comparing the spectroscopic results to a collisional-radiative equilibrium (CRE) model which bridges the gap between the local thermodynamic equilibrium (LTE) model and the coronal model.

1. Introduction

Surface ablation plasmas have an important role in the coupling of laser energy to materials in applications such as micromachining, welding, and hole burning [1]. Such plasmas have also been employed as the lasing medium in soft X-ray laser experiments [2]. In all of these applications the temporal evolution of the ablation plasma is particularly crucial. Spectroscopy provides an ideal noninvasive plasma diagnostic in the harsh environment of intense laser plasma interactions.

In this paper we employ a spectograph coupled to a gated optical multichannel analyzer (OMA) in order to obtain temporally resolved optical spectra of laser-induced ablation plasmas. This is in contrast to previous spectroscopic measurements [3], [4] which have been time integration of tens of shots, as recorded on film.

Since the gates to the OMA can be moved by 10 ns relative to the laser output, we can follow the temporal evolution of the rapidly varying ablation plasma.

Usually (see [3] and [4]) laser-produced plasmas are described by the corona model or by the local thermodynamic equilibrium (LTE) model. In the LTE model [6], it is assumed that the distribution of population densities of the electrons is determined by particle collision processes where each process is balanced by its inverse collisional process. The distribution of population densities of electron energy levels is the same as if the levels were in thermodynamic equilibrium. The LTE model can easily give temperature information from spectroscopic results if the plasma is dense enough for LTE to be valid (greater than approximately 10^20 cm^-3 depending upon plasma conditions). The corona model [6] on the other hand includes an analysis between collisional ionization and radiative recombination. This model is used to describe low density plasmas (less than about 10^11 cm^-3) where atom-atom collisions are negligible. Unfortunately, many laser-produced plasmas fall between the regions of validity for the corona model and LTE. In this paper the spectroscopic results are compared to a comprehensive collisional-radiative equilibrium (CRE) model which describes plasmas not covered by the corona model or LTE.

II. Experimental Configuration

The experimental system is depicted schematically in Fig. 1. A Q-switched ruby laser was incident on a graphite target located in an evacuated (10^-4-torr) chamber. This eliminated complications due to air breakdown in the vicinity of the laser focal spot. A calorimeter measured the laser energy while a p-i-n diode monitored the pulse shape. These measurements yielded a ruby laser incident energy (on target) of about 1 J in a 25-ns full-width-at-half-maximum (FWHM) pulse. The laser was focused by a 25-cm focal length lens to the spot size of 300 μm.

The target was a 0.9- by 0.9- by 0.236-cm-thick block of POCO graphite (type DFP-2), positioned such that the laser was incident perpendicular to the surface. The graphite target was mounted at the end of a lucite rod in the vacuum chamber. The spectroscopic system viewed the laser ablation plasma at 90° from the incident laser. Ablation plasma light was imaged onto the entrance slit of a 0.275-m spectograph which was coupled to a 1024-element OMA. Two gratings were used in the spectograph: the first had 1200 g/mm, blazed at 400- and 70-nm dispersion over the detector array length, and the second had 600 g/mm, blazed at 450- and 140-nm dispersion. Due to the limited light intensity and the limits of the pulse generator which produced the gate used by the OMA, the minimum gate width was about 50 ns. However, by delaying the gate in 10-ns intervals, time-resolved spectra were obtained. A small light bulb (3-mm diameter) was used to align the spectroscopy optics. Thus the spectra were obtained from light emitted about 1.5 cm from the target surface (which was as close as we could place the filament in our small alignment light bulb.)
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III. RESULTS

Neither the laser optics nor the target's position were altered during the course of the experiment, which involved firing the laser 50 times, resulting in a deep crater in the block of graphite. A microscope photograph (100×) of the graphite surface is shown in Fig. 2. The small shallow hole beside the main hole has been observed in other laser target experiments [5] and is believed to result from imperfect alignment and focusing of the nonideal laser beam and from splattered material. Using a fixed target for many shots does change the effective distance by a microscopic amount, but using the same spot on the target eliminates the effect of gas desorption which would occur if the focal position on the target were changed between shots.

The total damage was produced by 50 ruby laser pulses of average FWHM of 25 ns and an average of 1 J/shot delivered to the target. For a simple lens of focal length 25.4 cm and diameter 3.8 cm, we estimate a beam waist of 300 μm in the focal plane with a 4-mm depth of focus. The average focused irradiance per shot was thus $5 \times 10^{10}$ W/cm².

The graticule on a microscope eyepiece was used to measure both the mean diameter of the hole at the surface and the lengths of 175-μm-diameter wire used to probe the depth of the hole. Due to the inability to measure the true dimensions of the hole, it is assumed that the hole volume is bounded by a right circular cylinder having a diameter equal to the mean diameter of the hole at the surface. The volume of the small shallow secondary hole was considered negligible compared to the volume of the main hole.

Using the above measurements, the average calculated hole volume over 50 shots can be used to determine the average volume lost per shot. Using the published mass density of 1.84 g/cm³ for POCO graphite, the average target mass lost per shot was 14.0 μg. Finally, neglecting impurities in the graphite (≤5 ppm) yields a value for the average number of carbon atoms lost per shot of $(7.0 \pm 0.7) \times 10^{17}$ atoms. Table 1 summarizes the results of the above measurements and calculations. It should be noted that most of the carbon is ejected long after the laser plasma, composed of low-energy neutrals expanding with an acoustic velocity (see [4]), and would not affect the spectra obtained.

Typical emission spectra are shown in Figs. 3 and 4. Note that each individual spectrum is the result of one 50-ns-long OMA gate, centered at the time indicated relative to the peak of the ruby laser pulse. The specific line identifications for Figs. 3 and 4 are given in Tables II and
III. In Fig. 3, the CH lines predominate during the laser pulse (CTV) is masked by the major CHI line at 464.7 nm and then diminish while the CH lines predominate. The CH remains long after the laser pulse, as much as 200 ns for typical cases in the 400- to 500-nm region. The lines originating from the neutral CI were not observed, and this is consistent with the collisional-radiative model discussed in the next section. In Fig. 4, the strong CIV line at 580.1 nm is observed during the laser pulse as well as CHI (560.6 nm). Again CHI predominates after the laser pulse and then eventually decays.

IV. Modeling

The corona model has sometimes been used to describe the ionization states of laser-produced plasmas and their blow-off regions [3]. Since the corona model is independent of electron density, one cannot determine the electron density from spectroscopic measurements, unlike the LTE where the Saha equation can lead to electron density estimates by comparing intensities of lines resulting from subsequent ionization states. In an experiment by Boland,
et al. [4], they used a 5-J ruby laser with a pulsewidth of 17 ns to produce ablation plasmas from polyethylene. Assuming LTE conditions, they estimated their electron density to be about $10^{18}$ to $10^{19}$ cm$^{-3}$, which was much lower than their target using absolute intensity measurements. Since our laser pulse was much shorter than their pulse, we estimate that our electron density is much less than $10^{18}$ cm$^{-3}$ and that LTE is not valid for our results.

To fill the void between the predominantly collisional LTE model and the corona model, the collisional-radiative model was developed [7]. The CRE model is a comprehensive model that can accommodate lower density plasmas where radiative effects become significant in determining the ion populations, as well as account for the transitions to higher density LTE conditions. The essential difference between this and the coronal model is that as plasma density increases, the collisional processes become more significant in determining the excited state structure. To account for this, collisional excitation and recombination are included.

A collisional-radiative model for carbon ablation plasma was developed [8]. The atomic states that provide the basis for the model are the ground state and typically six to 13 of the lowest excited levels of each ion species. In some cases the included levels are representative of a combination of nearby degenerate states. For example, most levels of carbon IV, V, and VI are modeled according to a principal quantum number $n$, that is, the properties of the various $n$ sublevels have been averaged over angular momentum and magnetic quantum numbers.

The atomic processes that are represented are collisional ionization, three-body recombination, collisional excitation, collisional deexcitation, spontaneous emission, radiative recombination, and dielectronic recombination. They are shown schematically for a simple three-level ion, along with their corresponding transition in Fig. 5. A more detailed discussion of this model is given in [8].

The atomic processes are manifested in a set of rate equations, one for each atomic state, having the form

$$ \frac{dn_i}{dt} = \sum C_{i\rightarrow j} n_j - \sum C_{i\rightarrow k} n_k $$

where $n_i$ is the population density of atomic level $i$, and $C_{i\rightarrow j}$ is the sum of the reaction rates representing the atomic processes for transitions from state $j$ to $i$. The rate coefficients $C_{i\rightarrow j}$'s were obtained from the Naval Research Laboratory data base. The processes and methods used to calculate the rate coefficients have been previously documented by Duston et al. [9]. It is assumed that the equilibrium nature of the CRE model is valid for this experiment; i.e., the left-hand side of (1) is a set equal to zero. This assumption is justified because the hydrodynamic time scales estimated from the time-resolved emission spectra studies are long in comparison to the relaxation times of atomic states.

Once the equations are solved for the population densities, it is a straightforward calculation to find the effective charge, specific states, ionization energy, radiation field, and other information that depends upon knowledge of the populations.

We have included radiative cooling due to line recombination and bremsstrahlung radiation for the simulations described in this paper; however, since no transport of radiation is performed, the model is only strictly valid for optically thin plasmas. It should also be mentioned that we have neglected the explicit effect of reduced ionization potentials. This approximation could have an impact upon higher density results.

V. Discussion

Fig. 6 shows the ion concentration of successive ionization stages of carbon for an overall electron density of $10^{19}$ cm$^{-3}$ calculated using the CRE model. A rough estimate of the temperature can be made by noting the absence and presence of certain ionization stages. For example, in Fig. 4, CIV dominated during the pulse and CH after the pulse, with the presence of CHI occurring at times in between. From Fig. 6 one can estimate the range of the electron temperature to be about 10-12 eV during the pulse (based upon the fact that CIV predominates over CHI), decreasing to 3.5 eV within 50 ns. At electron
densities between $10^{12}$ and $10^{15}$ cm$^{-3}$ the ion concentrations do not change significantly with temperature and thus these temperature estimates remain about the same regardless of the density in this region. Note that even at 4 eV, the Cl concentration is 0.01 that of CII, so it is not surprising that CI is never observed. By the time the plasma has cooled and recombined to the point that Cl would be observed, the plasma has moved out of the field of view of the spectrograph.

A more accurate estimate of the electron temperature as a function of time was made by comparing the intensities of two experimentally measured lines to intensities calculated from the population densities predicted by the CRE model for a plasma with $n_e = 10^{15}$ cm$^{-3}$. The digitally integrated intensities of the two largest lines (CII at 427 nm and CIII and 465 nm) were used. The results are illustrated in Fig. 7. The resolution of the optical system was not adequate to determine if any other species contributed to these lines, so we assumed that these states were the sole contributors to the observed lines. Nevertheless, the temperatures do fit an exponential decay (denoted with the smooth line) after a peak value, as would be expected. The e-folding time for the decay of the plasma temperature was found to be about 90 ns. Also, the approximately 20-ns delay in the peak temperature corresponds to a streaming velocity of $7.5 \times 10^6$ cm/s which agrees very well with the streaming velocity of $8.4 \times 10^6$ cm/s obtained for conditions similar to this experiment using a Faraday cup [10]. The temperatures shown in Fig. 7 are well within the range of those expected for a laser irradiance of $10^{10}$ W/cm$^2$ [11].

This paper has shown that plasma temperature can be obtained from plasmas whose parameters fall between the region of validity for the LTE and corona models by comparing spectroscopic data to excited state densities predicted by the comprehensive CRE model. This opens up the possibility of diagnosing a variety of plasmas that traditionally have been difficult to diagnose because of their plasma parameters.
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Relativistic electron beam interactions with very small ratios of nitrogen to helium ($10^{-1}-10^{-4}$) have been found to produce extremely large $N_2^+$ ($B^2\Sigma_u^+ - \Lambda^2\Sigma_u^+$) intensities at 391.4 and 427.8 nm, compared to line intensities originating from helium. These results occurred in the total pressure regime of 0.1-500 Torr. The pressure scaling results presented here are inconsistent with previously proposed kinetic mechanisms for the $N_2^+$ laser pumped by helium. With a simple model of the chemical kinetics, we show that this effect is due to the collisional transfer of energy between excited states of helium atoms and the ground state of $N_2^+$.

It is well known that population inversions of the $B^2\Sigma_u^+ - \Lambda^2\Sigma_u^+$ electronic transition of $N_2^+$ can be achieved in the presence of helium. Two possible mechanisms have been used to describe the pumping process. Collins believes the upper laser level is pumped by charge transfer from $He_2^+$ to $N_2^+$. Kocak et al. believe that electron impact excitation is the dominant pump mechanism. Most of the research performed on the $N_2^+$ laser has involved large overall $He-N_2$ discharge pressures ($1-36$ atm) where the presence of $He_2^+$ may be feasible. Investigations of lower (0-50 Torr) overall pressures, however, have observed population inversions in atomic nitrogen rather than in molecular nitrogen. Population mechanisms proposed for atomic nitrogen lasers range from excitation of nitrogen atoms by collisions between metastable excited atoms of helium (2.5) and nitrogen molecules to the recombination of electron-ion pairs. In this letter, we present intensity measurements for a wide range of helium to nitrogen ratios for relativistic electron beam pumped gases in the intermediate pressure range of 0.1-500 Torr and show that these results are inconsistent with the above mentioned mechanisms. We also present a simple chemical kinetic model which is consistent with our experimental observations.

The experimental apparatus has been described previously. The experiment consisted of a relativistic electron beam at a peak voltage of 300 keV, a peak current of 1 kA, and a pulse width of 300 ns. The diode consisted of a 2.5-cm-diam carbon brush cathode and a 0.025-mm-thick anode foil. The beam was injected into an aluminum vacuum vessel with finite windows on the sides and end. The emitted light at several helium partial pressures with nitrogen partial pressures of 0.1, 1, and 10 Torr was sampled axially. The light was analyzed by a 0.257-m spectrophotograph coupled to an optical multichannel analyzer (OMA). The OMA was gated with pulses of 50 and 500 ns.

For all experiments where helium was present with small to large amounts of nitrogen, two very intense lines were observed at 391.4 and 427.8 nm. These lines correspond to the $\Pi(001)$ and $\Pi(011)$ vibrational transitions in the first negative band of $N_2^+$. $B^2\Sigma_u^+ - \Lambda^2\Sigma_u^+$. Lines originating from atomic or molecular helium had negligible intensities for these cases. When no nitrogen was present, the major lines were attributed to neutral atomic helium at 388.8, 447.1, 501.5, and 587.5 nm. In time-resolved studies performed with OMA gates of 50 ns delayed by 20 ns for each pulse, the $N_2^+$ light emission was found to follow the beam voltage after the initial rise time (see Fig. 1). During the time-resolved studies, no other lines were observed except for the 391.4- and 427.8-nm nitrogen lines. Figure 2 shows the relative intensity of the 391.4-nm band as a function of helium to nitrogen ratio for nitrogen partial pressures of 0.1, 1, and 10 Torr. Figure 3 shows similar results for the 427.8-nm band.

As seen in Figs. 2 and 3, the largest light intensities at 391.4 and 427.8 nm for a given pressure of nitrogen occur for the largest ratio of He/N$_2$. That is, the more helium present, the more light is produced up to total pressures of about 300 Torr where the intensity levels off. The linear portion of the curves corresponds to a slope of about 1 for the range of total pressures.
The intensity of the 4258 Å band emission as a function of the He:N ratio for He:N pressures of 0.1 Torr or less is shown in the upper left. The linear portions of the curves are emphasized.

\[ \text{He}(1s) + e^- + \text{He}(3P) \rightarrow e^-, \]

(2)

where \( k \) is the rate constant for reaction (2) and is a function of the electron beam energy. At low pressures, the main deactivation mechanism of He(3P) and N(2B \( \Sigma \)) is radiative decay

\[ \text{He}(3P) \rightarrow \text{He}(1s) + \text{He}(2S), \]

(3)

\[ N(2B \Sigma) \rightarrow N(1A \Sigma) + \text{He}(2S). \]

(4)

Note that He(2S) is a metastable state. We also make the following assumptions: all back reactions are negligible, collisional decay of He(3P) is unimportant because the exchange reaction \( \text{He}(3P) + \text{He}(2S) \rightarrow \text{He}(3S) + \text{He}(2S) \) does not affect the \( \text{He}(3P) \) concentration; the collisional quenching of \( N(2B \Sigma) \) is unimportant for low pressures. Although these assumptions are discussed later, note that the electron beam density \( n_e \) can be approximated by an exponential of the form \( n_e = n_{e0} e^{-t} \), where \( n_{e0} \) is some constant characteristic of the beam density and \( t \) and \( \alpha \) are constants which describe the beam current temporal profile. We now write a differential equation for \( \text{He}(3P) \) as

\[ \frac{d}{dt} [\text{He}(3P)] \]

\[ = k_3 [\text{He}(1s)] [e^-] [\text{He}(3P)] [N(1A \Sigma)] \cdot e^{-t}. \]

(5)

Now assume that the ground-state populations \( \text{He}(1s) \) and \( N(1A \Sigma) \) stay approximately constant. Then a linear, homogeneous, ordinary differential equation exists for \([\text{He}(3P)]\) and can be solved using standard techniques. The solution is

\[ \frac{d}{dt} [N(1A \Sigma)] = -k_3 [\text{He}(1s)] [e^-] [\text{He}(3P)] [N(1A \Sigma)] \cdot e^{-t}. \]

(6)

where \( k_3 \) is the rate constant for reaction (3) and \( J \) is a constant for the current profile. We can also write the rate equation for \([N(2B \Sigma)]\),

\[ \frac{d}{dt} [N(2B \Sigma)] = k_4 [N(1A \Sigma)] [\text{He}(3P)] \cdot e^{-t}. \]

(7)

Substituting \([\text{He}(3P)]\) from Eq. (6) and solving for \([N(2B \Sigma)]\) gives

\[ [N(2B \Sigma)] = \frac{1}{k_4} \left[ \begin{array}{c} (1 - e^{-t}) \frac{1}{k} \nonumber \end{array} \right] \]

(8)
A rate equation for the time rate of change of the photon emission at 391.4 nm can be written as

\[ \frac{dN}{dt} = -N \left[ B + \Sigma \right] \]

Substituting the results of Eq. 4 gives

\[ N \left[ \frac{dN}{dt} + \Sigma \right] = B \left[ N \right] \]

Hence, the rate of production of \( N \) is

\[ N \left( B + \Sigma \right) \]

is linearly proportional to the electron population of \( N \), i.e.,

\[ \frac{dN}{dt} \propto B \left( N \right) \]

A greater increase in the electron density for a given partial pressure increases the line enhancement. Thus, as the pressure increases, the rate of production of \( N \) increases. The following are the effects of collisional broadening and deactivation of the \( N \) line, which would require accurate rate coefficients and temperature data in the full rate equation.

As the most important result of the data shown in Figs. 2 and 3, the intensity per partial pressure increases, the enhancement per enhancement decreases, as well as the calculated rate of production. At a pressure of 0.1 Torr, the enhancement is increased by almost a factor of 100 whereas for a pressure of 1 Torr, the overall increase is less than a factor of 10 compared to the no hydrogen case. It appears that a very important collisional depopulating mechanism in \( N \) + \( B \) + \( \Sigma \) is collisions with other nitrogen molecules.

Never at any time was emission due to \( \text{He}^+ \) observed. This, in addition to the fact that the highest overall pressure examined was 500 Torr, leads to the conclusion that charge transfer between \( \text{He}^+ \) was probably negligible, also since for example the 388.8-nm helium line which populates the metastable state of helium was not observed to increase or decrease with the 391.4-nm band, in contrast to the results of Atkinson and Sanders. Instead, the 388.8-nm helium line was observed only in the absence of nitrogen, thus it is doubtful that direct transfer between the metastable state of helium \( ^2S \) and the \( N \) + \( B \) + \( \Sigma \) was significant. Kokaka et al. claim that electron impact ionization is the major pumping process and that the presence of helium only helps to raise the electron temperature, rather than supplying reactants for the pumping process. The results presented here show a definite helium dependency, particularly since we have shown previously that the electron temperature is pressure insensitive for our e-beam produced discharges.

Relativistic electron beam produced plasmas in helium-nitrogen mixtures produce very large intensity lines at 391.4 and 427.8 nm. These lines originate from the vibrational transition of \( ^2P \) and \( ^2S \) in the first negative system of \( N \).

The line intensities increase as the ratio of helium to nitrogen increases. The greatest increase is seen for the lowest nitrogen concentrations. The increased intensity is linear with helium pressure between the total pressure of 10 to 500 Torr for small partial pressures of 0.1 to 1 Torr of nitrogen. This increase is believed to be due to collisional transfer of energy between helium excited states and the \( N \) + \( B \) + \( \Sigma \) ground state as shown by the agreement between our simple kinetic model and experimental results.
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A laser deflection measurement system has been developed which is both fast ($\tau \approx 20$ ns) and sensitive ($\theta_0 \approx 0.5$ mrads). This diagnostic is capable of sensing and discriminating between electrons and neutral particles in a multicomponent plasma, and yields quantitative results. The technique allows continuous measurements in time. Construction is inexpensive and simple to field. This system is, therefore, highly competitive with traditional techniques in diagnosing the development of transient plasmas.

INTRODUCTION

Investigation of the time evolution of the plasma produced by the interaction of a high-power laser with a target is an example of an situation in which a fast, versatile probe of plasma density is desirable. Such a plasma is short lived, since the plasma is expanding with a velocity on the order of 10 cm/ns, and composed of different components. In particular, at early times a dense plasma exists, whereas at late times the presence of a neutral component is significant.

The common technique of pulsed laser schlieren photography is inadequate to diagnose the temporal evolution of such a plasma in a single shot. Although fast (20-ns) "shuttering times" can be obtained by employing a $Q$-switched ruby laser, many identical plasma shots are required, varying the timing of the probe laser, to observe the plasma evolve in time. In many cases, difficulties arise because of the neutral component, since the presence of a plasma is a negative perturbation in the index of refraction while the presence of neutral particles is a positive perturbation. If a pinhole is used as a spatial filter in a schlieren system, the technique can simultaneously detect both plasmas and neutrals, but cannot distinguish between them. If a knife edge is used as a spatial filter, the technique can distinguish between the two but cannot detect them simultaneously. Further, it is difficult to obtain quantitative results from schlieren photography. 1 Applying the technique of holographic interferometry eliminates these difficulties, but at the expense of a large increase in cost and complexity, since not only are the laser optics required to make the hologram more complex, but the hologram must be reconstructed in order to interpret the results.

Diagnosing density by measuring the deflection of a laser beam is an analogous technique to schlieren photography, in that both techniques are sensitive to index of refraction gradients. The technique has been successfully applied to a number of fields; the chief impediment to its application to transient plasmas has been one of speed. In this article, we present a laser deflection system capable of detecting deflections of $0.5$ mrads on a time scale of 20 ns. Hence, its speed is comparable to $Q$-switched ruby laser schlieren, while its sensitivity is over two orders of magnitude greater. It is inherently quantitative, while at the same time being much simpler and less expensive to implement than a ruby laser and associated optics.

I. LASER DEFLECTION TECHNIQUE

Figure 1 illustrates the laser deflection technique applied to a laser-produced plasma. The target material is produced by focusing the output of a $Q$-switched ruby laser on a graphite surface. A 5-mW He–Ne probe laser (Jodon Laser model HN-2SHP) is deflected by index of refraction gradients as it passes through the laser-produced plasma. The angular deflection is given by

$$\delta \beta = \frac{1}{n_i} \int_{v_i}^{v_f} dv \theta \cdot \frac{D}{n} \hat{n} \cdot \frac{\nabla \cdot \hat{n}}{n_i},$$

(1)

where $\hat{n}$ is the index of refraction, $\hat{n}_i$ is the unperturbed index of refraction (approximately equal to 1), $\nabla \cdot \hat{n}$ is the gradient in the index of refraction perpendicular to the path of the beam, $D$ is the thickness of the plasma, and (1) indicates an average taken over the path of the probe laser in the plasma. Since deflections are small, this average is taken over the straightline unperturbed path. The deflection of the
where k is the photon's index of refraction in the detector sensitivity n and is given by

$$n = \left( \frac{m}{\varepsilon_0} \right)^{1/2} K F,$$

where $m$ is the electron charge, $\varepsilon_0$ is the electron mass, and $F$ is the laser frequency.

The sensitivity of the system is determined by the size of the detector circuit, shown in Fig. 2. The quadrant detector is essentially four photodiodes on one substrate. Each pair of annodes on either side of the vertical midplane are connected, so that the detector is sensitive only to horizontal deflections of the probe laser. A bias voltage of 30 V applied to the common connection reduces the output capacitance and hence the response time of the detector. Voltage is developed across a 770-Ohm resistor on each side. This resistance value was chosen to optimize the gain bandwidth product of the system. The output is coupled to a differential amplifier and passed on to a 15-sec timer. 

The data were obtained for a laser power of 50 mW, compared to the response of a PIN photodiode. 

For comparison, consider a typical schlieren system with a 500-mm focal length lens and a 1.05 pm peak. If we assume that the minimum detectable deflection is equivalent to the one 50-sec change in density on the film, then the resolution of this schlieren system is approximately 100 pm. Therefore, the laser deflection technique offers a higher resolution than the schlieren technique by over two orders of magnitude.

The time response of the system was monitored by using a high-attenuated ruby laser pulse, comparing the output to that of a fast 10-nsec rise time PIN diode. The results are shown in Fig. 3. Using the formula for the addition of rise times,

$$\tau_{total} = \left( \sum \tau_i \right)^{1/2} \left( \tau_{rise} \cdot \tau_{decay} \right)^{1/2},$$

we find that the response time of the circuit itself is approximately 20 ms. Differences in light path lengths to the detector.
II. APPLYING THE TECHNIQUE TO A MULTICOMPONENT PLASMA

Since the laser deflection technique yields information on density gradients for any arbitrary configuration, it is possible to probe the plasma at a number of positions over a range of shots and integrate over space to obtain the density distribution. However, in many cases, is it possible to obtain this information for a single shot, if the density as a function of time can be cast in the form of

\[ n(x, y, z, t) = \frac{N_0}{\kappa} e^{-\kappa(Z - R) + \mu t}, \]

where \( N_0 \) is the density at a function of space and time, \( \kappa \) is a scaling factor, and \( \mu \) is a function which describes the shape of the laser pulse in time. For example, in the case of a single shot, a self-similar expansion model can be applicable to each species.

\[ \frac{N_0}{\kappa} = \frac{N_{0i}}{\kappa_i}, \]

where \( N_{0i} \) is the initial density of the ith species. \( N_{0i} \) is the total number of ions of the ith species produced by the laser, and \( \kappa_i \) is the characteristic expansion velocity that species normal to the target, \( \kappa_i \) is the fastest parallel to perpendicular direction for that species. Figure 1 illustrates the coordinate system. The characteristic expansion velocity is largely independent of the number of each species produced in a given plasma event. \( N_0 \) is the scaling factor, and the remainder of the expression describes the spatial and temporal shape of the plasma. For the plasma under consideration, \( \kappa \) has been measured and equal to 2, and \( \mu \) is taken to be 1. Using the transformation applicable to this geometry,

\[ Z = \frac{1}{2} R^2, \]

where \( Z \) is the distance from the laser to the target. Eq. (11) becomes

\[ V = \frac{Z}{R} \exp \left( -\frac{Z}{2\kappa} \right), \]

from the transformation

\[ R = \frac{1}{2} Z \exp (Z/2\kappa). \]

Hence, the expansion velocity for each species can be determined from the timing of the peak deflection due to that species, and using that velocity in Eq. (19), the number of each species produced by the laser is given by

\[ \frac{N_0}{\kappa} = \frac{1}{2} R \exp \left( -\frac{Z}{2\kappa} \right), \]

where \( \Delta \) is the peak angular deflection for each species.

An example of the experimental data is shown in Fig. 4. In this case, the orientation of the detector is such that the plasma electrons produce a positive deflection, while the neutral particles produce a negative deflection. On shots where the ruby laser power fell below the threshold for plasma production, only the negative deflection was observed. The detector was mounted 3.18 m from the target, and the detector sensitivity was calibrated at 40 mV/μrad, however, because of the large gradients involved, light attenuating filters were used in front of the detector to derate the sensitivity to 0.80 mV/μrad. For this particular shot, \( Z = 0.192 \) cm. One sees that the initial plasma peak is distinct from the later neutral peak, and that the plasma velocity is significantly higher than the neutral velocity. Using Eqs. (11) and (12), one finds that the characteristic velocities are \( c_{\text{ne}} = 3.0 \) cm/μs and \( c_{\text{ne}} = 0.42 \) cm/μs, while the number of particles produced by the laser are \( N_{pe} = 8.09 \times 10^{14} \) and \( N_{ne} = 3.70 \times 10^{14} \). The latter data correspond to peak densities along the path of the probe laser of \( n_{pe} \approx 6.3 \times 10^{14} \) cm\(^{-3} \) and \( n_{ne} \approx 7.3 \times 10^{14} \) cm\(^{-3} \) for the plasma and the neutral particles, respectively. These data are consistent with Faraday cup measurements of charged particles and estimates of plasma density obtained spectrophotically as well as neutral particle density estimated from the size of the hole bored in the target by the ruby laser.
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Abstract—Flashover of electrically stressed polymeric insulators in vacuum has been induced by ultraviolet radiation from an excimer laser (KrF). Flashover behavior is a relatively strong function of integrated fluence up to the time of flashover initiation, and virtually independent of applied power or pulse time. Flashover is induced by moderate fluence (10-150 mJ/cm²) of intense (0.4-6 MW/cm²) ultraviolet at 248 nm at electric field stress considerably below the static breakdown stress. The critical fluence required to initiate flashover is a function of the electric field stress, the insulating material, and the geometry of the dielectric vacuum interface. The unconventional insulator geometry (in which electrons are accelerated toward the insulator surface) is more tolerant than the conventional geometry by nearly a factor of 2 in fluence. Insulator materials tested were polyethylene, polystyrene, acrylic, nylon-6, acetal, PVC, and teflon. The critical fluence is correlated to the microscopic and macroscopic material properties; results show that insulating materials with high dielectric constants and low secondary electron emission coefficients exhibit superior tolerance to ultraviolet radiation. Of the materials tested, nylon exhibited the highest critical fluence in both the conventional and the unconventional geometries. A theory of ultraviolet-induced insulator flashover is developed.

I. INTRODUCTION

The phenomenon of flashover at the electrically stressed interface of a solid dielectric and vacuum has been well-characterized [1]-[7], although investigations continue into the mechanisms involved. It is an important phenomenon to understand, since the dielectric vacuum interface is electrically weaker than either the dielectric or the vacuum gap alone and hence may be the limiting element in a high-voltage power transport system. Numerous factors affect the flashover of insulators in vacuum, including the composition of the dielectric material [6], insulator surface conditioning and modification [4]-[11], and the time history of the voltage pulse (whether nanosecond or microsecond duration or dc, unipolar or bipolar) [11], [13], [15], but the chief factor in determining insulator flashover performance is the geometry of the dielectric vacuum interface [3]-[7], [16].

A large number of insulator and electrode geometries have been investigated [16], but the most common in application is the plane insulator/vacuum interface between plane parallel electrodes. In this configuration, flashover strength is a strong function of the acute angle θ between the insulator surface and the normal to the electrode surfaces (-90° < θ < 90°). A wide variety of dielectric materials, including polymers, glasses, metal oxides, and composites, exhibit similar behavior; flashover strength is at a minimum for θ = 0° and has two maxima at θ = ±45° [3]-[6]. Since flashover strength is typically greater for θ = +45° than for θ = -45°, the positive angle configuration is conventionally employed. The sign conversion is illustrated in Fig. 1. For θ > 0, electrons originating on or near the insulator surface are accelerated away from the insulator surface, while for θ < 0 they are drawn toward the insulator surface. Note that because of the presence of the dielectric, the angle θE between the local electric field and the insulator surface is in general neither equal to θ nor constant over the surface of the insulator. The local electric field may be significantly altered by the presence of charge on the insulator surface.

The flashover performance of polymeric insulators in vacuum is seriously degraded if the dielectric/vacuum interface is exposed to ultraviolet radiation while voltage is applied [17]-[21]. Unlike visible light, ultraviolet radiation penetrates a very short distance into the surface of a polymer [22], so that interaction products (electrons and neutral particles) are readily ejected into the vacuum. Flashover has been induced over angled insulators exposed to modest fluence (10-150 mJ/cm²) of intense (0.4-6 MW/cm²) ultraviolet radiation even at low electric field stress (10-80 kV/cm). Further, the reverse of the behavior one might expect is observed—insulators at negative angles are more tolerant to ultraviolet illumination than are insulators at positive angle.

In this work, we present the results of an experiment which 1) quantifies the effects of ultraviolet illumination on polymeric insulators, 2) characterizes in detail ultraviolet-induced flashover over insulators at positive and negative angles, and 3) correlates microscopic and macroscopic material properties to flashover behavior. A theory of ultraviolet-induced insulator flashover is developed, which explains the unexpected variation of flashover strength with geometry in view of the current understanding of flashover in vacuum.
The present configuration of the experiment has been described in detail elsewhere [21], and is illustrated in Fig. 2. The apparatus consists of an illumination source (a rare gas excimer laser and associated optics), a test chamber, and various diagnostics. For data presented here, the laser is operated with KrF (248 nm), delivering a maximum of 1.0 J over 60 ns with a 24-ns FWHM. The pulse shape is the same for all shots: however, the beam was typically attenuated by passing it through several thicknesses of absorbing film. The laser produces a uniform rectangular beam which is imaged onto the surface of the insulator sample under test, so that the surface is uniformly illuminated from the anode triple point to the cathode triple point, but without illuminating the electrode surfaces.

A quartz window allows laser light to enter the test chamber. The test chamber is evacuated to \( <1.0 \times 10^{-4} \) torr. A turbomolecular pump is employed to minimize backstreaming, since previous results indicated that impurities could significantly alter ultraviolet-induced flashover performance [20]. The insulator sample under test is held between two brass electrodes. The electrodes may be configured as part of a charged particle collector, as shown in Fig. 3a), to study charged particle emission under ultraviolet illumination in the absence of applied high voltage. Typically, the electrodes are configured as is shown in Fig. 3b), with a capacitive voltage monitor and a Rogowski coil to monitor voltage and current, respectively, in the interelectrode region. The chamber also allows access parallel to the insulator surface so that the flashover event may be photographed or neutral particle emission monitored. The latter is accomplished through a laser deflection technique which has been described in detail elsewhere [23].

Insulator samples with \( \theta = \pm 45^\circ \) have been tested. Materials under test are polyethylene, polystyrene, acrylic (polymethylmethacrylate, specifically Lucite), nylon (specifically nylon-6 or polycaprolactam), acetal (specifically Delrin), teflon (tetrafluoroethylene), and PVC (polyvinylchloride). The chemical formulas for each of these materials are shown in Fig. 4. The first two are simple hydrocarbons, the last two are polymers containing halogens, while the remaining three are more complex polymers containing oxygen and nitrogen. A maximum of 25-kV dc may be applied to the electrodes, which corresponds to 78 kV/cm across a 0.318-cm sample. This is far below the dc flashover electric field at either angle for most materials tested [5]. Nevertheless, flashover is readily induced over all materials when ultraviolet illumination is applied.

III. Microscopic Characterization

Each insulator material was tested for its response to ultraviolet illumination without applied high voltage. Emission of electrons and neutral particles was quantified.
as a function of laser energy or fluence. The behavior of the insulators under ultraviolet illumination presented in this work indicates that fluence or energy is the critical quantity determining flashover initiation.

4. Charged Particle Emission

With the electrodes configured as a charged particle collector, since the RC decay time of the circuit is large compared to the collection time for the electrons, the charge collected, Q, is found from the peak output signal V, from the simple relation [24]

\[ Q = V \cdot C \]  \hspace{1cm} (1)

where \( C \) is the capacitance of the circuit, which is readily obtained from the RC decay time of the signal and the circuit resistance \( R \). It is necessary to apply a small electric field to the sample to sweep the electrons into the anode. A field of approximately 50 V/cm is sufficient to accomplish this. (The applied voltage was increased until the charge collected was independent of voltage.)

The charge emitted from the insulator surface during laser illumination as a function of ultraviolet energy deposited is shown in Fig. 5. Photoemission is higher for insulator samples which have not been previously exposed to ultraviolet illumination than for conditioned samples. Exposure to ten pulses of 100 mJ/cm² fluence is sufficient to condition each of the materials considered, and all data shown here are for conditioned samples. Photoemission is highly nonlinear in pulse energy, especially below a certain threshold energy, it is negligible. Photooemission is lowest for simple hydrocarbons, highest for polymers containing halogens, and somewhere between these bounds for more complex polymers.

The bandgap between the valence band and the vacuum level is, for most polymers, approximately 9 eV. The photon energy at Krf wavelength is 5 eV. Therefore, any photomization must take place via a multiphoton int
action. All of the materials under consideration fluoresce under KrF laser illumination; further, the fluorescence persists for many tens of nanoseconds after the end of the laser pulse. This implies that there are states in the bandgap region which may be excited by the ultraviolet radiation and subsequently ionized [25]. Since the shape of the output fluorescence pulse will be a convolution of the input laser pulse and the exponential decay of the excited states, comparing the input pulse width to the output pulse width yields a lifetime of approximately 13 ns, which is a significant fraction of the input pulse width. Hence, a two-step photoionization event is plausible. Fig. 6 is the result of modeling the two-step ionization process with three coupled rate equations. Three populations are considered: the ground state $n_g$, the excited state $n_e$, and the ionized state $n_i$. The equations were solved numerically with all units normalized. The result is similar to the experimental results in that 1) at very low pulse energy, photoionization is negligible, since the probability of a photon's interaction with an excited electron is small, 2) at moderate pulse energy, photoionization increases rapidly as the intermediate state is populated, and 3) at high pulse energy, the increase in ionization with fluence is reduced as the process becomes saturated. Clearly, the results of the simple model do not match the experimental results exactly, but a real polymer is unlikely to be such a simple system. Comparing the major features supports the hypothesis that two-step photoionization is indeed the active process. Photoemission due to three or more photons can be discounted, because lower energy visible light photons do not cause significant fluorescence, which implies that their energy is too low to excite the intermediate states.

B. Neutral Particle Emission

By observing the deflection of a He-Ne probe laser [23], and by making certain assumptions about the profile of the expanding neutrals, the neutral emission from the insulator surface may be determined. One may show that if $N$ particles are emitted from a surface area $A$ with a Maxwellian velocity distribution, then the neutral emission is related to the peak angular deflection of the probing laser beam $\delta \alpha_p$ by [23]

$$N \propto \frac{1.08}{A} x_0^2 \frac{\delta \alpha_p}{K_i D}$$

(2)

where $D$ is the path length of the probe laser through the neutral, $x_0$ is the distance of the beam away from the surface, and $K_i$ is a constant relating the change in index of refraction to the neutral density: $K_i = 1.03 \times 10^{-24}$ cm$^{-1}$ for He-Ne laser light. Since the presence of neutrals is a positive perturbation in the index of refraction, while the presence of electrons is a negative perturbation, it is easily verified from the sign of $\delta \alpha$ that the deflection is caused by neutral emission. The average expansion velocity may be found from the time $t$, at which the peak deflection occurs [23]:

$$P = \left( \frac{2}{3\pi} \right)^{1/2} \frac{x_0}{t_p}$$

This analysis is valid if $t_p \gg \tau$, the width of the laser pulse. For this experiment, with $x_0 = 1$ mm, $t_p = 1 \mu$s, and $\tau = 60$ ns, the analysis is indeed applicable.

Neutral emission per unit area of the insulator surface as a function of fluence deposited is shown in Fig. 7. The data are consistent with those found in the literature [26], obtained from measuring the ablation of the insulator surface over many shots. Below a particular threshold fluence which varies with material (on the order of 100 mJ/cm$^2$), neutral particle emission is negligible. In studying flashover behavior under high voltage, the ultra violet fluence was typically kept below this threshold value; thus, neutral particle effects do not play a significant role in the results presented. except perhaps a very low field stress (~10 kV/cm) where the fluences required to initiate flashover are high.

IV. Flashover Behavior Under Ultraviolet Illumination

A. Observations

To determine the flashover behavior of insulators under ultraviolet illumination, dc high voltage is applied to the electrodes and the insulator surface is illuminated by a single pulse of excimer laser light. The laser beam is imaged onto the insulator so that the laser uniformly illuminates the insulator surface from the anode to the cathode; however, the electrode surfaces themselves are unilluminated. The beam has a cross-sectional area $A$ and a total pulse energy $E$. Although the electric field $E$ is not uniform in space, the electric field stress $E$ listed in the data is simply taken as $E = V / L$, where $V$ is the applied voltage and $L$ is the thickness of the insulator sample. Numerical solutions to the Poisson equation which show the potential distribution in the interelectrode region will be presented later in this article.

Current and voltage in the interelectrode region are monitored as the ultraviolet illumination is applied. Typ-
As more attenuation is added, \( t_f \) increases until flashover is no longer observed (\( t_f = \infty \)).

The prebreakdown current \( i(t) \) is nearly proportional to the illumination intensity \( I(t) \), and the flashover event may be roughly characterized according to the prebreakdown current behavior as 1) strongly induced flashover, in which both \( I(t) \) and \( i(t) \) increase continuously until flashover occurs, 2) weakly induced flashover, in which \( I(t) \) and \( i(t) \) reach a maximum and are actually decreasing at the time of flashover, or 3) stable, in which no flashover is observed, even though \( i(t) \) is not zero during the illumination pulse.

There is no correlation of the time of the flashover event with either the instantaneous value of the illumination intensity or the prebreakdown current. Depending on the pulse energy \( E \), flashover is observed with equal regularity on the rising as well as the falling edge of the illumination pulse, even late in time when the illumination is significantly less than its peak value. Flashover occurring after the illumination ceases entirely, however (\( t_f > t \)), is rare, observed in fewer than 1 percent of the flashover events. This simple observation leads to the conclusion that it is ultraviolet fluence, rather than power density, which governs the initiation of flashover. If there were a critical power density required to initiate flashover, then that power density would be achieved, if at all, on the rising edge of the illumination pulse first, and flashover would be observed on the rising edge of the pulse, or not at all. Since flashover is indeed observed even late on the falling edge of the pulse, fluence, rather than power density, must be the determining quantity.

**B. Analysis**

The normalized pulse shape \( f(t) \) of the ultraviolet illumination and its integral, which are the same for all shots, are shown in Fig. 9. The normalization is that

\[
\int_0^\infty f(t) \, dt = 1. \tag{4}
\]
Thus, for any time \( t \), the instantaneous illumination intensity \( I(t) \) can be expressed in terms of the pulse energy \( E \) and the cross-sectional area \( A \) of the beam, and is defined to be

\[
I(t) = \frac{E(t)}{A}
\]

(5)

while the fluence deposited at time \( t \), \( F(t) \), is

\[
F(t) = \int_0^t I(t') \, dt'.
\]

(6)

From (4), it follows that the total fluence is simply \( F(\tau) = E/A \). However, it is clear that any ultraviolet illumination of the surface after flashover occurs can have no effect on the process of flashover initiation. Therefore, it is the fluence deposited at the time of flashover \( F(t_0) \) which is appropriate to consider in investigating the initiation process.

The results shown in Fig. 10 are typical of the phenomenon of induced insulator flashover. As the total fluence \( F(\tau) \) or equivalently, the pulse energy \( E \), decreases, the time to flash \( t_0 \) increases, as shown in Fig. 10. However, it appears that there is a critical value of the fluence \( F_c \) which governs the initiation of flashover by ultraviolet illumination, irrespective of the illumination intensity. Specifically, if the total fluence \( F(\tau) < F_c \), then flashover is not induced although some current may be observed in the interelectrode region. If \( F(\tau) > F_c \), then flashover is induced at a time \( t_0 \) such that \( F(t_0) = F_c \). This is illustrated in Fig. 10, which shows that as the total fluence \( F(\tau) \) is changed by nearly a factor of 10 by changing the pulse energy \( E \), the critical fluence at which flashover occurs remains essentially constant.

The critical fluence is, however, a strong function of the insulator geometry and the electric field stress. Insulator samples were tested over a range of electric field stress from 10 to 80 kV/cm in both conventional and unconventional configurations. The critical fluence is displayed in Fig. 11 as a function of electric field stress for each of the insulator materials tested in both conventional and unconventional configurations. Several trends are evident: 1) the critical fluence decreases with increasing electric field stress for \( E < 40 \) kV/cm, 2) the critical fluence is approximately constant for \( E > 40 \) kV/cm, and 3) the unconventional configuration is more tolerant to ultraviolet fluence by nearly a factor of 2 in fluence, except for some materials at very low field stress and correspondingly high fluence.

C. Correlations

The critical fluence at high electric field stress (the constant portion of each of the curves in Fig. 11) displays various degrees of correlation to the macroscopic and microscopic properties of the insulating materials. Neutral particle emission characteristics can be eliminated as a cause of ultraviolet-induced insulator flashover at high field stress, since the fluence involved is too low to produce significant neutral emission. Neutral emission may be a cause of the crossover in some of the curves in Fig. 11 at high fluence.

The critical fluence is only weakly correlated to the electron photoemission shown in Fig. 5, although to a slight degree the more readily a material emits photoelectrons, the less tolerant it is to ultraviolet radiation. The critical fluence shows a much greater correlation to secondary electron emission, as in Fig. 12. The secondary electron emission coefficient \( K \) is that adopted by Burke [27], who found that for many polymers the secondary
Fig. 11. Critical fluence required to initiate flashover as a function of electric field stress and insulating material. (a) Polyethylene, (b) Polystyrene, (c) Acrylic, (d) Nylon, (e) Acetal, (f) Teflon, (g) PVC.
Again, the more readily a material emits secondary electrons, the less tolerant it is to ultraviolet radiation. The critical fluence also shows a positive correlation to the dielectric constant of the material, as in Fig. 13. The greater the dielectric constant, the more tolerant the material is to ultraviolet radiation. The properties of each of the insulating materials are summarized in Table I.

V. THEORY OF ULTRAVIOLET-INDUCED INSULATOR FLASHOVER

The observations and analysis of the phenomenon of ultraviolet-induced insulator flashover point to a particular mechanism of flashover initiation. To summarize the results, ultraviolet-induced flashover depends neither on the instantaneous value of the intensity of the ultraviolet illumination nor on the prebreakdown current, but rather on the time-integrated ultraviolet fluence on the insulator surface. The critical fluence required to initiate flashover is a function of the insulator material, and is less in the positive-angle (conventional) configuration than in the negative-angle (unconventional) configuration by approximately a factor of 2. The critical fluence increases with increasing dielectric constant and decreases with increasing secondary (and to a slight degree, primary) electron emission.

The evidence indicates that the effect of the ultraviolet illumination is to prepare the dielectric/vacuum interface by causing a buildup of surface charge, making it more susceptible to flashover than the unilluminated, uncharged state. The flashover event itself is quite distinct from the prebreakdown phenomenon; the time scale of the former is on the order of 1 ns, while the time scale of the latter is tens of nanoseconds. If this disparity were due entirely to some formative time lag, then one would expect to regularly see flashover occurring a significant time after the end of the illumination pulse. In fact, such events are rare. Also consistent with this inference is the observation that, independent of illumination intensity, is the quantity which determines flashover behavior.

The geometry-dependent behavior of the flashover strength of vacuum insulators without ultraviolet illumination has been well established by Watson [3] and Milton [5], among others. Their results are familiar and have formed the basis for most high-voltage vacuum insulator designs in practical systems. Their results show that flashover strength is maximum near \( \theta = \pm 45^\circ \) and minimum near \( \theta = 0^\circ \), and that in general the local maximum at positive angle is greater than that at negative angle. More recently, Brainard [28] has analyzed Milton and Watson's data, and has determined that surface charging plays a significant role in the flashover process for \(-30^\circ < \theta < 0^\circ\), but is negligible for \( \theta = \pm 45^\circ \).

The theory of surface charging of vacuum insulators via secondary electron emission is similarly well-developed [29], [31]. For any material, the secondary electron emission coefficient \( \delta \) is a function of the incident electron energy \( E_0 \). If the local electric field is such that an electron which is emitted from the surface returns with an energy such that \( \delta(E_0) > 1 \), the surface charges positively. On
the other hand, if $\alpha F_{\perp} > 1$, a stable situation results; the surface neither gains nor loses charge. The local electric field is a superposition of the applied electric field which itself is modified by the polarization charge in the dielectric and the field due to the surface charge on the insulator. The stability condition is equivalent to the requirement that the local electric field be inclined at some critical angle $\theta$ which varies with material. For many insulating materials, $\theta = 30^\circ$ [28], where the negative sign indicates that the electrons return to the insulator surface. If, neglecting surface charge, the electric field angle $\alpha$ is greater than $\theta$ (as in the conventional configuration), then the stable surface charge distribution is positive; otherwise (as in the unconventional configuration) the stable surface charge density is negative [30]. By a numerical solution to the Poisson equation in this case, using the charge simulation technique [32], it is straightforward to show that for an uncharged interface, the electric field is enhanced near the narrow end of the insulator, while if a sufficient surface charge is present, the electric field is enhanced near the wide (or pointed) end of the insulator. This effect is illustrated in Fig. 14 for the case in which $\alpha > \theta$ everywhere on the insulator surface. The situation is not entirely symmetrical; with surface charge present, the field enhancement near the wide end is much greater for the conventional than for the unconventional configuration. This is readily explained, since in the unconventional configuration, neglecting surface charge, the uncharged electric field angle is much nearer the critical angle.

It is, however, surface charging is to occur via secondary electron emission, there must be a source of primary electrons. For $\theta = 0^\circ$, the cathode triple point is a ready source of primary electrons. As Fig. 15(a) and (c) shows, however, the cathode triple point is a poor source of primary electrons for large values of $\theta$. For $\theta = 45^\circ$, electrons miss the insulator surface entirely. For $\theta = 45^\circ$, since $\alpha > 1$ over the insulator surface and the path length along the insulator of the electron trajectories is small (a few microns) [30], charging cannot propagate from the cathode triple point. It is not surprising, then, that insulators at large angles, whether positive or negative, do not charge under an applied electric field alone [28]. Ultraviolet illumination, however, provides a source of electrons which is distributed over the insulator surface, as in Fig. 15(b) and (d). Therefore, it is possible for the electric field configuration in the interelectrode region to be significantly modified under ultraviolet illumination, due to charging of the insulator surface.

The magnitude of the surface charge required to significantly affect the interelectrode electric field varies with the dielectric constant of the insulating material. Fig. 16 shows the dependence of the electric field angle $\theta_{ij}$ on the surface charge density for insulators of two dielectric constants, as determined from a numerical solution to the Poisson equation (in this case, using the code LAPLACE [29]). The results presented are for uniform positive surface charge on a positively angled insulator, the results are analogous for negative surface charge on a negatively angled insulator with the sign of $\theta_{ij}$ reversed. The surface charge density is given in units of the charge density on the vacuum electrodes. Treating the vacuum electrodes as a capacitance, the surface charge $Q$ on an area $A$ of the electrode surface is just $Q = CV$, where $C$ is the capacitance of the parallel plate electrodes and $V$ is the applied voltage. Now, $C = \epsilon_0 A/L$, where $L$ is the interelectrode distance. The surface charge density on the vacuum electrodes is then $\sigma_n = CV/A = \epsilon_0 E$ since $E = V/L$. From
VI. Conclusions

Ultraviolet-induced flashover over polymeric insulators in vacuum depends on the ultraviolet fluence incident on the insulator surface. The negative-angle (unconventional) configuration is superior in ultraviolet tolerance to the positive-angle (conventional) configuration by approximately a factor of 2 in fluence. Insulating materials with high dielectric constants and low secondary electron emission coefficients exhibit superior ultraviolet tolerance. A model of ultraviolet-induced insulator flashover based on induced charging of the insulator surface is sufficient to explain the observed phenomena. The ultraviolet fluences required to initiate flashover are sufficiently low that the contribution of neutral particle emission to the initiation of flashover may be disregarded, except perhaps at very low field stress (\( \sim 10 \text{kV/cm} \)) where the critical fluences required to initiate flashover are correspondingly higher.

It is important to note that this work was conducted using a monochromatic ultraviolet source. Previous studies by one of the authors using a broad-band ultraviolet source [18], [19] found critical fluences which were much smaller than those reported here. In those experiments, however, there was a significant component of ultraviolet illumination at wavelengths shorter than the 248-nm KrF laser line. At these short wavelengths, the penetration depth of ultraviolet light in the materials is a strong function of wavelength and decreases sharply as wavelength decreases. Therefore, shorter wavelength ultraviolet should have a correspondingly larger effect on surface phenomena, and thus induce flashover more readily. The previous measurements are therefore consistent with the data presented here.

\[ a_{\text{critical}} = c \cdot n \] (8)

The magnitude of surface charging of insulators prior to flashover may be estimated from pre-breakdown current measurements. For the polymers under consideration, \( 2 < c < 5 \). For \( E = 50 \text{kV/cm} \), \( a_{\text{critical}} = 4.4 \text{nC/cm}^2 \). Pre-breakdown currents observed are on the order of 0.5 A for 60 ns, so that the charge transferred in the interelectrode gap is on the order of 30 nC. The illuminated surface area of the insulator is approximately 1.5 cm², which corresponds to \( a = 20 \text{nC/cm}^2 \). Therefore, the condition implied by (8) is readily satisfied under ultraviolet illumination.

The induced surface charging theory of ultraviolet-induced insulator flashover in vacuum is consistent with the observation that fluence is the critical quantity in determining when flashover occurs. Since the surface charge density required to modify the interelectrode field is proportional to \( c \), it explains the dependence of \( F \) on \( c \). Since charging proceeds by secondary electron emission, it explains the dependence of \( F \) on \( K \). The explanation of the fact that the unconventional configuration is more tolerant than the conventional is twofold. As Brainard has shown [28], if the insulator surface is charged, it is the conventional configuration which is the weaker of the two configurations. Also, since initially \( \delta < 1 \) for \( \theta = -45^\circ \) and effectively \( \delta = 1 \) for \( \theta = +45^\circ \) (all charges are removed from the insulator surface), the conventional configuration should be more readily charged than the unconventional. This is borne out by the results shown in Fig. 17, which indicate that for the same illumination, the pre-breakdown current is greater for the conventional than for the unconventional configuration. Field enhancement at the wide end of the insulator, as is the case for a charged insulator surface, is also consistent with indications of explosive emission at that point from open shutter photographs of the induced flashover process [20].
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Ultraviolet-induced flashover has been observed over stressed, angled, acrylic insulators illuminated by a short (60 ns) pulse of excimer laser light at 249 nm. Flashover has been observed at ultraviolet fluences of 5.5 x 10^4 mJ/cm^2, for electric field stresses approximately 10-100% of static breakdown stress. Insulators at positive angle (conventional configuration) exhibit a reduced tolerance to ultraviolet light versus insulators at negative angle (unconventional configuration) by approximately a factor of 2, while the presence of impurities at the triple point reduces the tolerance to ultraviolet even further. Flashover is related to the fluence, rather than the power density, for short pulses, and the production of photoelectrons is a likely mechanism for the initiation of flashover.
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1. INTRODUCTION

It has long been known that the interface of a solid dielectric insulator with vacuum is one of the weak points of a high-voltage transmission system, because an insulator in vacuum is subject to flashover at high electric field stress. Researchers in the field of high-energy-density plasmas have found that intense ultraviolet radiation can initiate the flashover process at the dielectric/vacuum interface.1,2 Subsequent bench tests have shown that the phenomenon exists even at relatively low field stress (approximately 10% of self-breakdown stress).3,4 While ultraviolet-induced insulator flashover is a bane to designers of pulsed-power systems, it may well be a boon in the development of low-inductance, high-current, triggerable surface-tracking switches,4,5 large-area flashboards for ion diodes, in plasma processing applications where it is desirable to create a large-area uniform surface discharge plasma in a controlled manner, or as new xuv light sources. With the recent development of multi-microsecond electron beam accelerators such as the Michigan Electron Long-Beam Accelerator (MELBA) there exists increased concern about the performance of the insulator stacks which may be subjected to intense ultraviolet radiation.

One drawback with previous ultraviolet-induced flashover experiments was that, although it was apparent that the moderate to hard portion of the ultraviolet spectrum (hν > 4 eV) was responsible for initiating flashover, it was unclear exactly what the characteristics of the illumination were in this region. Pinched plasma devices were previously used as illumination sources, consequently, the illumination was broadband and irregular in time, usually appearing in several discrete pulses of many microseconds duration. The difficulties associated with interpreting such data have been eliminated in this experiment by using an ultraviolet excimer laser as the illumination source. The illumination is monochromatic and is applied in a single, near-gaussian pulse. The laser has the added advantage that the portion of the insulator which is illuminated can be closely controlled.

2. EXPERIMENTAL APPARATUS

The experimental apparatus is illustrated in Fig. 1. It consists of an illumination source and its associated optics, a test chamber in which a sample insulator is placed, and a high-voltage supply with a voltage monitor.

![Experimental apparatus for investigating ultraviolet-induced insulator flashover](image-url)
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Ultraviolet illumination was provided by a krypton fluoride excimer laser (Lumonics TE-292) at 249 nm ($h\nu = 5$ eV). The laser emits a uniform rectangular beam, approximately 2.5 cm high x 3.0 cm wide at the laser aperture. The beam was imaged using a simple planoconvex quartz lens onto a 1.1 cm$^2$ profile at the insulator surface. Thus the entire output of the laser was used to illuminate a small portion of the insulator surface including the anode and cathode triple points, while the electrodes remained unilluminated except for a small area at the triple point itself which was in the falling edge of laser illumination. A carbon aperture was used to eliminate stray light on the electrodes, and this aperture could be varied to further restrict illumination of the insulator surface.

The temporal pulse shape of the laser was measured by an ultraviolet-sensitive PIN diode and is shown in Fig. 2. The pulse has a full width at half maximum of 27 ± 2 ns and a full width at the base of 58 ± 3 ns where the small variation is indicative both of shot-to-shot differences and differences between various fills of the lasing gas mixture. A large-area colorimeter was used to monitor the total laser energy. From the pulse shape and the energy deposited, the peak intensity could be calculated. The beam was attenuated using filters made of thin sheets of polyethylene stretched on a metal frame.

A quartz window admitted the laser light to a Pyrex vacuum chamber evacuated to typically 5-6 x 10$^{-6}$ Torr by a 2-inch oil diffusion pump. The insulator sample was made of 0.63 cm acrylic stock approximately 10 cm wide. This material was chosen because it is the material used on MELBA and many other similar devices. The exposed surface was angled at 45° according to typical practice and was smoothed with 600-grit carbide paper. Data are presented with the insulator installed in both a positive angle (conventional) and a negative angle (unconventional) configuration, as indicated in Fig. 1. The insulator was held between two brass electrodes, which extended forward well beyond the insulator surface to eliminate irregularities due to fringing fields in the gap. An insulating clamp was placed around the electrodes to ensure that good contact was made between the electrodes and the insulator.

High D.C. voltage was applied between the electrodes while the voltage was monitored with a passively integrated V-dot probe in an oil tank external to the vacuum chamber. Voltage was maintained with a small (500 pF) capacitor isolated from the power supply by a large (50 MΩ) resistor. A maximum voltage $V = 25$ kV could be obtained, for a maximum electric field in the gap of $E = 39.3$ kV/cm. The flashover strength of acrylic reported in the literature is approximately 200 kV/cm for both configurations, the insulator was far from static breakdown. Nevertheless, flashover was observed under ultraviolet illumination. Because the energy in the capacitor was small, the flashover produced no noticeable damage to the insulator surface, and many shots could be taken before cleaning or replacing the insulator sample. Timing between the laser PIN diode signal and the voltage probe was carefully measured to allow timing resolution to within ±2 ns.

Open-shutter photography was used, viewing along the edge of the insulator to obtain a profile of the discharge, or viewing obliquely to determine the portion of the insulator over which flashover occurred.

3. EXPERIMENTAL PROCEDURE

In a typical shot series, the insulator sample and the electrodes were cleaned with methanol, the insulator was clamped in place, and the system was evacuated. The initial energy in the unattenuated laser pulse was measured. High voltage was applied, the laser was pulsed to illuminate the insulator, and the voltage probe indicated flashover by a collapse of voltage across the electrodes. The time at which flashover occurred was measured. Attenuation was added to reduce the laser intensity on the insulator surface and another shot was taken. As the laser intensity was decreased, flashover occurred later in time. Further attenuation was added and shots were taken until the voltage probe indicated that flashover was no longer induced. At this point, the voltage was varied and the procedure repeated. Voltage was varied randomly to avoid any conditioning effects or systematic errors. After approximately 20 shots the insulator was removed, examined, and cleaned.
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Care was taken to ensure that the laser illumination was well characterized. The laser energy tended to decrease monotonically after a large number of shots since the fluorine in the lasing mix reacted with the electrodes in the lasing chamber. By monitoring the laser energy frequently between shots on the insulator, the energy in the unattenuated beam could be predicted at any time. Periodically, burn patterns were taken on developed, unexposed Polaroid film. When the illumination began to appear uneven (after approximately 50 shots) the lasing gas mixture was replaced so that the effect of hot spots in the laser illumination was avoided.

4. EXPERIMENTAL DATA AND ANALYSIS

Data from a single shot is shown in Fig. 3. We identify several times from this figure. We take the time \( t = 0 \) to be the start of the laser pulse. The laser intensity peaks at \( t_p \), where \( t_p = 20 \pm 2 \text{ ns} \). We take the time at which flashover occurs, \( t_f \), to be the beginning of the rapid (\( \approx 2 \text{ ns} \)) collapse of voltage across the electrodes. For the data presented in this paper \( 10 \text{ ns} < t_f < 70 \text{ ns} \). In some data, there is a prebreakdown voltage droop, indicative of a small prebreakdown current in the gap. We define the width of this droop as \( w \). For these data \( 0 \leq w \leq 8 \text{ ns} \). The width \( w \) tended to zero at high electric fields.

![Time-voltage signal](image)

Fig. 3. Sample data: voltage across the electrodes (top) and laser illumination (bottom) versus time.

The laser pulse shape is constant for all data, so that we need only to know the peak intensity \( I_{\text{max}} \) to characterize the intensity \( I(t) \) for the entire pulse. Clearly, laser light which illuminates the gap after flashover occurs has no role in the process that initiates flashover. (After a low-impedance path is created, the dynamics of the plasma in the gap will be dominated by the external circuit.) Therefore, we may define the fluence \( F \) as

\[
F = \int_0^t I(t) \, dt
\]

One basic question which needs to be addressed is whether ultraviolet-induced insulator flashover is dependent upon ultraviolet intensity (\( \text{W/cm}^2 \)) or total fluence (\( \text{J/cm}^2 \)) at the time of flashover. Therefore we present the data as time to flash versus peak intensity (a) and fluence (b) for several values of the electric field \( E \) in Figs. 4-8. The time to flash is dependent on the details of \( I(t) \) and is specific to this illumination source. However, as the intensity is varied by a factor of 2-6 for the various configurations, the fluence at the time of flashover is nearly constant. Further, the mere fact that the flashover is observed much later than the peak of \( I(t) \) argues that ultraviolet-induced flashover is a function of fluence. If flashover were initiated at a particular critical intensity, that intensity would always be attained, if at all, on the rising edge of the pulse, so that \( t_f < t_p \). But in fact, the data show that in many cases \( t_f > t_p \) by as much as 40 ns. The question of formative time-lag may be eliminated, because the data show that the prebreakdown phenomena occur on a much shorter time scale than this (\( 0 < w < 8 \text{ ns} \)), while flashover itself forms quite rapidly (\( \approx 2 \text{ ns} \)). Therefore

![Flashover behavior](image)

Fig. 4. Flashover behavior for insulators under ultraviolet illumination for electric field stress of 7.9 kV/cm. Arrows indicate shots for which flashover was not observed.
we must conclude that it is fluence rather than intensity which is the key in ultraviolet-induced flashover. The data show that the critical fluence to initiate flashover is independent of $l(t)$ for this wavelength.

On the other hand, the critical fluence does depend on the electric field stress and the geometry. Figures 4-7 show the significant result that the unconventional geometry is more resistant to ultraviolet-induced flashover by up to a factor of 2 in fluence. Figure 9 compiles the data shown in Figs. 4-8 for both geometries, displaying the fluences required to initiate flashover shown in the right part of each figure versus electric field. Although there

is scatter in the data (typical of electrical breakdown phenomena), two trends are clear: (1) flashover voltage decreases as the ultraviolet fluence increases, and (2) the unconventional insulator orientation is more tolerant to ultraviolet illumination than the conventional. This latter observation is consistent with previous ultraviolet-induced insulator flashover studies.\(^{13-14}\)

Open-shutter photography, as shown in Fig. 10, reveals that in the positive-angle configuration (lower photo) the discharge connects with the cathode triple point (as indicated by the bright spot in the photograph at that point) but appears to miss the anode triple point. In the negative-angle
configuration (upper photo), the opposite appears to be true: the discharge connects with the anode triple point, but misses the cathode triple point. The discharge remains generally near the insulator surface in the negative-angle case, but appears to lift off a portion of the surface in the positive angle case. This lifting-off is more pronounced at higher voltages.

5. DISCUSSION

The flashover behavior of insulators in vacuum under pulsed overvoltages has been well characterized. The systematic investigation of insulator flashover under intense ultraviolet illumination has only begun over the last few years, so that detailed models do not yet exist. Given the short formation times seen in these data, the photoemission of electrons, especially in the high-field regions of the triple point, seems to be the most plausible explanation, versus other mechanisms such as gas desorption from the insulator surface. The question arises, if illumination of the triple point is a key to ultraviolet-induced insulator flashover, can flashover be avoided by blocking illumination of the offending triple point? Our experimental observations indicate that it can. In an early experiment in this series, at low voltage and low power density (no converging optics used) in the positive-angle configuration, flashover was not induced when the cathode triple point was blocked, but flashover was induced when the triple point was illuminated, regardless of what other areas of the insulator were illuminated.

The role of impurities also appears to be important. In one series of shots with the insulator at positive angle, dielectric oil was found to have leaked through the vacuum feed-through and to have been drawn by capillary action up to the cathode triple point, although the insulator surface itself remained clean. Flashover voltage under ultraviolet illumination was found to have been reduced by approximately a factor of 2 versus a clean insulator. Vacuum grease accidentally left in the gap was found to cause a similar lowering of the flashover voltage. Since these contaminants may be present in practical systems, future research must develop a better physical understanding of their role in ultraviolet-induced insulator flashover.
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