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This report examines performance limits (Cramér-Rao bounds) on tracking a maneuvering target using bearing measurements from a single sensor on a maneuvering platform. An approximation to the Cramér-Rao bound for estimating the location, velocity, and acceleration of a constant acceleration target with a prior distribution of the target's velocity and acceleration is derived for the case where the target and the sensor are coplanar. The bound is computed for members of a two-parameter family of sensor trajectories, and optimal sensor trajectories within this two-parameter family are identified from contour plots of the bound vs the two parameters. The optimal trajectory in most cases is a weave around the line of sight to the target, with a period which is proportional to the observation time allotted for the measurement. The bound on performance is not in general very sensitive to either the sensor's or the target's motion, or to mismatch between the two, except that the period of the sensor's weave pattern influences both the time at which good estimates become available and the variance of the estimates after a given time interval.

The bounds indicate that passive ranging techniques should achieve rms range accuracies on the order of 10 to 20 percent, after 40 s of maneuvering, when the target bearing is measured with a 0.30° standard deviation bearing at a 1-s update rate. Range rate accuracies are expected to be relatively poor. Simulations of an iterative least-squares maximum *a posteriori* probability (MAP) estimator showed that the estimator performs at the level given by the bound and that it generates consistent estimates of the track accuracies. The estimator proved to be sensitive to target maneuvers that were not modeled within the estimation algorithm.
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1. INTRODUCTION TO THE PROBLEM

It is well established that when bearings from only a single observer are available, the observer must maneuver in such a way that a component of the observer's acceleration is orthogonal to the line of sight to the target, in order to generate data from which the location and velocity of a target moving in a straight line can be estimated. It has also been shown that an extended Kalman filter for target position and velocity implemented in Cartesian coordinates experiences premature covariance collapse and divergence in bearings-only tracking applications. On the other hand, several variations of the extended Kalman filter, an iterative least-squares method, and an approximate direct least-squares method have been shown to achieve better performance. These are only a few of the many algorithms for bearings-only target tracking, or target motion analysis, that have been proposed.

Although there has been considerable research on this topic, important questions do not appear to have yet been properly addressed. In particular, there seem to be no published results on bounds or on estimates of the performance of bearings-only target tracking applied to maneuvering targets where there is some prior knowledge of likely velocities and accelerations. This report is an attempt to fill in the apparent gap in performance calculations for bearings-only tracking of maneuvering targets.

The work reported here concerns the accuracy with which one can estimate the location of a target using only bearing measurements taken from a moving sensor. By computing the Cramér-Rao lower bound on the variance of an unbiased estimator, one can study the properties of the measurement scenario, including a priori information, separately from the performance of particular estimators. Since it was found in this work that a maximum a posteriori probability (MAP) estimator performs at the level given by the bound, the bounds provide a meaningful view of bearings-only target tracking for any given measurement geometry and any given model of the target's motion. Operational considerations related to passive ranging are discussed in a separate report.

The target trajectory was modeled for this study as a parabola, i.e., as a constant acceleration trajectory. For many targets this is a realistic trajectory model, especially for short observation times, and it also has the benefits of being simple and of leading to a likelihood function that appears in simulations to have only one maximum. The a priori distributions of the target's velocity and acceleration are modeled as zero-mean Gaussian. The bounds calculated in this report are approximations to the Cramér-Rao bounds for estimating random variables with a priori distributions. The exact Cramér-Rao bound for estimating a random variable would be obtained from the expression for the Fisher information matrix computed as though the unknown were a nonrandom parameter, by averaging that expression over the a priori distribution of the random variable and adding the Fisher information matrix corresponding to the a priori distribution alone. In this work, the Fisher information matrices were not averaged over
the random variables, since they were not found in most cases to be very sensitive to the actual values of the target's velocity and acceleration over the range of likely *a priori* values. The bounds reported here are therefore approximations whenever the *a priori* information is significant. It was found to be unnecessary to include the height of the target in the vector of unknown quantities for the bound calculations, if the target and sensor remain coplanar throughout the observation time.

The influence of the sensor maneuvers was explored by making contour plots of the bounds for a family of sensor maneuvers parameterized by the magnitude of the changes in the component of the sensor platform's velocity orthogonal to the line of sight to the target and by the cycle time of the maneuvers. From these plots, optimal maneuvers within the two-parameter family of maneuvers can be found. The maneuvers thus obtained are optimal only within the family of maneuvers considered. Optimization of the sensor trajectory by means of optimal control theory\(^{20}\) has been considered for a non-maneuvering target, and the results agree well with the two-parameter optimum obtained here. There has been other work on the performance limits for tracking maneuvering targets,\(^{21}\) but the only target maneuvers considered were those orthogonal to the line of sight. It was also found in this work that the optimal trajectory for target position estimation is in general different from the optimal trajectory for target velocity estimation. The bounds, however, turn out to be relatively insensitive to mismatches between the postulated target motion for which the sensor maneuver is optimal and the actual target motion, and also to whether the trajectory is optimized for position measurement or velocity measurement. These issues will be covered in more detail once the theory and the computational details have been laid out. The usefulness of these Cramér-Rao bound calculations as an indication of estimation performance was verified by Monte-Carlo simulations of an iterative least-squares maximum *a posteriori* probability (MAP) estimator, which reached the performance limits set by the Cramér-Rao bound.
2. CRAMÉR-RAO BOUND FOR BEARINGS-ONLY TRACKING

The Cramér-Rao bound is a lower bound on the variance of unbiased estimators of a non-random parameter or of a random variable, and as such represents the best precision that one could hope to obtain. The Cramér-Rao bound depends in general on the probability density function of the measurements (Reference 22, pp. 79-85) but, as described in Section 2.2, a simpler formulation is available for additive white Gaussian noise under a state space description of the target's motion. The necessary propagation equations for the target motion, and the measurement relations, are presented in Section 2.1. In Section 2.3 a simplification of the bound computations is described, in the course of which the elevation angle is dropped from the measurement vector and the height of the target is dropped from the target state; this simplification leads to the same bound as before, if the target and the sensor are coplanar. Because of the significant reduction in computation time, this simplification was adopted for all bound computations in this study.

2.1. FORMULATION OF THE ESTIMATION PROBLEM

The estimation problem is posed as follows. A target is moving along a parabolic path described by the 9-dimensional state vector

\[
x^t = \begin{bmatrix} x^t \\ \dot{x}^t \\ \ddot{x}^t \\ y^t \\ \dot{y}^t \\ \ddot{y}^t \\ z^t \\ \dot{z}^t \\ \ddot{z}^t \end{bmatrix}
\]  

(2.1)

The degenerate case of linear target motion arises when the second derivative entries are zero. The measurements of the target bearing are made from a sensor on a platform that is moving along an arbitrary trajectory given by \( x^s(t) = [x^s(t), y^s(t)] \). These measurements are taken at a fixed interval \( T_s \) and are corrupted by additive Gaussian noise that is independent and identically distributed from measurement to measurement. With the definition of \( x_n^t \) as the state of the target when sample \( n \) is taken, the target state propagates according to the equation

\[
x_{n+1}^t = F x_n^t,
\]

(2.2)
where the propagation matrix $F$ is a block diagonal matrix with three identical $3 \times 3$ blocks,

$$
F = \begin{pmatrix}
F' & 0 & 0 \\
0 & F' & 0 \\
0 & 0 & F'
\end{pmatrix},
$$

(2.3)

each block of which is given by

$$
F' = \begin{pmatrix}
1 & T_s & \frac{1}{2} T_s^2 \\
0 & 1 & T_s \\
0 & 0 & 1
\end{pmatrix}
$$

(2.4)

Each measurement is a vector $r$, equal to a measurement function $h$ composed of a bearing $\theta$ and an elevation $\phi$,

$$
h = \begin{pmatrix}
\theta \\
\phi
\end{pmatrix}
$$

(2.5)

plus noises $w_\theta$ and $w_\phi$:

$$
r = \begin{pmatrix}
\theta \\
\phi
\end{pmatrix} + \begin{pmatrix}
w_\theta \\
w_\phi
\end{pmatrix}
$$

(2.6)

The measured angles are given in terms of the target and sensor coordinates at the time of the measurements by

$$
\theta = \tan^{-1} \frac{x^t - x^s}{y^t - y^s}
$$

and

$$
\phi = \tan^{-1} \frac{z^t - z^s}{\sqrt{(x^t - x^s)^2 + (y^t - y^s)^2}}
$$

(2.7)

The linearized observation matrix, which will be necessary both for evaluating the bound and for implementing the MAP estimator, is defined in terms of the measurement function $h$ as

$$
H = \nabla_{x^t} h
= \begin{pmatrix}
\nabla_{x^t} \theta \\
\nabla_{x^t} \phi
\end{pmatrix}
$$

(2.8)
The nonzero derivatives are shown below:

\[
\begin{align*}
\frac{\partial \theta}{\partial x^t} &= \frac{\Delta y}{R_g^2} \\
\frac{\partial \theta}{\partial y^t} &= -\frac{\Delta x}{R_g^2} \\
\frac{\partial \phi}{\partial x^t} &= -\frac{\Delta x \Delta z}{R_g R^2} \\
\frac{\partial \phi}{\partial y^t} &= -\frac{\Delta y \Delta z}{R_g R^2} \\
\frac{\partial \phi}{\partial z^t} &= \frac{R_g}{R^2}
\end{align*}
\]

with these definitions:

\[
\begin{align*}
\Delta x &= x^t - x^s \\
\Delta y &= y^t - y^s \\
\Delta z &= z^t - z^s \\
R_g &= \sqrt{\Delta x^2 + \Delta y^2} \\
R &= \sqrt{\Delta x^2 + \Delta y^2 + \Delta z^2}
\end{align*}
\]  

(R\(_g\) is the horizontal distance between the target and the sensor.) The noises \(w_\theta\) and \(w_\phi\) have the autocovariance matrix

\[
R = \sigma^2_w \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}
\]

The expressions given in Equation (2.7) for the angles and in Equation (2.10) for the angle noise may give slightly incorrect values depending on the physical implementation of the angle measurements and on the geometry. Such errors should be small except for when the target and sensor are at very different altitudes and at close ranges.

\subsection*{2.2 CRAMÉR-RAO BOUNDS AND A PRIORI INFORMATION}

The Fisher information matrix for estimating the current target state \(x^t_N\) for a target with initial state \(x^0_0\), without a priori information, using measurements taken at time indices 1 through
N, is given \(23\) by the recursions
\[
x_n^i = Fx_{n-1}^i
\]
and
\[
J_n(x_0^i) = (F^{-1})^T J_{n-1}(x_0^i) F^{-1} + H_n^T R^{-1} H_n
\]
(2.12)
The Cramér-Rao lower bound on the variance of say element \(\mu\) of the state vector \(x_N^i\), is given (Refer ence 22, p. 79) by:
\[
\text{var}[x_N^i]_{\mu} \geq [J_N^{-1}(x_0^i)]_{\mu\mu}
\]
(2.13)
The starting point of the recursion is
\[
J_0 = 0
\]
(2.14)
If on the other hand there is Gaussian a priori information, the target state is treated as a random variable (Refer ence 22, pp. 84-85). The Fisher information matrix \(J_N(x_0^i)\), representing information available from the data, is computed as before, but the bound is obtained somewhat differently. First, the matrix \(J_n(x_0^i)\) must be averaged over the prior density \(p(x_N^i)\) of the final target state and added to the a priori information matrix
\[
J^A = \left[ E[x_N^i(x_0^i)^T] \right]^{-1}
\]
(2.15)
to form the Bayesian information matrix
\[
J^B = J^A + \int dx_N^i J_N(F^N x_N^i) p_0(x_N^i)
\]
(2.16)
The bound is then given by
\[
\text{var}[x_N^i]_{\mu} \geq [(J_N^B)^{-1}]_{\mu\mu}
\]
(2.17)
This procedure produces a bound that is averaged over all possible target states and is therefore independent of the actual state. To the degree that the Fisher information matrix is insensitive to the actual target states within the a priori distribution of states, the averaged Fisher information matrix \(J_N^B\) is equal to the Fisher information matrix \(J_N(x_0^i)\) evaluated at one given state. Even if the Fisher information matrix does depend on the target state, the approximate “bound” given by Equation (2.13) but with a nonzero a priori information matrix \(J_N^A\) added in provides an indication of how the integrand varies with the target state, and to the degree that \(J_N(x_0^i)\) is insensitive to the initial target state \(x_0^i\), this “bound” is an approximation to the Cramér-Rao bound computed from the averaged Fisher information matrix \(J_N^B\). Since the approximate Cramér-Rao bounds calculated below (Figures 13 to 23) show overall relatively little dependence on the target state, the bound evaluated for a given target state is an adequate approximation to the bound computed from the expected value of the Fisher information matrix over the a priori distribution.
of target states. Where the approximate bound does depend on the target state, it is an indicator of the sensitivity of passive ranging performance to the target state.

From these formulations one can make some general inferences about the behavior of the error bounds. In the absence of a priori information, the bound is proportional to the angle measurement variance. When the sampling interval \( T_s \) is sufficiently short compared with the time scales of the sensor and target maneuvers, the recursion result can be approximated by an integral, and the bound is then proportional to the sampling interval.

### 2.3 SIMPLIFICATIONS IN A COPLANAR GEOMETRY

When the trajectories of the sensor and the target lie in the same plane, the uncertainty in the altitude of the target can be dropped from the bound computation. This follows from the dependence of the derivatives of the elevation angle on the relative height of the target and the sensor and from the structure of the Fisher information matrix. Because the derivatives of the elevation with respect to the target x and y coordinates are zero when the difference between the sensor and the target elevations \( \Delta z \) is zero (Equation (2.9)), the linearized measurement matrix \( H \) takes the form

\[
H = \begin{pmatrix}
\frac{\partial \theta}{\partial x} & 0 & 0 & \frac{\partial \theta}{\partial y} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{\partial \phi}{\partial z} & 0 & 0
\end{pmatrix},
\]  

(2.18)

and the incremental term in the recursion formula, Equation (2.12), for the Fisher information matrix, takes the form

\[
H^T R^{-1} H = \frac{1}{\sigma^2_a} \begin{pmatrix}
(\frac{\partial \theta}{\partial x})^2 & 0 & 0 & (\frac{\partial \theta}{\partial y})^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 
\end{pmatrix}
\]  

(2.19)
In the recursion given by Equation (2.12) the $3 \times 3$ blocks of the incremental term, Equation (2.19), are multiplied by the block diagonal propagator $F$ of Equation (2.4). This multiplication leaves the overall block structure of $H^T H$ unchanged, as it propagates values within the $3 \times 3$ blocks. Hence the $3 \times 3$ block of the Fisher information matrix that corresponds to elevation measurement, consisting of rows and columns 7 through 9, remains uncoupled from the remaining $3 \times 3$ blocks on the diagonal, corresponding to $x$ and $y$ position measurement. The reduction in rank from a $9 \times 9$ matrix to a $6 \times 6$ matrix leads to a sizable savings in the computation time for the bounds.
3. OPTIMAL TRAJECTORIES FOR BEARINGS-ONLY TRACKING

To determine the best performance that one could possibly achieve with bearings-only tracking, one must first identify the optimal maneuvers for the sensor. There has been at least one attempt to use optimal control methods to search for the optimal path that minimizes the Cramér-Rao bound on range estimation, but the slope-following minimization procedure on which the optimal control method employed in Reference 20 relies can get trapped in false local minima and can consequently produce erroneous solutions. For the present work, an exhaustive search procedure was used instead. The usual difficulty with exhaustive searches is of course the amount of computation required, and here the computation is limited by constraining the search to a two-parameter family of trajectories. The decision to avoid a slope-following search was subsequently justified, as the bound did indeed display multiple minima for various sensor maneuvers (Figures 3 to 10).

An additional issue covered in this study is the distinction between trajectories optimized for range estimation and trajectories optimized for range rate estimation. For tracking, one needs not only the target's range but also its range rate, and so both the Cramér-Rao bound on the variance of the estimated range and the Cramér-Rao bound for the range rate should be considered separately as performance measures. As shown below, the two measures yield different optimal maneuvers.

3.1 SENSOR MANEUVER PARAMETERIZATION

It was decided initially to perform an exhaustive search for the optimal sensor trajectory over a finite sampling of a few parameters rather than to try a slope-following minimization algorithm. In order to keep the dimensionality of the search space small, the possible sensor trajectories were represented by a family of curves parameterized by only the sensor platform speed, the cycle time of its maneuvers, and the variation in the cross-range component of the sensor platform's velocity during maneuvering, as described in the next paragraph. All the maneuvers were described with reference to the direction of the line of sight to the target, so that a rotation of the initial bearing to the target results in a rotation of the sensor platform's maneuver. This keeps the relative trajectory of the sensor to the target independent of the initial bearing of the target.

The family of sensor trajectories for a target along the y-axis, when the sensor is at or near the origin, are generated by the following equations of motion:

\[
\begin{align*}
\ddot{x}_s &= v - \Delta v(1 + \sin 2\pi t/T_m) \\
\ddot{y}_s &= \sqrt{v^2 - (\dot{x}_s)^2}
\end{align*}
\]  

(3.1)

where \(v\) is the sensor speed, presumed constant, \(T_m\) is the period of the sensor's maneuvers, and \(\Delta v\) is the speed that is "devoted" to maneuvering. The maneuver period can take on positive or negative values, and these two possibilities give rise to different trajectory shapes. A negative maneuver period causes in effect a phase shift of the weave pattern relative to the time at which the maneuver begins. Figure 1 shows an assortment of sensor trajectories for a distant target on
Figure 1. Plot of sensor trajectories for a sensor speed of 0.3 km/s and for varying maneuver periods and speeds. Each curve represents an x-y plot of the trajectory of a sensor platform with a maneuver period and a speed corresponding to the starting point shown. The curves are computed by integrating Equations (3.1).

The y-axis for a sensor platform moving at 0.3 km/s (Mach 0.87), with Δv varying between 0 and v, and for sensor maneuver periods varying between -60 and 60 s. The total time in the examples is 120 s. When the target and sensor are at arbitrary points in the x-y plane, these equations change. The x-component of the sensor velocity given in Equation (3.1) is rotated to lie orthogonal to the line of sight to the target and the y-component is rotated to lie along the line of sight. Thus

\[
\begin{pmatrix}
\dot{x}^s \\
\dot{y}^s
\end{pmatrix} = \frac{1}{R_g} \begin{pmatrix}
\Delta y & \Delta x \\
-\Delta x & \Delta y
\end{pmatrix} \begin{pmatrix}
v - \Delta v(1 + \sin(2\pi t/T_m)) \\
\sqrt{v^2 - (\dot{x}^s)^2}
\end{pmatrix}
\]  

(3.2)
3.2 OPTIMAL SENSOR TRAJECTORIES

An efficient means of presenting exhaustive search computations was found to be via contour plots of the range and range rate bounds. The parameters for the contour plots in Figures 3 to 10 are given in Tables I and II. The target trajectory for which these contour plots were obtained is shown in Figure 2(a), and the optimum trajectories found are shown in Figure 11, following the indications in Table II. The contour plots of the bound indicate the limit on the achievable performance as a function of the trajectory of the sensor platform, and they show how the optimal trajectory depends on whether it is optimized for position or for velocity and on the degree of a priori information on the target. The plots disclose the existence, suggested at the beginning of Section 3, of local minima for sensor maneuvers, which could indeed trap a slope-following minimization procedure. It might be feasible, however, to use local minima found using a parameterization such as that described here as starting points for a slope-following algorithm with many more degrees of freedom. As will be discussed below, the plots also suggest that the parameterization chosen does seem to yield performances approximating those obtained by a more general maneuver optimization procedure.

In the contour plots shown here, the horizontal axis is the sensor velocity used in maneuvering, and the vertical axis is the cycle time of the maneuver. As listed in Table I, the total sensor platform speed is fixed at 0.3 km/s and the total observation time is also fixed at 40 s. The value actually contoured is the approximate lower limit on the standard deviation given by the Cramér-Rao computed as described in Section 2, for either the range or the range rate of the target. For all contour plots, the target is inbound starting at 76 km from the origin along the y-axis and ending, after 40 s, at 64 km from the origin. The sensor always starts at the origin. The standard deviation of the bearing measurements is always 0.3°, with an update interval of 1 s. It is assumed that the prior distributions of the target’s velocity and acceleration are independent zero-mean Gaussian distributions in each coordinate, x and y, with standard deviations listed in Table II.

| TABLE I |
| Parameters for Exhaustive Search for Optimal Sensor Maneuvers |
| --- | --- |
| Bearing Standard Deviation (deg) | 0.3 |
| Sample Interval (s) | 1 |
| Sensor Platform Speed (km/s) | 0.3 |
| Sensor Starting Point (km) | (0, 0) |
| Observation Time (s) | 40 |
### TABLE II

Parameters for Contour Plots of Position and Velocity Cramér-Rao Bounds

<table>
<thead>
<tr>
<th>Figure</th>
<th>$A\text{ Priori}$ $\sigma_{vel}$ (km/s)</th>
<th>$A\text{ Priori}$ $\sigma_{accel}$ (g)</th>
<th>Optimized for</th>
<th>$\Delta v$ (km/s)</th>
<th>$T_m$ (s)</th>
<th>Figure 11 Plot</th>
<th>Bound at Optimum</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.001 radial crossing 0.01</td>
<td>position</td>
<td>0.3</td>
<td>44</td>
<td>(a)</td>
<td>2.5 km</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.001 radial crossing 0.01</td>
<td>position</td>
<td>0.18</td>
<td>76</td>
<td>(b)</td>
<td>0.05 km/s</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.1</td>
<td>position</td>
<td>0.3</td>
<td>44</td>
<td>(c)</td>
<td>3.6 km</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.1</td>
<td>velocity</td>
<td>0.07</td>
<td>50</td>
<td>(d)</td>
<td>0.05 km/s</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>4</td>
<td>position</td>
<td>0.3</td>
<td>29</td>
<td>(e)</td>
<td>7.3 km</td>
</tr>
<tr>
<td>8</td>
<td>0.4</td>
<td>4</td>
<td>velocity</td>
<td>0.17</td>
<td>42</td>
<td>(f)</td>
<td>0.32 km/s</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>1000</td>
<td>position</td>
<td>0.19</td>
<td>54</td>
<td>(g)</td>
<td>9.8 km</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>1000</td>
<td>velocity</td>
<td>0.14</td>
<td>42</td>
<td>(h)</td>
<td>0.56 km/s</td>
</tr>
</tbody>
</table>

The fifth through seventh columns specify the optimal sensor maneuver and the eighth column gives the bound obtained with the optimal maneuver.
Figure 2. These figures show two target and sensor geometries for which exhaustive searches for optimal sensor maneuvers were carried out. The inbound target in (a) starts at 88 km on the y-axis, and travels at 0.3 km/s to 76 km, while the crossing target in (b) starts at 70 km in y, -6 km in x, and travels a positive displacement of 6 km in x. The sensor trajectory in both cases has a 30-s maneuver cycle time with a speed and maneuver speed of 0.3 km/s. The total time in all trajectories shown is 40 s.

A small quantity equivalent to an a priori position standard deviation of 1000 km is added to the diagonal elements of the Fisher information matrix that correspond to the target x and y positions in order to make the matrix non-singular. Once the information from the data exceeds that from the a priori distribution of the parameters, the effect of adding this quantity to the information is negligible.

The plots in Figures 3 and 4 were obtained in order to provide a comparison of the present maneuver parameterization with the optimal maneuver found in Reference 20, assuming a known (or negligible) target range rate and a known (or negligible) acceleration. These represent the conditions under which the maneuver was optimized in Reference 20, using a slope-following procedure with many degrees of freedom. For these same conditions, an approximate expression for the Cramér-Rao bound on the target range estimation standard deviation is given in Reference 21. The optimal trajectory for ranging a target with known range rate and known acceleration was found in Reference 20 to consist of two approximately straight line segments of the same length nearly orthogonal to the line of sight, and in Reference 21, it was shown that for such a trajectory the Cramér-Rao bound on the target range estimate for a distant target is given by

$$\frac{4\sigma_b R^2}{v} \sqrt{\frac{3T_0}{T_0^3}}$$

(3.3)

where $T_0$ is the total observation time and $R$ is the range of the target. The contour plots shown in Figure 3 display two nearly equivalent minima at sensor maneuver periods of ±40-s and a
Figure 3. The position bound contour plot is shown here for the case analyzed by Olsder\textsuperscript{20} and by Willman\textsuperscript{21} of a target with no radial velocity or acceleration and with a constant but unknown cross-range velocity. Local minima are indicated by cross-hatched boxes. This plot has a global minimum of 2.5 km at a sensor maneuver speed of 0.3 km/s and a maneuver period of -44 s, with the resulting trajectory shown in Figure 11(a).
Figure 4. The velocity bounds are shown for the same situation as in Figure 3. Local minima are indicated by cross-hatched boxes. The global minimum of 0.005 km/s occurs at a maneuver speed of 0.18 km/s and at a cycle time of 76 s, at the extreme of the range considered. The resulting trajectory is shown in Figure 11(b).
Figure 5. For the contour plot given here it is assumed to be known a priori that the target is radially inbound with a lateral acceleration standard deviation of 0.1 g and with a velocity standard deviation of 0.05 km/s. The other parameters are as given in Table I. Local minima are indicated by cross-hatched boxes. The global minimum is a standard deviation of 3.6 km at a sensor maneuver velocity of 0.3 km/s and a maneuver period of 44 s, as shown in Figure 11(c).
Figure 6. This plot of the velocity bounds corresponds to the position bounds of Figure 5. Local minima are indicated by cross-hatched boxes. The global minimum occurs at a sensor maneuver velocity of 0.07 km/s and a maneuver period of ~50 s, resulting in the trajectory shown in Figure 11(d). The value of the minimum standard deviation, 0.048 km/s, is almost equal to the a priori standard deviation, hence the measurements provide little new information.
Figure 7. Contour plot of the Cramér-Rao bound on the position of the target, with a prior velocity standard deviation of 0.4 km/s, and a prior acceleration standard deviation of 4 g. Local minima are indicated by cross-hatched boxes. The global minimum is a standard deviation of 7.3 km at a sensor maneuver velocity of 0.3 km/s and a maneuver period of 29 s; the trajectory is shown in Figure 11(e).
Figure 8. This figure shows the Cramer-Rao bounds for the target velocities for the same parameters as in Figure 7. Local minima are indicated by cross-hatched boxes. The global minimum is a standard deviation of 0.32 km/s at a sensor maneuver velocity of 0.14 km/s and a maneuver period of 42 s. The trajectory for these parameters is shown in Figure 11(f). Since the minimum velocity standard deviation, 0.32 km/s, is barely smaller than the a priori standard deviation of 0.4 km/s, one can conclude that the measurements provide little indication of the target's true radial velocity.
Figure 9. The position bound is shown for an a priori velocity standard deviation of 100 km/s and an acceleration standard deviation of 100 g, which represents virtually no a priori information on the target. Local minima are indicated by cross-hatched boxes. The minimum of 9.8 km occurs at a maneuver speed of 0.19 km/s and a period of 54 s, and the corresponding trajectory is shown in Figure 11(g).
Figure 10. The velocity bound is shown here for an a priori velocity standard deviation of 100 km/s and an acceleration standard deviation of 100 g. Local minima are indicated by cross-hatched boxes. The minimum of 0.56 km/s occurs at a maneuver speed of 0.14 km/s and a period of 42 s. The resulting sensor trajectory appears in Figure 11(h).
Figure 11. Optimal sensor maneuvers for various degrees of a priori knowledge, as listed in Table II. The plots are grouped into pairs, wherein the left member shows the optimal maneuver for target position estimation and the right member shows the optimal maneuver for target velocity estimation.
third local minimum at a very short maneuver period, associated with a relatively poor measurement accuracy. From this plot one must suppose that Olssen's minimization procedure was probably not trapped near the false local minimum at the short period but instead found a trajectory near one of the two nearly equal minima at a maneuver period equal to the 40-s observation time. The minimum position bound of 2.5 km obtained with the parameterized curves (Figure 3) agrees well with the value of 2.3 km given by Willman's equation [Equation (3.3)], with an angle standard deviation $a_\theta$ of 0.3°, a range $R$ of 70 km, a sensor velocity $v$ of 0.3 km/s, a sample interval $T_s$ of 1 s, and an observation time $T_o$ of 40 s. As a consequence of the assumption that the target has zero acceleration and zero radial velocity, the bounds on the range accuracy, shown in Figure 3, and the velocity accuracy, Figure 4, are unreasonably optimistic.

The plots tabulated in Table II show the bound contours for several levels of a priori information. The most optimistic results are obtained for a target whose range rate and acceleration are known almost exactly. Similar contours appear in Figures 5 and 6 for a target with a less well-known velocity and acceleration, but the velocity measurement optimization shows there that the sensor gains some advantage by moving cross range at an average velocity of 0.3 km/s − 0.07 km/s = 0.23 km/s, as shown in Figure 11(d). When the a priori information is reduced to the more reasonable level of a 0.4-km/s standard deviation for the velocity and a 4-g standard deviation for the acceleration, the contours shown in Figures 7 and 8 are obtained, and the optimal maneuvers are shown in Figures 11(e) and (f). When finally the a priori information is relaxed to the point where it is quite meaningless, one finds the behavior shown in Figures 9 and 10, with the optimal maneuvers given in Figures 11(g) and (h). While it would be pleasing if a trend in the optimal maneuver parameters could be found, none is apparent. Only the obvious conclusion, that the error bounds increase, from 2.5 km and 0.05 km/s to 9.8 km and 0.56 km/s as the a priori distributions grow broader, can be drawn. There appears to be little point in attempting to estimate the range rate of the target after only 40 s of observation time, except when its prior standard deviation is as much as 0.56 km/s, since the least achievable a posteriori velocity standard deviation is little different from the a priori standard deviation.

In Table III are shown the optimal sensor maneuver velocity $\Delta v$ and maneuver period $T_m$ found by exhaustive search for several different measurement situations. The geometries for the 70-km range are as shown in Figure 2, and the 200-km ranges have similar configurations. For position measurement, if the target is inbound at 70 km, inbound at 200 km, or crossing at 70 km, the optimal maneuver for a 40-s observation time is a weave with period of about 30 s. The situation differs somewhat for velocity measurement, where the period of the weave remains at about 40 s whether the target is at 70-km range or at 200-km range but, in the case of the nearer inbound target, less of the sensor's velocity is devoted to maneuvering and the sensor moves cross range at an effective velocity of 0.3 km/s − 0.17 km/s = 0.13 km/s while executing a smaller weave. The entries for the observation times of 20 s and 120 s show the dependence of the optimal trajectory on the time interval after which the best measurement is sought. The sensor speed devoted to maneuvering remains equal to the total speed of the sensor, but for the 20-s observation time the sensor completes nearly 1-1/2 cycles rather than 1-1/3 cycles for 40- and 120-s observation times. It is not clear why the optimal number of cycles should depend on the observation time in this way.
### TABLE III

Optimization Results for Various Target Geometries, State Vector Components, and Observation Times, for the Parameters Given in Table I

<table>
<thead>
<tr>
<th>Target State (km)</th>
<th>Optimization Objective</th>
<th>Observation Time (s)</th>
<th>Best $\Delta v$ (km/s)</th>
<th>Best $T_m$ (s)</th>
<th>Resulting Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>70 inbound</td>
<td>position</td>
<td>40</td>
<td>0.30</td>
<td>29</td>
<td>7.3 km</td>
</tr>
<tr>
<td>70 crossing</td>
<td>position</td>
<td>40</td>
<td>0.30</td>
<td>29</td>
<td>7.3 km</td>
</tr>
<tr>
<td>200 inbound</td>
<td>position</td>
<td>40</td>
<td>0.30</td>
<td>27</td>
<td>36 km</td>
</tr>
<tr>
<td>70 inbound</td>
<td>velocity</td>
<td>40</td>
<td>0.17</td>
<td>42</td>
<td>0.32 km/s</td>
</tr>
<tr>
<td>70 crossing</td>
<td>velocity</td>
<td>40</td>
<td>0.29</td>
<td>42</td>
<td>0.25 km/s</td>
</tr>
<tr>
<td>200 inbound</td>
<td>velocity</td>
<td>40</td>
<td>0.30</td>
<td>42</td>
<td>0.40 km/s</td>
</tr>
<tr>
<td>70 inbound</td>
<td>position</td>
<td>20</td>
<td>0.30</td>
<td>13</td>
<td>12 km</td>
</tr>
<tr>
<td>70 inbound</td>
<td>position</td>
<td>120</td>
<td>0.24</td>
<td>64</td>
<td>0.62 km</td>
</tr>
<tr>
<td>200 inbound</td>
<td>position</td>
<td>120</td>
<td>0.30</td>
<td>88</td>
<td>13.7 km/s</td>
</tr>
</tbody>
</table>
4. ERROR BOUNDS FOR SUBOPTIMAL SENSOR TRAJECTORIES

The sensor platform will not be able to optimize its trajectory for estimating the state of the target without knowing that state in advance, and one therefore needs a robust maneuver trajectory. The sensor platform can, however, move in a way that provides the best estimate of the target’s state under some worst-case situation. It is therefore important to determine how sensitive the error bounds on estimates of the state of the target are to mismatches between the sensor platform’s actual trajectory and the optimal trajectory for a given target trajectory.

Figures 13 through 23 show how the error bounds on estimates of the range and velocity of a target vary as a function of elapsed time, for six different target trajectories and for various sensor maneuvers. The six target trajectories, shown in Figure 12(a-f) and tabulated in Table IV, are at similar ranges and speeds but vary in direction and acceleration. Trajectories (a-c) are crossing and (d-f) are inbound. Of each group of three, one has zero lateral acceleration, one has 0.5-g lateral acceleration, and one has 1-g lateral acceleration. The key to the plots in Figures 13 to 23 is given by the parameters in Table V and by the markings on the subplots in Figure 12. The optimal maneuver is the same for position measurement of an inbound target at either 70- or 200-km range or for a crossing target at 70 km, and the combinations that would be redundant are not tabulated. The plots show that range and velocity measurement performance against crossing targets is better than that for inbound targets, that for crossing targets the target’s actual acceleration has little effect on the bound, but that performance is better against inbound targets.

<table>
<thead>
<tr>
<th>Plot</th>
<th>Initial Position</th>
<th>Initial Velocity</th>
<th>Constant Acceleration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x (km)</td>
<td>y (km)</td>
<td>x (km/s)</td>
</tr>
<tr>
<td>(a)</td>
<td>-18</td>
<td>70</td>
<td>0.3</td>
</tr>
<tr>
<td>(b)</td>
<td>-18</td>
<td>74.5</td>
<td>0.3</td>
</tr>
<tr>
<td>(c)</td>
<td>-18</td>
<td>79</td>
<td>0.3</td>
</tr>
<tr>
<td>(d)</td>
<td>0</td>
<td>88</td>
<td>0</td>
</tr>
<tr>
<td>(e)</td>
<td>4.5</td>
<td>88</td>
<td>-0.3</td>
</tr>
<tr>
<td>(f)</td>
<td>9</td>
<td>88</td>
<td>-0.6</td>
</tr>
<tr>
<td>(g)</td>
<td>0</td>
<td>88</td>
<td>0.3-km/s speed, initially inbound, 2°/s turn rate</td>
</tr>
</tbody>
</table>

The first column refers to the plots in Figure 12. To obtain the positions of the targets at a range of 200 km, y components of the initial positions are increased by 130 km.
Figure 1.2. Illustration of target trajectories used in bound calculations, with parameters as shown in Table IV. The symbol marks the position of the target at the end of the observation time and is keyed to the subsequent plots in this report. The sensor speed is 0.3 km/s with a maneuver velocity of 0.3 km/s and a cycle time of 30 s. The total time shown here is 120 s, and all distances are in kilometers.
that accelerate laterally than against straight-line inbound targets. These observations lead to the intuitive notion that lateral motion by the target in effect adds to the lateral motion of the sensor to increase the baseline from which the range to the target is estimated.

The figures also illustrate that the measurement accuracy remains relatively poor until the designated observation time for which the trajectory was optimized is reached. Thus, if the maneuver is optimized for an observation time of 120 s (Figures 20 and 21), the bound is quite large for intermediate times, but at 120 s the limit is smaller than it would be if the sensor path were optimized for a shorter period. The optimization for a 20-s observation time illustrates the extreme where the trajectory is optimized for a very short observation time, leading to better performance at 20 s than do the longer observation times but to much poorer performance thereafter. Shorter observation times permit acceptable results more rapidly and minimize the degree of possible mismatch between the parabollic model of the target’s trajectory and the target’s true trajectory, but too short a maneuver period can result in a very poor target state estimate.

The sensitivity of the bound to mismatches between the target state for which the sensor maneuver was optimized and the true target state does not seem great enough to merit much concern. The position and velocity estimates in Figures 13 through 18 illustrate the variations of the bound for several combinations of model and true states. The position and velocity error bounds do appear to be sensitive to whether the sensor trajectory was optimized for position or velocity measurement, with degradations of about a factor of 2 for a mismatch. The velocity measurement bounds also show some sensitivity to whether the trajectory is optimized for targets at 70- or at 200-km range.

The quality of the estimates can be improved by increasing either the rate at which independent samples of the bearing are taken (Figure 22) or by improving the accuracy of the measurements (Figure 23). The extent of the observed improvement is in line with the notions expressed earlier that the bound on the standard deviation of the estimate should be inversely related to the number of samples taken during the observation time and proportional to the standard deviation of the angle measurements. Thus increasing the sample rate by a factor of 10 reduces the bound by a factor of about 3, and improving the angular accuracy by a factor of 10 reduces the bound by a factor of 10.
<table>
<thead>
<tr>
<th>Case</th>
<th>Target Range (km)</th>
<th>Sample Rate (Hz)</th>
<th>Angle Standard Deviation (deg)</th>
<th>Target Starting Range (km)</th>
<th>Measurement</th>
<th>Observation Time (s)</th>
<th>Figure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>position</td>
<td>40</td>
<td>13</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>velocity</td>
<td>40</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>70</td>
<td>1</td>
<td>0.3</td>
<td>200</td>
<td>velocity</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>position</td>
<td>40</td>
<td>16</td>
</tr>
<tr>
<td>5</td>
<td>200</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>velocity</td>
<td>40</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>200</td>
<td>1</td>
<td>0.3</td>
<td>200</td>
<td>velocity</td>
<td>40</td>
<td>18</td>
</tr>
<tr>
<td>7</td>
<td>200</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>position</td>
<td>20</td>
<td>19</td>
</tr>
<tr>
<td>8</td>
<td>70</td>
<td>1</td>
<td>0.3</td>
<td>70</td>
<td>position</td>
<td>120</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>200</td>
<td>1</td>
<td>0.3</td>
<td>200</td>
<td>position</td>
<td>120</td>
<td>21</td>
</tr>
<tr>
<td>10</td>
<td>200</td>
<td>10</td>
<td>0.3</td>
<td>70</td>
<td>position</td>
<td>40</td>
<td>22</td>
</tr>
<tr>
<td>11</td>
<td>200</td>
<td>1</td>
<td>0.03</td>
<td>70</td>
<td>position</td>
<td>40</td>
<td>23</td>
</tr>
</tbody>
</table>

The fifth through eighth columns specify the conditions for which the sensor's trajectory was optimized. The maneuver velocities and periods for the sensor trajectories are summarized in Table III. The figures specified in column eight show the bounds for the target's range and range rate. The bottom two rows have parameters different from those specified in Table I and are included for comparison.
Figure 13. Cramér-Rao bound vs tracking time for Case 1, Table V.
Figure 14. Cramer-Rao bound vs tracking time for Case 2, Table V.
Figure 15. Cramér-Rao bound vs tracking time for Case 3, Table V.
Figure 16. Cramér-Rao bound vs tracking time for Case 4, Table V.
Figure 17. Cramér-Rao bound vs tracking time for Case 5, Table V.
Figure 18. Cramér-Rao bound vs tracking time for Case 6, Table V.
Figure 19. Cramér-Rao bound vs tracking time for Case 7, Table V.
Figure 20. Cramér-Rao bound vs tracking time for Case 8, Table V.
Figure 21. Cramér-Rao bound vs tracking time for Case 9, Table V.
Figure 22. Cramér-Rao bound vs tracking time for Case 10, Table V.
Figure 23. Cramér-Rao bound vs tracking time for Case II, Table V.
5. **MAXIMUM A POSTERIORI PROBABILITY TARGET TRACKS**

Tests of a maximum *a posteriori* probability (MAP) estimator showed performance at the level given by the Cramér-Rao bounds. They also disclosed serious divergences in the estimates with targets whose trajectories differed significantly from the models on which the estimators were based. The MAP estimator of the target state was implemented using an iterative least-squares method described in Reference 8 and in Reference 24, pp. 187-190. The equations for the iterative least-squares algorithm are given in the Appendix. The *a priori* distribution of the target state at the time of the latest measurement was taken to be zero-mean Gaussian with a velocity standard deviation of 0.4 km/s and an acceleration standard deviation of 4 g, except where the target model was linear, in which case the *a priori* standard deviation of the acceleration was in effect zero. Although a zero-mean Gaussian is perhaps not the most plausible distribution, it has the advantages of being handled easily and of leading to estimation algorithms that apparently converge to global maxima of the probability. Tracks were obtained by appending new measurements to the list of previous measurements and running the iterative least-squares algorithm on the updated data starting with the previous state estimate as the new initial guess. The first point in the track was obtained once 20 bearing measurements had been collected. The estimators showed no dependence on the initial guess and appeared to be finding the global minimum of the error.

The plots in Figures 24 to 33 show how the actual performance of the estimator depends on the target model and on the degree of mismatch between the model and the target's actual motion. The figures show Monte-Carlo simulations results for 50 runs of each of two target models, linear and parabolic, and for three actual target trajectories, linear, parabolic, and circular, in the combinations listed in Table VI. These target trajectories correspond to entries (d), (c), and (g) in Table IV. The figures are grouped into pairs, with Figures 24, 26, 28, 30, and 32 showing the combined Monte-Carlo results and with Figures 25, 27, 29, 31, and 33 showing single sample runs. The combined results show the Cramér-Rao bound standard deviations for target range, radial velocity, and radial acceleration errors as solid curves, the estimator biases as short-dashed curves, and the estimator rms errors as dotted curves. The iterative least-squares algorithm computes an estimate of the Fisher information matrix as a by-product, and estimated bounds computed from the estimates of the Fisher information matrix from a single sample run are shown as long-dashed lines. Since the Cramér-Rao bounds account for the uncertainty in the *a priori* target state as well as the random errors in the data, the bounds should be compared with the combined bias and rms errors from the Monte-Carlo simulations. The Cramér-Rao bound is excluded from the circular target plots in Figure 32 because the bound as calculated is not appropriate to such a mismatched model. The sample runs in Figures 25 and 27 were plotted for target trajectories at 45° to the initial line of sight to the sensor in order to avoid overlap and thus to make the tracks clearer.
### TABLE VI
Key to Figures 24 Through 33

<table>
<thead>
<tr>
<th>Target Trajectory</th>
<th>Target Model</th>
<th>Figures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Linear</td>
<td>24 and 25</td>
</tr>
<tr>
<td>Linear</td>
<td>Parabolic</td>
<td>26 and 27</td>
</tr>
<tr>
<td>Parabolic</td>
<td>Linear</td>
<td>28 and 29</td>
</tr>
<tr>
<td>Parabolic</td>
<td>Parabolic</td>
<td>30 and 31</td>
</tr>
<tr>
<td>Circular</td>
<td>Parabolic</td>
<td>32 and 33</td>
</tr>
</tbody>
</table>

Figure 24. Monte-Carlo bias (dashed) and rms error (dotted) for a straight-line trajectory and target model.
Figure 25. Plan view of a single run with a straight-line target trajectory and model.

Figure 26. Monte-Carlo bias (dashed) and rms error (dotted) with Cramér-Rao bound (solid) for a straight-line target trajectory but a parabolic trajectory model.
Figure 27. Plan view of a single run with a straight-line target trajectory but a parabolic model.

Figure 28. Monte-Carlo bias (dashed) and rms error (dotted) with Cramer-Rao bound (solid) for a parabolic target trajectory but a straight-line target trajectory model.
Figure 29. Plan plot of a single run with a parabolic target trajectory but a straight-line target model.

Figure 30. Monte-Carlo bias (dashed) and rms error (dotted) with Cramér-Rao bound (solid) for a parabolic target trajectory and trajectory model.
Figure 31. Plan view of a sample run with parabolic target trajectory and model trajectory.

Figure 32. Monte-Carlo bias (dashed) and rms error (dotted) for a circular target path but a parabolic target model.
Figures 24 and 26 show that the errors from a MAP estimator that incorporates the a priori knowledge that the target's acceleration is zero are smaller than the errors from an estimator that permits target acceleration, if the target is not in fact accelerating. The simulations also illustrate the impact on the estimation performance of discrepancies between the estimator's model of the target state and the actual motion of the target. Figures 24 and 25 and Figures 28 and 29 show the errors from estimators based on a constant velocity model of the target, as opposed to the constant acceleration model used in the other figures. A constant velocity estimator can be viewed as a constant acceleration estimator that happens to have definite a priori information that the target's acceleration is zero, and a mismatch occurs when that a priori information is incorrect. When the target's velocity is indeed constant, as in Figures 24 and 25, a constant velocity estimator is superior to an estimator based on a constant acceleration model of the target. However, if the target describes a curved path, as in Figures 28 and 29, the constant velocity estimates of the position and velocity diverge radically from the true values. In the case of a constant acceleration estimate applied to a target whose rate of turn is constant, shown in Figures 32 and 33, the errors show relatively small biases for the first 60 s, while the model and target do not differ greatly, but once the target begins to recede from the sensor platform the mismatched estimates diverge widely. The estimated Cramér-Rao bounds from a single sample run, shown as long-dashed curves in the figures, match the actual Cramér-Rao bounds very closely. In the cases of an accelerating target with a constant velocity model and of a circling target with a constant acceleration model, the estimates of the Cramér-Rao bound give good indications of the errors for the periods where the target's trajectory is well-approximated by the model, but once the two diverge, the estimated bounds are overly optimistic.
The iterative least-squares estimators performed in general at the level given by the Cramér-Rao lower bound on the variance of an estimate of the target location. Since the Cramér-Rao bound is achievable, the bound appears therefore to be a useful indicator of the level of performance that one can obtain in bearings-only tracking with an appropriate model of the target's motion. The estimators can be designed to account for a priori information on the target state, when that information can be expressed as a Gaussian distribution. Some preliminary results from an iterative least-squares estimator based on a constant speed target model show that the estimation algorithm becomes sensitive to the initial guess and frequently finds false, local minima. Additional research should be done to determine the feasibility of adding additional degrees of freedom to the model of target motion to reduce the degree of possible mismatch between the model and the actual motion of the target, particularly for long observation times, and also to find methods for incorporating a priori information on the target state in a form that reflects more accurately the likely behavior of the targets of interest but that does not cause the estimator algorithm to halt at false minima.
6. CONCLUSIONS

From the formulae for the Fisher information matrix, Equation (2.12), and for the Cramér-Rao bound, Equation (2.13), it is possible to determine how the bound depends on the angular accuracy of the measurements, on the rate at which samples are taken, and on the maneuvers performed by the sensor platform. In the absence of a priori information, the bound is proportional to the variance of the bearing measurements and to the measurement interval. Once a priori information is included, the dependence of the Cramér-Rao bound on these measurement parameters becomes more complicated, but when enough data are collected to give a more accurate estimate than the a priori information affords, the a priori information no longer has much effect on the bound.

An approximation to the Cramér-Rao bound was computed for a two-parameter family of sensor maneuver trajectories and plotted as contours vs the two parameters. The plots disclosed the existence of multiple local minima in the bound and of one, or sometimes two global minima. The optimal maneuver cycle time appears to be approximately a fixed fraction of the total observation time allotted to the target state measurement. The bounds were relatively insensitive to whether the target was crossing or moving radially, or to whether it was moving along a parabolic or a straight path, although it appears that the heading of a crossing target can be more accurately measured than the heading of an inbound target.

Even if one can calculate the optimal maneuver for the sensor given the location of the target, the sensor platform will generally be unable to follow that trajectory, because the optimal maneuver depends on the actual target state, which is unknown, or because of other trade-offs in the maneuvers taken by the sensor platform. The bounds showed little sensitivity to whether the sensor maneuver was optimized correctly, over a range of target states, and did not depend strongly on whether the maneuver was optimized for target position measurement or for target heading measurement. The bound does depend on the maneuver cycle time, or equivalently, on the observation time for which the sensor maneuver was optimized. For example, doubling the cycle time for the maneuver approximately doubles the time required for a good estimate of the target's state, but once the doubled observation time has elapsed, the resulting target state estimate is more accurate than it would have been for the original cycle time. Likewise, if the cycle time is halved, the first estimate is available sooner, but at the original observation time the halved cycle time maneuver produces a less accurate estimate.

Simulations of a practical target state estimator with a constant acceleration model of target motion disclosed that the Cramér-Rao bound can be achieved by an iterative least-squares maximum a posteriori probability (MAP) estimator, and that the Hessian matrix computed by the iterative least-squares algorithm is consistent with the theoretical Cramér-Rao bounds. Since there exist estimators that achieve the performance given by the Cramér-Rao bound, the Cramér-Rao bound appears to provide a good indication of the performance that one can expect in practice in other geometries. However, if the target's motion does not match the constant acceleration
model sufficiently closely, the estimates diverge from the correct values. Because of the limitations on the applicability of constant acceleration target models, it appears to be worthwhile to investigate models of target motion that both match actual targets more closely and lead to feasible estimators.
APPENDIX
ITERATIVE LEAST-SQUARES ESTIMATOR EQUATIONS

The iterative least-squares procedure employed for these calculations is a modified Newton-Raphson method, as described in Reference 24, pp. 187-190. The algorithm searches for a local minimum of the error

$$J(\hat{x}) = \sum_{n=1}^{N} [r_n - h(\hat{x}^t, t_n)]^T R_n^{-1} [r_n - h(\hat{x}^t, t_n)]$$ (A.1)

where $r_n$ is the $n$th vector of measurements taken at time $t_n$, $h(\hat{x}, t)$ is the predicted measurement vector, and $R_n$ is the measurement correlation matrix. If the global minimum of the error is found, the estimate of the target state is the maximum likelihood estimate, since the $a posteriori$ probability of finding a given set of data $R$ given the target state vector $x^t$ can be written in terms of the error $J(\hat{x})$ as

$$p(R | x^t) = K \exp\left(-\frac{1}{2} J(x^t)\right)$$ (A.2)

for some constant $K$ that depends on neither the state vector nor the data.

The Newton-Raphson iterative least-squares algorithm finds a target state vector at which the error reaches a minimum by means of the recursion [Reference 24, p. 187, Equation (4.5.1)]

$$\hat{x}^t[k + 1] = \hat{x}^t[k] - \left(\frac{\partial^2 J(x^t)}{\partial x^t \partial x^t} \bigg|_{x^t=\hat{x}^t[k]}\right)^{-1} \left(\frac{\partial J(x^t)}{\partial x^t} \bigg|_{x^t=\hat{x}^t[k]}\right)$$ (A.3)

where

$$\frac{\partial J(x^t)}{\partial x^t} \bigg|_{x^t=\hat{x}^t[k]}$$ (A.4)

is the gradient $\nabla_{x^t} J(x^t)$ of the error with respect to the parameter vector, evaluated at the current estimate of the parameter vector, and where

$$\frac{\partial^2 J(x^t)}{\partial x^t \partial x^t} \bigg|_{x^t=\hat{x}^t[k]}$$ (A.5)

is the Hessian of $J(x^t)$, that is, the matrix of derivatives $\partial^2 J(x^t)/\partial x^t \partial x^t$ with respect to each of the components $x^t_{\mu}$ of the state vector $x^t$. The Newton-Raphson algorithm is modified by replacing the exact Hessian $\partial^2 J(x^t)/\partial x^t \partial x^t$ by the expression (Reference 24, pp. 189-190)

$$J^*_{\mu \nu}[k] = 2 \sum_{n=1}^{N} \left[\frac{\partial h(x^t, t_n)}{\partial x^t_{\mu}} \bigg|_{x^t=\hat{x}^t[k]}\right]^T R_n^{-1} \left[\frac{\partial h(x^t, t_n)}{\partial x^t_{\nu}} \bigg|_{x^t=\hat{x}^t[k]}\right]$$ (A.6)
and by replacing the update equation by

\[ \dot{x}_t^{k+1} = \dot{x}_t^k - \alpha_t J_t^{k+1} \left( \frac{\partial J_t^t}{\partial x^t} \right)^T, \quad (A.7) \]

where \( \alpha \) is chosen to minimize the new error. In the implementation for this study, only \( \alpha = \frac{1}{2}, \frac{1}{4}, \ldots \) were tested, and the first value of \( \alpha \) in this series that produced a new error smaller than the old error was selected. For the target state described in Equations (2.1) to (2.4), the approximation to the Hessian is given (Reference 8; Reference 24, pp. 187-190) by

\[ J_{t}^t = 2 \sum_{n=1}^{N} F_n^T[k] H_n^T[k] R_n^{-1} H_n[k] F_n[k], \quad (A.8) \]

and the gradient by

\[ \frac{\partial J_t^t}{\partial x^t} = -2 \sum_{n=1}^{N} F_n^T[k] H_n^T[k] R_n^{-1} [z_n - h(x^t, t_n)], \quad (A.9) \]

where \( H_n[k] \) is the measurement gradient vector defined in Equation (2.8) at the time of the \( n \)th measurement, and where \( F_n[k] \) is the propagator matrix from time \( t_n \) to the present time \( t_N \), with the form shown in Equation (2.4), but with \( T_s \) replaced by \( t_N - t_n \). Since the target and sensor were assumed to be coplanar, the derivatives with respect to the elevation angle \( \phi \) are dropped from \( H_n[k] \) and the propagator matrix \( F_n[k] \) has just two blocks instead of three.

The \textit{a posteriori} probability density of the target state assuming a zero-mean Gaussian \textit{a priori} distribution of the target state is

\[ p(\hat{x}^t | R) = K' \exp \left[ -\frac{1}{2} \left( \frac{(\hat{x}^t)^2}{\sigma_v^2} + \frac{(\hat{\alpha}^t)^2}{\sigma_a^2} \right) \right], \quad (A.10) \]

\( K' \) being a normalization constant, and \( \sigma_v \) and \( \sigma_a \) the \textit{a priori} standard deviations of the target’s velocity and acceleration, respectively. The distributions of the velocity and the acceleration of the target were folded into the iterative least-squares algorithm by adding the terms

\[ \frac{(\hat{x}^t)^2}{\sigma_v^2} + \frac{(\hat{\alpha}^t)^2}{\sigma_a^2}, \quad (A.11) \]

to the error and by making the necessary additions to the Hessian and to the gradient of the error with respect to the state vector. With these additional terms, the iterative least-squares estimate becomes a maximum \textit{a posteriori} (MAP) estimator, since it finds the global minimum of

\[ J_{\text{MAP}} = J + \frac{(\hat{x}^t)^2}{\sigma_v^2} + \frac{(\hat{\alpha}^t)^2}{\sigma_a^2}. \quad (A.12) \]

The approximation to the Hessian for \( J_{\text{MAP}} \) corresponding to Equation (A.6) is nearly identical in form to twice the Fisher information matrix for estimating \( \alpha^t \) with prior information, with the exception that the present quantity is evaluated along the estimated target trajectory rather than along the actual trajectory.
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**Title:** Tracking Targets with Bearing Data from a Single Sensor

**Abstract:**

This report examines performance limits (Cramer-Rao bounds) on tracking a maneuvering target using bearing measurements from a single sensor on a maneuvering platform. An approximation to the Cramer-Rao bound for estimating the location, velocity, and acceleration of a constant acceleration target with a prior distribution of the target’s velocity and acceleration is derived for the case where the target and the sensor are coplanar. The bound is computed for members of a two-parameter family of sensor trajectories, and optimal sensor trajectories within this two-parameter family are identified from contour plots of the bound vs the two parameters. The optimal trajectory in most cases is a weave around the line of sight to the target, with a period which is proportional to the observation time allotted for the measurement. The bound on performance is not in general very sensitive to either the sensor’s or the target’s motion, or to mismatch between the two, except that the period of the sensor’s weave pattern influences both the time at which good estimates become available and the variance of the estimates after a given time interval.

The bounds indicate that passive ranging techniques should achieve rms range accuracies on the order of 10 to 20 percent, after 40 s of maneuvering, when the target bearing is measured with a 0.3° standard deviation bearing at a 1-s update rate. Range rate accuracies are expected to be relatively poor. Simulations of an iterative least squares maximum a posteriori probability (MAP) estimator showed that the estimator performs at the level given by the bound and that it generates consistent estimates of the track accuracies. The estimator proved to be sensitive to target maneuvers that were not modeled within the estimation algorithm.