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To summarize the last three years, we list the major milestones.

9/86  first fringes with 12M N-S baseline
11/86 automated operation (165 obs/night)
11/86  first precise diameter measurements
5/87  8.6M E-S baseline in operation
7/87  star tracker using photon camera and correlation centroid estimator put into operation
8/87  modifications to enable simultaneous astrometric and diameter measurements
9/87  install laser metrology system
5/88  12M E-S baseline
5/88  design and build variable baseline (3-30 meters) components
6/88  design and build group delay correlator

In conclusion, we have successfully completed the task of building a long baseline interferometric observatory.
The Mark III stellar interferometer
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Summary. The Mark III interferometer is an operational long baseline stellar interferometer on Mt. Wilson with four possible baseline configurations from 9 m NE-SW to 20 m N-S. The interferometer was designed to be a highly automated astronomical instrument to measure stellar positions and diameters to a magnitude limit of seven. Initial fringe observations were made in September 1986 with a 12-m N-S baseline. In the following months, semi-automated astrometric and stellar diameter measurements were also made. This paper describes the hardware and software components of the instrument and its operational characteristics.

The interferometer has several novel features. One is the use of optimal estimation and control algorithms (e.g. Kalman filters) in the control loops. Another is the ability to operate both as a closed-loop phased interferometer and eventually as an open-loop or absolute coherent interferometer. High thermal stability and mechanical accuracy should permit the instrument to point blind at an astronomical object and maintain optical path equality to within the limits set by the atmosphere. In this absolute interferometric mode of operation, it should be possible to observe faint astronomical objects that are too dim for phase tracking. In theory, measurements of amplitude, group delay, and closure phase will be possible to 14 mag.

Key words: stellar interferometry – astrometry – stellar diameters – optical array – proper motion

I. Introduction

The Mark III interferometer is the third of a series of stellar interferometers at Mt. Wilson Observatory. The first instrument demonstrated white-light fringe tracking in 1979 (Shao and Staelin, 1980). The second instrument observed fringes in 1982 and was used as a technology test bed for astrometric measurements until 1984 (Shao et al., 1987). Several devices critical to the operation of a stellar interferometer were developed for the Mark II interferometer. One such device was a high speed, ultra high accuracy, laser controlled optical delay line. An operational procedure for rapid switching between stars was also developed.

Traditionally, the most difficult task of a stellar interferometer has been finding and tracking the central fringe. In rapid switching, this procedure is totally automated. Thus, operation of the Mark II helped identify the technical problems of making astrometric measurements with a long baseline interferometer.

Like the previous instrument, the Mark III interferometer was also designed to be a test bed for new techniques and technologies relevant to optical interferometry and synthetic aperture synthesis. However, the principal purpose of the Mark III interferometer was to initiate a test program of fundamental astrometric measurements to demonstrate a significant improvement in accuracy. Another goal was to initiate a program of accurate stellar diameter measurements. Most important of all, the instrument was designed to be astronomically productive.

Long baseline stellar interferometers have traditionally been considered one of the most technologically challenging astronomical instruments. In the Mark III interferometer, the goal has been to build an instrument that is reliable, easy to operate, and capable of extremely accurate astronomical measurements. In order to achieve these goals, a number of active subsystems were incorporated into the design of the instrument. In implementing these subsystems, the design philosophy involved keeping the mechanical and optical systems as simple as possible and shifting the bulk of the complexity into software.

Although the Mark III was originally designed as a closed loop phased interferometer, operational experience has shown that it has sufficient accuracy and stability to operate as an absolute interferometer. An absolute interferometer is one whose mechanical accuracy and stability in open loop operation, without fringe tracking, is sufficiently high that optical path errors are dominated by atmospheric turbulence. This level of accuracy and stability, usually associated with the primary mirror of a large astronomical telescope, is the level of accuracy exhibited by the Mark III interferometer with the 12-m baseline. Operation with the 20-m baseline is expected to exhibit the same level of accuracy and stability.

The ability to operate as an absolute interferometer makes possible three new modes of interferometric observations for long baseline interferometers. They are photon starved amplitude measurements, photon starved group delay astrometry, and photon starved closure phase measurements. Photon starved amplitude measurements have long been a part of speckle interferometry with single apertures. The importance of photon...
The instrument can be divided into five subsystems: 1) the star tracker or autoguider, 2) the optical delay line, 3) the stellar fringe acquisition and tracking system, 4) the laser metrology system, and 5) the siderostat pointing and observation sequencing system. A description of the optical layout of the instrument is followed by a more detailed explanation of the five subsystems.

2.1. Optical layout

Figure 2 is an optical schematic of the interferometer. Light from the two siderostats is directed toward the central building by fixed mirrors. These fixed mirrors are necessary to keep the polarization vectors from the two interfering beams parallel for observation of stars located over all parts of the sky. After the light enters the main building, the beams are directed by piezoelectrically controlled mirrors towards the vacuum delay lines. After the light reflects from the delay line retroreflectors, the beams are combined at the beamsplitter B. After the beamsplitter, part of the light is directed into optical fibers which feed GaAs phototubes located some distance from the central breadboard, and part of the light is directed toward the star tracker. Other optical components include the laser interferometers and alignment lasers and telescopes.

2.2. Star tracker

The star tracker has been described in detail previously (Clark et al., 1986; Clark, 1986) and we will provide only a brief summary here. The star tracker system is designed to keep the two interfering wavefronts parallel to within a small fraction of an arcsecond. As with all servo systems, the star tracker is composed of an error sensor, a controller, and an actuator. For the Mark III interferometer, two different error sensors were built because a key component (a photon counting camera) for the original design was not delivered before initial observations were made in September 1986. Only the star tracker design that will be permanently attached to the interferometer is described.

An optical schematic of the star tracker is shown in Fig. 3. Light from the star in a 3-inch beam, intercepted by the two siderostats, is combined at a beamsplitter. Light from the south siderostat passes through an annular wedge that deflects the outer portion of the beam by 45°; the inner 2-inch part of the beam is undeflected. After the light is combined at the beamsplitter, an annular mirror at one output of the beamsplitter directs the light in the annulus towards a telescope and imaging detector. The light in the central 2-inch core from both sides of the beamsplitter is fed to photomultipliers that detect the fringes.

When the two components of the light beam that enter the fringe detection phototubes are parallel (as they must be for proper operation of the interferometer), the two components of the annular beam entering the telescope will be tilted by 45° relative to each other because of the 45° wedge in the south arm of the interferometer. Thus two star images will appear on the face of the photon counting imaging detector. The optical arrangement of this star tracker is slightly different from that used for some other interferometers. The present design using one telescope for both star trackers eliminates the need to align the two optical systems to each other with subarcsecond accuracy. More important, the relative alignment of two separate optical systems would drift with time and temperature, whereas the star trackers for the Mark III interferometer will maintain alignment indefinitely.

The photon camera used in the star tracker is a commercial detector based on the PAPA camera (Papaliolios et al., 1985) with 256 x 256 pixels. The detector produces a pulse with an x, y address for every detected photon. The digital output of the
camera is interfaced to a high speed signal processor which locates the centroids of the two stellar images. Two additional optical mechanical components are shown in Fig. 3. The variable neutral density filter is used to reduce the photon flux to the camera to prevent overloading of the camera electronics when observing bright stars. The setting of the filter is controlled by the star tracker computer. There are also two shutters, one in each arm of the interferometer, which are used for star acquisition. When the siderostats stop slewing, the two stellar images may be sufficiently far from their correct positions that proper identification, i.e., which star came from which siderostat, may not be possible. The shutters are used to remove this ambiguity.

The camera is the error sensor. The actuator is a PZT-driven gymbaled mirror. This 5-inch mirror is driven in two orthogonal directions with a 30° peak-to-peak motion. The bearings are cross flexure pivots and the mirror mount has its lowest resonance at 200 Hz.

The heart of the star tracker is the control system; it makes extensive use of optimal estimation techniques and only a brief outline is given here. A detailed description is given by Clark et al. (1986). The control problem is separated into a spatial filtering part and a temporal filtering part. The spatial filter takes the photon addresses generated by the photon camera and derives the centroid of the star. The temporal filter takes current and past centroid estimates and generates a set of voltages to drive the piezoelectric actuators.

The image of the star on the camera face is the diffraction pattern of an annular telescope aperture. A cross-correlation centroid estimator was implemented. The estimated x coordinate of the centroid is given by

\[ \hat{x} = \int \int f(x, y) h_x(x, y) \, dx \, dy \]  

(1)

where \( f \) is the detected image and \( h_x \) is the correlation function for the x direction. The noise in the detected image is photon noise with a variance given by

\[ \sigma^2_x = f(x, y) \]  

(2)

Since the theoretical shape of the image is known, there is a closed form solution for the optimal correlation function, i.e., that function \( h(x, y) \) which gives a minimum variance for \( \hat{x} \) due to photon noise in the measurement of \( f(x, y) \). The optimal correlation function is given by

\[ h_{opt}(x, y) = \frac{-\int f(x, y) \, dx}{f(x, y)} \]  

(3)
Table 1

<table>
<thead>
<tr>
<th>Correlation function</th>
<th>Single photon variance (arcsec)$^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal [Eq. (3)]</td>
<td>0.303</td>
</tr>
<tr>
<td>Quad cell [Eq. (4)]</td>
<td>3.09</td>
</tr>
<tr>
<td>Linear [Eq. (5)]</td>
<td>6.14</td>
</tr>
</tbody>
</table>

This type of centroid estimator has limited dynamic range but very low variance. An analysis of this estimator for our annular aperture image was made relative to centroid estimators using quad cell and linear correlation functions:

Quad cell: $h = +1 \quad x > 0$

linear: $h = x$.

The results are shown in Table 1. Note that the variance for the optimal correlator estimator is about an order of magnitude better than a quad cell.

The correlation integral [Eq. (1)] is performed by a custom digital signal processor. The processor calculates the integral on a photon by photon basis, rather than a pixel by pixel basis. This is more efficient computationally when the number of detected photons is much less than the number of pixels in the image. Currently, centroid estimates are calculated every 10 ms. The signal processor can operate at photon rates well above the capabilities of the camera. The optical correlation functions, one in $x$, and one in $y$ for each of the two trackers are downloaded to the correlation processor from the main control computer. The calculation of the optimal correlation function is not done in real time.

The second part of the control system is the temporal filter. While the spatial filter is implemented mostly in digital hardware and microcode, the temporal filter is implemented entirely in software on the star tracker control computer. The temporal filter is a discrete time Kalman filter. The Kalman filter assumes a state variable formulation of the tracking problem and is the linear filter which minimizes the mean square tracking error. This filter takes into account the observation noise (photon noise) by adaptively varying the tracker bandwidth according to the noise variance. The output of the filter is scaled and then directed to a D/A converter and high voltage amplifier to drive the PZTs.

In addition to the software for the Kalman filter, there is software for acquisition, data recording, and for utilities such as moving the shutters and controlling the camera. There is also software for complete automatic operation and for off-line diagnostics and analysis of tracker performance.

2.3. Optical delay line

Two optical delay lines are used to equalize the paths from the star to the beamsplitter via the two siderostats 12 m apart. The mechanical and optical arrangement is shown in Fig. 4. The mechanical design is similar to that used in delay lines for high resolution Fourier spectroscopy (Connes, 1975). The optical delay is changed by moving cat’s eye retroreflectors along tracks which are housed in two 25-ft vacuum chambers. The peak-to-peak optical path difference of this system is 20 m, and the delay lines can be positioned under laser control to an accuracy of 10 nm, for a dynamic range of $2 \times 10^9$ resolution elements in optical path difference. The maximum slew rate is 1 m per second of optical path difference. Twenty seconds is required to go from one end to
the other. The maximum tracking rate is 2 mm s⁻¹, at which point the rms position accuracy has degraded to 20 nm.

Figure 4 shows the optical path of the laser beam that measures the position of the cat’s eye retroreflector. The cat’s eye is an 8-inch f/3 parabola with a 1-inch flat mirror at its focus. The 1-inch mirror is mounted on a PZT stack that has a 5-μm peak-to-peak range. The cat’s eye is suspended on a flexure bearing over a belt driven translation stage. A voice coil positions the cat’s eye over the stage, while a motor at one end of the 25-ft track moves the stage via a timing belt. The voice coil has a 2-mm range and the motor has a 9-μm step size. The three actuators—PZT, voice coil, and motor—have considerable overlap in terms of resolution and dynamic range.

The delay line sensor is a heterodyne laser interferometer (Fig. 5). The light from a stabilized laser is split into two beams by a polarizing beamsplitter. They are then frequency shifted by two acousto-optic Bragg cells with a 2-MHz frequency difference. When recombined, the beam has its two orthogonal polarizations at different frequencies with a 2-MHz frequency difference. The laser is a commercial transverse Zeeman stabilized HeNe laser with a one-day stability of 200 kHz at line center, 474 THz. The interferometer is a standard polarization heterodyne interferometer. The phase of the 2-MHz signal from the interferometer is compared to the 2-MHz reference (Fig. 5) and a one-wavelength change in the monitored optical path causes a 2π change in the relative phases of the interferometer and reference 2-MHz signals. A custom digital phase comparator circuit counts the fringes with 1/64 resolution at a maximum slew rate of 2 10⁶ fringes per second.

Since the desired optical path difference is given by the difference between the positions of the two delay lines, it is only necessary to actively control one delay line. Thus, vibrations in one delay line are compensated by driving the other in exactly the same way.

The laser interferometers are read at a 1-kHz rate by the fringe tracker computer. The difference between the two interferometers is the measured position, which is subtracted from the desired position to give an error signal. The PZT servo is a simple first-order system, i.e., the PZT drive voltage is just the integral of the error signal. The necessary integral is performed in digital hardware, and the velocity of the PZT mirror is updated every millisecond by the computer. The closed-loop bandwidth of this...
servo is approximately 100 Hz, for a time constant of 1 to 2 ms. The small-signal bandwidth of the entire delay line is the bandwidth of this innermost servo.

The voice coil servo is designed to keep the PZT system within its 5-μm dynamic range. The cat's eye flexure suspension has a 1.5-Hz resonance. Since a 5-μm accuracy requires a response significantly faster than 1.5 Hz, the voice coil servo has to be at least a second-order servo. The voice coil servo is implemented entirely in software. The error signal input to the voice coil servo is the distance the PZT mirror is from the center of its range. The output is a current to the voice coil. The closed-loop bandwidth of this servo is approximately 10 Hz.

The motor servo is designed to keep the voice coil in the center of its range. The input to this servo is the position of the voice coil as measured with a lateral-cell transducer. The motor is a microstep-driven stepper motor, interfaced to the computer through a programmable pulse generator. In the tracking mode, it operates as a first-order servo, with a small-signal closed-loop bandwidth of about 1 Hz.

The delay line control system was designed to interact with the rest of the interferometer through a simple interface. The rest of the interferometer does not see three separate actuators and control loops and a laser interferometer. Rather, the delay line subsystem is programmed by setting its position and velocity. At a given time, the delay line is programmed to move to a given position. Therefore, the optical delay is changed at a rate determined by the programmed velocity. The delay line will move at this rate until the programmed position or velocity is changed.

The composite three-stage servo system has a moderately high bandwidth when the error signal is small (i.e., when delay line position minus target position is less than about 4 μm). However, when switching from one star to the next, the programmed position can suddenly change by 15 μm. Since the PZT and voice coil have small dynamic ranges, and in addition have limits on their velocity and acceleration, these servo systems will not behave properly in response to such a large step. Left uncorrected, the resultant oscillations are sufficiently violent to misalign optics. Therefore, in addition to the linear tracking mode of operation described above, the delay line has several other modes of operation. A significant portion of the delay line servo code detects input conditions which would require a change in the servo mode so that the delay line remains well behaved under all conditions.

Table 2 shows the various modes of operation of the three delay-line loops. The modes of the various servos depend on the inputs to the delay line. Rapid changes in the programmed position or velocity is the usual reason for changes in operating mode. Hysteresis in the transition thresholds prevents oscillations caused by changes in the servo parameters between modes. Inputs from the limit switches can also cause changes in the servo modes. For example, two limit switches are used at each end of the track. The first informs the computer that the delay line has started decentering in order to prevent the delay line from moving beyond the second limit switch, which disables the motors. Other inputs prevent the laser fringe counter from running at 2 million fringes per second, taking the delay line with it, if the laser becomes misaligned. For a more detailed description of the delay line, the reader is referred to Holm (1986).

### Table 2. Inputs: target position, target velocity, current laser positions (2), limit switches (8), voice coil position

<table>
<thead>
<tr>
<th>Servo</th>
<th>Modes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PZT</td>
<td>Linear track, Off</td>
</tr>
<tr>
<td>Voice coil</td>
<td>Linear track, Damp, Off</td>
</tr>
<tr>
<td>Motor</td>
<td>Linear track, Accel./decel.</td>
</tr>
<tr>
<td></td>
<td>Constant vel., Off</td>
</tr>
</tbody>
</table>

![Fig. 6. Stellar fringe modulation demodulation](image)
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2.4. Stellar fringe detector

With proper operation of the star tracker and delay line, the two beams combined at the beamsplitter should interfere. This section describes the procedure by which the amplitude and phase of the interference pattern are measured.

In the Mark III interferometer, the interfering wavefronts are parallel. Hence, the two outputs of the beamsplitter are uniform over the aperture and complementary. If the phase difference is 90 degrees, all the light will go to one of the two outputs; if the phase difference is -90 degrees, the light will go to the other output.

The fringe detection algorithm has been described previously (Shao and Staelin, 1977). The basic technique uses path length modulation and synchronous demodulation. The PZT controlled mirror in one of the vacuum delay lines is modulated with a 500-Hz triangle wave. If the path difference in the two arms of the interferometer is within the coherence length of the light (a few wavelengths), the intensity of light at the output of the beamsplitter will be as shown in Fig. 6. During one sweep of the PZT, the detected photons are grouped into four time bins denoted by A, B, C, and D. The amplitude and phase of the fringe are given by

\[ \phi = \tan^{-1} \left( \frac{D - B}{C - A} \right) \equiv \frac{\pi}{4} \]  \hspace{1cm} (6)

\[ \text{Amp} = \sqrt{\frac{1}{2} \left( C - A \right)^2 + (D - B)^2} \]  \hspace{1cm} (7)

In the above equations, the \( C - A \) and \( D - B \) terms are the sine and cosine components of the fringe.

The measured phase is unwrapped so that if the atmosphere moves the fringe position beyond \( \pm \pi \), the correct error signal will
be used to track the fringe. The unwrapped phase is used as the error signal in a first-order servo. As mentioned before, the delay line is programmed by position and velocity. The unwrapped phase times a gain term is added to the previous programmed position of the delay line to yield the new programmed position. The programmed velocity is the sidereal rate. The closed-loop bandwidth of this servo is about 20 Hz. A similar fringe tracker was used on the Mark I and Mark II interferometers to track stellar fringes.

The fringe-tracking servo, implemented entirely in software, is the simplest part of the stellar fringe detection subsystem. Other software components of the fringe detection subsystem perform functions such as stellar fringe search and initial acquisition, fringe recovery after tracker failure, central fringe identification, and automatic transition between operating modes. In addition to the above software components, other system components that affect the operation of the stellar fringe detector are the PZT stroke servo, and the optics for two color fringe measurements and for accurate visibility measurements.

The instrument was designed to make accurate astrometric measurements and accurate stellar diameter measurements on as many stars as possible. The design of a stellar fringe tracker is complicated by the fact that the requirements of high tracker sensitivity, low systematic astrometric error, and low visibility errors are not entirely consistent.

The stroke of the PZT can be varied by one of the control computers. Since the piezoelectric constant is temperature dependent, the peak-to-peak amplitude of the PZT triangle wave is monitored with a laser interferometer and the drive voltage is adjusted to maintain the proper amplitude to within 0.5 nm. For stellar diameter measurements, the stroke is set at the effective wavelength of the narrow bandpass filter. For astrometry, the stroke is set at the effective wavelength of the red channel.

When the interferometer is set to point at a star, the delay line is programmed to go to the expected position of the fringe plus 30 μm. From past experience, the calculated fringe position is never more than 30 μm in error if the baseline vector used in the calculation is derived from stellar fringe data less than a week old. The delay line is programmed to scan for the fringe at approximately 60 μm per second. The fringe amplitude is calculated every atmospheric coherence time, and if a fringe is detected, the scan is stopped and the servo turned on.

When the tracker loses the fringe, the delay line is moved back 5 μm and a search is restarted. After initial fringe acquisition, the search space is restricted to a 20-μm interval centered about the most recent position where the fringe was found. All of these search parameters are superimposed on the fringe motion due to earth rotation, which is calculated using a baseline vector typically derived from the previous night’s data. When the seeing is exceptionally good, i.e., sub-arc-second seeing, the fringe tracker will stay locked on one fringe for many minutes, for up to 10° atmospheric coherence times.

If the fringe stays locked for more than one second, a central fringe identification algorithm is enabled. The visibility during that one-second interval is compared with a threshold. If the visibility is below the threshold, it is assumed that the tracker is on the wrong fringe and the tracker will jump one fringe to the right or left. The direction of the tracker jumps is determined by the visibility gradient. Since the tracker has an rms phase error of about 1/6 of a fringe, the visibility gradient can be determined by looking at the distribution of visibility versus phase. Since the central fringe has the highest visibility, the tracker will usually hop in that direction.

The operation of the various systems which comprise the starlight fringe detector requires that a number of quantities: phase, amplitude, SNR, visibility gradient, etc. be calculated in real time. Although the system is rather complicated, the resulting tracker is extremely robust. The interferometer can be commanded to point at a star and the tracker will lock onto the fringe within 90 s. Thus, the software complexity was introduced to enable the instrument to operate efficiently under a wide variety of conditions with a minimum of operator intervention.

2.5. Laser metrology

During initial operation in 1986, the siderostat laser metrology system was not operational. However, the laser system is important for astrometry and should become operational in the summer of 1987. The basic laser interferometer used to measure changes in instrument geometry was described in the delay line section of this paper. Two such interferometers measure the position of the cat’s eye retroreflectors. An additional 12 interferometers will be used to measure the position of the three siderostat mirrors.

The metrology system measures the motion of the pivot point of the siderostat by measuring the distance between four reference corner cubes in an invar plate, which is bonded to the concrete pedestal, and the surface of a zerdur sphere attached to the mirror as shown in Fig. 7. The sphere is made accurate to ± 10 and the center of the sphere is coincident with the mechanical pivot point to 20 μm. The interferometers have 5 nm resolution; the desired accuracy of the pivot point monitor is 100 nm for one-milliarcsecond astrometry with a 20-m baseline. The measurements from these lasers will be used to correct for mechanical errors in the siderostat system as well as thermal motion of the siderostat, as described below.

The basic model for the instrument is given by

\[ \text{Fringe \, Pos} = \mathbf{S} \cdot \mathbf{B} + C. \]  

(8)

where \( \mathbf{S} \) is the unit vector to the star, \( \mathbf{B} \) is the baseline vector, and \( C \) is the delay offset.

If the siderostats were perfect, the baseline vector would be the vector that joined the pivot points of the two siderostats. If the delay lines were commanded to move to their zero positions, the delay offset \( C \) would be the difference in the optical paths from the beamsplitter to the pivot points of the two siderostats. Motion of the siderostat pivot points affects both \( \mathbf{B} \) and \( C \). Motion of the internal optics only affects \( C \).

With our 12-m baseline on Mt. Wilson, the rms atmospheric fringe motion was 6 μm under conditions of good seeing. For stellar diameter measurements with the fringe tracker running, neither instrument drifts nor atmospheric motion is important. However, for astrometric measurements, the measured fringe position in Eq. (8) is made relative to the baseline vector and delay offset. Thus, it is necessary that both \( \mathbf{B} \) and \( C \) be constant over a period of time that is sufficiently long for the interferometer to be able to observe the fringe position of a number of stars.

The parameters \( \mathbf{B} \) and \( C \) can change for two reasons: imperfect siderostat bearings and thermal drift. Ideally, the siderostat pivots about a point on the surface of the mirror. In practice, the mirror translates as it rotates in a rather unpredictable way due to irregularities in the bearings and flexure of the mirror cell. The laser metrology system is designed to measure these imperfections. The result, in theory, is that baseline drifts will be limited to thermal drift of the top of the concrete pier to which the reference corner cubes in the laser system are attached. With rapid switching between stars, only baseline drift with a time scale faster than the
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switching cycle results in astrometric errors for large angle relative astrometry.

In order to monitor the position of the pivot point, a minimum of three interferometers is necessary. The fourth interferometer provides the redundancy necessary to solve for the position of the reference corner cubes. The interferometers measure the position of the center of the sphere. Certain parameters, such as the distance between the center of the sphere and the surface of the mirror must be derived from stellar data.

The mechanical accuracy of the instrument without the laser metrology system is approximately 10-15 μm if the baseline was calculated from the previous night’s stellar data. The size of this error implies that searching for the fringe would take only a few hundred milliseconds, an insignificant amount of time compared to the 30 to 60 s needed for the siderostats to slew to a new star.

The mechanical errors are roughly equivalent to the errors due to atmospheric turbulence, or to the errors in the primary mirror of a high quality large astronomical telescope. With the laser system we hope to improve this accuracy by two orders of magnitude.

While this higher mechanical accuracy is not necessary for stellar diameter measurements, it is crucial for ultra-high accuracy astrometry. This level of accuracy is also necessary for future space-based phase coherent long baseline interferometers.

2.6. Siderostat control

The siderostat control subsystem is in many ways similar to the computer controlled pointing system for a modern astronomical telescope. The siderostat itself is a two axis motorized gymbaled mirror mount (Fig. 8), with the fixed axis tilted 75° from vertical towards the West. The siderostats use conventional precision worm and wheel gears and microstepped stepper motors. The control computer sets programmable pulse generators to control motor velocity. The average step size is 0.02° provide smooth tracking, and the maximum slew rate is 1.8 per second. Typical backlash in the gear train is less than 1°.

The control system performs several tasks. One is open loop or blind pointing, where a geometric model of the siderostat is used to point the siderostat and track the star. A second task is closed loop pointing, where the siderostat is moved to keep the high-speed PZT tilt mirrors in the center of their range. The third task is updating the parameters of the geometric model when a star is
acquired. In addition, the siderostat control system controls the sequencing of observations during the night.

The geometry of the siderostat described earlier was that of an ideal siderostat. However, the stationary axis may not be exactly 15 degrees from horizontal; it may not be pointed due west, and the two axes may not be exactly perpendicular. Altogether, there are eight parameters in the geometric model of the siderostat. With values of these eight parameters, there is a closed-form relation between the angular positions of the motors and the pointing of the instrument. It is also possible to invert this problem to get the closed form. By pointing the siderostat at a number (> 4) of bright stars whose coordinates are known, and recording the positions of the motors when the stars are centered in the field of view of the interferometer, the eight parameters of the model can be determined in a least squares fashion. In our initial setup, we used the FK4 coordinates of half a dozen stars precessed to the night of observation.

Since the siderostats direct the starlight into the central beam-combining building, the alignment of the interferometer optics inside the building will affect the pointing of the siderostat. The internal alignment of the interferometer is represented by two of the eight parameters describing the siderostat. All of the parameters are listed in Table 3. No attempt was made to model errors in the precision worm and wheel gear or to model flexure. It is most likely that the residual errors are primarily in the gears. Residuals from a least-squares fit for the siderostat parameters are of order 5'. Typical pointing errors for stars which are not used in the least-squares fit are approximately 7' to 10'.

However, each new star that is observed provides some information on the eight siderostat parameters. Hence, rather than an off-line least-squares solution, a real-time algorithm could be implemented to update the eight parameters every time the instrument locked onto a new star. In the Mark III, a Kalman filter is used to update the parameter vector. In operation, the initial values of the parameters at the beginning of the night are the parameters derived from the previous night's observations. These parameters are updated for every new star and, under normal conditions, the initial values would be essentially lost after approximately 6 stars. Thereafter, the parameter estimates would reflect thermal drift of the instrument during the night.

This complex siderostat model is used only for initial acquisitions. After the star tracker locks onto the star, the positions of the PZT tilt mirrors are sent to the siderostat control computer. The siderostat drive rates for the motors are then modified to keep the PZTs in the center of their range. Since the PZT tilt mirrors in effect represent realignment of the internal optics, the corrections to the sideral rate are generated by changing the parameters \( \phi_F, \phi_T \).

The siderostat control computer also calculates the theoretical fringe position and velocity for the optical delay line. These values are sent to the delay line control computer through a shared multipoint memory every 2 s. The theoretical fringe position is calculated from a baseline vector derived from the previous night's data. In the future, we plan to update the baseline vector with a Kalman filter in the same way the siderostat parameters are updated. On the first night of interferometric observations, the baseline vector was determined by conventional surveying techniques. The surveying error was approximately 1 mm, or about 20° of baseline tilt.

The last function of the siderostat control computer is the sequencing of observations. An abbreviated version of the FK4 catalog is kept on-line (in 1987, the FK5 catalog will be kept on-line). A menu driven program enables the operator to list and plot the stars visible at the present time and to easily define the stellar observation sequence. The siderostat control computer also communicates with the other two control computers to enable fully automatic operation once the observing sequence is programmed. The siderostat control computer signals the star tracker computer to initiate a star acquisition sequence. When the star tracker has locked onto a star it signals the fringe tracker computer to initiate a fringe acquisition sequence. When the allotted observing time for a star is over, the siderostat control computer signals the other two computers to disengage their servo systems. For additional information, the reader is referred to Kelly (1986).

Table 3. Siderostat model parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_F )</td>
<td>Angular orientation of feed beam (internal alignment)</td>
</tr>
<tr>
<td>( \phi_T )</td>
<td></td>
</tr>
<tr>
<td>Az, El(F)</td>
<td>Azimuth and elevation of fixed axis</td>
</tr>
<tr>
<td>( \theta_{ax} )</td>
<td>Angle between fixed and movable axis</td>
</tr>
<tr>
<td>( \theta_{mirror} )</td>
<td>Angle between movable axis and mirror normal</td>
</tr>
<tr>
<td>( Z_{ax}, Z_{mirror} )</td>
<td>Zero point of motor position on the two axes</td>
</tr>
</tbody>
</table>

3. Operational characteristics

The instrument was built and debugged over a 33 month period. Fringes were observed on the first night of operation, September 12, 1986. Over the following months, observational techniques were refined and automated. Figure 9 is a plot of the observations made on 1986, November 11. The vertical axis is the delay line position where fringes were observed. Each dot represents a 100 s observation. A total of 165 observations of 23 stars were made over a 10.5 h period. Stars over a declination range of 68° and an hour angle range of 8 h were observed. All these observations were of stars 3.0 magnitude or brighter.

The initial measurements in 1986 will be discussed in a series of separate papers. Wide-angle one-color astrometry shows night-to-night repeatability of about 0.04 mag (Mozurkewich et al., 1987), and the formal error for seven nights of data is 0.02 in declination. Significant improvements are anticipated when two-color analysis is applied and when the laser spherostat monitor is installed in the summer of 1987. Preliminary measurements on the atmospheric limitations of two-color absolute astrometric measurements indicate that single observations of \( \sim 100 \) s should yield accuracies of about 0.01", a factor of 5 improvement over one-color observations (Colavita et al., 1987). Two-color observations should approach 0.003" for a single night's observation. Last of all, we have made preliminary stellar diameter measurements of \( \beta \) Gem and \( \alpha \) CMi. Assuming a uniform disk, we measure \( 6.15 \pm 0.25 \) mas for \( \alpha \) CMi and \( 8.70 \pm 0.15 \) mas for \( \beta \) Gem. The uniform disk diameter for \( \alpha \) CMi is not in agreement with prior measurements (Hanbury Brown et al., 1974) in part due to the difference in observation wavelength and uniform disk assumption. A much more careful discussion of accurate stellar diameter measurements is given elsewhere (Shao et al., 1988).

The instrument was never operated near the limiting magnitude of the fringe tracker because the temporary star tracker we were using could not track stars fainter than 3 mag. The tracker using the photon camera should be capable of operation on faint
sources, to 12 mag under good seeing conditions when only mechanical errors need to be tracked. When the new star tracker is installed in the spring of 1987, the limiting magnitude will be set by the fringe detection system. We plan to operate the interferometer in two distinct modes that have two very different magnitude limits. The two modes represent two types of interferometers. One is a closed loop phased interferometer. The second is an open loop coherent interferometer or absolute interferometer. We plan to test this second mode of operation in the next two years.

3.1. Phase-coherent interferometry

The Mark III was designed to be an active phased interferometer. In this mode of operation, the fringe tracker compensates for all optical path fluctuations, including atmospheric turbulence to ~2.6 m. Fringe phase measurements in two colors are used for astrometric purposes, while light from a bandpass filter, <400 Å, is used for stellar diameter measurements. It is also possible to measure the diameter of a star at emission or absorption lines. For diameter measurements in narrow spectral lines, we make use of the phase coherent property of an active interferometer. For narrow spectral lines, the photon flux in the line might be \(10^{-3}\) of the total flux and the number of photons per atmospheric coherence time may be as low as \(10^{-2}\). However, since the active optics system is phase coherent, the coherent integration time is not limited to the atmospheric coherence time. By choosing a longer coherent integration time, >1 s, a fringe visibility measurement can be made in \(10^4\) s with a signal-to-noise ratio of 100.

For astrometry, the fringe phase and the position of the optical delay line is recorded when the fringe tracker is locked on the central fringe. In this case, the astrometric error due to photon noise is negligible and the major errors are instrumental. A detailed discussion of one- and two-color astrometry will be presented in separate papers (Colavita et al., 1987; Mozurkewich et al., 1988). However, the astrometric capability of the instrument affects all other modes of operation of the instrument.

With the known coordinates of FK 5 stars it is possible to derive the baseline vector and delay offset by measuring the fringe position of four stars. This derived baseline is as accurate as the coordinates of the FK 5 stars used. An accurate baseline vector in turn enables the instrument to find the fringe faster and to increase the number of observations from several per night to several hundred per night. This astrometric capability is the key to operation of the instrument as an absolute interferometer, described next.

3.2. Absolute interferometer

Within the next year we plan to install the software for real time baseline calibration. In this mode, the interferometer will rapidly switch between 4-6 FK 5 stars to calibrate the baseline, and then point blind at a faint astronomical object for about \(10^3\) s. This cycle will be repeated to yield the desired integration time on the faint object. Three types of measurements are planned, two of them in the near future. There are significant advantages to phase coherent operation and operation in the absolute mode is reserved for objects too faint for the fringe tracker, 9 mag for 10 cm apertures. All three types of measurements planned for the absolute interferometer are photon starved measurements. Under these conditions, direct phase measurements are not possible and the
only quantities that can be measured are amplitude, group delay, and closure phase. Photon-starved conditions occur when the average number of photons per \( r_0 \) aperture, per \( r_o \) integration time, is less than 1 in the coherent optical bandpass.

In open loop operation, a 12-m interferometer will exhibit rms phase fluctuations of approximately 20" at 0.6 \( \mu \)m for 1" seeing. The fringe detector must be able to accommodate this lack of temporal coherence. On the other hand, to maximize sensitivity, light from all wavelengths should be used for interferometric measurements. The basic fringe detector (Fig. 10) consists of a prism spectrometer with an imaging photon counting detector. The required resolution of the spectrometer is of the order of

\[
\Delta \lambda \approx \lambda \left( \frac{r_0}{L} \right)^{3/6}
\]

where \( \lambda \) is the wavelength of observation, \( L \) the length of the baseline, and \( r_0 \approx \lambda^{0.3} \) is equal to about 10 cm at 0.6 \( \mu \)m for 1" seeing. Conservatively, 50 Å channels are assumed in the calculations below. In the following sections we briefly describe the signal processing of the output of the detector for the three different types of photon-starved measurements.

### 3.2.1. Photon-starved amplitude measurements

The estimator for fringe amplitude must be modified to take into account a bias that is important at low photon rates. An unbiased estimator for visibility squared is given by

\[
\nu^2 = \frac{2}{N} \frac{\langle (A - C)^2 + (B - D)^2 - N \rangle}{\langle N - \text{Dark} \rangle^2}
\]

where \( N = A + B + C + D = \text{total photon flux} \), \( \text{Dark} = \text{dark count} \), and \( \langle \cdot \rangle \) denotes time average.

The signal-to-noise ratio of the above visibility estimator has been extensively studied both for amplitude interferometry and speckle interferometry. There are two regions of interest, depending on photon rate. The dependence of integration time needed to achieve a given signal-to-noise ratio, given a photon flux \( N \) per \( r_0 \) aperture, per \( r_o \) integration time, per spectral channel is given by

\[
\text{Integration time} \propto N^{-1}, \quad N > 1, \quad N > \text{Dark},
\]

\[
\propto N^{-2}, \quad 1 > N > \text{Dark}.
\]

For stellar diameter measurements, the numerator and denominator of the expression in Eq. (10) must be evaluated every 10 ms for each spectral channel, typically 60 channels of 50 Å bandwidth for a 12-m baseline. If collecting apertures greater than \( r_0 \) (10 cm) are used, there must be a spectrometer for each \( r_0 \) subaperture. In photon-starved operation there is no hard magnitude limit as there is in active phase coherent operation. As a practical limit we require a signal-to-noise ratio of 30 in 10^4 s of integration. Assuming an unresolved star, the required photon flux is 1.6 \( \times 10^{-2} \) photons in each of 60 spectral channels per \( r_0 \) aperture per 10 ms. This corresponds to a magnitude limit of 14.3 for 10-cm apertures. With 1-m apertures, the limiting magnitude is about 16.8 (see Appendix). Accurate visibility measurements will require much higher signal-to-noise ratios and the magnitude limit will degrade. The optical efficiency of the spectrometer was assumed to be 100% and the quantum efficiency of the imaging photon counter was assumed to be 10%. For these reasons, these estimates should be considered optimistic.

### 3.2.2. Photon-starved group delay astrometry

The signal from the spectrometer can be processed in a different way to yield astrometric information at faint magnitudes. When the optical path difference in the two arms of the interferometer is different by many wavelengths, say 3 \( \mu \)m, there will be constructive interference at \( \lambda = 0.5 \mu \)m and 0.6 \( \mu \)m, and destructive interference in between. More precisely, the spectrometer output will exhibit a fringe pattern due to the interference of light from the two siderostats as given by

\[
I(\nu) = I_0(\nu) \left( 1 + \sin 2\pi \nu r \right).
\]

where \( I_0(\nu) \) is the spectrum of the star, \( r \) is optical frequency (1/\( \lambda \)) and \( r \) is the optical path difference in the two arms of the interferometer, i.e., the group delay. Equation (12) has a sine rather than a cosine because the Mark III uses a dielectric beamsplitter to combine the beams. The Fourier transform of the “fringed” spectrum \( I(\nu) \) will have a delta function at \( r \). At this delay, the Fourier transform has both an amplitude and phase. In the photon starved mode, where

\[
\int I(\nu) d\nu < 1 \text{ photon, } r_o^2/10 \text{ ms},
\]

the phase is not measurable.

The basic signal processing algorithm is to average the power spectrum of \( I(\nu) \). As in the previous section, each \( r_0 \) subaperture must be separately processed if the collecting apertures are large. Since \( r \) changes due to turbulence, a time average of the power spectrum is a gaussian distribution of delta functions. For a 12-m baseline, the standard deviation of this gaussian is \( \sim 12 \mu \)m for 1" seeing. A SNR of 30 in this case means that the peak in the gaussian is approximately 30 times the rms fluctuations in the rest of the power spectrum. For 10-cm apertures, the magnitude limit is approximately 14.3 mag. For 1-m apertures, the corresponding limit is 16.8 (see Appendix).
3.2.3. Photon-starved closure phase

Closure phase measurements were first made with radio interferometers (Jennison, 1958), and subsequently suggested for optical interferometers (Rogstad, 1968). Recently, closure phase measurements were made at visible wavelengths by masking the aperture of a large telescope (Baldwin, 1986; Readhead, 1988) at photon rich levels. In closure phase measurements, three interferometers, whose baselines form a closed triangle, measure three complex visibilities corrupted by turbulence. However, the closure phase, the sum of the phases of the three complex visibilities, is independent of the atmosphere. In photon starved measurements, raw phases cannot be measured. Instead, the product of the complex visibilities is averaged, i.e.,

$$\text{triple product } = \langle A_1 e^{i\phi_1} A_2 e^{i\phi_2} A_3 e^{i\phi_3} \rangle,$$

where $A_i e^{i\phi_i}$ is the complex visibility from interferometer $i$. The importance of averaging the complex visibilities comes from the fact that the product of complex visibilities is not biased in the photon starved region. The closure phase is simply the imaginary part of the log of the triple product (see Appendix). The triple product was first used in high resolution optical imaging for reconstruction of speckle images (Weigelt, 1977). A technique called speckle masking. This technique extends the sensitivity of closure phase measurements more than an order of magnitude beyond conventional photon rich measurements.

For long baseline interferometers, the triple product must be calculated every 10 ms, for each spectral channel, and each $r_0$ aperture. The signal-to-noise ratio (SNR) of the triple product is qualitatively different from the SNR for amplitude measurements. At high photon fluxes, $N > 1$, the SNR of all these quantities varies as $\sqrt{N}$. At low photon fluxes, $N < 1$, the SNR for amplitude measurements varies as $N$, and that of the triple product varies as $N^{3/2}$ (see Appendix). Again, assuming an SNR of 30 in $10^8$ s ($\delta\phi$ measured to $\pm 180$), the magnitude limit with 10-cm apertures is approximately 12.5 mag, or a photon flux of 0.08 photons per $r_0$, per 10 ms, per 50 Å bandwidth. The limiting magnitude for 1-m apertures is 14.2.

Although three siderostats will be in operation in 1987, closure phase measurements are not planned for the immediate future. In order to operate three interferometers simultaneously the second delay line must be converted to high precision operation. Operation as an absolute interferometer will then enable closure phase measurements to be made with a one to two order of magnitude increase in sensitivity over active phase coherent operation.

4. Conclusion

In the past seventy years a number of stellar interferometers have been proposed and built. Starting with Michelson, the instruments have gotten progressively more complex and sophisticated (Koechlin et al., 1985; Labeyrie et al., 1986; Davis et al., 1986). The Mark III incorporates many of the ideas proven by these previous instruments. The major differences between this interferometer and others reside primarily in its operational characteristics. It is fully automated, it is easy to operate, and it is mechanically accurate and thermally stable. It is also capable of making literally hundreds of observations in one night; both astrometric and stellar diameter measurements are possible. Last of all, this instrument has the potential to operate as an absolute interferometer which, from an astronomical point of view, holds tremendous promise for observation of faint objects.

To fully exploit the possibilities of absolute interferometry, and to construct images of faint extragalactic objects at milliarcsec resolution, even more complex interferometers with large, multiple apertures will be needed. During the next several years the Mark III should demonstrate much of the necessary technology, as well as produce some of the scientific results that would motivate the construction of a large optical array.
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Appendix: photon-starved interferometry

The photon-starved signal-to-noise ratio for the three interferometric quantities: amplitude, group delay, and closure phase are discussed in this Appendix. We present limiting magnitudes for these quantities extrapolated from our experience with the Mark III interferometer. Recently, there has been considerable interest in the use of light scattered from the ionosphere from a pulsed laser in order to provide a probe of atmospheric turbulence to operate an active-optics system (Foy and Labeyrie, 1986). The application of this technique is not considered in our calculations.

Estimates of amplitude, group delay, and closure phase each have slightly different magnitude limits. Qualitatively, different effects degrade the sensitivity for the different quantities. In all cases, we assume that the fringe detector is a dispersive spectrometer followed by an imaging photon-counting detector. We also assume that the resolution of the spectrometer is a few times greater than what is needed to maintain high fringe contrast in the presence of the optical path fluctuations caused by atmospheric turbulence. Magnitude limits are calculated assuming an unresolved star, a 12-m baseline, 10-cm collecting apertures, a 10 ms coherent integration time, a 60-channel, 50 Å resolution spectrometer, unit fringe visibility, a total integration time of 10$^4$ s, and a final signal-to-noise ratio of 30. The detector dark count is neglected, and a total system efficiency of 0.1 is assumed. We ignore the reduction in fringe visibility and hence signal-to-noise ratio due to the use of coherent apertures of 10 cm and integration times of 10 ms. In practice, the seeing would have to be somewhat better than 1" for these magnitude limits to be achieved. Scaling formulae are given for the case of different seeing conditions.

At high photon fluxes, when the number of photons per $r_0$ aperture, per atmospheric coherence time $r_0$, per spectral channel $\lambda$, is much greater than one, the signal-to-noise ratio is proportional to the square root of the photon flux for estimates of all three interferometric quantities. We define the quantities $N$ and $M$ as

$$N = \text{No. of detected photons per frame, i.e., per } r_0, \lambda,$$

$$M = \text{No. of frames } = \left( \frac{D^2}{r_0} \right)^2 \left( \frac{T}{r_0} \right) \left( \frac{BW}{\lambda} \right).$$
where $D$ = diameter of telescope, $T$ = total integration time, and $BW$ = total optical bandwidth of the spectrometer (assumed 0.4 to 0.7 \mu m). The terms photon-rich and photon-starved apply to the cases $N > 1$ and $N < 1$, respectively.

The signal-to-noise ratio for fringe amplitude measurements has been extensively studied for many types of interferometers. It is usually more convenient to consider estimates of $V^2$ rather than of $V$. The signal-to-noise ratio for estimates of $V^2$ can be written (Tango and Twiss, 1980)

$$SNR(V^2) = \frac{1}{\sqrt{2}} M^{1/2} N V^2 \left[ 1 + \frac{1}{2} N V^2 \right]^{-1/2}.$$  \hspace{1cm} (A1)

For the case of a fringe-scanning interferometer with 4 bins per scan, $N$ is replaced by $(8/\pi^2)N$. The qualitative feature of this expression is that at low photon fluxes, $N < 1$, the signal-to-noise ratio is proportional to $N$, rather than to $N^{1/2}$. Thus, if a star is dimmer by a factor of 10, the number of frames $M$ must increase by a factor of 100 to give the same signal-to-noise ratio.

The noise behavior of the group-delay estimate is similar to the $V^2$ estimate. The “fringed” spectrum as detected by the spectrometer is

$$I(v) = I_0(v)(1 + \sin 2\pi v r'),$$  \hspace{1cm} (A2)

where $I_0(v)$ is the spectrum of the star, $v$ is optical frequency, and $r'$ is the group delay. The group delay changes due to atmospheric turbulence. Over long time intervals, $r'$ is a gaussian-distributed random variable with mean $r$, determined by the position of the star and optical delay line, and variance $\sigma_r^2$, which depends on the seeing and baseline length. The variance is given by

$$\sigma_r^2 = 6.88 (\lambda/2\pi)^2 (L/r_0)^{1/2}.$$  \hspace{1cm} (A3)

where $L$ is the baseline length and $r_0$ is the atmospheric coherence diameter.

Each coherence time $t_0$, the power spectrum, $P(t)$, of $I(v)$ is calculated. The power spectrum is then averaged for the length of the observation. There are three important features: a peak at the origin attributable to the Fourier transform of $I_0(v)$, a uniform bias due to photon noise, and a gaussian distribution at the mean group delay $r$, due to atmospheric turbulence. The averaged power spectrum is given by

$$\langle P(t) \rangle = \langle |I_0(v)(1 + \sin 2\pi v r')|^2 \rangle.$$  \hspace{1cm} (A4)

where $\langle \rangle$ represents an ensemble average over both group delay $r'$ and photon statistics.

A better estimator is the unbiased, normalized power spectrum $Q(t)$, given by

$$Q(t) = \frac{\langle P(t) \rangle - \langle I(v) \rangle \langle \rangle}{\langle I(v) \rangle \langle \rangle^2}.$$  \hspace{1cm} (A5)

where $\langle I(v) \rangle \langle \rangle$ is the total photon flux in a 10 ms interval. Comparison of this expression with the estimator (11) shows that (A5) is just the $V^2$ estimator evaluated at a particular group delay. Thus, the performance of the group delay estimator can be calculated using (A1).

Given a spectrometer with a bandwidth of 0.4 \mu m to 0.7 \mu m, the delay resolution is $\Delta x = (1/0.4 - 1/0.7)^{-1} \approx 1$ \mu m. Since the group delay fluctuates with a standard deviation of $\sigma_r$, the gaussian distribution of group delay in $Q(t)$ will be spread over approximately $\sigma_r/\Delta x$ bins, while the amplitude of the gaussian will be reduced by approximately $\sigma_r/\Delta x$. Photon-starved statistics apply for $(1/2) N_r V^2 < \sigma_r/\Delta x$, and using (A1), the signal-to-noise ratio for an estimate of the amplitude of the gaussian using a matched filter is given by

$$SNR(Q(t)) = \frac{N_r V^2 M^{1/2} \Delta x}{\sqrt{7.5} \sigma_r}.$$  \hspace{1cm} (A6)

where $N_r$ is the total photon flux in the spectrum. In (A6) sampling losses are neglected, and it is assumed that $\Delta x \approx 0$. Using (9) and (A3) to write (A6) in terms of $N$, rather than $N_r$, yields a signal-to-noise ratio for group delay estimates which is nearly identical to the signal-to-noise ratio of a conventional amplitude estimate.

For the case of group-delay, an estimate of the centroid of the group-delay distribution is desired. The standard deviation of such an estimate can be written

$$\sigma_r = \sqrt{2} \sigma_r.$$  \hspace{1cm} (A7)

where the $SNR$ is given by (A6). A Monte Carlo simulation was performed which verified the above analytically derived expressions.

Under photon-starved conditions, the measurement of closure phase is qualitatively different from the measurement of amplitude. The definition of the triple product, Eq. (14), is repeated below:

$$P(m) = \frac{N_r e^{-m}}{m!}.$$  \hspace{1cm} (A9)

where $P(m)$ is the probability of detecting $m$ photons given an average arrival rate of $N_r$. For $N_r < 1$ the probability of detecting one photon is $N_r$. Thus, the probability of detecting one photon in all three interferometers is $N_r^3$, so that the variance for estimates of closure phase should be proportional to $N_r^{-3}$ under photon starved conditions.

More precisely, the variance of the closure phase calculated via the triple product can be written

$$\sigma_c^2 = 3 \left( \frac{2}{N_1^3} \right) + 6 \left( \frac{2}{N_1^2} \right)^2 + 4 \left( \frac{2}{N_1^2} \right)^3.$$  \hspace{1cm} (A10)

for a signal-to-noise ratio $SNR = 1/\sigma_c$. In this expression $N_r$ is the average number of detected photons in each interferometer. Equal visibilities $V$ have been assumed for each of the three interferometers. Thus, at high photon fluxes, the variance is three times the variance in a photon-rich phase measurement. At low photon fluxes, the variance is proportional to $N_r^{-3}$, as given by the last term of (A10). For this term, $V$ is the geometric mean of the visibilities in the three interferometers. A Monte Carlo simulation for closure phase measurements was also conducted, which verified the above expression.

The integration time needed to achieve a signal-to-noise ratio of 30 versus photon flux is given in Fig. 11 for measurements of visibility squared and group delay, and closure phase. For astronomical measurements, a photon flux corresponding to an $SNR$ of 30 on an unresolved star allows a diameter measurement of 4% on a partially-resolved source. An $SNR$ of 30 for group delay corresponds to an astrometric measurement of 0.6 \mu m in
delay, or 0.01 in angle. An SNR of 30 for the triple product corresponds to an error of $\lambda/180$ in closure phase. The limiting magnitudes for a single-$r_0$ system are approximately 14.3 and 12.5 for visibility/group delay and closure phase. With 1-m apertures, the limiting magnitudes are approximately 16.8 and 14.2, respectively.

If $r_0$ and $r_1$ are different from the nominal values assumed, the magnitude limits will change. In general, an instrument will have a fixed collecting aperture. Thus, if $r_0$ increases, the number of photons, $N$, per $r_0$ increases, but the number of frames, $M$, decreases. Similarly, given a fixed $10^4$ s for a measurement, an increase in $r_0$ will also increase $N$ and decrease $M$. If the signal-to-noise ratio were dependent on $N$ and $M$ evenly, the final SNR would be independent of seeing. This is the case for photon-rich measurements where the SNR is proportional to $\sqrt{NM}$.

For photon-starved measurements, this is not the case. The signal-to-noise ratio for amplitude and delay measurements follow the scaling relation $NM^{1/2}$, while the SNR for closure phase follows the relation $N^{3/2}M^{1/2}$. Two additional facts should be considered. As $r_0$ improves, the rms path length fluctuation between the apertures decreases proportionally. Hence, the number of required spectral channels that must be separately analyzed decreases according to (9). In addition, since the temporal fluctuations of phase are usually modeled by assuming frozen turbulence translating past the instrument at a constant wind speed, $r_0$ should increase with $r_0$. Thus, the scaling of $N$ and $M$ with $r_0$ is approximately given by

$$N \propto r_0^6.$$  

$$M \propto r_0^{-4}.$$  

The scaling of the magnitude limits for photon-starved measurements with seeing is then given by

Amplitude delay sensitivity $\propto r_0^6$.  

(A13)

Phase closure sensitivity $\propto r_0^{-11/2}$.  

(A14)

These results should be compared to the case of a wideband phase tracking system. In this case, only $N$, not $M$ is important, and since the fringe is tracked, there is no need for the spectrometer. Thus, the sensitivity scales with seeing as $r_0^3$.
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ABSTRACT

We report initial stellar diameter measurements made with the Mark III stellar interferometer. The visibility measurements showed fluctuations of 1%-5% for a 10 s integration consistent with photon statistics as the predominant source of noise. Measurements of the unresolved star $\beta$ Tau were used to calibrate the instrumental and atmospheric biases which reduce the measured visibility. We report angular diameters, at 706 nm, of $6.15 \pm 0.25$ mas, $8.70 \pm 0.15$ mas, $5.0 \pm 0.5$ mas, and $7.2 \pm 0.4$ mas rms for the stars $\alpha$ CMi, $\beta$ Gem, $\alpha$ Per, and $\alpha$ UMa, respectively. These angular diameters were calculated, assuming a uniform disk, from the visibility measurements, the wavelength of observation, and the projected interferometer baseline. The angular diameters corrected for limb darkening are also presented. In the next observing season, the instrument should be able to make very precise diameter measurements on a large number of stars brighter than 7 mag.

Subject headings: instruments --- interferometry --- stars: diameters

I. INTRODUCTION

The Mark III interferometer is a joint project among the Smithsonian Astrophysical Observatory, the Massachusetts Institute of Technology, the Naval Research Laboratory, and the U.S. Naval Observatory. The instrument is located on Mount Wilson, California. First fringes were observed in 1986 September with a 12 m baseline.

Long-baseline optical stellar interferometers have traditionally been used to measure the diameter of stars. The Mark III interferometer (Shao et al. 1988), unlike other operational stellar interferometers (Labeyrie 1975; Davis and Tango 1986), was designed principally for fundamental astrometry (Mozurkewich et al. 1987). Consequently, the instrument was designed with such characteristics as extreme thermal stability and submicron mechanical accuracy and makes extensive use of laser metrology. These features are not usually necessary for stellar diameter measurements. In addition, the instrument was optimized for high astrometric sensitivity through the use of very wide optical bandpasses, at the expense of some accuracy in the measurement of visibilities. It was subsequently modified to enable accurate visibility measurements to be made simultaneously with astrometric measurements, and a set of preliminary stellar diameter measurements were made in 1986 November. The next section describes the hardware used for making these initial visibility measurements, and the third section describes the observation and analysis procedure. The last section summarizes these initial measurements of $\alpha$ CMi, $\beta$ Gem, $\alpha$ Per, and $\alpha$ UMa.

II. THE MARK III INTERFEROMETER

The instrument is an active-fringe-tracking long-baseline optical interferometer. Figure 1 shows a schematic of the instrument. A star tracker, or autoguider, keeps the interfering wavefronts parallel to a fraction of an arcsec. The vacuum delay lines are monitored with laser interferometers with 10 nm resolution and can be set with submicron mechanical accuracy and makes extensive use of laser metrology. These features are not usually necessary for stellar diameter measurements. In addition, the instrument was optimized for high astrometric sensitivity through the use of very wide optical bandpasses, at the expense of some accuracy in the measurement of visibilities. It was subsequently modified to enable accurate visibility measurements to be made simultaneously with astrometric measurements, and a set of preliminary stellar diameter measurements were made in 1986 November. The next section describes the hardware used for making these initial visibility measurements, and the third section describes the observation and analysis procedure. The last section summarizes these initial measurements of $\alpha$ CMi, $\beta$ Gem, $\alpha$ Per, and $\alpha$ UMa.

III. MEASUREMENTS WITH THE MARK III INTERFEROMETER

The Mark III interferometer is a joint project among the Smithsonian Astrophysical Observatory, the Massachusetts Institute of Technology, the Naval Research Laboratory, and the U.S. Naval Observatory. The instrument is located on Mount Wilson, California. First fringes were observed in 1986 September with a 12 m baseline.

Long-baseline optical stellar interferometers have traditionally been used to measure the diameter of stars. The Mark III interferometer (Shao et al. 1988), unlike other operational stellar interferometers (Labeyrie 1975; Davis and Tango 1986), was designed principally for fundamental astrometry (Mozurkewich et al. 1987). Consequently, the instrument was designed with such characteristics as extreme thermal stability and submicron mechanical accuracy and makes extensive use of laser metrology. These features are not usually necessary for stellar diameter measurements. In addition, the instrument was optimized for high astrometric sensitivity through the use of very wide optical bandpasses, at the expense of some accuracy in the measurement of visibilities. It was subsequently modified to enable accurate visibility measurements to be made simultaneously with astrometric measurements, and a set of preliminary stellar diameter measurements were made in 1986 November. The next section describes the hardware used for making these initial visibility measurements, and the third section describes the observation and analysis procedure. The last section summarizes these initial measurements of $\alpha$ CMi, $\beta$ Gem, $\alpha$ Per, and $\alpha$ UMa.

IV. OBSERVATIONS AND DATA ANALYSIS

The Mark III interferometer is a joint project among the Smithsonian Astrophysical Observatory, the Massachusetts Institute of Technology, the Naval Research Laboratory, and the U.S. Naval Observatory. The instrument is located on Mount Wilson, California. First fringes were observed in 1986 September with a 12 m baseline.

Long-baseline optical stellar interferometers have traditionally been used to measure the diameter of stars. The Mark III interferometer (Shao et al. 1988), unlike other operational stellar interferometers (Labeyrie 1975; Davis and Tango 1986), was designed principally for fundamental astrometry (Mozurkewich et al. 1987). Consequently, the instrument was designed with such characteristics as extreme thermal stability and submicron mechanical accuracy and makes extensive use of laser metrology. These features are not usually necessary for stellar diameter measurements. In addition, the instrument was optimized for high astrometric sensitivity through the use of very wide optical bandpasses, at the expense of some accuracy in the measurement of visibilities. It was subsequently modified to enable accurate visibility measurements to be made simultaneously with astrometric measurements, and a set of preliminary stellar diameter measurements were made in 1986 November. The next section describes the hardware used for making these initial visibility measurements, and the third section describes the observation and analysis procedure. The last section summarizes these initial measurements of $\alpha$ CMi, $\beta$ Gem, $\alpha$ Per, and $\alpha$ UMa.
coherent integration time of 4 ms. For a complete description of the instrument, see Shao et al. (1988).

The detectors used for the fringe measurements are GaAs PMTs cooled to −30°C. The dark count at this temperature is approximately 150 hz. The PMTs are fed with 200 μm optical fibers and are sensitive to sky background in a 160° diameter field. Thus, to make accurate measurements of visibility, the detector dark count and the sky background must be accurately measured. The measurement of these quantities was made part of the automated observing sequence.

III. OBSERVATIONS AND ANALYSIS

The measurements presented here were made on 1986 November 21. The stars to be observed, all FK4 stars, were programmed for observation at the beginning of the night. The control computers then directed the interferometer to make observations in the preprogrammed sequence. The program specified which stars were to be observed, in what order, and how much time was to be spent on each star. Data were recorded whenever the fringe tracker was locked on a fringe. These data, recorded at a 4 ms rate, included the time, the delay-line position, and the quantities A, B, C, and D for the amplitude and astrometric channels. After each stellar observation, while the siderostats were slewing to the next star, a 5 s measurement of dark count and sky background was also recorded. Amplitude measurements were made using a narrow-bandpass filter at 706 nm; some preliminary measurements at 604 nm were corrupted by scattered laser light and are not included here.

Using the bin counts A, B, C, and D, the square of the fringe visibility is calculated as

\[ v^2 = \frac{2}{\langle N - D_D \rangle^2} \langle (A - C)^2 + (B - D)^2 - N \rangle, \]  

where \( N = A + B + C + D \), \( D_D \) is the average dark count per 4 ms, and angle brackets denote time average. This estimator...
is unbiased with respect to photon noise and dark count. In addition, it can be shown that this estimator is not biased by scintillation on time scales slower than the coherent integration time (Tango and Twiss 1980).

Atmospheric turbulence produces systematic reductions in the measured visibility. The use of finite-diameter collecting apertures causes a reduction in visibility attributable to the relative tilts and curvatures of the interfering wavefronts. The use of a finite-length coherent integration time causes a reduction in visibility attributable to motion of the fringe during the interval. The reduction in visibility due to these effects can be approximated as (cf. Tango and Twiss 1980)

\[ V_{\text{measured}} \approx V_{\text{true}} \exp \left[ -1.03 \left( \frac{D}{r_0} \right)^{5/3} \right] \]  

(2)

and

\[ V_{\text{measured}} \approx V_{\text{true}} \exp \left[ -0.5 \left( \frac{r}{r_0} \right)^{5/3} \right] \]  

(3)

for \( D/r_0 \) and \( r/r_0 \ll 1 \). In these expressions, \( D \) and \( r \) are the aperture diameter and coherent integration time; \( r_0 \) is the coherence diameter, i.e., that diameter aperture over which the rms wavefront fluctuations are approximately equal to 1 radian; and \( r_0 \) is the coherence time, i.e., that time interval during which the rms fluctuations of the interference fringe are equal to 1 radian. Equation (2) assumes the use of a slow angle tracker—one which removes only systematic pointing errors. With a fast angle tracker, which removes some of the wavefront tilt, the reduction in visibility can be smaller. For 1" seeing with a 10 m s \(^{-1} \) wind, \( r_0 \approx 14 \) cm and \( r_0 \approx 12 \) ms at 700 nm; with \( D = 2.5 \) cm and \( r = 4 \) ms, the visibility reduction is approximately 13.4%.

An additional source of error is finite temporal coherence. For example, with a bandpass filter which is 40 nm wide and a one-fringe servo tracking error, the reduction in fringe visibility is 0.5%. With the 10 nm wide filter used for these measurements, the visibility reduction due to partial temporal coherence is very small. This large usable optical bandpass is a significant advantage of stellar interferometers that track the central fringe.

A final source of bias is the instrument itself. An asymmetrical beamsplitter and the wavefront distortion caused by imperfect optics will both lower the visibility. Our calibration procedure for systematic errors due the atmosphere and the instrument consists of observing a star whose intrinsic visibility is over 95%. Thus, as part of the observing sequence, unresolved stars are periodically measured.

The data analysis procedure begins with a data qualification step. Depending on the seeing, the fringe tracker will remain locked for a period of a few tenths of a second to several minutes. Data are recorded only when the fringe tracker is locked. In the data analysis, a short segment of data at the beginning and end of each lock representing the acquisition and loss of the fringe is discarded. In addition, if the length of the contiguous track of data is less than 0.5 s, the data is also discarded. From this qualified data, \( V^2 \) is calculated and averaged to 10 s.

After the quantity \( V^2 \) is averaged to 10 s, the next step is to correct for the biases described earlier. This is done by normalizing the measured visibilities by the visibility of an unresolved star. \( \beta \) Tau was used as the reference star for these observations. Its diameter can be estimated from its spectral type, luminosity class, and magnitude as 1.3 mas, which yields an assumed visibility of 98.6% for a projected baseline of 12 m. (Comparable diameter estimates of 1.1 mas and 1.6 mas were found by Wesselink, Paranya, and De Vorkin 1972; and Hertzsprung 1922, respectively.) From measurements of \( \beta \) Tau, the normalization constant for these measurements was determined as 0.751, i.e., a visibility reduction of 24.9%. \( \alpha \) Leo, which has a measured diameter (Hanbury Brown, Davis, and Allen 1974) was not used as a calibrator because it was at a much larger zenith distance and was observed only for a short period of time.

Figure 3 shows the normalized visibilities for the seven stars observed. The gaps in the plot are caused by temporarily poor seeing during which the fringe tracker would not stay locked on the white-light fringe for more than 0.5 s; these data are rejected by the data selection algorithm. Estimates of the coherence parameters for this data set are \( r_0 \approx 20 \) cm and \( r_0 \approx 11.4 \) ms (cf. Colavita, Shao, and Staelin 1987), corresponding to slightly better than 1" seeing. With these values, the visibility reduction due to the atmosphere is approximately 11.3%. Thus, given the normalization constant determined above, the reduction in visibility attributable to the instrument is approximately 15.4%.

In order to evaluate the stability and accuracy of our measurements, we measured the variance of the raw \( V^2 \) measurements, integrated for 10 s, over a period of 3 hr. This was compared to the theoretical variance due to photon noise. The photon noise variance for the \( V^2 \) estimator of equation (1) is given by

\[ \sigma^2 = \frac{\pi^4}{4} \frac{1}{M N^2} \left( 1 + \frac{4}{\pi^2} \frac{N V^2}{c_m} \right) \]  

(4)

where \( V \) is the raw visibility, \( N \) is the number of photons per frame (4 ms), and \( M \) is the number of frames. Table 1 shows the measured and theoretical variance of \( V^2 \) for the three stars \( \beta \) Tau, \( \beta \) Gem, and \( \alpha \) CMi. There were insufficient data on the other stars for a meaningful variance measurement.

Table 1 shows that the fluctuations of the raw \( V^2 \) measurements are consistent with photon noise, which is at the 1%/–3% level for a 10 s integration. As discussed earlier, the measured visibility is dependent upon the atmospheric seeing. Thus, if the seeing changes during a series of observations, i.e., if \( r_0 \) and \( r_0 \) do not remain constant, the variance of the measured \( V^2 \) will be larger than the theoretical photon noise variance given by equation (4). The good agreement of the measured and theoretical values, which correspond to standard deviations of only 1.2% for \( \beta \) Gem and \( \alpha \) CMi, indicates that atmospheric turbulence should not be a significant source of error in this set of measurements.

In general, the sensitivity of the measured visibility to changes in \( r_0 \) and \( r_0 \) is easily determined from equations (2) and (3):

\[ \frac{\Delta V_{\text{measured}}}{V_{\text{measured}}} \approx 1.72 \left( \frac{D}{r_0} \right)^{5/3} \left( \frac{\Delta r_0}{r_0} \right) \]  

(5)

<table>
<thead>
<tr>
<th>Star</th>
<th>( N )</th>
<th>( M )</th>
<th>( V^2 ) ( (\text{raw}) )</th>
<th>( \sigma^2_{\text{measured}} )</th>
<th>( \sigma^2_{\text{measured}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta ) Tau</td>
<td>4.22</td>
<td>2500</td>
<td>0.548</td>
<td>( 10.6 \times 10^{-4} )</td>
<td>8.4 ( \times 10^{-4} )</td>
</tr>
<tr>
<td>( \beta ) Gem</td>
<td>13.45</td>
<td>2500</td>
<td>0.137</td>
<td>( 0.94 \times 10^{-4} )</td>
<td>1.33 ( \times 10^{-4} )</td>
</tr>
<tr>
<td>( \alpha ) CMi</td>
<td>10.26</td>
<td>2500</td>
<td>0.337</td>
<td>1.31 ( \times 10^{-4} )</td>
<td>1.40 ( \times 10^{-4} )</td>
</tr>
</tbody>
</table>
Using the estimated parameters for this data set, 10% changes in \( r_0 \) and \( \tau_0 \) lead to changes in the measured visibility of 0.5% and 2.0%, respectively. In addition, the precise values of the coherence parameters depend on zenith angle. The coherence diameter \( r_0 \) is inversely proportional to the \( \frac{1}{3} \) power of the turbulence strength, and thus has a zenith angle dependence \( r_0 \propto \cos^{2/3} \theta \). The coherence time \( \tau_0 \) is approximately proportional to \( r_0/W \), where \( W \) is the wind speed normal to the propagation path. Averaging \( W \) with respect to wind direction yields for \( \tau_0 \) an approximate zenith angle dependence \( \tau_0 \propto 2 \cos^{2/3} \theta/\sqrt{(1 + \cos \theta)} \). Using the estimated parameters for this data set, the systematic reduction in measured visibility at a 30° zenith angle is approximately 0.7%. These systematic visibility reductions have been factored into the normalized visibilities.

Beginning with our next observing season, when we begin observations of fainter stars, apertures larger than 2.5 cm and coherent integration times longer than 4 ms will be used. Consequently, turbulence-induced errors will increase, and careful calibration of atmospheric effects will be crucial. One analysis procedure that could be used to reduce these errors is to analyze the data with two different coherent integration times and two different coherent aperture sizes. With these measurements it will then be possible, in theory, to solve for both the true visibility as well as \( r_0 \) and \( \tau_0 \).

Stellar diameters are estimated from the normalized visibility, the effective wavelength of observation, and the projected baseline. The filter used for these observations was centered at 706 nm, and the projected baseline, routinely determined to one part in 10° as part of the astrometric data reduction, was nominally 12 m for observations at zenith. Assuming a uniform stellar disk, the diameters of several of the stars whose normalized visibilities are shown in Figure 3 are presented in column (3) of Table 2. The uniform disk angular diameters were corrected for limb darkening based upon the appropriate model atmospheres from Carbon and Gingerich (1969) for \( \zeta \) CMi, \( \beta \) Gem, and \( \chi \) UMa, and Parsons (1971) for \( \zeta \) Per.

A cosine law was adopted and appropriate values for the limb-darkening coefficient were derived from the model atmospheres. The angular diameters were then corrected using the relationship between the limb-darkened diameter, the uniform disk diameter, and the limb-darkening coefficient given by Hanbury Brown and Twiss (1955). The estimated "true" diameters of the stars thus derived (Table 2, col. [4]) are 5%-7% larger than the equivalent uniform disks.

The errors given for the uniform disk diameters (col. [3]) are the formal rms errors in the measurement and in the normalization process. These errors include the effects of photon noise, as well as the uncertainties in the assumed angular diameter of the calibration star \( \beta \) Tau. As noted before, a true visibility of 98.6% was assumed for \( \beta \) Tau. We believe our estimate for the diameter of \( \beta \) Tau is good to \( \pm 30\% \). A 30% error in the estimate of its diameter would produce a 1%
change in the visibility used to normalize the other measurements. In addition, the errors include the effects of 10% rms fluctuations in the values of \( r_0 \) and \( r_0 \) between observations of the calibrator of \( \beta \) Tau and the other stars. The errors in the limb-darkening corrections are estimated to be of the order of \( \pm 0.5\% \) due to deviations in the (approximate) cosine relation used from the model atmospheres. This latter effect is included in the errors listed in column (4) of Table 2. While we believe all significant sources of error have been included, additional data with repeated observations at different baselines and at different wavelengths will be needed to confirm the accuracy of these diameter measurements.

IV. DISCUSSION

A limb-darkened angular diameter of \( 5.50 \pm 0.17 \) mas was determined for \( \alpha \) CMi by Hanbury Brown, Davis, and Allen (1974) from measurements at 440 nm made with the Intensity Interferometer. The limb-darkened angular diameters of \( \beta \) Gem and \( \alpha \) Per found in the literature are \( 7.8 \pm 0.6 \) mas (at 550 nm) by Faucherre et al. (1983) for \( \beta \) Gem, and \( 3.29 \pm 0.25 \) mas (at 600 nm), and \( 2.9 \pm 0.4 \) mas (at 550 nm) for \( \alpha \) Per by Koochlin and Rabbia (1985) and Bonneau et al. (1981), respectively. Our measurement for \( \alpha \) Uma shows reasonable agreement with an indirect estimate of the limb-darkened diameter based on absolute infrared photometry of 6.64 \( \pm 0.21 \) mas by Blackwell and Shallis (1977).

Our diameter measurements are systematically larger than previous interferometric measurements. Consequently, we have looked for possible systematic biases to our measurements. \( \alpha \) Leo was measured by Hanbury Brown to be 1.2 mas and should have given a visibility of 98.5%. Our measurement of \( \alpha \) Leo gave a result of 96% with 2% rms photon noise. The discrepancy is 1.2 \( \sigma \). \( \alpha \) Leo was not used as a calibrator because its photon statistics were poor. However, it does provide a check on our diameter measurements which are otherwise systematically different from previous measurements.

There are many possible sources of systematic error for our current and previous measurements. The seeing, \( r_0 \) can change with the seasons, the time of night, the average wind speed, and there may be effects that correlate with the magnitude and color of the star since the star tracker and fringe tracker work better on brighter stars and use detectors most sensitive to red light. The most important of these errors are included in our estimated errors in Table 2. We cannot explain the systematic difference between our recent measurements and previous measurements. However, these measurements were made at a longer wavelength than previous diameter measurements. In the past, observation of stellar fringes was a major accomplishment in itself. In the future, we expect the emphasis will be on systematic errors such as the ones discussed in this paper and differences in measured diameters at different times would have astrophysical significance.

Future operation of the instrument will be different in three ways. Most important, with the installation of a new photon-counting camera as a part of the star-tracking system (1987 July), active fringe tracking and hence accurate visibility measurements will be possible for stars to at least \( V = 5.0 \) (probably to \( V = 7 \)). These improvements will allow a dramatic increase in the number of stars available for study. We plan to conduct a long-term program to repeatedly observe the angular diameters of approximately 200 stars at many wavelengths.

In addition to providing direct measurements of photospheric angular diameters and limb darkening, we intend to observe a number of stars which are likely to possess extended atmospheres or shells through narrow-band filters or polarizers for evidence of resolved structures. Extended emission in Hz from an envelope surrounding the Be star \( \gamma \) Cas has been reported by Thom, Granes, and Vakili (1986) from observations made with the CERGA 12T interferometer. We plan to observe this source as well as other Be stars with known IR excesses (Gehrz, Hackwell, and Jones 1974); supergiants such as \( \beta \) Cas, HR 8752 (Lambert, Hinkle, and Hall 1981), and \( P \) Cyg; and the Mira variables \( R \) Leo and \( \chi \) Cyg. With the extension of the maximum baseline length to 20 m in 1987–1988, diameter measurements of the nearer Cepheid variables will be attempted.

Second, we plan to install a low-resolution spectrometer and photon-counting camera detector so that fringe visibility at all wavelengths can be measured simultaneously. Third, we plan to add software for real-time baseline calibration. This capability will allow operation as an absolute interferometer in order to make diameter measurements of objects up to 30 times fainter than the 7 mag limit of the fringe tracker using 5 cm apertures.

V. CONCLUSIONS

Stellar diameters of \( \alpha \) CMi, \( \beta \) Gem, \( \alpha \) Per, and \( \alpha \) Uma measured with the Mark III stellar interferometer are reported. Values are given for the cases of uniform and limb-darkened disks. The measurements were performed using a totally automated instrument which will be capable of making measurements of stars brighter than \( V = 7 \) with diameters from 0'003 to 0'015 and located between 5° and 65° declination.

This work was made possible in part by NRL contract N00014-86-C-2105 and the Smithsonian Scholarly Studies Program.
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Atmospheric phase measurements with the Mark III stellar interferometer

M. Mark Colavita, Michael Shao, and David H. Staslin

The Mark III interferometer is a phase-coherent stellar interferometer designed for astrometry. Operating through the turbulent atmosphere, the instrument is also a sensitive detector of atmospheric phase fluctuations. The effect of phase fluctuations on astrometric accuracy is reviewed, and phase measurements obtained with the instrument at Mt. Wilson using a 12-m baseline are presented. These measurements agree well with the predictions of a simple Kolmogorov spatial spectrum over the frequency range of 0.001–100 Hz. From these measurements, the outer scale of turbulence for propagation through the entire atmosphere is estimated to be >2 km. The standard deviation for an absolute astrometric measurement estimated from these measurements is ~0.147" sec of arc for long integration times for conditions of 0.5-sec of arc seeing. For star-switched relative measurements, this error should decrease as the square root of the number of switching cycles.

1. Introduction

The Mark III astrometric interferometer is a phase-coherent white-light stellar interferometer designed for astrometry. It became operational on Mt. Wilson in Sept. 1986 using, at present, a 12-m N–S baseline. It succeeds the 3.1-m Mark II interferometer which operated on Mt. Wilson from Aug. 1982 until Sept. 1984 and incorporates a number of improvements over that instrument, especially in the area of thermal stability. The instrument measures the phase of the white-light fringe in two wide spectral channels covering ~0.6–0.9 and 0.4–0.6 μm. The fringe phase in the red channel serves as the error signal for a white-light fringe servo which controls the position of a laser-monitored delay line, while the fringe phase in the blue channel is used with the two-color method. Continuous fringe tracks vary from a fraction of a second to tens of seconds, depending on the seeing. Figures 1 and 2 present a photograph of the Mark III interferometer site and a schematic diagram of the instrument. The instrument is discussed in detail in a separate paper.

Atmospheric turbulence is the fundamental factor limiting the performance of all ground-based astrometric instruments, affecting both sensitivity and accuracy. While in practice instrumental limitations can dominate performance, the intent in the design of the Mark III instrument was to keep systematic errors sufficiently small that atmospheric turbulence would be the only significant error mechanism when rapid star switching was employed. Section II describes the effects of turbulence on measurements of stellar position, both for the case of a simple Kolmogorov spatial spectrum, and for the case of a model incorporating a finite outer scale. Section III presents atmospheric phase measurements obtained with the Mark III interferometer at Mt. Wilson in the fall of 1986. Data from the Mark II instrument are also presented. Only onecolor observations are considered in this paper. The use of two-color methods to reduce atmospheric errors is an important part of the operation of the Mark III instrument and is discussed in detail in a separate paper.

2. Atmospheric Effects

After propagating through the turbulent atmosphere, an initially coherent wave will exhibit a finite coherence area and a finite coherence time. The coherence diameter $r_0$ is that aperture diameter over which the rms phase fluctuations of the wavefront are ~1 rad. With a slow angle tracker, this parameter is given by

$$ r_0 = 1.68 \sqrt{\frac{k}{\langle h \rangle}} \langle h \rangle C_2^2 \langle h \rangle^{-1/3}. $$

(1)
where \( k \) is a wavenumber, \( C_n^2 \) is the structure parameter, and the integration is over the propagation path. The spatial variance of the phase fluctuations across the interference fringe is approximately twice that of the fluctuations across a single wavefront. The coherence time \( T_0 \) is that time interval during which the rms phase fluctuations of the interference fringe are equal to 1 rad. With a slow fringe tracker, and for the case of a long-base line interferometer, this parameter is given by:

\[
T_0 = 1.36[k^2 \int_0^{\infty} dh C_n^2(h) V^{2/3}(h)]^{-2/5}
\]

\[
= 0.81(r_0/V), \quad V(h) = V, \tag{2}
\]

where \( V \) is the wind speed. Finite values for \( r_0 \) and \( T_0 \) restrict the maximum usable subaperture size and the maximum usable coherent integration time for a stellar interferometer.

While atmospheric phase fluctuations limit the sensitivity of a ground-based interferometer, the more serious problem for astrometry is that the turbulent atmosphere corrupts the angle of arrival of the stellar wavefront, i.e., the apparent position of the star. The statistics of the angle-of-arrival process \( \alpha(t) \) severely limit the accuracy possible from a single-color absolute astrometric measurement. The angle of arrival \( \alpha(t) \) is related to fringe position \( x(t) \) via \( x(t) = \alpha(t)B \), where \( B \) is the interferometer base line and to phase difference \( \Phi(t) \) via \( \Phi(t) = kx(t) \), where \( k = 2\pi/\lambda \) and \( \lambda \) is the wavelength of observation.

The most useful description of the angle-of-arrival process is its power spectrum \( W_\alpha(f) \). In the geometric-optics approximation, the contribution to the power spectrum attributable to each atmospheric layer can
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**Fig. 1.** Site of the Mark III stellar interferometer at Mt. Wilson.

**Fig. 2.** Approximately to-scale schematic diagram of the Mark III stellar interferometer.
be computed independently; the total spectrum is the sum of all such terms, taking into account the height dependence of \( C_n^2 \) and \( V \). Using a spectral representation, the power spectrum \( W_v(f) \) can be written

\[
W_v(f) = 16\pi^2 B^2 \int_0^1 dh \int_0^1 du \times g(\omega, \omega)
\]

where \( B \) and \( V \) are the base line and wind vectors, \( \Phi(x) \) is the refractivity spatial spectrum, and \( \omega = 2\pi f \). The filter function \( g(\omega, \omega) \) is given by \( 2[1 - \cos((B\omega)/V)] \) when \( V \) and \( B \) are parallel (\( V \parallel B \)) and by \( 2[1 - \cos((\omega)/V)] \) when they are perpendicular (\( V \perp B \)). Equation (3) is valid in the geometric-optics regime, i.e., for frequencies \( f \ll \sqrt{V/L_L} \), where \( L_L \) is the Fresnel zone size and \( L \) is the height of the turbulent layer. The representation (3) can also be used to calculate the power spectra of relative and time-tagged relative astrometric measurements through the appropriate choice of the function \( g(\omega, \omega) \).

For the case \( V \parallel B \) and a Kolmogorov spatial spectrum, \( \Phi(x) = 0.033 C_n^2 \) Eq. (1a), \( W_v(f) \) is given by

\[
W_v(f) = 0.0654 B^{-2} \int_0^1 dh C_n^2 \sin^2(2\pi f B/V) \exp(-2\pi^2 f^2 B^2)
\]

where the nulls in Eq. (4) are artifacts of the frozen turbulence assumption. For the case \( V \perp B \), the spectrum \( W_v(f) \) is smooth with a high-frequency asymptote equal to that of Eq. (4) and a low-frequency asymptote larger than that of Eq. (4) by the factor of \( \frac{2}{3} \). Because of the uncertainty in the wind direction for most astronomical applications, Lindegren suggests averaging with respect to wind direction, which yields the average power spectrum

\[
W_v(f) = \frac{5}{4} \times 1.29 \int_0^1 \exp(-2\pi^2 f^2 B^2) = 0.20 V/B
\]

The error variance of a 2T-second absolute astrometric measurement can be written

\[
\sigma_e^2 = \int_0^2 dW_v(f) \sin^2(\pi f T)
\]

where \( \sin^2(x) = \sin^2(x)/x \). For \( T \gg B/V \), Eq. (6) can be written

\[
\sigma_e^2 = \frac{5}{2} \times 2.92 \left( \int_0^1 \exp(-2\pi^2 f^2 B^2) \right) = 0.25 \times 1.29 \times 1.0 = 0.20 V/B
\]

For the case of 1-sec of arc seeing and a constant 10-m/sec wind speed, the value of \( \int C_n^2 dh \) is \( \sim 8.4 \times 10^{-10} \text{ m}^2/\text{sec} \), and the error standard deviation can be written

\[
\sigma_e = 0.25 T^{-1/2} \text{ sec of arc}, \quad T \gg 1/V
\]

These results are independent of the interferometer base line \( B \) and, implicit in the geometric-optics approximation, independent of wavelength. In addition, these results depend only weakly on integration time and wind speed, a consequence of the nearly 1/f nature of the atmospheric statistics. Very long integration times are thus required to obtain high absolute accuracies.

If a finite value for the outer scale \( L_o \) is incorporated into the refractivity spatial spectrum, the astrometric error standard deviation in an absolute measurement will decrease more quickly than \( T^{-1/6} \) for very long integration times. For the case \( V \parallel B \), and a von Karman spatial spectrum, \( \Phi(x) = 0.033 C_n^2 \) \( L_o^{-5} \), the angle-of-arrival power spectrum (3) is given by

\[
W_v(f) = 1.29 \int_0^1 \exp(-2\pi^2 f^2 B^2) \times \left( \frac{1}{1 + (V/200 L_o)^2} \right), \quad f \ll 0.23 V/B
\]

The \( f^2 \) low-frequency asymptote predicted by Eq. (9) makes strict demands on the validity of the frozen turbulence assumption, and this behavior would not be expected to be observed in practice.

A more conservative result of a flat low-frequency asymptote is obtained for the case \( V \perp B \):

\[
W_v(f) = 6.6 \int_0^1 \exp(-2\pi^2 f^2 B^2) \times \left( \frac{1}{1 + (L_o/V)^2} \right), \quad f \ll 0.2 V/L_o
\]

Averaging with respect to wind direction as in Eq. (5) yields low-frequency asymptotes equal to approximately one-half of the values given in Eq. (9), i.e.,

\[
W_v(f) = 3.3 \int_0^1 \exp(-2\pi^2 f^2 L_o^2), \quad f \ll V/2 L_o
\]

Division of these results by \( 2T \) yields the error variance of an absolute astrometric measurement for integration times long compared with \( L_o/V \). Thus, with a finite outer scale, the error standard deviation decreases as white noise, or very long integration times. In addition, the standard deviation is smaller with a base line much longer than the outer scale. Unfortunately, it is likely that such base lines would be impractically large and would also resolve most of the stars of interest. Also, the base line necessary for a significant improvement in accuracy is dependent on the precise modeling of the low-spatial-frequency region of the refractivity spectrum. Using a Greenwood-Tarazano spatial spectrum \( C_n^2 \) rather than a von Karman spectrum to model this region yields a somewhat more pessimistic result than that presented in Eq. (11b).

It seems highly likely that the appropriate value for the outer scale for vertical propagation through the atmosphere is significantly larger than the several-hundred-meter value often assumed. Dravskikh and Finkelstein estimate that the outer scale should be of...
the order of the scale height of the troposphere, and that below this spatial frequency the 3-D spectrum should behave as \( k^{-3/2} \), a considerably more pessimistic result than either a von Karman or Greenwood-Tatarsanzo model. From a number of observations of the phase structure function over base lines from 1 to 10 km obtained with the VLA radio-interferometric array, Armstrong and Sramek \(^{16} \) estimated a mean spatial spectrum obeying \( k^{-3.4} \) for those observations during which turbulent fluctuations were detectable. While the estimated \( k^{-3.4} \) power law represents a slight departure from a Kolmogorov spectrum at these base lines, their measurements do not appear to indicate an outer scale significantly smaller than that estimated above. While radio measurements are primarily sensitive to water vapor fluctuations, as opposed to temperature fluctuations for most optical measurements, it is expected that the outer scale for temperature turbulence should be at least as great as the outer scale for water-vapor turbulence.

The discussion above concerns only a single one-color absolute astrometric measurement. A significant improvement in error performance is obtained for relative measurements. The power spectra for such measurements have flat low-frequency asymptotes,\(^{10} \) even assuming an infinite outer scale, due to the rejection of low-spatial-frequency atmospheric energy. Relative astrometry with a single-beam interferometer is accomplished by star switching, in which the positions of a number of stars are repeatedly measured over a number of switching cycles. For such measurements, the error in the difference of two star positions, or in the difference between one star position and the centroid of the other positions, should decrease as the square root of the number of switching cycles. Since the absolute error has only a weak dependence on integration time, short dwell times per star per switching cycle are acceptable to maximize the number of cycles. In addition, short switching cycles are desirable to reject instrumental instabilities with time scales longer than the cycle time. Finally, it should be noted that a significant improvement in the error behavior of either an absolute or relative measurement can be obtained with the two-color method.\(^3 \)

III. Data from the Mark III and Mark II Interferometers

The data from the Mark III interferometer to be presented below were obtained in the fall of 1986 at Mt. Wilson. Common instrumental parameters for these observations were a 12-m N-S base line, 2.5-cm-diam collecting apertures, and a 4-msec coherent integration time for the red channel. The effective wavelength in the red channel for these observations was \( \sim 0.7 \) \( \mu \)m. The observations below are of bright stars which provided at least 500 photons/4 msec at a visibility of \( \sim 0.5 \). The high SNR simplified the phase unwrapping necessary to estimate the high-frequency atmospheric phase fluctuations. The first data set is from a short scan of \( \alpha \) Aql starting at 2.8-h UT on 6 Nov. 1986. The second data set is from a 3-h observation of \( \beta \) Cas starting at 2.8-h UT on 25 Nov. 1986. The third data set is from a 1.4-h observation of \( \beta \) Gem starting at 12.2-h UT on 30 Oct. 1986. These data are excerpted from a much larger data set designed to evaluate instrumental stability and demonstrate rapid star switching; these astrometric observations are reported separately.\(^{17} \)

The Mark III interferometer employs active fringe tracking. The white-light fringe position \( x(t) \) is given by

\[
x(t) = L(t) + \phi(t)/k, \tag{12}
\]

where \( L(t) \) is the position of the laser-monitored delay line, \( \phi(t) \) is the fringe phase, and \( k = 2\pi/\lambda \). The fringe phase \( \phi \) is the tracking error of the white-light fringe servo. It is measured via a path-length modulation scheme and used to control the delay-line position. The following three figures illustrate the operation of the fringe tracker.

Figure 3 is a time domain plot of fringe position for \( \alpha \) Aql at a resolution of 100 msec/point after subtraction of the systematic sidereal motion. Peak-to-peak excursion over \( \sim 72 \) sec are \( \sim 16 \) \( \mu \)m. This level of fluctuation, corrected for the high-pass filtering of the finite segment length, corresponds to \( \sim 0.3 \)-sec of arc seeing for this segment of data. In general, the variance of the fringe position fluctuations would be expected to be given by

\[
\sigma^2 = 6.89 \kappa^{-1}(B/\tau_0)^{1/2}. \tag{13}
\]

Figure 4 is a plot of fringe phase, i.e., the error of the fringe servo. These data behave as a high-pass-filtered version of the fringe position and exhibit rms fluctuations of \( \sim 0.1 \) \( \mu \)m. A clearer indication of the operation of the fringe servo is provided by the power spectra of these data presented in Fig. 5. These spectra are consistent with a first-order servo with a closed-loop bandwidth of 20 Hz, as implemented by the real-time system.

The next figure is for the 3-h track of \( \beta \) Cas. These data consisted of a number of separate fringe locks with a somewhat lower duty cycle toward the end of the data due to changing seeing. Again, a power spectrum...
provides the most information about the data, and one is presented in Fig. 6. Asymptotes corresponding to $f^{-2/3}$ and $f^{-4/3}$ power laws are indicated, and good correspondence to a Kolmogorov spatial spectrum over the 0.001-100-Hz frequency range is observed. Good agreement with the Kolmogorov model has also been obtained by others in laser propagation experiments over short horizontal paths (<150 m) with base lines of <30 cm.\(^{18,19}\)

From the frequency of intersection of the high- and low-frequency asymptotes of Fig. 6, an effective wind speed of 14 m/sec is estimated using Eq. (5). From the high-frequency asymptote $W_c(f) = 1.1 \times 10^{-14} f^{-2/3}$, a value of the coherence time $T_0 \approx 15$ msec at the effective wavelength of 0.7 $\mu$m, or 11 msec at 0.55 $\mu$m, is estimated using Eq. (2). By comparison, for the data of Fig. 5, the coherence time is estimated as 18 msec at 0.55 $\mu$m.

The low-frequency asymptote of Fig. 6 is given by $W_c(f) = 2.0 \times 10^{-10} f^{-2/3}$, valid for frequencies between

$\sim 0.001$ and 0.1 Hz. Using this value and the effective wind speed of 14 m/sec in Eqs. (5) and (1) yields a value of the coherence diameter $r_0 \approx 25$ cm at 0.7 $\mu$m, or 19 cm at 0.55 $\mu$m, for seeing ($=\lambda/r_0$) of 0.5 sec of arc. Using Eq. (7), this value of the low-frequency asymptote corresponds to an atmospherically limited absolute astrometric accuracy of $0.14 T^{-1/6}$ sec of arc for long integration times or $\sim 0.065$ sec of arc for a 100-sec integration time. This value is somewhat smaller than the value estimated in Eq. (8), which assumed worse seeing, and should decrease as the square root of the number of switching cycles for a star-switched relative measurement.

At frequencies below $10^{-3}$ Hz, fluctuations with a power spectrum much steeper than $f^{-2/3}$ are observed in the data of Fig. 6. These can be identified as random instrumental errors, especially thermal drifts. Prior experiments investigating the thermal stability of the instrument characterized these instabilities as obeying power laws between $f^{-3}$ and $f^{-4}$ at very low frequencies. Rapid star switching, with cycles times much shorter than 1000 sec, should be adequate to eliminate astrometric errors due to these instabilities. It is possible that some fraction of these errors are due to imperfections in the siderostat bearings, an error which cannot be reduced by star switching. Additional laser metrology of the siderostats is required to eliminate this error source. Such a system should be installed on the Mark III instrument in 1987.\(^2\)

At frequencies as low as $10^{-3}$ Hz, good correspondence is observed to a simple Kolmogorov model, i.e., one with an infinite outer scale. Using this frequency with a 14-m/sec wind, Eq. (10) places a lower bound on the value of the outer scale at $\sim 2$ km. As mentioned earlier, it is likely that the true value is still somewhat greater than this. Hopefully, future measurements with the Mark III interferometer will provide a better estimate of this parameter.

Figure 7 presents a power spectrum of fringe position for $\beta$ Gem. Behavior similar to that of Fig. 6 is observed, with an identical high-frequency asymptote,
and a slightly larger low-frequency asymptote of $\sim 3.5 \times 10^{-13} f^{-2/3}$, corresponding to $r_0 \approx 14$ cm at 0.55 $\mu$m. Finally, for comparison, Fig. 8 presents a composite power spectrum of several nights of data obtained in Aug. and Sept. 1983 with the earlier Mark II interferometer at Mt. Wilson. Instrumental parameters were similar to those for the Mark III instrument with the exception of a 3.1-m N-S base line. Low- and high-frequency asymptotes corresponding to a Kolmogorov spectrum are indicated. These data are characterized by values of $r_0$ and $T_0$ of $\sim 25$ cm and 24 msec at 0.55 $\mu$m, with an effective wind speed of $\sim 8.5$ m/sec. Thermal instabilities in the instrument are worse than for the Mark III and are evident at frequencies below $\sim 10^{-2}$ Hz. These arose because the Mark II instrument was constructed on a steel optical table exposed to the nighttime air.

IV. Conclusions

A phase-coherent stellar interferometer, such as the Mark III interferometer, in addition to being a powerful astronomical instrument, is also capable of providing high-resolution measurements of the atmospheric phase process. Measurements of phase difference at a 12-m base line obtained with the Mark III interferometer agree well with the predictions of a Kolmogorov spatial spectrum over the 0.001-100-Hz frequency range. On the basis of these measurements, the outer scale for vertical propagation through the entire atmosphere does not appear to be smaller than a few kilometers. Measurements at Mt. Wilson indicate a one-color atmospherically limited absolute error standard deviation of $\sim 0.065$ sec of arc for a 100-sec integration in conditions of 0.5-sec of arc seeing. This error should decrease as the square root of the number of switching cycles for a star-switched relative measurement. Greater improvement should be possible with two-color techniques.
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Two-color method for optical astrometry: theory and preliminary measurements with the Mark III stellar interferometer

M. Mark Colavita, Michael Shao, and David H. Stalin

The two-color method for interferometric astrometry provides a means of reducing the error in a stellar position measurement attributable to atmospheric turbulence. The primary limitation of the method is shown to be turbulent water vapor fluctuations, which limit the amount of improvement over a one-color measurement obtainable with a two-color estimate. Secondary atmospheric effects caused by diffraction from small refractive-index inhomogeneities and differential refraction for the observation of stars away from zenith are shown to introduce errors that behave as white noise and which should usually not be significant. Other potential error sources due to photon noise, systematic instrumental effects, and imperfect data reduction are also considered. The improvement in accuracy possible with the two-color method is estimated as a factor of 5–10 over the corresponding one-color measurement. Some preliminary two-color measurements with the Mark III stellar interferometer at Mt. Wilson are presented which demonstrate a factor of ~5 reduction in the amplitude of the atmospheric fluctuations in a stellar position measurement.

1. Introduction

The accuracy of conventional ground-based astrometric measurements suffers from the deleterious effects of atmospheric turbulence. Because of the nature of the low-frequency differential atmospheric phase fluctuations, which behave almost as 1/f noise,1 very long integration times are usually required to obtain highly accurate measurements of stellar positions.2,3 However, the accuracy of such long-duration measurements is typically limited by systematic instrumental errors. For the case of relative astrometry,4 the situation is somewhat improved. However, the ultimate limitation to high accuracies remains the turbulent atmosphere. The application of the two-color method to interferometric astrometry4,5 provides a means for reducing the atmospheric contribution to the error in a stellar position measurement.

Two-color techniques for the precise measurement of long paths through the open atmosphere have been used successfully for geodetic ranging6,7 and have application to satellite ranging8,9 and altimetry.10 In this case, the problem which the two-color techniques address is the determination of the path-averaged refractive index needed to convert an apparent measurement to the proper vacuum distance. In astrometric applications of two-color techniques, the interest is in the measurement of angles. Large atmospheric scales are thus rejected, and the nonunity atmospheric refractive index does not introduce errors. In this case, the two-color method is employed to correct the errors caused by turbulent fluctuations in refractive index, which usually contribute only a small amount to the error in the range-finder case.

The use of two-color techniques is similar in both the range-finder and astrometric cases. For astrometry, let \( \alpha_1 \) and \( \alpha_2 \) be the stellar positions, i.e., the angles of arrival, observed at wavelengths \( \lambda_1 \) and \( \lambda_2 \). The two-color estimate of the stellar position \( \alpha_{2c} \) can be written

\[
\alpha_{2c} = \alpha_1 - D(\alpha_2 - \alpha_1),
\]

where \( D \) is the atmospheric dispersion,

\[
D = [n(\lambda_2) - 1]/[n(\lambda_2) - n(\lambda_1)],
\]

and \( n(\lambda) \) and \( n(\lambda) \) are the atmospheric refractive indices at wavelengths \( \lambda_1 \) and \( \lambda_2 \). For \( \lambda_1 = 0.7 \mu m \) and \( \lambda_2 = 0.5 \mu m \), the dispersion is ~87.1. In Eq. (1), the quantity \( \alpha_1 \) is a measure of the true stellar position plus the instantaneous atmospheric error, while, in principle, \( D(\alpha_2 - \alpha_1) \) is a measure of the atmospheric error.
only. Thus the quantity \( \alpha_{0c} \) should be a measure of the true stellar position.

In practice, the two-color estimate (1) will be affected by photon noise in the measurement of the angle of arrival \( \alpha = \chi/B \), where \( \chi \) is the fringe position and \( B \) is the base line length. Let \( \sigma_1^2, \sigma_2^2 \) be the photon-noise variances in the measurement of fringe phase at wavelengths \( \lambda_1, \lambda_2 \) during a coherent integration time of length \( T \). Then the astrometric error variance of a T-second two-color measurement due only to photon noise can be written for large \( D \) as

\[
\sigma_{1N}^2 = \left( \frac{D}{B} \right) \left( k_1^2 \sigma_1^2 + k_2^2 \sigma_2^2 \right) T/N.
\] (3)

where \( k \) is a wave number \( 2\pi/\lambda \). The photon-noise error is minimized for long base lines and small values of \( D \), the latter requiring both a large separation between the two colors, and also that one of the colors be located in the blue region of the spectrum, where the atmosphere is most dispersive. To estimate the magnitude of the photon-noise error, let \( \lambda_1 = 0.7 \) \( \mu \)m and \( \lambda_2 = 0.5 \) \( \mu \)m, for which \( D = 87.1 \). Let \( \sigma_1 = \sigma_2 = 0.3^2 \) rad\(^2\), which corresponds to \( \sim \) 100-photons/coherent integration time for a fringe of 0.5 visibility. With \( B = 12 \) m and \( T_c = 4 \) msec, the rms error in a 100-sec integration due to photon noise is 0.4 msec of arc; for longer observations, this error decreases as the square root of the integration time according to Eq. (3). Thus despite the large multiplier \( D \) in Eq. (1), the photon-noise error is quite small in even a short two-color observation.

However, there are other errors in the two-color estimate attributable to atmospheric turbulence which are usually more significant than the photon-noise error. The primary atmospheric error is due to turbulent water vapor, which obeys a different dispersion relation than dry air. Essentially, turbulent water vapor introduces an error which has the appearance of low-level leakage of the one-color atmospheric error into the two-color measurement. Secondary atmospheric effects include diffraction from small refractive-index inhomogeneities and differential refraction for the observation of stars away from zenith. These effects will usually be smaller than the effect due to water vapor and in addition decrease as the square root of the integration time. Section II considers the effects of turbulent water vapor, while Secs. III and IV consider the effects of diffraction and refraction. Section V presents some requirements on the quality of the instrument and on the data reduction necessary to yield accurate two-color position estimates. Finally, Sec. VI presents some preliminary two-color observations from the Mark III astrometric interferometer at Mt. Wilson. These observations show a factor of 5 reduction in the amplitude of the atmospheric fluctuations in an angle-of-arrival measurement.

II. Atmospheric Water Vapor Effects

Astrometric turbulence is driven by microfluctuations in temperature, pressure, and water vapor with temperature fluctuations making the dominant contribution to refractivity fluctuations in the optical region. The two-color method can eliminate the astrometric errors caused by microfluctuations in temperature and pressure; however, the method cannot simultaneously eliminate the errors caused by microfluctuations in water vapor.

At optical frequencies, the atmospheric refractivity, \( N(\lambda) = n(\lambda) - 1 \), can be written

\[
N(\lambda) = A(\lambda)P/T - B(\lambda)e/T,
\] (4)

where \( P \) is total pressure in millibars, \( e \) is the partial pressure of water vapor in millibars, and \( T \) is temperature in kelvins. The wavelength dependence of the refractive index is given by the dispersion relations \( A(\lambda) \) and \( B(\lambda) \):

\[
A(\lambda) = 10^{-8}(2372.434 + 684255.24/(130 - \sigma^2) + 4549.40/(38.9 - \sigma^2)),
\] (5a)

\[
B(\lambda) = A(\lambda) - 10^{-8}(5497.31 + 58.058\sigma^2 - 0.71506\lambda^4 + 0.08614\lambda^2).
\] (5b)

where \( \sigma = 1/\lambda \) in \( \mu \)m\(^{-1}\). At \( \lambda = 0.55 \) \( \mu \)m, Eq. (4) can be written

\[
N = 10^{-8}(79.01P/T - 12.26e/T).
\] (6)

Linearizing Eq. (6) for small parameter fluctuations and using the relation \( Q \approx 211e/T \) between water vapor partial pressure and water vapor density \( Q \), in g/m\(^3\), yield

\[
\Delta N = -[A(\lambda)P/T\Delta P + [A(\lambda)T]\Delta T + [B(\lambda)/211]\Delta Q = -c(\lambda)\Delta T - b(\lambda)\Delta P - c(\lambda)\Delta Q.
\] (7)

At optical wavelengths, this expression is usually dominated by temperature fluctuations. At \( \lambda = 0.55 \) \( \mu \)m, \( P = 1013.25 \) mbar, and \( T = 288.16 \) K, the values of the parameters \( a, b, \) and \( c \) in Eq. (7) are 0.96 \( \times \) 10\(^{-9}\), 0.27 \( \times \) 10\(^{-6}\), and 0.056 \( \times \) 10\(^{-6}\).

Consider now the two-color measurement given by Eq. (1). In the geometric-optics approximation, angle of arrival is proportional to the difference in integrated refractivity between the two interferometer beams. With this interpretation of \( \Delta N \), the instantaneous angle of arrival \( \alpha \) at wavelength \( \lambda \) can be written

\[
\alpha = -a(\lambda)\Delta T + b(\lambda)\Delta P - c(\lambda)\Delta Q.
\] (8)

Thus the two-color measurement [Eq. (1)] can be written

\[
\alpha_N = -a(\lambda)\Delta T + b(\lambda)\Delta P - c(\lambda)\Delta Q.
\] (9)

where

\[
D_T = D_T = A(\lambda)T/[A(\lambda)T - A(\lambda)T] = 87.1 \quad \text{and} \quad D_P = -61.1. \quad \text{Thus, while the dispersion constants for temperature and pressure fluctuations are equal, the dispersion constant for water vapor fluctuations is different from both of these and of the opposite sign. Thus the effects of temperature, pres-
sure, and water vapor on the refractive index cannot be corrected simultaneously when only two wavelengths are observed.

At visible wavelengths, Eq. (9) will usually be minimized by choosing \( D = D_{\gamma} \), leaving the residual

\[
\sigma_{\gamma} = -c(\lambda_2)(1 + |D/D_{\gamma}|) \Delta Q. \tag{11}
\]

Thus the ratio of the variance of the error in a two-color measurement to the variance of the error in a one-color measurement can be written

\[
\frac{\sigma_{\gamma}^2}{\sigma_{\gamma,1}^2} = \frac{c(\lambda_2)}{c(\lambda_1)} \left( 1 + \frac{D}{D_{\gamma}} \right) \frac{\int \sigma_{\gamma}^2(\varphi) \, d\varphi}{\int \sigma_{\gamma,1}^2(\varphi) \, d\varphi}. \tag{12}
\]

Using the previous values of \( a, c, D_T, \) and \( D_{\gamma} \), the coefficient of the structure constant ratio in Eq. (12) is equal to 0.021.

The ratio of variances in Eq. (12) could just as well be a ratio of power spectral densities, since the spectral behavior of temperature and water vapor fluctuations is identical.\textsuperscript{13,14} Thus the residual error in a two-color measurement will behave like the error in a one-color measurement, reduced in energy according to Eq. (12). It should be noted that a three-color technique could simultaneously correct errors due to temperature, pressure, and water vapor fluctuations. However, with all three colors in the optical region, the appropriate dispersion constants are of the order of \( 10^3 \) to \( 10^4 \), and implementation would be somewhat difficult.

To estimate the improvement in accuracy possible with the two-color method, the value of the simultaneous ratio of the integrated water vapor turbulence to the integrated temperature turbulence is required. However, from available simultaneous measurements, only the point ratio \( C^2_{v}/C^2_{T} \) at low altitudes can be determined. Since the water vapor scale height is only \( \sim 2 \text{ km vs } \sim 8 \text{ km for the dry atmosphere, these measurements should provide a conservative estimate of the integrated ratio. While none of these measurements was performed at night at an observatory-quality site, the measurements of Gossard\textsuperscript{15} seem most applicable. These measurements were made slightly inland from the Pacific coast at an elevation of several hundred meters. From comparison of the simultaneously measured temperature and humidity spectra, a value of 0.4 is determined for the ratio \( C^2_{v}/C^2_{T} \). The values of this ratio estimated from other inland measurements\textsuperscript{16-18} range from 0.05 to 0.57.

Some additional measurements of interest are those of Armstrong and Sramek\textsuperscript{19} of the atmospheric phase structure function as measured with the VLA for base lines between 1 and 10 km. Approximating their empirical structure functions with a Kolmogorov model matched at a 1-km separation yields a mean value for the integrated atmospheric refractivity of \( \int C^2_{v}(\text{radio}) \, d\varphi = 3.4 \times 10^{-12} \text{ m}^{-2/3} \). This mean value applies to approximately two-thirds of their observations; there was no clear detection of the atmosphere in their remaining observations, which appeared to have a detection threshold of approximately \( \int C^2_{v}(\text{radio}) \, d\varphi = 10^{-12} \text{ m}^{-2/3} \). A typical value of the integrated optical refractivity can be estimated using, for example, a Hufnagel turbulence profile,\textsuperscript{20,21} which corresponds to \( \sim 1 \text{ sec of arc seeing}, \) yielding \( \int C^2_{v}(\text{optical}) \, d\varphi = 6.2 \times 10^{-13} \text{ m}^{-2/3} \). At radio frequencies, assuming dominant humidity fluctuations, \( C^2_{v}(\text{radio}) = 3.5 \times 10^{-11} C^2_{v} \), while at optical frequencies, assuming dominant temperature fluctuations, \( C^2_{v}(\text{optical}) = 9.3 \times 10^{-11} C^2_{v} \). The ratio of these quite different non simultaneous measurements yields a value for the fraction of the integrated water vapor turbulence to the integrated temperature turbulence of 0.15, somewhat smaller than the point measurement cited above.

Thus, using the above parameters in Eq. (12), it is estimated that a factor-of-5-10 improvement in accuracy (standard deviation) over a one-color measurement should be possible using the two-color method. For example, the error in a one-color absolute astrometric measurement under the assumption of Kolmogorov turbulence and 1-sec of arc seeing is of the order of 0.1 sec of arc for a 100-sec integration.\textsuperscript{3,22} Thus, assuming a stable instrument, a two-color measurement of the same quantity should provide an accuracy of 0.01-0.02 sec of arc for the same integration time. Similar improvements should also be obtained for relative measurements and star-switched measurements, which have smaller one-color atmospheric errors.\textsuperscript{3,22}

While water vapor fluctuations are the primary atmospheric limitation of the two-color method, there exist several smaller sources of error caused by atmospheric turbulence; these are discussed in the next two sections. In these sections, a dry atmosphere is assumed so that there is no error due to turbulent water vapor.

### III. Diffractive Effects

When diffraction is considered in the solution of the wave equation for propagation through turbulence, it is found that phase fluctuations, observed at different optical wavelengths, become decorrelated when caused by small refractive-index inhomogeneities.\textsuperscript{23-26} With widely spaced wavelengths, the size of the inhomogeneities below which decorrelation occurs is of the order of the Fresnel zone size \( \sqrt{xL} \), where \( x \) is the mean wavelength and \( L \) is the height of the particular turbulent layer. Thus, in the absence of water-vapor fluctuations, this decorrelation limits the effectiveness of the two-color method at high temporal frequencies. Related problems arise in adaptive optics systems when the pointer and tracker beams are at different wavelengths.\textsuperscript{27-31}

The power spectrum of the error introduced into a two-color astrometric measurement by diffraction \( W_{\text{diff}}(f) \) can be determined as follows. Let \( S_1, S_2 \) be the optical phases at wavelengths \( \lambda_1, \lambda_2 \) observed at one aperture of the interferometer. It will be convenient to neglect atmospheric dispersion in calculating the statistics of the error; thus let \( S_1 = S_1 + (1/D)S_2 \), where \( D \) is the dry-air dispersion and \( S_1, S_2 \) are the phases which would be observed in a nondispersive atmosphere. Thus the path-length error \( d(t) \) in a two-color distance measurement at a single aperture can be written
where \( k = 2 \pi / \lambda, k_1 < k_2 \). The error \( d(t) \) has the power spectrum

\[
W_d(f) = (D + 1)^2 k_1^2 W_{SS}(f) + k_2^2 W_{SS}(f)
\]

where the terms \( W_{SS}(f) \) are the optical phase power spectra and cross spectra. These spectra can be written

\[
W_{SS}(f) = 8 \pi^2 k_2 \int_{x_0}^{x_1} F(h) g(x,h) e^{i \phi(x,h)} dx(V)^2 - (2\pi f)^2 \frac{1}{2}
\]

where \( g(s,h) \) is the spectral filter function for phase fluctuations

\[
g_{ss} = \text{const} \begin{cases} 1 - k/\lambda, h_x^2/2k, \\ + \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 - k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k. \\ \end{cases}\end{cases}\end{cases}\end{cases}
\]

where \( V \) is the transverse wind velocity with \( \phi(x,h) \) is the refractivity spatial spectrum.

The power spectrum \( W_d(f) \), Eq. (14), can be rewritten as a single integral of the form of Eq. (15), with filter function

\[
g_d(s,h) = \begin{cases} 1 + \cos(h_x^2/k), \\ + \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 - k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k. \\ \end{cases}\end{cases}\end{cases}\end{cases}
\]

which can be rewritten as

\[
g_d(s,h) = 4 \sin^2[1 - k/\lambda, h_x^2/4k], \\ + \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 - k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k. \\ \end{cases}\end{cases}\end{cases}\end{cases}
\]

Each term of the filter function \( g_d(s,h) \) has the same form as the filter function for log intensity fluctuations

\[
g_{wl}(s,h) = 8 \sin^2(h_x^2/2k).
\]

Thus it is expected that the power spectrum \( W_d(f) \) will have the same form as the log intensity power spectrum; in particular, the spectrum will be white for frequencies \( f << V/\sqrt{\lambda L} \), which implies an astrometric error which decreases as the square root of the integration time. Substituting a smoothly varying Kolmogorov spectrum into Eq. (15), combining Eqs. (14), (15), and (18), and solving for the low-frequency asymptote yield

\[
W_d(f) = 8 \pi^2 (D + 1)^2 \int_0^\pi d\theta F(h) \sin^2(h_x^2/2k),
\]

where the auxiliary function \( F(h) \) is given by

\[
F(h) = \text{const} \begin{cases} 1 - k/\lambda, h_x^2/2k, \\ &+ \text{const} \begin{cases} 1 + k/\lambda, h_x^2/2k. \\ \end{cases}\end{cases}\end{cases}
\]

This function can be approximated by its first term to an accuracy of 12% for wave number ratios \( h/\lambda_2 \geq 1/2 \).

The power spectrum for log intensity fluctuations is computed similarly, using the filter function (19), yielding

\[
W_{wl}(f) = 7.94k^{2/3} \int_0^\pi d\theta F(h) \sin^2(h_x^2/2k),
\]

Combining Eqs. (20) and (26) allows the power spectrum of the path-length error at one aperture to be written in terms of the log intensity:

\[
W_{dl}(f) = 0.25(D + 1)^2 k_1^2 F(h) W_{wl}(f) / \sqrt{\lambda L}.
\]

Diffractive effects, acting like scintillations, will be uncorrelated for transverse separations in excess of a few Fresnel zones. Thus the path-length errors at each aperture of the interferometer can be considered essentially independent, so that the error in angle of arrival for an interferometer of base line \( B \) can be written

\[
W_{dl}(f) = 0.50(D + 1)^2 k_1^2 F(h) W_{wl}(f),
\]

where \( W_{wl}(0, k_1) \) and \( F(h) \) are given by Eqs. (23) and (22). For realistic integration times, only the low-frequency asymptote of \( W_{dl}(f) \) is needed. However, the high-frequency asymptote is easily computed by assuming uncorrelated fluctuations at each wavelength. This yields a high-frequency power spectrum proportional to \( f^{-8/3} \).

The astrometric error variance in a \( T \)-second integration due to diffractive effects can be written

\[
\sigma_{dl}^2 = \frac{W_{dl}(f) T^2}{T \gg \sqrt{\lambda L}/V}
\]

for an error standard deviation which decreases as the square root of the integration time. Using a Hufnagel turbulence profile, the integral \( \int d\theta F(h) C_2(h) \) is equal to \( 6.2 \times 10^{-4} \text{ m}^5/\text{s}^2 \). Assuming \( B = 12 \text{ m}, V(h) = V = 10 \text{ m/sec}, \lambda_1 = 0.7 \mu, \lambda_2 = 0.5 \mu, \) for which \( D = 87.1 \) and \( F = 0.14), \) the low-frequency asymptotes (23) and (25) have values \( W_{wl}(0) = 0.002 \) and \( W_{dl}(0) = 10^{-10} \). These yield a two-color error of \( 0.15 \text{ m/sec} \) for a 100-second integration. This should be a conservative result due to the assumptions of point receivers and a zero inner scale. Thus the astrometric error in a two-color position measurement due to diffraction should be negligible.

IV. Refractive Effects

A first-order analysis of the two-color method assumes that the beam paths in each color are identical. However, for observation of stars away from zenith, dispersive refractivity gradients transverse to the direction of propagation cause the beams to bend and the different color beams to separate. Since the beams then pass through different turbulence, the effectiveness of the two-color correction is diminished. The effect just described is purely geometric. It occurs even in the geometric-optics limit of wave propagation where the previously derived diffractive effects are nonexistent. Related problems arise in two-color geo-
diffraction and satellite ranging; previous studies, however, have concerned path-length rather than angle-of-arrival effects.

A full wave-optics solution to the propagation problem for separated two-color beam paths shows that the astrometric error caused by the combination of diffractive and refractive effects is not separable. However, it can be shown that the effect of the two mechanisms is bounded above by the rms sum of the contribution due to diffraction, calculated assuming coincident beam paths, as in the last section, plus the contribution due to geometric beam separation, calculated in the geometric-optics propagation limit. Therefore, the following analysis will be carried out assuming geometric optics.

Light from a star at zenith angle $\theta$ undergoes a systematic astronomical refraction which displaces the refracted beam from an unrefracted beam path. Assuming an exponential plane-parallel atmosphere, the transverse displacement of these beams as a function of height $h$ above the observatory can be written:

$$d(h) = h_0 N(h_0) \tan(\theta) \sec(\theta) \exp(-h/h_0) \exp(-h/h_0),$$

(27)

where $N(h_0) = n(h_0) - 1$ is the atmospheric refractivity at wavelength $\lambda_1$, $h_1$ is the height of the observatory above sea level, and $h_0 = 6.3$ km is the scale height of atmospheric density. Since the atmosphere is dispersive, different colors undergo different amounts of bending. Assuming that the different-color beams are coincident at the earth's surface, the transverse beam separation as a function of height can be written:

$$\Delta(h) = [h_0 N(h_1) / D] \tan(\theta) \sec(\theta) \exp(-h/h_1) \exp(-h/h_1),$$

(28)

where $D$ is the atmospheric dispersion. For example, for a star at a zenith angle of 15°, a sea-level observatory, and a dispersion of 100, the beam separation at the top of the atmosphere is 6.4 mm.

Let $W_2(f)$ denote the power spectrum of the angle-of-arrival error caused by refractive effects as calculated in the geometric-optics limit. Except for a factor of $(D + 1)^3$, the desired power spectrum has the same form as the power spectrum of a relative astrometric measurement $W_2(f)$ (Refs. 3, 33):

$$W_2(f) = 10.5 B^{4/3} f_0^2 dC_2^2(h) V^{-1}(h) \Delta^2(h),$$

(29)

where $\Delta(h)$ is the separation of the beams from one aperture as a function of height. Therefore, the power spectrum of the astrometric error will be white at low frequencies. Substituting Eq. (28) for $\Delta(h)$ and letting $(D + 1)/D = 1$, we obtain

$$W_2(f) = 10.5 B^{4/3} h_0 N(h_0) \exp(-h/h_1) \exp(-h/h_0) \tan^2(\theta) \sec^2(\theta) \times f_0^2 dC_2^2(h) V^{-1}(h) [1 - \exp(-h/h_0)]^2, \ f \ll V / B,$$

(30)

a result which is nearly independent of wavelength. This result includes the factor $\sec^2(\theta)$ to account for the lengthening of the propagation path and a worst-case reduction of transverse wind velocity with zenith angle.

The astrometric error variance of a $T$-second integration due to refractive effects can be written:

$$\sigma_r^2 = W_2(0)/2T, \quad T \gg B/V$$

(31)

for an error standard deviation which decreases as the square root of the integration time. Using a Hufnagel turbulence profile, the value of the integral

$$\int dC_2^2(h) [1 - \exp(-h/h_0)]^2 = 1.3 \times 10^{-12} \text{ m}^2/4$$

as in the last section, assume $B = 12$ m, $V(h) = V = 10$ m/sec, and $h_1 = 1.74$ km (the elevation of Mt. Wilson). The astrometric error in 100-sec integration is 0.5, 1.5, and 3.8 masec for arc rms for sources at 15, 30, and 45° from zenith. Again, these results should be conservative due to the assumptions of point apertures, a zero inner scale, and geometric optics. Thus refractive effects should be negligible for observation of stars near zenith, and even for sources at 45°, the refractive error in a 100-sec integration should still be at least a factor of 25 below the one-color absolute astrometric error. Thus, for most two-color observations, refractive effects should not be a limiting factor.

V. Instrumental/Data Processing Considerations

The previous sections have considered fundamental sources of error in applications of the two-color method attributable to photon noise and atmospheric turbulence. This section discusses some practical considerations relating to the instrument and the data processing necessary to yield accurate two-color position estimates.

A potentially serious source of systematic error in a two-color measurement is due to mismatches in the thicknesses of dispersive materials in each arm of the interferometer. Let $t$ denote the thickness mismatch of a material with refractivity $N_m = n_m - 1$. Then the residual error in a two-color fringe-position measurement at wavelengths $\lambda_1$ and $\lambda_2$ can be written:

$$\epsilon_2 = t [N_m(\lambda_1) - N_m(\lambda_2)],$$

(32)

where $D$ is the value of the atmospheric dispersion assumed in the data reduction, and $D_m = N_m(\lambda_1) - N_m(\lambda_2)$ is the material dispersion. In principle, with relative measurements, this residual error is not significant as long as it is stable with time. However, with a wideband instrument, the wavelengths $\lambda_1$ and $\lambda_2$, and hence the dispersion $D_m$, will be dependent on the color of the star. To estimate the magnitude of fluctuations in $\epsilon_2$, model the interferometer channels as rectangular with passbands of 0.44–0.56 μm for blue and 0.56–0.86 μm for red. Furthermore, assume that the starlight can be modeled with a blackbody spectrum over that range of wavelengths. Finally, assume that the dispersive material is fused silica. Then, for a range of temperatures from 2500 to 26,000 K, which models most of the stars to be observed, the range of $D_m$ is from 63.1 to 65.3. Setting $D$ equal to its mean value of 87.1, the fluctuations in $\epsilon_2$ over this range of blackbody temperatures are approximately 0.02 μm. To keep this error smaller than 0.1 μm requires $t < 5 \mu m$. Fortunately, this degree of matching is readily obtained by adjusting the angle of a compensating
plate. With the instrument configured as a Fourier transform spectrometer, this optic is adjusted until the central fringes in both channels are aligned to within approximately one-fourth of a fringe.

A random error results from the use of the incorrect wavelength or dispersion in the two-color data reduction, which introduces a leakage of the one-color spectrum into the two-color result. Let $x_1(t), x_2(t)$ be the fringe positions at wavelengths $\lambda_1, \lambda_2$. Each of these positions is given by the sum of the position of the laser-monitored delay line $L$ and the phase of stellar fringe $\phi$, i.e., $x = L + \phi/k$. Using a tilde to denote the value of a parameter assumed in the data reduction, let $\tilde{k} = k_i(1 - \epsilon_i)$, where $\epsilon_i$ is the fractional wavelength error at $\lambda_i$, and let $\tilde{D} = D(1 + \epsilon_d)$. Then, to first order the residual error in a two-color measurement can be written

$$e_{\tilde{D}} = (\epsilon_1 + \epsilon_2)L(t) + k_i[(D + 1)(\epsilon_i - \epsilon_d) - \epsilon_d\phi(t)] - \frac{z}{k}. \quad (33)$$

The processes $L(t)$ and $\phi(t)$ behave as low-pass and high-pass filtered versions of the angle-of-arrival process $\alpha(t)$. Thus for long integration times, the phase leakage term should become negligible, and the astrometric error of the two-color measurement should approach that of a one-color measurement, reduced in amplitude by $\epsilon_1 + \epsilon_2$. Therefore, even with several percent errors in $D$ and $k$, it is possible to realize a greater than order-of-magnitude improvement in astrometric accuracy over a one-color measurement.

VI. Two-Color Observations with the Mark III Interferometer at Mt. Wilson

The Mark III astrometric interferometer is a phase-coherent white-light stellar interferometer designed for astrometry. Employing at present a 12-m N-S base line, the instrument became operational at Mt. Wilson in Sept. 1986. It succeeds the Mark II instrument which operated on Mt. Wilson from Aug. 1982 until Sept. 1984. The interferometer measures the phase of the white-light fringe in two wide spectral channels covering $0.6-0.9$ $\mu$m and $0.4-0.6$ $\mu$m. The fringe phase in the red channel serves as the error signal for a white-light fringe servo which controls the position of a laser-monitored delay line, while the fringe phase in the blue channel is used off-line with the two-color method. A coherent integration time for the red channel of 4 msec is employed, during which time the quadrature components of the fringe phase in each channel are recorded, along with the delay-line position and other information. Continuous fringe tracks range in length from a fraction of a second to tens of seconds, depending on the seeing. The instrument is discussed in detail in a separate paper, as are some one-color atmospheric phase measurements and some preliminary astrometric measurements.

The data below are from a 3-h track of $\beta$ Cas starting at 2:3-h UT on 25 Nov. 1986. With 2.5-cm diam apertures, photon fluxes of 500 and 650 per msec were observed in the red and blue channels, respectively, with average fringe visibilities of 0.5 and 0.3. The mean wavelengths in the red and blue channels, obtained from a least-squares fit to several seconds of data, were $\lambda_1 = 0.704$ $\mu$m and $\lambda_2 = 0.529$ $\mu$m for a dry-air dispersion $D = 110$. Good seeing characterized most of this observation, with approximate values for the coherence diameter and coherence time of $r_0 = 25$ cm and $T_0 = 15$ ms at 0.7 $\mu$m, corresponding to $\sim 0.5$-sec of arc seeing. The next several paragraphs describe the data processing applied to the raw data collected by the real-time system. Every 4 msec, during a fringe-lock, the phase of the white-light fringe in the red channel is estimated as

$$\delta = \tan^{-1}\left(\frac{Y_1 - X_1}{Y_1 + X_1}\right). \quad (34)$$

where $X_1$ and $Y_1$ are the quadrature components for the red channel. These are given by $X = C - A$ and $Y = D - B$, where $A, B, C, D$ are the four bins into which photons are accumulated during a fringe scan. The near-unity constant $\delta$ corrects for the difference between the effective red wavelength and the length of the path-length modulation stroke $s$; for $\delta = 1$, $\delta = \tan^{-1}(Y_1/X_1) - \pi/4$. The quantity $\delta$ is given by

$$\delta = \cos\left(\frac{\nu}{k}\right) \left[1 + \sin\left(\frac{\nu}{k}\right)\right]. \quad (35)$$

where $\epsilon = 2\pi(s - \lambda_n)/\lambda$, is the number of radians by which the path-length modulation stroke exceeds the effective wavelength. A value of $\delta = 1.17$ was used in these reductions corresponding to $s = 0.633$ $\mu$m. The fringe phase $\phi$ is the error of the fringe servo; fringe position is actually given by

$$x(t) = L(t) + \phi(t)/k. \quad (36)$$

where $L$ is the position of the laser-monitored delay line and $k = 2\pi/\lambda$.

The two-color phase difference $\phi_2 = (\lambda_1/\lambda_2)\phi_1$, where $\phi_1$ is the fringe phase in the blue channel. As discussed in the Appendix, the coherence time of this signal can be several seconds. A two-color coherent integration time of 100 msec, comprising 25 4-msec one-color coherent integration times, was used in these reductions. Such long integration times allow the application of two-color techniques to cool stars which provide relatively small photon fluxes in the blue channel. The quantities accumulated each 4 msec are the quadrature components for the two-color phase difference

$$X_2 = Y_1 \sin(\phi_2 + \phi_1) + X_1 \cos(\phi_2 + \phi_1), \quad (37a)$$

$$Y_2 = Y_1 \cos(\phi_2 + \phi_1) - X_1 \sin(\phi_2 + \phi_1). \quad (37b)$$

where $X_2$ and $Y_2$ are the quadrature components for the blue channel. The error due to the mismatch between the effective blue wavelength and the length of the path-length modulation stroke tends to average to zero when these quantities are accumulated due to the randomizing effect of the fluctuations in $\phi_1(t)$. The estimated phase in the red channel is incoherently averaged during this time to yield $\phi_1$. Thus, every 100 msec, the average two-color phase difference is estimated as
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The fringe-amplitude SNR in the red and blue channels. This quantity is estimated as

$$\mathcal{F} = \langle \chi^2/\mathcal{N} \rangle (X^2 + Y^2),$$

where \( \mathcal{N} \) is the estimated photon flux for that scan. Rejecting those data points with very low SNRs eliminates a number of anomalous data points. After performing a second pass through the data using somewhat tighter windows for \( \mathcal{N} \), the data were averaged in groups of 10 to provide nominal 1-sec estimates of \( \mathcal{N} \).

A modified median filter was employed which averaged the median eight out of ten 100-msec points, selected again on the basis of \( \mathcal{N} \). Due to data selection, the 100-msec points were not necessarily continuous, and times were also averaged with the fringe positions to provide a mean time for each nominal 1-sec data point. The maximum time interval over which this incoherent averaging was performed was limited to 10 sec to eliminate smoothing errors prior to subtraction of the sidereal rate. For comparison, the one-color fringe position was estimated simultaneously with the two-color position, using the same qualified data and the same averaging scheme.

Figures 1 and 2 show the one- and two-color fringe positions, nominally 1-sec data point, after subtraction of the sidereal rate. Figures 3 and 4 show this same data after simple averaging in ten-point groups to provide a resolution of nominally 10 sec/point. From these figures, it is clear that the use of the two-color method has significantly reduced the intermediate-frequency noise, presumably mostly atmospheric in origin. However, a low-frequency residual is clearly evident. The presence of this residual in both the one- and two-color plots suggests that it is a systematic instrumental drift. (The slight difference between the residuals at the ends of the one- and two-color data is due to systematic residual astronomical refraction in the one-color data, which is not present in the two-color position.)

The relative performance of the one- and two-color estimates becomes much clearer in the frequency domain. Power spectra were obtained using the 1-sec averaged data, interpolated where necessary to approximate uniform sampling. These spectra are shown in Fig. 5. All the data were used to estimate the spectra at the very lowest frequencies, while only the first half of the data, where the fraction of interpolated points was smallest, was used at intermediate frequencies. The power spectra are terminated at a frequency below that at which interpolation artifacts become significant. Systematic instrumental effects are visible in both the one- and two-color spectra at frequencies below \( \sim 10^{-3} \) Hz. These errors typically have a power spectrum obeying power laws between \( f^{-3} \) and \( f^{-4} \) and are likely due to thermal instabilities.

At frequencies above \( \sim 10^{-3} \) Hz, the power spectra are mostly atmospheric in nature. The one-color spectrum obeys the expected \( f^{-2/3} \) power law, whose asymptote is indicated in the figure; the one-color spectral height corresponds to a turbulence-limited absolute astrometric accuracy of \( \sim 65 \) masec of arc. For a
One-color fringe position for β Cas, 25 Nov. 1986, at 1 sec/point.

Two-color fringe position for β Cas, 25 Nov. 1986, at 1 sec/point.

Two-color fringe position for β Cas, 25 Nov. 1986, at 10 sec/point.

Two-color fringe position for β Cas, 25 Nov. 1986, at 10 sec/point.


100-sec integration. Over most of the range above $10^{-3}$ Hz, the two-color spectrum shows about a 15-dB improvement over the one-color spectrum or a factor of ~5 reduction in error amplitude. The bump in the two-color spectrum near 0.0015 Hz is believed to be a siderostat drive error which is masked by atmospheric noise in the one-color spectrum. This error should be eliminated with additional laser metrology on the interferometer to be installed in the near future.

Thus, despite the limitations of the two-color method, which were discussed in the previous sections, these data indicate that a two-color absolute astrometric accuracy of ~13 mas of arc should be obtainable from a single 100-sec measurement. For star-switched relative measurements, this error should decrease as the square root of the number of switching cycles, so that wide-field relative accuracies of several mas of arc should be obtainable in a single night. While the effect of systematic errors and the applica-
tion of the two-color method to a large data set need to be explored experimentally, these preliminary results suggest that a significant improvement in the accuracy of ground-based astrometric measurements is possible with two-color techniques.

Appendix: Coherence of the Two-Color Phase Difference

Consider the two-color phase difference

\[ \phi(t) = \phi_1 - (\lambda_1/\lambda_2)\phi_2, \]  

(A1)

where \( \phi_1 \) and \( \phi_2 \) are the fringe phases at wavelengths \( \lambda_1 \) and \( \lambda_2 \). Because of correlations between \( \phi_1 \) and \( \phi_2 \), the coherence time of \( \phi_1 \) will be much greater than that of either \( \phi_1 \) or \( \phi_2 \). In the geometric-optics limit for observation of stars at zenith, \( \phi_2 \) is equal to \((1/D)(\lambda_1/\lambda_2)\phi_1\), where \( D \) is the dispersion. As \( \phi_2 \) is primarily a measure of the one-color atmosphere, water vapor can be ignored in this calculation. The atmospheric coherence time of the one-color phase \( \phi_1 \) can be written \( T_0 \),

\[ T_0 = 1.386D^{1/2}(\tan^2\gamma/2)(h_1h_2)D^{-1/3}. \]  

(A2)

Hence the coherence time \( T' \) for the two-color phase difference \( \phi_2 \) can be written

\[ T'_0 = (D\lambda_1/\lambda_2)^{6/3}T_0. \]  

(A3)

Using a Hufnagel turbulence profile with \( V(h) = V = 10 \text{ m/sec} \) yields \( T' = 13 \text{ msec} \) at \( \lambda_1 = 0.7 \mu \text{m} \). Thus, with \( \lambda_2 = 0.5 \mu \text{m} \), which gives \( D = 87.1 \), the two-color phase difference coherence time \( T'_0 \) is equal to 1.8 sec. With a coherent integration time for the two-color phase difference of \( T' \), the variance of the phase fluctuations about the integral mean can be written \( \sigma^2 = (T'_0/T_0)^{3/2}; \) these fluctuations cause a fractional visibility reduction of approximately \( \sigma^2/2 \) for \( \sigma^2 < 1 \). Thus, even with \( T'_0 = 100 \text{ msec} \), the reduction in fringe visibility is <1%.

As discussed in Secs. III and IV, the effects of diffraction and refraction reduce the correlation between \( \phi_1 \) and \( \phi_2 \). Consider the effects of diffraction for observation of a star at zenith. Assuming a low fringe-tracker bandwidth, the process \( \phi_1 \) as given above will be proportional to \( d(t) \) of Eq. (13). Therefore, the power spectrum of \( \phi_2 \) will be proportional to \( W_{\text{diff}}(f) \), Eq. (25). Using the notation of that section, the variance of \( \phi_2 \) due to diffraction can be written

\[ \sigma^2_{\text{diff}} = 0.50(\lambda_1/\lambda_2)^2F(k_1,k_2)I_{\text{ph}}(k_1). \]  

(A4)

where \( \sigma^2_{\text{diff}} \) is the variance of the log intensity. The variance (A4) is an upper bound on the fluctuations about the integral mean which would occur in a finite coherent integration time. With a Hufnagel turbulence profile, the log intensity variance at 0.7 \mu m is given by \( \sigma^2_{\text{diff}} \approx 0.2 \). Thus, with \( F(k_1,k_2) = 0.14 \), the variance (A4) is given by \( \sigma^2_{\text{diff}} = 0.03 \text{ rad}^2 \), which would lead to a maximum fractional visibility reduction of only 1.5%. Thus diffusive effects can be safely ignored.

Consider now the effect of refraction, computed, as in Sec. IV, in the geometric-optics limit. Assuming independent phase errors at each interferometer aper-
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ABSTRACT

Preliminary astrometric measurements with the Mark III optical stellar interferometer using a 12.005 m north–south baseline were made during seven nights in November 1986. A total of 22 stars were observed over large angles in a 3000-Å wide band centered at 7000 Å. As expected, the estimated precision of the relative positions increases with hour-angle coverage. For the ten stars observed over at least 90° of hour angle, the right ascensions are consistent at the 5 ms of time (1σ) level, while the uncertainties in declination are at the 22 mas (1σ) level. With this small data set, the question of systematic errors cannot be fully examined. A discussion of observational techniques, errors, limitations of this system, and future plans is presented.

1. INTRODUCTION

Determining accurate positions of stars over wide angles allows important measurements not otherwise possible. For example, fundamental constants, such as those of precession, nutation, and galactic rotation require wide-angle astrometry. Measurements at optical wavelengths are being supplanted by those made in the radio bands. Positions of extragalactic radio sources accurate to a few milliarcseconds are now available over the northern hemisphere from radio observations. A similar precision is needed in the visible, if we hope to independently align radio maps with optical images made with such systems as the Hubble Space Telescope, which will have a resolution of 80 mas.

Classical astrometry uses the meridian transit circle to determine the position of stars over large angles to accuracies of order 0.1 arcsec. The new FK5 optical reference frame is believed to be internally consistent at the 0.05 arcsec level at epoch 1987. The alignment of this reference frame with respect to the radio reference frame has yet to be determined. We believe that the radio reference frame is probably internally consistent at the level of a few milliarcseconds (Johnston and DeVegt 1986; Ma et al. 1986).

Modern techniques are evolving that promise improved accuracy in determining star positions. Space techniques such as the HIPPARCOS satellite promise a reference frame of stars down to magnitude 10 with accuracies of a few milliarcseconds. As space techniques are very costly and deployment in orbit is uncertain at this time, the development of ground-based techniques is very important. Initial measurements with an interferometer at Mount Wilson Observatory gave stellar positions accurate to 3 arcsec (Shaol et al. 1987). A new-generation instrument, the Mark III stellar interferometer, is in the process of fabrication. Here we report preliminary measurements with that instrument using the initial 12 m north–south baseline.

Further, interferometry appears to be a technology that offers improved accuracy for both ground and space observations. Before space-based observations are planned in detail using this technique, experience must be gained through the development of ground-based systems.

II THE INSTRUMENT

The Mark III interferometer is the third in a series of optical interferometers built on Mount Wilson, California. Stellar fringes were first tracked with this instrument in September 1986. By November, the system was operating well enough to allow stellar observations to continue all night. This instrument was specifically built to do fundamental astrometry. Several features were incorporated into its design to allow it to accomplish this goal. The fringes were tracked in a closed-loop mode, to allow accurate measurement of the delay. Star tracking and fringe tracking were completely automated, allowing rapid switching between stars. One hundred sixty observations were accomplished during one night. The light from the siderostats was mixed in a central, temperature-controlled building, and the siderostats were mounted on massive concrete piers. As a result, the baseline is fairly stable at the micron level. Other features designed and built, but not yet operational, are expected to further improve the performance of the system. We will limit our description of the instrument to the points relevant to the astrometric performance.

A full description of the instrument is given in Shaol et al. (1988).

The interferometer consists of two 25-cm-diameter siderostats, mounted on massive, insulated concrete piers and currently operating with a north–south baseline of 12.005 m. Four additional piers have been constructed, allowing future observations with a 20 m north–south baseline, as well as with two oblique baselines. From the siderostats, the light
passes through evacuated tubes into a central, temperature-controlled building. The light from each siderostat is directed into delay lines containing movable retroreflectors. Next, the light is combined at a beam combiner and the resulting fringes are detected with a photomultiplier tube using the technique described below. For the observations discussed here, the clear aperture was less than 2 in. and light from only one side of the beam combiner was detected. To maintain parallel wavefronts at the beam combiner, light from an annulus surrounding the central aperture was deflected into a star tracker which adjusts the angles of two flat mirrors. All of the optical hardware in the central building is on a superinvar table except the delay lines. However, the positions of the retroreflectors in the delay lines are measured relative to the superinvar table with a laser metrology system.

To detect fringes, the length of the delay line is dithered in a 500 Hz triangle wave with an amplitude of one optical wavelength. The 'stroke' is divided into four equal segments. The number of photons observed in each of the segments is used to determine the position of the fringe for real-time tracking. A wide-bandpass filter was used to increase the sensitivity and to decrease the contrast of all but the central fringe. Four milliseconds of data are coherently combined. This time constant was chosen to be short relative to the time constant of the atmosphere, so that atmospheric turbulence is frozen during a measurement.

III. DATA

The nightly observing procedure consisted of cycling through a list of stars. Each observation consisted of tracking the central fringe on one star for 100 s after the fringe position was found. During periods of poor seeing or at large zenith angles, the fringe tracker would occasionally lose the fringe and take several seconds to reacquire it. During good seeing, the fringe tracker would successfully track a fringe for several minutes. As many as 160 observations were possible during a single night.

In reducing the data, an observation was first averaged to 1 s. These 1 s delays were averaged by differencing the observed and predicted delays and adding the mean difference to the predicted delay at the mean time. If an observation consisted of fewer than ten 1 s averages, it was discarded. The data were not edited in any other way. A plot of the observed delays as a function of time is shown for a typical night in Fig. 1. The large dots are the 100 s averages. Multiple observations of the same star are connected with small dots.

All of the astrometric information is contained in the observed delay. It is related to the star's position through

\[ d = C_0 + B \cdot S, \]

where \( B \) is the baseline vector, \( S \) is a unit vector pointing in the unrefracted direction of the star, and \( C_0 \) is a constant which depends on the length of the optical path inside the central building and on the differential atmospheric path length between the receiving apertures. Note that for a horizontal baseline with a vacuum delay line, the air path is nearly identical for both arms of the interferometer, causing the effects of atmospheric refraction to cancel out (see the Appendix). We adopt the convention of measuring the delay as a length. Expanding this in a right-handed coordinate system, with \( Z \) axis parallel to the Earth's axis, and \( Y \) axis toward the east point on the horizon, gives

\[ d = C_0 + B_x \sin(\delta) - B_y \cos(\delta) \sin(h) + B_z \cos(\delta) \cos(h), \]

where \( h = t - \alpha \) is the instantaneous hour angle, \( t \) is the local sidereal time, and \( \delta \) is the declination. As the coordinate frame depends upon the rotation of the Earth, the declinations are with respect to the instantaneous celestial pole while the right ascension zero point is arbitrary. Observa-

![Observations from 11 November 1986](image)

**Fig. 1.** Observed delay (in microns) versus universal time (seconds) on 5 November 1986. Note that each large dot is the mean of a 100 s integration. Small dots connect observations of the same star.
tions of the delay of a star as a function of time provide three independent measurements, the amplitude and phase of a sinusoid and a constant offset. A zero point for right ascension cannot be determined from these observations since there is no tie to either the ecliptic or to a well-defined local longitude reference. Observation of N stars at various declinations can be described by specifying 2N + 3 parameters, the three components of the baseline, the delay constant, N declinations, and N - 1 right ascensions. With three independent measurements each, at least three stars must be observed to determine all of the parameters. In practice, this solution is not well constrained. Expanding Eq. (2) in terms of assumed baseline components and star position plus small corrections,

\[ d_{\text{obs}} = d - C_0 - B_y \sin(\delta) + B_x \cos(\delta) \sin(h) - B_1 \cos(\delta) \cos(h) = \Delta C_0 + \Delta B_y \sin(\delta) + \Delta B_x \cos(\delta) + \sin(h)(-\Delta B_y \cos(\delta) + \Delta B_x \sin(h)) + \Delta a B_x \cos(\delta) + \Delta a B_y \sin(\delta) - \Delta B_x \sin(h)), \]

where \( \delta \) and \( h \) are now the assumed declination and hour angle. Since \( B_x \sim 6.8 \) m and \( B_y \sim 10 \) m and \( B_1 \sim 3 \) cm, the residuals are dominated by the \( B_x \) and \( B_y \) terms. If we want to determine equally good values for \( \Delta \delta \) and \( \Delta \theta \), the coefficients of \( \sin(h) \) and \( \cos(h) \) must be determined to the same precision. With 6 hr of coverage, centered on transit, \( \cos(h) \) changes by only \( \pm 0.15 \), whereas \( \sin(h) \) varies by \( \pm 0.7 \). The \( \cos(h) \) term can be separated from the constant term with only about one-fifth of the precision of the other terms. If the baseline or the delay varies slowly with time, more parameters must be added to the fit, further hindering their determination.

We used a two-step procedure to determine star positions from the observed delay. First, we solved for the baseline using a priori estimates of the star positions. Then we used the residual delays from this fit to determine improved star positions. Since we used a priori star positions to determine the baseline, the improved star positions are not absolute, but are relative to a mean position of the stars in the fit.

For the baseline fit, we used star positions taken from the FK5 catalog, transformed to apparent topocentric place of date in accordance with recent IAU resolutions (see Kaplan 1981). For the two binaries in our sample, the positions in the catalog correspond to the center of mass of the systems. We used the orbital positions determined by Worley (private communication) to determine the positions of the primaries.

The parameters used are shown in Table I. In addition, the differential optical path length through the atmosphere was

<table>
<thead>
<tr>
<th>Name</th>
<th>RA</th>
<th>DEC</th>
<th>( \mu_\alpha )</th>
<th>( \mu_\delta )</th>
<th>( \pi )</th>
<th>RV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>J2000.0</td>
<td>J2000.0</td>
<td>s/cen</td>
<td>&quot;/cen</td>
<td>&quot;</td>
<td>km/s</td>
</tr>
<tr>
<td>a And</td>
<td>00:08:23.265</td>
<td>29:05:25.58</td>
<td>1.039</td>
<td>-16.33</td>
<td>0.240</td>
<td>-12</td>
</tr>
<tr>
<td>a Cas</td>
<td>00:09:10.695</td>
<td>59:08:59.18</td>
<td>6.827</td>
<td>-18.09</td>
<td>0.0720</td>
<td>11</td>
</tr>
<tr>
<td>a Cas</td>
<td>00:40:30.450</td>
<td>56:32:14.46</td>
<td>0.636</td>
<td>-3.19</td>
<td>0.160</td>
<td>-4</td>
</tr>
<tr>
<td>\gamma Aql</td>
<td>02:03:53.963</td>
<td>42:19:46.99</td>
<td>0.404</td>
<td>-5.17</td>
<td>0.0130</td>
<td>-12</td>
</tr>
<tr>
<td>\alpha Ari</td>
<td>02:07:10.403</td>
<td>23:27:44.66</td>
<td>1.383</td>
<td>-14.83</td>
<td>0.0430</td>
<td>-14</td>
</tr>
<tr>
<td>\alpha Per</td>
<td>03:24:19.365</td>
<td>49:51:40.34</td>
<td>0.246</td>
<td>-2.46</td>
<td>0.0290</td>
<td>-2</td>
</tr>
<tr>
<td>\gamma Ori</td>
<td>05:25:07.857</td>
<td>6:20:58.74</td>
<td>-0.059</td>
<td>-1.39</td>
<td>0.0260</td>
<td>18</td>
</tr>
<tr>
<td>\beta Tau</td>
<td>05:26:17.511</td>
<td>28:36:26.67</td>
<td>0.169</td>
<td>-17.51</td>
<td>0.180</td>
<td>9</td>
</tr>
<tr>
<td>\beta Aur</td>
<td>05:59:31.720</td>
<td>44:56:50.78</td>
<td>-0.541</td>
<td>0.03</td>
<td>0.0370</td>
<td>-18</td>
</tr>
<tr>
<td>\gamma Gem</td>
<td>06:37:42.725</td>
<td>16:23:57.43</td>
<td>0.293</td>
<td>-4.16</td>
<td>0.0310</td>
<td>-13</td>
</tr>
<tr>
<td>\alpha Gem[^a]</td>
<td>07:34:35.997</td>
<td>31:53:18.53</td>
<td>-1.347</td>
<td>-9.87</td>
<td>0.0720</td>
<td>-1</td>
</tr>
<tr>
<td>\alpha Chi[^a]</td>
<td>07:39:18.113</td>
<td>5:13:30.06</td>
<td>-4.755</td>
<td>-102.29</td>
<td>0.2880</td>
<td>-3</td>
</tr>
<tr>
<td>\beta Gem</td>
<td>07:45:18.946</td>
<td>28:01:34.26</td>
<td>-4.740</td>
<td>-4.59</td>
<td>0.0930</td>
<td>3</td>
</tr>
<tr>
<td>\alpha Leo</td>
<td>10:08:22.315</td>
<td>11:58:01.89</td>
<td>-1.693</td>
<td>0.64</td>
<td>0.0390</td>
<td>6</td>
</tr>
<tr>
<td>\beta Uma</td>
<td>11:01:50.482</td>
<td>56:22:56.65</td>
<td>0.988</td>
<td>3.4</td>
<td>0.0420</td>
<td>-12</td>
</tr>
<tr>
<td>\alpha UMa</td>
<td>11:03:43.666</td>
<td>61:45:03.22</td>
<td>-1.675</td>
<td>-6.65</td>
<td>0.0310</td>
<td>-9</td>
</tr>
<tr>
<td>\gamma Dra</td>
<td>17:56:36.367</td>
<td>51:29:20.21</td>
<td>-0.081</td>
<td>-1.94</td>
<td>0.0170</td>
<td>-28</td>
</tr>
<tr>
<td>\alpha Lyr</td>
<td>18:36:56.332</td>
<td>38:47:01.17</td>
<td>1.726</td>
<td>28.61</td>
<td>0.1230</td>
<td>-14</td>
</tr>
<tr>
<td>\alpha Aql</td>
<td>19:50:47.002</td>
<td>8:52:06.03</td>
<td>3.629</td>
<td>38.63</td>
<td>0.1981</td>
<td>-26.3</td>
</tr>
<tr>
<td>\gamma Cyg</td>
<td>20:22:13.704</td>
<td>40:15:24.14</td>
<td>0.035</td>
<td>0.03</td>
<td>0.0030</td>
<td>-8</td>
</tr>
<tr>
<td>\alpha Cyg</td>
<td>20:41:25.917</td>
<td>45:16:49.31</td>
<td>0.027</td>
<td>0.23</td>
<td>0.</td>
<td>-5</td>
</tr>
<tr>
<td>\epsilon Per</td>
<td>21:44:11.164</td>
<td>9:52:29.92</td>
<td>0.207</td>
<td>-0.06</td>
<td>0.0060</td>
<td>5</td>
</tr>
</tbody>
</table>

[^a] Position is for the center of mass of the binary system. To find the position of the observed star at the time of the observations add to a Gem \( \Delta \alpha = -0.0793 \) and \( \Delta \delta = -0.158 \) and to a Chi \( \Delta \alpha = -0.0085 \) and \( \Delta \delta = -1.378 \).
estimated and removed from the data. A pivot-point correction to account for the siderostat geometry was tested but not included, since it had no significant effect on the results. The form and magnitude of these corrections are discussed in the Appendix.

Effectively, then, the baseline was determined relative to the FK5 system. The baseline was not constant, but drifted slowly during the observations. On four nights during the fall of 1986, a laser interferometer was operated in a vacuum tube between one of the unused piers and the central building, although not connected to the superinvar table. These data were taken before some of the final improvements were made to the system and may not be relevant to the stellar observations. Nevertheless, there were large variations in the path length for the first few hours after sunset. Later in the night, the length drifted by about 1 \( \mu \)m per hour. A constant drift rate provides an acceptable fit (less than 1 \( \mu \)m residuals) to the data later in the night. The large variations in the early evening are almost certainly due to large temperature changes that occur at sunset and should take place prior to the start of our observations in November. Therefore, we assumed that the delay constant and the components of the baseline varied linearly during the stellar observations. In Eq. (2), \( C_0 \) was replaced with \( C_0 + C_i \), \( B_x \) with \( B_0 + B_i \), etc.

There are two major sources of noise: variations in the baseline and atmospheric turbulence. (1) Noise due to baseline variations is caused by effects such as thermal drift, bearing errors, and flexure, and will occur over periods of hours or when comparing observations taken in different parts of the sky. (2) The atmospheric effects include both fluctuations about the mean delay and a systematic offset. The small offset occurs because the path length through the atmosphere is slightly different for the two siderostats. With a north–south baseline, this offset is mainly a function of declination. It has been estimated and removed using the procedure outlined in the Appendix. The fluctuations have an amplitude of as much as 15 \( \mu \)m at a frequency of a few tenths of a Hertz. Using data taken with this interferometer, Colavita et al. (1987) have shown that the power spectrum of these fluctuations goes as \( f^{-7} \). Since this is close to 1/\( f \) noise, we assumed that the uncertainty of a 100 s average due to atmospheric turbulence was the rms width of the distribution of 1 s averages about the mean value. This is not strictly correct, since the noise should integrate down as the sixth root of the integration time. Thus the noise estimate used is roughly a factor of 2 larger than the noise expected from the atmosphere alone. A histogram of these values is presented in Fig. 2.

The baseline parameters were determined separately for each night’s data using standard linear-regression analysis. In weighting the data, we assumed that the atmosphere contributed all of the noise. A plot of the residual delays as a function of time is shown in Fig. 3. The derived parameters were collected in Table II. The observing times, number of observations, mean uncertainties of the observations, and the rms and \( \chi^2 \) of the fits are collected in Table III. The standard deviation of the residual delays varies from 4.6 \( \mu \)m on 14 November to 7.7 \( \mu \)m on 11 November. When data from all seven nights are combined, the standard deviation of the residuals is 6.5 \( \mu \)m. The days with the largest systematic variations in the residuals (5 November, 10 November) are also days with large values of the reduced \( \chi^2 \). On four of the nights, the reduced \( \chi^2 \) is less than 1.2, and the rms of the residuals after the fit is less than the mean uncertainty of the

---

**Figure 2.** Histogram of the estimated uncertainty (in microns) of the observations of all data from November 1986. The observations are 100 s in length, short enough to be dominated by atmospheric fluctuations. The data were averaged to 1 s before determining the rms. A change in declination of 1 arcsec corresponds to a change in delay of roughly 55 \( \mu \)m.

---

**Figure 3.** Residual delay versus time. (a) 5 November 1986; (b) 6 November 1986. Note that the observations obtained on 5 November have systematic effects of 5–10 \( \mu \)m peak-to-peak.
data points. On these nights, the estimate of the uncertainties seems to be valid. However, recall that it is about a factor of 2 larger than that expected from the atmosphere. On the three remaining nights, the $\chi^2$ is greater than 1.5 and the rms of the residuals is greater than the mean of the uncertainties. Two of these nights show large systematic shifts in a plot of the residual versus time (Fig. 3). These are three of the longest nights, but if data from half the night is deleted from the fit, the $\chi^2$ is improved, but not to the level of the four good nights. Thus, on at least these three nights, we seem to be limited by a source of noise other than the atmosphere, presumably thermal or mechanical drifts of the baseline.

If data from all of the stars are combined, there is no systematic variation of the residual delay with hour angle. However, plots of individual stars (Fig. 4) show such trends. This implies that the fit could be improved by solving for corrections to the star positions.

Equation (3) was used to determine corrections to the star positions, assuming the fitted baseline was correct. Errors in the baseline estimate, caused by motions of the baseline more complicated than a linear drift, or by using incorrect star positions in the previous step, couple directly into the estimates of star positions. This two-step fitting does not allow absolute astrometry, but star positions are determined relative to the mean of the stars included in the fit. Again, a standard linear regression was used and the weighting was based on the estimate of the atmospheric noise. Star positions, relative to the assumed positions, determined from each night's data, as well as from a global fit to all of the data, are collected in Tables IV and V. The stars are arranged in order of increasing right ascension. Stars at the beginning and end of the list were only observed near setting, or rising, respectively, and on some nights have very few observations. If less than three observations were made of a star during a night, a fit position for that star was not included in the tables, although those observations were used for fitting the baseline and for the fit to all seven nights' data.

To determine at what level the data are self-consistent, $\chi^2$ tests were performed on the positions in Tables IV and V. The fit to all seven nights' data was taken as the mean position. The positions and errors determined from each night were taken as the data points. There was one fit parameter for each star in the table. The reduced $\chi^2$ came out to be 1.08 for the right ascensions and 0.97 for the declinations, with 91 degrees of freedom. Thus, the data are consistent with the (1σ) errors tabulated. That is, the formal errors from the least-squares fit are a good estimate of the precision (night-to-night repeatability) of the system.

Positions determined for stars observed only near rising or setting have very large errors. However, the errors are smaller for stars with total hour-angle coverage of at least 90°. These ten stars have a mean error in declination of 22 mas (1σ) and in right ascensions 5 mas of time using seven nights of data. We stress that these numbers show the precision.

### Table II. Derived baseline parameters.

<table>
<thead>
<tr>
<th>Date</th>
<th>$C_0$</th>
<th>$b_x$</th>
<th>$b_y$</th>
<th>$C_1$</th>
<th>$g_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 Nov</td>
<td>20762.2e16.4</td>
<td>6752705.1e15.5</td>
<td>31362.0e5.7</td>
<td>4.88e2.7</td>
<td>3.0e2.5</td>
</tr>
<tr>
<td>6 Nov</td>
<td>20758.0e5.6</td>
<td>6752697.2e5.2</td>
<td>31363.3e1.7</td>
<td>-1.71e1.8</td>
<td>1.6e1.7</td>
</tr>
<tr>
<td>9 Nov</td>
<td>20788.5e28.7</td>
<td>6752716.6e27.9</td>
<td>31364.3e0.5</td>
<td>-5.06e0.9</td>
<td>2.6e1.2</td>
</tr>
<tr>
<td>10 Nov</td>
<td>20764.0e6.8</td>
<td>6752707.9e6.8</td>
<td>31371.4e1.9</td>
<td>-5.28e1.8</td>
<td>3.1e1.7</td>
</tr>
<tr>
<td>11 Nov</td>
<td>20778.4e9.6</td>
<td>6752699.5e9.4</td>
<td>31356.6e2.7</td>
<td>2.18e2.0</td>
<td>0.9e1.9</td>
</tr>
<tr>
<td>12 Nov</td>
<td>19938.6e11.2</td>
<td>6752692.5e10.7</td>
<td>31369.8e3.5</td>
<td>2.44e2.5</td>
<td>0.7e2.3</td>
</tr>
<tr>
<td>14 Nov</td>
<td>20843.9e43.5</td>
<td>6752730.1e40.4</td>
<td>31359.7e17.8</td>
<td>-9926027.2e32.7</td>
<td>10.3e5.2</td>
</tr>
</tbody>
</table>

### Table III. Summary of observations.

<table>
<thead>
<tr>
<th>Date</th>
<th>no. of obs</th>
<th>rms $\mu$m</th>
<th>$\sigma$ $\mu$m</th>
<th>$\chi^2$</th>
<th>obs time hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 Nov</td>
<td>98</td>
<td>6.8</td>
<td>6.5</td>
<td>1.64</td>
<td>9.58</td>
</tr>
<tr>
<td>6 Nov</td>
<td>152</td>
<td>5.6</td>
<td>6.9</td>
<td>0.96</td>
<td>10.85</td>
</tr>
<tr>
<td>9 Nov</td>
<td>77</td>
<td>5.1</td>
<td>5.8</td>
<td>1.20</td>
<td>7.62</td>
</tr>
<tr>
<td>10 Nov</td>
<td>142</td>
<td>7.3</td>
<td>7.0</td>
<td>1.53</td>
<td>10.90</td>
</tr>
<tr>
<td>11 Nov</td>
<td>144</td>
<td>7.7</td>
<td>7.3</td>
<td>1.62</td>
<td>10.57</td>
</tr>
<tr>
<td>12 Nov</td>
<td>94</td>
<td>7.4</td>
<td>9.0</td>
<td>0.98</td>
<td>6.40</td>
</tr>
<tr>
<td>14 Nov</td>
<td>68</td>
<td>4.6</td>
<td>6.2</td>
<td>0.84</td>
<td>5.40</td>
</tr>
<tr>
<td>All</td>
<td>819</td>
<td>6.5</td>
<td>7.1</td>
<td>1.28</td>
<td>61.12</td>
</tr>
</tbody>
</table>
Fig. 4. Residual delays for individual stars versus hour angle. (a) β Tau, (b) α Per, (c) γ Ori, (d) γ Gem. These four stars show the largest systematic trends in the data. For our observing geometry, errors in declination correspond to an offset while errors in right ascension correspond to a nonzero slope. Note that the assumed positions for β Tau and α Per are off in declination, while the positions for γ Ori and γ Gem are off in right ascension.

Table IV. Derived corrections to right ascensions for observed stars in seconds of time.

<table>
<thead>
<tr>
<th>star</th>
<th>5 Nov</th>
<th>6 Nov</th>
<th>9 Nov</th>
<th>10 Nov</th>
<th>11 Nov</th>
<th>12 Nov</th>
<th>14 Nov</th>
<th>mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>α And</td>
<td>-0.0806a, 1714</td>
<td>0.0061a, 0110</td>
<td>...</td>
<td>-0.0045a, 0174</td>
<td>-0.0221a, 0204</td>
<td>...</td>
<td>...</td>
<td>-0.0002a, 0085</td>
</tr>
<tr>
<td>β Cas</td>
<td>-0.1298a, 0816</td>
<td>0.0134a, 0214</td>
<td>...</td>
<td>-0.0208a, 0341</td>
<td>-0.0973a, 0593</td>
<td>...</td>
<td>...</td>
<td>-0.0056a, 0169</td>
</tr>
<tr>
<td>α Cas</td>
<td>-0.0053a, 0420</td>
<td>-0.0281a, 0183</td>
<td>-0.0334a, 0670</td>
<td>-0.0193a, 0290</td>
<td>-0.0163a, 0327</td>
<td>...</td>
<td>-0.0168a, 0158</td>
<td>-0.0231a, 0129</td>
</tr>
<tr>
<td>γ Gem</td>
<td>0.0291a, 0250</td>
<td>-0.0036a, 0091</td>
<td>-1.247a, 0892</td>
<td>-0.0015a, 0105</td>
<td>-0.0204a, 0131</td>
<td>...</td>
<td>...</td>
<td>0.3158a, 0692a</td>
</tr>
<tr>
<td>γ Ori</td>
<td>0.0011a, 0191</td>
<td>-0.0011a, 0084</td>
<td>-0.0072a, 0524</td>
<td>-0.0027a, 0065</td>
<td>-0.0055a, 0086</td>
<td>...</td>
<td>...</td>
<td>0.0460a, 0354</td>
</tr>
<tr>
<td>α Per</td>
<td>-0.0053a, 0168</td>
<td>-0.0110a, 0113</td>
<td>-0.0092a, 0246</td>
<td>-0.0134a, 0108</td>
<td>-0.0155a, 0115</td>
<td>...</td>
<td>...</td>
<td>-0.0229a, 0306</td>
</tr>
<tr>
<td>γ Ori</td>
<td>-0.0083a, 0092</td>
<td>-0.0242a, 0140</td>
<td>-0.0069a, 0091</td>
<td>-0.0400a, 0102</td>
<td>-0.0090a, 0081</td>
<td>...</td>
<td>...</td>
<td>-0.0054a, 0458</td>
</tr>
<tr>
<td>α Per</td>
<td>-0.0104a, 0098</td>
<td>-0.0097a, 0108</td>
<td>-0.0194a, 0092</td>
<td>-0.0131a, 0088</td>
<td>-0.0055a, 0361</td>
<td>...</td>
<td>...</td>
<td>-0.0105a, 0507</td>
</tr>
<tr>
<td>α Ari</td>
<td>-0.0009a, 0106</td>
<td>-0.0071a, 0105</td>
<td>-0.0067a, 0111</td>
<td>-0.0044a, 0102</td>
<td>-0.0018a, 0115</td>
<td>...</td>
<td>...</td>
<td>-0.0195a, 0133</td>
</tr>
<tr>
<td>α Ari</td>
<td>-0.0128a, 0106</td>
<td>-0.0354a, 0156</td>
<td>-0.0069a, 0130</td>
<td>-0.0002a, 0120</td>
<td>-0.0185a, 0090</td>
<td>...</td>
<td>...</td>
<td>-0.0167a, 0135</td>
</tr>
<tr>
<td>β Leo</td>
<td>-0.0854a, 0142</td>
<td>-0.0834a, 0204</td>
<td>-0.0941a, 0145</td>
<td>-0.0624a, 0128</td>
<td>-0.0833a, 0092</td>
<td>...</td>
<td>...</td>
<td>-0.0110a, 0161</td>
</tr>
<tr>
<td>α Chi</td>
<td>-0.0176a, 0118</td>
<td>-0.0051a, 0185</td>
<td>-0.0129a, 0124</td>
<td>-0.0285a, 0158</td>
<td>-0.0143a, 0216</td>
<td>...</td>
<td>...</td>
<td>-0.0098a, 0161</td>
</tr>
<tr>
<td>α Gem</td>
<td>-0.0310a, 0128</td>
<td>-0.0053a, 0179</td>
<td>-0.0337a, 0135</td>
<td>-0.0033a, 0125</td>
<td>-0.0064a, 0101</td>
<td>...</td>
<td>...</td>
<td>-0.0050a, 0147</td>
</tr>
<tr>
<td>γ Ori</td>
<td>0.0235a, 0342</td>
<td>0.0608a, 0824</td>
<td>-0.0095a, 0237</td>
<td>-0.0619a, 0382</td>
<td>-0.0075a, 0257</td>
<td>...</td>
<td>...</td>
<td>-0.0094a, 0840</td>
</tr>
<tr>
<td>α Leo</td>
<td>0.0021a, 0193</td>
<td>-0.0142a, 0261</td>
<td>-0.0164a, 0284</td>
<td>-0.0561a, 0250</td>
<td>-0.0121a, 0276</td>
<td>...</td>
<td>...</td>
<td>-0.0034a, 0321</td>
</tr>
<tr>
<td>a UMa</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0674a, 0474</td>
<td>...</td>
<td>...</td>
<td>-0.0674a, 0474</td>
</tr>
<tr>
<td>γ Ori</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.2328a, 3663</td>
</tr>
<tr>
<td>α Lyra</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0303a, 1860</td>
</tr>
<tr>
<td>α Aql</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0023a, 0688</td>
</tr>
<tr>
<td>γ Cyg</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0486a, 0311</td>
</tr>
<tr>
<td>α Cyg</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0182a, 0310</td>
</tr>
<tr>
<td>γ Per</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>-0.0010a, 0191</td>
</tr>
</tbody>
</table>
sion of the measurements and not the absolute accuracy. Larger systematic errors may still be present in the data.

Figure 5 shows the difference between the observed and the FK5 star positions at the epoch of observation for the ten stars with extensive hour-angle coverage. The error bars are 1 standard deviation. Declinations for two stars deviate significantly from the assumed positions (more than 5 standard deviations). The most significant deviation in right ascension is 3 standard deviations. These deviations are larger than expected, given our noise estimates. The $\chi^2$ is 1.8 per degree of freedom for the right ascensions and 2.6 for the declinations. If we assume that the rms errors in the FK5 catalog at epoch 1987 average around 0.005 in right ascension and 0.040 in declination, and add these errors quadratically to our formal errors, then the $\chi^2$ is 1 per degree of freedom, as expected for Gaussian noise. Alternatively, the FK5 catalog may be more accurate than this if there are systematic errors in our data.

If there is flexure in the siderostat systems, or if the differential atmospheric delay was not properly estimated, there may be a systematic error in the star positions as a function of declination. The data are plotted in Fig. 6. There is no apparent systematic trend in the plot.

**IV. Future Plans**

The accuracy of our measurements of star positions is limited by three effects. The observed delay contains an additional term proportional to the index of refraction of the

![Fig. 5. Difference between the Fk position and the FK5 position for the observed stars with the corresponding (1σ) errors. The uncertainties in right ascension are roughly five times larger than the uncertainties in declination because we used a north-south baseline. A large east-west component will decrease the errors in right ascension.](image)

![Fig. 6. Errors in declination versus declination. There are no systematic effects present in this small data set.](image)
atmosphere. Turbulence produces changes in the index of refraction, which in turn causes the atmospheric delay to wander about the expected value. The expected value has been estimated and removed, but the fluctuations limit our ability to estimate the observed delay. This noise is \( \gamma^{-1/2} \), which implies that the signal-to-noise increases as the sixth root of the integration time. Second, errors in the estimate of the baseline produce a residual delay which is then interpreted as an error in the calculated star positions. The baseline errors are dominated by rapid drifts, due to effects such as imperfect ball bearings in the siderostats, flexure, and the pivot-point correction, as well as slower, thermal drifts. Finally, correlations in the fit parameters can cause the wrong baseline to be fit to the data, with resulting errors in the derived star positions.

Four major improvements will be incorporated into this system during 1987. Each of them should have a significant effect on the sources of noise discussed above.

First, observations will be performed in two colors simultaneously. After the light from the two siderostats is combined, it passes through a dichroic mirror. This directs the blue light and red light into separate photomultiplier tubes. Because the atmosphere is a dispersive medium, the atmospheric delay is different in red and blue light, with the difference proportional to the atmospheric delay in either color alone. Thus, by measuring this difference, and either measuring or assuming the dispersion, the effects of the atmosphere can be greatly reduced. Some preliminary two-color data have already been taken. Colavita et al. (1987) estimate that two-color observations should produce, roughly, a factor of 5 decrease in the atmospheric noise.

Second, a more extensive laser metrology system will measure the position of each siderostat mirror relative to the concrete piers on which they are mounted. Changes in the baseline due to motion of the siderostats, imperfect ball bearings, and thermal motions of the siderostats will be measured and corrected. However, drifts due to changing separation of the piers will still have to be estimated from the data. In addition, an internal light source and retroreflectors mounted on the siderostat mirrors will provide a direct measurement of the delay constant up to 20 times each night. These measurements should reduce the systematic variations seen in the residual delays. However, the metrology system imposes limits on siderostat motion which will restrict sky coverage.

Third, an additional baseline with a substantial E-W component will soon be in operation. Switching between baseline lines will take only a few minutes and will be possible roughly once each hour during observing. This should reduce the correlations between the parameters, allowing the determination of absolute declinations.

Finally, a more sophisticated star tracker will be installed, allowing observations of objects 2-4 mag fainter than our current third-magnitude limit. This will allow more stars to be observed and hence a better determination of the baseline. Shao et al. (1987) used the Mark II optical interferometer with a 3.1 m baseline and achieved a precision of 3 arcsec. They estimated that the precision could be improved by a factor of 300 by improving the mechanical and thermal stability of the system and by monitoring the siderostat positions with a laser metrology system. In this paper, we show a factor of 100 improvement over the Mark II system and have not yet incorporated the laser metrology system. Since the noise in our data is still a factor of 2 larger than that expected from the atmosphere, measurement of the siderostat positions should improve the data by a similar factor.

V. SUMMARY

Preliminary astrometric data from a white-light fringe-tracking optical interferometer have been presented. After fitting a baseline to the data, the residual delays were 6.5 \( \mu \)m rms. The noise was still two to three times that expected from the atmosphere and was probably dominated by mechanical roughness and thermal drifts. The residual delays were used to determine new positions for the observed stars. The data demonstrate that relative astrometry can be performed with a precision of less than 22 mas in declination and 5 ms of time in right ascension. The agreement with the FK5 positions is reasonable considering the accuracy of the FK5 catalog and the limitations of our small data set.

APPENDIX

a) Correction for the Atmosphere

Since the index of refraction of air is greater than 1, the optical path length differs from the geometric path length. We determined this difference (1.89 m) for a star at the zenith by integrating the index of refraction as a function of altitude. We used a standard model atmosphere starting at the altitude of Mount Wilson and the standard dependence of the index of refraction on temperature and density. For a plane-parallel atmosphere, possible on a flat Earth without weather, this effect is identical for each siderostat, and the atmosphere has no systematic effect on the observed delay. However, pressure gradients along the baseline will result in index-of-refraction gradients and the correction to the delay will be different for the two siderostats. This effect is small enough to ignore. Making the standard assumption that the pressure gradient balances the Coriolis force, a 10 m/s wind perpendicular to the baseline translates into a change of optical path length of 0.25 \( \mu \)m. A more important effect is due to the curvature of the Earth. The zenith direction differs for the two siderostats. This angle is 0.4° for a 12 m baseline. The difference in zenith angle to the star can be, at most, this much. We assume a plane-parallel atmosphere at each siderostat and write the correction to the delay as

\[
\Delta d = 1.89 \times 10^5 (\sec z_1 - \sec z_2),
\]

where \( z_1 \) and \( z_2 \) are the zenith angle of the star as viewed from the two siderostats and \( \Delta d \) is in microns. For a north-south baseline, this effect is mainly a function of declination. However, if we change the delay constant and the \( Z \) component of the baseline, residual delays are produced which mimic Eq. (A1). Figure 7 shows the residual delays due to the atmosphere (dashed lines) as well as the residuals for \( \Delta D_R = 3.0 \mu \)m and \( \Delta D_E = -5.53 \mu \)m (solid lines). The fit is much better than 1 \( \mu \)m for all parts of the sky.

b) Pivot-Point Correction

In a non-ideal siderostat, the two axes will not intersect and neither will be in the surface of the mirror. Thus the mirror will translate as well as rotate when moving between stars in different parts of the sky. The change in baseline due to this motion can be written as

\[
\delta B = E + A \cos(\phi_e),
\]

where \( E \) is the distance of the center of the mirror from the elevation axis, \( A \) is the separation of the two axes and \( \phi_e \) is
the rotation of the elevation axis. The azimuth (fixed) axis of each siderostat is pointed toward the west and 15° above the horizon. Since the orientations of the siderostats are almost identical, we can write the change in delay as

$$\Delta d = (\delta B_1 - \delta B_2) (\vec{M} \cdot \vec{S} + \vec{M} \cdot \vec{F})$$

$$= 2(\delta B_1 - \delta B_2) \vec{M} \cdot \vec{S},$$

(A3)

where the subscripts refer to the two siderostats and M, S, and F are unit vectors normal to the siderostats and toward the star and feed mirror, respectively. For identical siderostats, the correction vanishes. After installing plastic shims, A and E were measured for the two siderostats. They were $A_S = -91.1 \mu m$, $A_N = -92.3 \mu m$, $E_S = -3.4 \mu m$, and $E_N = +1.3 \mu m$, where the subscripts refer to the south and north siderostats. For these values, the correction is shown as the dashed lines in Fig. 8. The solid lines show the change in delay corresponding to a change in the baseline ($\Delta B_e = -3.4 \mu m$ and $\Delta D_0 = 5.7 \mu m$). Except for more than 4 hr to the east at low declinations, the pivot-point correction mimics the residual delay from the baseline change. If atmospheric or pivot-point corrections are not applied, the baseline parameters will not correspond to the geometric baseline, but the star positions will not be affected. When the pivot-point corrections were applied to the data, the residuals did not decrease. Since we are not sure of the stability of the offsets at the micron level, we decided not to include the corrections in the final fit.
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