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Forbidden Electron Attachment in O₂ (Uncl.)

The electron stimulated desorption yield from condensed O₂ exhibits three peaks around 7, 8.5, and 13 eV, while that from O₂ gas shows only the 7-eV peak. The 7-eV peak is known to arise from the O₂(1Σ⁺→1Σ⁰)₂⁺ compound state. In this paper, the 8.5- and 13-eV peaks are shown to arise from the O₂(3Σ⁺→1Σ⁰)₂⁺ and O₂(2Σ⁺→1Σ⁰)₂⁺ compound states, respectively.

The absence of the 8.5- and 13-eV peaks in the gas-phase spectrum is shown to be due to a 1Σ⁺→1Σ⁰ selection rule, which is valid only in the highly symmetric environment of the gas phase.
I. INTRODUCTION

In collisions of electrons with molecules, an electron may be attached to a molecule forming a temporary negative ion or a negative compound state. The production of this compound state is governed by certain selection rules. The selection rules are:

1. An allowed compound state must have either $1S-1/2$ or $1S+1/2$ total spin, when the target molecule has total spin $S$;
2. it should have an electronic configuration which differs by less than three-electron excitations with respect to the initial state (i.e., the target molecule plus an incident electron);
3. it must not have $\Sigma^+$ (or $\Sigma^-$) symmetry, if the target molecule is linear and has $\Pi^-$ (or $\Pi^+$) symmetry. The last selection rule has been established just recently and has been called the $\sigma^-$ selection rule. When either of the three selection rules are not satisfied, we use the term, forbidden electron attachment, by analogy with forbidden optical transitions.

Compound states which are forbidden in the gas phase may not be forbidden in the solid phase, because of distortion of the local symmetry. Although the selection rules involving spin symmetry and number of electron excitations may persist in the solid phase, the rule involving cylindrical symmetry of linear molecules (or the $\sigma^-$ selection rule) may relax in the solid phase. In fact, this breakdown of cylindrical symmetry has been clearly observed in optical transitions. In this paper, we study oxygen molecular systems in the gas and solid phases and
identify, for the first time, the compound states which are
forbidden by the $^3S$ selection rule. \( \Omega_{^3S} \neq 0 \)

In Sec. II, we analyze some experimental data previously
published in the literature. Our findings are summarized in
Table I. In Sec. III, various properties of the lower-lying $O_2$-
compound states are predicted utilizing empirical methods. These
properties are summarized in Table VII. In Sec. IV, we identify
the forbidden compound states by comparing experimental (Table I)
and theoretical (Table VII) results. Finally in Sec. V, we
review previous work.

II. EXPERIMENTAL RESULTS

A. Energy dependence of the $O^-$ yields

Figure 1 shows electron stimulated $O^-$ desorption yields from
various samples ($O_2/W$, $O_2/Pt$, and $O_2$ gas) as a function of the
incident electron energy. These $O^-$ yield curves are reproduced
from figures previously published in the literature.\(^3\)-\(^5\) The
relative magnitudes of these curves do not represent the actual
relative $O^-$ yields. For example, the $O^-$ yield from $O_2$ gas
(dotted curve) is arbitrarily normalized to the peak of the $O_2/Pt$
curve for comparison. For the $O_2/W$ data,\(^6\) a polycrystalline $W$
ribbon was dosed with 10 L (Langmuirs, 1L=10\(^{-6}\) Torr Sec) of $O_2$
at room temperature. All three $O_2/Pt$ samples\(^7\)-\(^9\) were prepared by
condensing $O_2$ gas on a polycrystalline Pt ribbon at 20 K with a
constant $O_2$ dosage. The estimated $O_2$ film thickness is 3
monolayers (ML) for all three Pt samples. Two of the three
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curves for O$_2$/Pt are measured with retarding potentials ($V_{\text{m}}=-1.5$ and -1.8 eV) against the outgoing O$^-$ ions. The $V_{\text{m}}=-1.8$ eV retarding potential, for example, discriminates O$^-$ ions whose kinetic energies outside the condensed film are less than 1.8 eV.

The shaded area shows our estimated contribution due to the direct process, which we shall discuss later. Figure 2 shows the OH$^-$ yield from C$_6$H$_{14}$ (IML)/O$_2$ (3ML)/Pt and the O$_2$.O$^-$ and O$_2$ yields from (O$_2$)$_n$ cluster. These curves are reproduced from Refs. 6 and 7 respectively. The O$^-$ yield from O$_2$ gas (dotted curve) is shown again for comparison.

The O$^-$ ions from O$_2$ are generated by the reaction

$$e^- + O_2 \rightarrow O_2^- \rightarrow O + O^- \ , \ (1)$$

so that maxima in the O$^-$ yield curve reflect the positions of O$_2^-$ compound states. The OH$^-$ yields from C$_6$H$_{14}$ (IML)/O$_2$ also reflect the positions of O$_2^-$ compound states, because the OH$^-$ ions are generated by two steps; namely, reaction (1) followed by

$$O^- + C_6H_{14} \rightarrow OH^- + C_6H_{13}^- \ , \ (2)$$

according to Sanche and Parenteau. Similarly, O$_2$.O$^-$ and O$_2$ ions from O$_2$ clusters are generated via the initial step,

$$e^- + (O_2)_n \rightarrow (O_2)_{n-1}.O_2^- \ . \ (3)$$

Therefore, the O$_2$.O$^-$ and O$_2$ yield curves also reflect the positions of O$_2^-$ compound states.
Figures 1 and 2 exhibit three peaks around 7, 8.5, and 13 eV as indicated in the two figures. The 8.5-eV peak in (O\(_2\))\(_n\) curves (Fig. 2) has been interpreted as a shift of the 7-eV state due to the polarization of the (O\(_2\))\(_n\) cluster.\(^7\) Also the 8.5-eV peak in O\(_2\)/Pt curves (Fig. 1) was not ascribed to another compound state.\(^8\) In this work, we attribute the 8.5-eV peak to another O\(_2\)\(^-\) compound state, based on the following four reasons: (1) Any polarization of the (O\(_2\))\(_n\) clusters should shift the 7-eV peak to lower energy, contrary to that observed. (2) The peak position of the 8.5-eV feature does not shift to higher energy, when the retarding potential is increased from -1.5 to -1.8 eV. In addition, there is an indication of a shoulder around 7 eV in the O\(_2\)/Pt(V\(_n\)=1.5eV) curves, suggesting that the 7-eV peak has not been shifted. (3) All ion-yield curves measured without retarding potentials, except the O\(^-\) yield curve from gaseous O\(_2\), indicate the presence of the 8.5-eV feature. In fact, the 8.5-eV feature dominates in the O\(_2\)\(^-\)-(O\(_2\))\(_n\) curve of Fig. 2. (4) Theory predicts three O\(_2\)\(^-\) compound states in the energy range from 7 to 15 eV, which can dissociate into an O+O\(^-\) limit. To sum up, the 7-, 8.5-, and 13-eV features we believe to arise from three different O\(_2\)\(^-\) compound states.

As seen in Figs. 1 and 2, the relative intensities of the three features depend strongly on the structure of the sample (such as the O\(_2\) layer thickness, substrate, and cluster size), the detected ions (O\(^-\), O\(_2\)\(^-\), O\(_2\)O\(^-\), or OH\(^-\)), and the detection angle of the ions. However, to establish the nature of the forbidden electron attachment, analysis of these intensities is
not essential. The only fact which is used in this work is that both the 8.5- and 13-eV features are absent (or negligible relative to the 7-eV feature) in the 0- yield curve of gaseous D$_2$ (see Figs. 1 and 2).

B. 0- kinetic energy distributions

Figure 3 shows the kinetic energy distributions of the 0- ions from D$_2$ (3ML)/Pt measured at various incident electron energies ($E_e$=5.7, 7.7, 12, and 13 eV). These data were obtained by Azria et al. with an electron-energy resolution of 0.3 eV and an ion-energy resolution of 0.5 eV. The relative 0- kinetic energy ($E_{\text{rel}}$) (the absolute scale of the 0- kinetic energy was not determined) is measured with respect to the peak energy of the $E_e$=5.7eV curve. The three symbols in horizontal bars (closed and open circles and open triangle) indicate three different contributions, which will be described later. The horizontal bar with a symbol indicates the possible range of the peak position for each contribution. In Fig. 4, these peak-position ranges are plotted as a function of the incident electron energy, $E_e$. The broken straight lines are given by the equation,

$$E_{\text{rel}} = (E_e - E_d)/2 - 1.03 \text{ (eV)},$$

(4)

where $E_d$ is the relevant O+O- dissociation limit measured from the O$_2$ ground state ($v=0$). The $E_d$=5.65, 5.62, and 7.84 eV correspond to the lowest three dissociation limits, O($^3\Pi$)+O$^-(\tilde{F})$, O($^1\Sigma$)+O$^-(\tilde{F})$, and O($^1\Sigma$)+O$^-(\tilde{P})$, respectively. The O- kinetic energy ($E_{\text{rel}}$) from D$_2$ gas is given by
\[ E_{\text{ave}} = \frac{(E_i - E_o)}{2}, \]  
where \( E_i \) and \( E_o \) have the same meanings as those of Eq. (4). The constant shift (1.03 eV) of \( E_{\text{ave}} \) with respect to \( E_{\text{ave}} \) arises from the artificial choice of the zero of energy for \( E_{\text{ave}} \) (i.e., \( E_{\text{ave}} = 0 \) for \( E_i = 5.7 \text{eV} \) and \( E_o = 3.65 \text{eV} \)).

As seen in Fig. 4, the features denoted by closed circles fit well on the straight line with \( E_o = 3.65 \text{eV} \), indicating that they arise from the process,

\[ e^- + O_2(3P) \rightarrow O_2^- \rightarrow O(3P) + O^- (3P). \]  
Similarly, the features with open circles fit well on the line with \( E_o = 5.62 \text{eV} \), indicating that they arise from the process,

\[ e^- + O_2(3P) \rightarrow O_2^- \rightarrow O(3P) + O^- (3P). \]  
On the other hand, the features with open triangles do not fit on any of the lines. These features have been previously ascribed to the multiple scattering process, that is,

\[ e^- + O_2(3P) \rightarrow O_2^- \rightarrow O(3P) + e^- \]  
followed by

\[ e^- + O_2(3P) \rightarrow O_2^- \rightarrow O(3P) + O^- (3P). \]  
The above analysis supports this interpretation. A good fit to theory for the closed and open circles suggests that no significant amount of momentum is transferred to the \( O_2 \) lattice when the \( O^- \) desorbs from the surface. A similar conclusion was reached in the study of \( \text{Cl}^- \) desorption from condensed \( \text{Cl}_2 \).
The $O^-$ kinetic energy distributions (Fig. 3) give information on the dissociation limits of the three $O_2^-$ compound states. The curves at $E_1=12$ and 13 eV show that the 13-eV compound state dissociates into the lowest two limits and the probability for dissociation into the second lowest limit is larger than that into the first. The $E_1=7.7$ eV curve shows that the 7-eV compound state dissociates only into the lowest limit. The dissociation limits of the 8.5-eV compound state cannot be obtained directly from Fig. 3; however, it can be deduced by the following argument. The 7-eV compound state yields predominantly 1.7-eV (=(7.0-3.65)/2) $O^-$ ions, provided that the momentum transfer to the $O_2$ lattice is negligible. The retarding potential $V_r=-1.5$ eV is strong enough to discriminate such low-energy ions, and indeed the 7-eV peak disappears in the $V_r=-1.5$ eV curve (see Fig. 1). Similarly, if the 8.5-eV compound state predominantly dissociates into the second lowest limit, the dominant $O^-$ kinetic energy would be 1.5 eV (=(8.5-5.62)/2). The retarding potential $V_r=-1.5$ eV should discriminate such low-energy $O^-$ ions. The presence of the 8.5-eV peak in the $V_r=-1.5$ eV curve (Fig. 1), therefore, indicates that the 8.5-eV compound state predominantly dissociates into the lowest limit.

C. Widths

The widths of the 8.5- and 13-eV features can be estimated from the curves in Figs. 1 and 2. From the $O_2/\text{Pt}(V_r=-1.5$ and -1.8 eV) curves in Fig. 1, we estimate FWHMs for the 8.5- and 13-eV features to be 2.3±0.4 and 2.1±0.4 eV, respectively. In these
estimates, the energy spread of the electron beam (0.3 eV) has been taken into account. From the 8.5-eV feature in the $O_2^-/(O_2)^+$ curve and the 13-eV feature in the DH+/C$_6$H$_4$/O$_2$ curve, we estimate their FWHMs to be 2.2±0.3 and 2.3±0.4 eV, respectively. The energy spreads of the electron beams in these experiments are 0.5 eV (Ref. 7) and 0.3 eV (Ref. 6) respectively. The two estimates (i.e., 2.3 and 2.2 eV for the 8.5-eV feature and 2.1 and 2.3 eV for the 13-eV feature) agree reasonably well.

We can estimate the contribution of a compound state to the $O^-$ yield curve utilizing its FWHM. The shaded area in Fig. 1 shows such a contribution estimated with a FWHM=2.1 eV and the electron beam spread=0.3 eV for the 13-eV feature. Figure 1 indicates a slowly varying background under the 13-eV feature. This background is due to multiple-electron scattering and is expected to vary slowly. We have already seen the presence of multiple-electron scattering in the $O^-$ kinetic energy distribution (Fig. 3), namely the contributions marked with open triangles. The multiple-electron scattering in Fig. 3 is about 50% at 13 eV, which agrees with the background contribution (about 50%) at 13 eV in Fig. 1. This agreement supports the FWHM=2.1 eV estimate for the width of the 13-eV compound state.

In conclusion, we estimate the widths of the 8.5- and 13-eV features to be 2.2±0.3 and 2.1±0.4 eV, respectively. The width of the 7-eV feature, which is observed in the $O^-$ yield curve of O$_2$ gas, is 2.0±0.2 (Refs. 3 and 9).

D. Summary
Table I summarizes the observed characteristics of the 7-, 8.5-, and 13-eV compound states. For all three states, the survival rate against autodetachment (i.e., $D_e^- \rightarrow D_0^+e^-$) during dissociation into an $O^+O^-$ limit must be substantial, because $O^-$ ions from these three compound states are observed. The vertical energies in the table are measured from the $D_0$ ground state ($v=0$) to the peaks observed in the ion yield curves. The FWHMs are the widths observed in the ion yield curves. The "I," "II," and "III" in the "Dissociation limit" column stand for the lowest and the second lowest $O^+O^-$ dissociation limits. In the following sections, we shall identify these three compound states using their characteristics listed here.

III. THEORETICAL ANALYSES

A. Vertical energies

Tables II, III, and IV list the observed and estimated vertical energies measured from the $D_0$ ground state to the $D_e$, $D_0^-$, and $D_e^-$ valence states, respectively. The valence states are identified by their electronic configurations (EC) and state symmetries except for the three $D_e^- (1s^-1s^-) \pi \pi \nu$ states, which have an additional label, I, II, or III. When a valence state mixes strongly with Rydberg states, such as the $D_e^- (1s^-1s^-) \pi \pi \nu$ valence state with the $\pi \pi \nu (1s^-1s^-3p_0)$ Rydberg state, the pure valence state energy is estimated from analyses presented in the literature. All the vertical energies listed in the three tables represent pure valence state energies. The references on which
the experimental data or analyses are based are cited in the tables.

In these three tables, estimated (as opposed to observed) vertical energies are enclosed in parentheses. Table V shows how we estimate an unobserved vertical energy from theoretical calculations, using the $O_x^{-1}(l_x u^{-1})^2P_u(II)$ state as an example. Although theoretical calculations may not accurately reproduce the absolute energy splittings arising from a given electronic configuration, they usually reproduce the relative energy splittings, as shown in Table V (compare the "Experiment" and "Theory" columns). In other words, when a scale factor is included and optimized such that the scaled energies reproduce the observed splittings as closely as possible, we usually obtain excellent agreement with experiment. Adopting the estimated splitting 4.1 eV for $O_x^{-1}(l_x u^{-1})^2P_u(II)$—$O_x^{-1}(l_x u^{-1})^2P_u$, and the observed energy 16.70 eV for the $O_x^{-1}(l_x u^{-1})^2P_u$ state, we estimate the $O_x^{-1}(l_x u^{-1})^2P_u(II)$ state energy to be 20.8 eV. This estimated energy is listed in Table III and enclosed in parentheses. The theoretical calculations utilized are cited in the "Reference" columns. When theoretical calculations are not available, such as for the $2e_x^{-1}$ and $2e_x^{-1}1t_g$ cases, we use the relative energies of analogous ECs, such as $3e_x^{-1}$ and $3e_x^{-1}1t_g$, for the above examples.

The configuration center (CC) of an electronic configuration (EC) is defined as a weighted average of state energies arising from the EC. Tables II, III, and IV include such CCs, which are
calculated from the vertical energies. The averaged vertical excitation energy (AVEE) can be calculated from a pair of CCs. For example, the AVEE for the $1s_u-1s_v$ excitation can be calculated from the differences of the following three pairs: $O_6^--1s_u-1s_v$ and $O_6^--1s_u-1s_v$ and the GSC (the ground state configuration of $O_6$), or $O_6^--1s_u-1s_v$ and $1s_u$. Table VI compares the AVEEs calculated from the different pairs of CCs. This comparison clearly shows that the AVEEs are nearly independent of the molecular charge. Assuming this independence, we can often predict the CCs of $O_6^-$ states with an uncertainty of less than 1 eV.

We expect the charge independence in the AVEE's based on the following argument. The CC of an EC specified by a set of electron occupation numbers $(n_1,n_2,...)$ is given to a good approximation by

$$E_{cc}(n_1,n_2,...) = A + \sum_i B_i n_i + \sum_{i,j} C_{ij} n_i n_j ,$$

where $A$, $B_i$, and $C_{ij}$ are independent of occupation numbers. The quadratic coefficients $C_{ij}$ are symmetric with exchange of indexes and approximately satisfy the relation

$$C_{ij} = (C_{ij} + C_{ji})/2 .$$

Further, the diagonal coefficients $C_{ii}$ are approximately proportional to

$$C_{ii} \propto \int \phi_1^*(r_1) \left( \frac{1}{|r_1-r_2|} \right) \phi_1^*(r_2) r_1^2 dr_1 dr_2 ,$$
where \( \Psi_i(r) \) is the \( i \)-th molecular orbital (MO). Using Eqs. (10) and (11), we have the AVEE for the 1\rightarrow2 excitation,

\[
E_{\text{ave}}(n_{1-1},n_{2+1},\cdots) - E_{\text{ave}}(n_{1},n_{2},\cdots) = B_{2} - B_{1} + (C_{22} - C_{11})E_{1}\, \text{(13)}
\]

Expression (13) shows that the AVEE should depend on \( E_{1}n_{1} \) or the total charge of a molecule, which is a sum of nuclear charges minus \( E_{1}n_{1} \). For homonuclear diatomic molecules, however, we have \( C_{11} = C_{22} \) to a very good approximation among valence MOs \( I \) and \( J \), because the Coulomb integral, Eq. (12), is insensitive to the details of the \( \Psi_i(r) \) distribution, and because \( \Psi_i(r) \) for valence MOs in a homonuclear diatomic molecule are similar in size and localization. Hence, for a valence excitation of homonuclear diatomic molecules, we should have

\[
E_{\text{ave}}(n_{1-1},n_{2+1},\cdots) - E_{\text{ave}}(n_{1},n_{2},\cdots) = B_{2} - B_{1} \, \text{(14)}
\]

This explains the near independence on molecular charge and justifies the use of the AVEEs for predicting other unobserved \( D_{a}^- \) states.

There are several ways to estimate the unobserved vertical energies of the \( D_{a}^- \) compound states. For example, we can estimate the vertical CC of the \( 3\sigma_{a}^-1\sigma_{a}^\pi \) configuration from any of the following three equations,

\[
3\sigma_{a}^-1\sigma_{a}^\pi - 1\sigma_{a} (0.2 \text{ eV}) = 7.5 \text{ eV} \, \text{(15)}
\]
\[
3\sigma_{a}^-1\sigma_{a}^\pi - 1\sigma_{a} - 1\pi_{a}^\sigma (7.8 \text{ eV}) = 0.6 \text{ eV} \, \text{(16)}
\]
\[
3\sigma_{a}^-1\sigma_{a}^\pi - 3\pi_{a} (10.6 \text{ eV}) = -2.5 \text{ eV} \, \text{(17)}
\]
where the right hand sides of the above equations are the AVEEs for $O_\text{a}$ listed in Table VI. Although we could use the AVEEs for $O_\text{a}^-$ instead of $O_\text{a}$, we prefer the $O_\text{a}$ data to the $O_\text{a}^-$ data because the total charge difference between $O_\text{a}$ and $O_\text{a}^-$ is smaller than that between $O_\text{a}^-$ and $O_\text{a}^-$. These equations give the $3o_a^- - 1s_a^+$ energy as 7.7, 8.4, and 8.1 eV, respectively. Averaging these three, we estimate the $3o_a^- - 1s_a^+$ energy to be 8.1 eV with a probable uncertainty of ±0.9 eV. This and similarly estimated vertical energies for the lower-lying $O_\text{a}^-$ valence states are listed in Table VII. The listed ECs are the lowest 7; the next lowest EC is located around 24 eV.

We have excluded $O_\text{a}^-\text{Rydberg states}$, that is the $v^-\text{Ryd}^-$ states, from our considerations for the 8.5- and 13-eV compound states, because Rydberg states are not observed in the solid phase and probably do not exist in the solid. Even if the $O_\text{a}^-\text{Rydberg states}$ do exist in the solid, they most likely do not dissociate into an $O^+\text{-}O^-\text{limit}$. In any event, we find that some of our estimated $O_\text{a}^-\text{valence states}$ agree nicely with the 8.5- and 13-eV features observed in the $O^-$ yields. In the following sections, we restrict ourselves to the $O_\text{a}^-\text{valence states}$.

### B. Properties of the $O_\text{a}^-\text{valence states}$

Table VII summarizes the properties of the lower-lying $O_\text{a}^-\text{valence states}$. We explain each property in the following subsections.

#### 1. Electron attachment
According to the selection rules described in Sec. I, we can classify electron attachments into three categories: allowed with one-electron excitation (A(1)), allowed with two-electron excitations (A(2)), and forbidden (F). The attachment probability of A(1) excitations generally much higher than that of A(2). The possible lower-energy-electron attachments from the \( \Omega \) ground state \( ^{2}S_{\text{u}}^{-} \) are classified as above and listed in Table VII. Although the formation of the \( ^{3}A_{\text{u}}(3S_{\text{u}}) \) state appears to be A(1), it is not A(1) but A(2) because the \( ^{3}A_{\text{u}}(3S_{\text{u}}) \) state arises from the \( ^{1}S_{\text{g}}(^{3}A_{\text{u}})3S_{\text{u}} \) configuration but the initial state has the \( ^{1}S_{\text{g}}(^{3}E_{\text{g}})6S_{\text{g}} \) configuration. Here, \( \ell \Delta_{\text{u}} \) represents an incoming electron orbital of kinetic energy \( \ell \) and symmetry \( \Delta_{\text{u}} \). All forbidden attachments in the table are due to the \( \ell - \sigma \) selection rule. These \( \ell - \sigma \) forbidden attachments are expected to relax in the solid phase; the analogous \( \ell - \sigma \) forbidden photoabsorption processes are indeed observed in solid \( \Omega \).

2. Electron detachment

Figure 5 illustrates a dissociative attachment process accompanied with autodetachment or autoionization, also called electron detachment. The \( \Omega^{-} \) state, which is formed by electron impact of energy \( \ell \), autoionizes into an \( \Omega_{\text{a}} \) state, when \( W^{-}(R) > W(R) \) or \( R_{a} < R < R_{c} \). Here, \( W^{-}(R) \) and \( W(R) \) are the potential energy curves of the \( \Omega_{\text{a}}^{-} \) and \( \Omega_{\text{a}} \) states, \( R_{a} \) is the turning point of the \( W^{-}(R) \) at the energy \( \ell \), and \( R_{c} \) is the crossing point of the two potential curves (see Fig. 5). In order to dissociate into
an O+O\textsuperscript{-} limit, the O\textsubscript{2}\textsuperscript{-} state must survive against the above-mentioned autoionization. According to Bardseley et al.,\textsuperscript{29} the dissociative attachment cross section \( \sigma_{AA}(E) \) for the above process is given approximately by

\[
\sigma_{AA}(E) = \sigma_{AA}(E) \exp\left(-\int_{R_c}^{\infty} \Gamma(R)/\mathcal{A}v(R) \, dR \right), \tag{18}
\]

where \( \sigma_{AA}(E) \) is the cross section for formation of the O\textsubscript{2}\textsuperscript{-} state; \( \Gamma(R) \) is the width of the O\textsubscript{2}\textsuperscript{-} state with respect to the autoionization; and \( v(R) \) is the relative velocity of the nuclei. The exponential factor in Eq. (18) represents the probability that the O\textsubscript{2}\textsuperscript{-} state survives against the autoionization.

\( \Gamma(R) \) for one-electron processes, such as

\[
\text{O}_2^{-}(1s_u^{-1}1s_g)\text{e}^{-} \rightarrow \text{O}_2(1s_u^{-1}1s_g)^{-}\text{e}^+ + \text{e}^{-}, \tag{19}
\]

is governed by the kinetic energy of the outgoing electron \( (\Delta W(R) = W^{-}(R) - W(R)) \) and the asymptotic angular momentum \( j \) of the outgoing electron through the centrifugal barrier. For small \( \Delta W \), \( \Gamma \) is proportional to

\[
\Gamma \propto \Delta W^{\frac{j+1}{2}}, \tag{20}
\]

for a one-electron process, and, in general, \( \Gamma \) increases monotonically with \( \Delta W \).\textsuperscript{29} For two-electron processes, on the other hand, \( \Gamma \) is a slowly varying function of \( \Delta W \) and is orders of magnitude smaller than that for one-electron processes, except for the \( \Delta W \ll 1 \) case. Since the survival factor depends exponentially on \( \Gamma \) (Eq. (18)), the survival factor for one-electron processes is several orders of magnitude smaller than
that for two-electron processes except again for the $\Delta W \ll 1$
case.

The magnitude for autoionization via one-electron processes
can be characterized by a pair of parameters, $\Delta W(R_e)$ and $\Delta R_{\text{ee}}$
($=R_0-R_e$), where $R_e$ is the equilibrium internuclear distance for
the $0^+_1$ ground state. Both parameters are referred to $R_e$ because
the initial $0^+_1$ state is formed with the highest probability at
$R=R_e$ according to the Franck-Condon principle. The larger the
$\Delta W(R_e)$ and $\Delta R_{\text{ee}}$, the smaller the $e_{\text{OA}}$ (or $O^-$ yield). These $\Delta W(R_e)$
and $\Delta R_{\text{ee}}$ parameters are listed in Table VII.

There are two types of states in Table VII: those which
autoionize by detaching the $1s_\pi$ electron and those by detaching
the $3\sigma_u$ electron. The states in the former group have much
smaller $\Delta W(R_e)$ and $\Delta R_{\text{ee}}$ than those in the latter group. The $0^-_{\text{O}_2^-}(3\sigma_u)^2 \Sigma_u^-$ state, one of the latter group, dominates the
vibrational excitation spectra. This state, however, does not
appear in the $0^-$ yield curve, indicating that the survival rate
of this state is negligibly small. Other states in the latter
group also should have negligible survival rates, since they have
larger $\Delta W(R_e)$ and $\Delta R_{\text{ee}}$ than the $0^-_{\text{O}_2^-}(3\sigma_u)^2 \Sigma_u^-$ state. In short,
all states which autoionize by detaching the $3\sigma_u$ electron cannot
appear in the $0^-$ yield curve. On the other hand, the $0^-_{\text{O}_2^-}(1s_\pi^-$
$3\sigma_u)^2 \Pi_u$ state, one of the former group, has been observed in
the $0^-$ yield curve, indicating that the survival rate of this
state is substantial. Since other states in the former group
have smaller $\Delta W(R_e)$ and $\Delta R_{\text{ee}}$ than this state, they should have
even larger survival rates. In other words, all states which autoionize by detaching the 1s_e electron, except for the Os^-
(1s_e)π_u state, can produce O^- ions if they are formed. The Os^-
(1s_e)π_u state cannot produce O^- ions, because its vertical
energy (0.21 eV) is much lower than the lowest O2O^- dissociation
limit (3.65 eV). In conclusion, the survival rate analyses
indicate that only three O^- states, π_u(1s_e-W_1s_u^-), π_u(2s_e-
1s_u^-), and π_u(2s_e-1s_u^-), can produce ample O^- ions.

Figure 6 schematically shows σ_a(E), σ_a(E), and SF(E)
(survival factor) as a function of the incident electron energy
E. σ_a(E) has a peak at E=W_(R_π) because of the Franck-Condon
principle. SF(E) is unity below E=W_(R_π), since r=0 in this
region, and decreases monotonically with increasing E, since the
integrand of the survival factor is always positive and the lower
integration limit (R_π) decreases with increasing E (see Eq.
(18)). Since σ_a(E)=σ_a(E)SF(E), the peak position of σ_a(E)
should be shifted to lower energy relative to that of σ_a(E).
This means that a peak position observed in the O^- yield (a_π peak)
should be lower than the corresponding vertical energy (the σ_a peak).
Indeed, the O^- yield peak observed at 6.7 eV,
which is due to the Os^-(1s_u^-1s_e^-)π_u resonance, is lower than
the vertical energy 7.8 eV by 1.1 eV. For the Os^-(2s_e-
1s_e^-)π_u^- and Os^-(2s_e^-1s_u^-)π_u^- resonances, we expect smaller
shifts (< 0.3 eV) than for the Os^-(1s_u^-1s_e^-)π_u resonance,
because the former two states have smaller ΔW(R_π) and ΔR_π
parameters than the latter state.
3. Franck-Condon widths

The width of the repulsive \( D_m^- \) compound state is predominantly governed by the Franck-Condon overlap integral between the \( v=0 \) vibrational wavefunction of the \( D_m^- \) ground state, \( \psi_0(R) \), and the vibrational wavefunction of the repulsive \( D_m^- \) compound state. In the reflection approximation,\(^{28,29}\) the repulsive wavefunction can be replaced by a \( \delta \) function which differs from zero only at the classical turning point. The results obtained with this replacement, deviate only slightly from those obtained with accurate wavefunctions.\(^{28,29}\) With this approximation, the Franck-Condon width (FCW) of the repulsive \( D_m^- \) compound states can be given,

\[
\text{FCW} = 4R(u=0) \times \left| \frac{dW^-(R)}{dR} \right|_{R=R_m^-},
\]

where \( 4R(u=0) \) is the FWHM of \( \psi_0(R)^2 \), because \( W^-(R) \) of a repulsive state is nearly linear over the Franck-Condon region.

The FCWs in Table VII are estimated from theoretical calculations in the literature, except for the FCW of the \( ^3\Pi_u^- (1\sigma_u^- 1\sigma_u^+) \) state. The FCW of this state is calculated from the experimental slope determined by O'Malley.\(^{30,31}\) The slopes (i.e., \( dW^-(R)/dR \) at \( R=R_m^- \)) for the \( ^3\Pi_u^- (1\sigma_u^-) \), \( ^3\Sigma_u^- (3\sigma_u) \), and \( ^3\Sigma_u^- (5\sigma_u) \) states are calculated from the MCSCF results\(^{28,29}\) by quadratic curve fittings. The data in parentheses are estimated by assuming empirical relations such as

\[
\text{Slope}(3\sigma_u^- 1\sigma_u^+) - \text{Slope}(1\sigma_u^- 1\sigma_u^+) = \text{Slope}(5\sigma_u^- 1\sigma_u^+) - \text{Slope}(1\sigma_u^- 1\sigma_u^+). \tag{22}
\]
The error ranges for the FCWs (2.4 and 2.2 eV) of the \( ^{3}I_{u}^{-}(5\sigma_{u}^{-}+1\pi_{u}^{-}) \) and \( ^{3}I_{u}^{-}(2\sigma_{v}^{-}+1\pi_{u}^{-}) \) states may be around ±0.4 eV.

There are two experiments which reflect the FCWs. First, the vibrational excitation cross section for \( v=1-4 \) show a single peak with FWHM of 5.0 eV, which has been attributed to the \( 0\pi_{u}^{-}(3\sigma_{u}^{-})^{3}I_{u}^{-} \) resonance. The FWHM (5.0 eV) of the vibrational cross section should be larger than that (4.3 eV) of the electron attachment, supporting our estimate of 4.3 eV. Second, the \( O^{-} \) yield due to the \( 0\pi_{u}^{-}(1\sigma_{v}^{-}+1\pi_{u}^{-})^{3}I_{u}^{-} \) resonance has a FWHM of 2.0 eV. The difference between the FWHM (2.0 eV) of the \( O^{-} \) yield and the FCW (3.0 eV) of this compound state is caused by a sizable autodetachment rate (see Fig. 6). Since autodetachment from the \( 0\pi_{u}^{-}(3\sigma_{u}^{-}+1\pi_{u}^{-})^{3}I_{u}^{-} \) and \( 0\pi_{u}^{-}(2\sigma_{v}^{-}+1\pi_{u}^{-})^{3}I_{u}^{-} \) compound states should be much smaller than that from the \( 0\pi_{u}^{-}(1\sigma_{v}^{-}+1\pi_{u}^{-})^{3}I_{u}^{-} \) state, the FWHMs of these two compound states in the \( O^{-} \) yield curve should be close to their FCWs.

4. Dissociation limit

The dissociation limits of the lower-lying \( 0\pi_{u}^{-} \) valence states can be determined by the non-crossing rule. The molecular states resulting from the two lowest dissociation limits of \( 0\pi_{u}^{-} \), known from Wigner-Witmer rules, are listed in Table VIII. According to the non-crossing rule, these molecular states must be connected to the \( 0\pi_{u}^{-} \) valence states with the same symmetry without crossing each other. This implies, for example, that the lowest \( ^{3}I_{u}^{-} \) valence state must be connected to the lowest limit and the second lowest \( ^{3}I_{u}^{-} \) valence state to the second lowest
limit. Another example, both the lowest two $^2\Pi_u$ valence states must be connected to the lowest limit and the lowest $^2\Pi_u$ valence state to the second lowest limit. Dissociation limits determined as above are listed in Table VII, where "1" and "2" denote the lowest and the second lowest dissociation limits respectively.

Figure 7 shows schematically the potential curves for some of the $O_2^-$ valence states. These curves are drawn based on the data in Table VII (such as the vertical energy, FCH, and dissociation limit) and two theoretical calculations,\superscript{3f-3h} which were carried out only for large internuclear distances ($R > 1.6 \text{ Å}$). The apparent avoided curve crossing between the two $^5\Sigma_u^+$ curves is predicted by both calculations. This curve crossing suggests that the $^5\Sigma_u^+$(1) state formed at the Franck-Condon region may end up with the second lowest O-O^- limit.

IV. IDENTIFICATION OF THE O$_2^-$ COMPOUND STATES

Comparing Tables I and VII, we identify the 7-, 8.5, and 13-eV $O_2^-$ compound states to arise from the $^4\Pi_u(1\Sigma_u^-1\Sigma_u^+)$, $^2\Sigma_u^+(3\Sigma_u^-1\Sigma_u^+)$, and $^2\Sigma_u^+(2\Pi_u^-1\Sigma_u^+)$ states, respectively. Almost every aspect (vertical energy, electron attachment probability in the gas phase, survival rate against autodetachment, Franck-Condon broadening, and dissociation limit) supports and confirms these identifications. Moreover, we can exclude alternative identifications: We can exclude the $O_2^-$ $(1\Sigma_u^-)^2\Pi_u$ state, because its vertical energy is much lower than the lowest O-O^- limit. The $O_2^-$ states arising from the $3\Pi_u$, $1\Sigma_u^-$, $^3\Pi_u3\Pi_u$, and $3\Pi_u^-1\Sigma_u^+$ configurations have survival rates which
are too small to yield O\textsuperscript{-} ions and FCIs which are too large for the observed line widths. Furthermore, states from the last two ECs have vertical energies which are too high to be any of the three features. Hence, we conclude that the 8.5- and 13-ev features are due to the O\textsubscript{2}-(3\textpi\textsubscript{a}^-\text{1\textpi\textsubscript{b}}\textsuperscript{a})\textsuperscript{1\textpi\textsubscript{b}} and O\textsubscript{2}-(2\textpi\textsubscript{a}^-\text{1\textpi\textsubscript{b}}\textsuperscript{a})\textsuperscript{2\textpi\textsubscript{a}} compound states. This identification implies that the absence of these features in the gas phase is due to the \(\sigma\) selection rule.

V. PREVIOUS INTERPRETATIONS

The 8.5- and 13-ev features have been interpreted previously. Xiang and Lichtman,\textsuperscript{a} who reported the O\textsuperscript{-} yield curve from O\textsubscript{2}/W (Fig. 1), attributed the 13-ev peak to the O\textsubscript{2}-(3\textpi\textsubscript{a}^-\text{1\textpi\textsubscript{b}}\textsuperscript{a})\textsuperscript{1\textpi\textsubscript{b}} state, or the "7-ev" state, which was regarded as shifted because of a substrate effect. They overlooked a weak 8.5-ev feature in their spectrum. Sanche and co-workers,\textsuperscript{b,c} who reported the three O\textsuperscript{-} yield curves from O\textsubscript{2}/Pt (Fig. 1) and the OH\textsuperscript{-}/O\textsubscript{2}/Pt spectrum in Fig. 2, assigned the O\textsubscript{2}-(3\textpi\textsubscript{a}^-\text{1\textpi\textsubscript{b}}\textsuperscript{a})\textsuperscript{1\textpi\textsubscript{b}} state (that is, the "8.5-ev" state) to the 13-ev feature. Further, the absence of the 13-ev feature in the gas-phase spectrum was attributed to the angular dependence rule given by Dunn,\textsuperscript{d} rather than to the \(\sigma\) selection rule.\textsuperscript{e} Hörk et al.,\textsuperscript{f} who reported the O\textsubscript{2} and O\textsubscript{2} yields from (O\textsubscript{2})\textsubscript{n} clusters (Fig. 2), attributed both the 7-ev and 8.5-ev features to the O\textsubscript{2}-(3\textpi\textsubscript{a}^-\text{1\textpi\textsubscript{b}}\textsuperscript{a})\textsuperscript{1\textpi\textsubscript{b}} state. Our analyses in this work do not support any of the above interpretations.
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<table>
<thead>
<tr>
<th>Name</th>
<th>Vertical energy from ground state (eV)</th>
<th>O^- yield</th>
<th>Survival rate</th>
<th>FWHM (eV)</th>
<th>Dissociation limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;7-eV&quot;</td>
<td>6.7</td>
<td>large</td>
<td>large</td>
<td>2.0±0.1</td>
<td>&quot;1&quot;</td>
</tr>
<tr>
<td>&quot;8.5-eV&quot;</td>
<td>8 - 9</td>
<td>negligible</td>
<td>large</td>
<td>2.7±0.3</td>
<td>&quot;1&quot;</td>
</tr>
<tr>
<td>&quot;13-eV&quot;</td>
<td>13</td>
<td>negligible</td>
<td>large</td>
<td>2.4±0.3</td>
<td>&quot;2&quot;</td>
</tr>
</tbody>
</table>

*From the O_2 ground state to peak positions in the O^- yield curves.*

*Survival rate against autodetachment.*

*Widths observed in the ion yield curves.*

*"1" and "2" denote the lowest and the second lowest O+O^- dissociation limits.*
TABLE II. Observed and estimated vertical energies (eV) of the lower-lying D_2 states. Estimated energies are enclosed in parentheses.

<table>
<thead>
<tr>
<th>Electronic configuration</th>
<th>Configuration center (eV)</th>
<th>State symmetry</th>
<th>Vertical energy (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground state</td>
<td>0.60</td>
<td>^aD_e^-</td>
<td>0.00</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bD_e^-</td>
<td>0.98</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^cD_e^-</td>
<td>1.43</td>
<td>10</td>
</tr>
<tr>
<td>1e_u^-1e_u</td>
<td>7.5</td>
<td>^aE_u^-</td>
<td>5.8</td>
<td>10, 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bE_u^-</td>
<td>6.0</td>
<td>10, 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^cE_u^-</td>
<td>6.1</td>
<td>10, 11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^dE_u^-</td>
<td>8.5</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^eE_u^- (10.8)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>^fE_u^- (12.6)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>3e_u^-1e_u</td>
<td>8.1</td>
<td>^aE_u</td>
<td>7.7</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bE_u (9.2)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>1e_u^-3e_u</td>
<td>10.6</td>
<td>^aE_u</td>
<td>10.2</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bE_u (11.9)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2e_u^-1e_u</td>
<td>14.3</td>
<td>^aE_u</td>
<td>14.2</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bE_u (14.6)</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2e_u^-1e_u</td>
<td>28.9 ± 1.0</td>
<td>^aE_u</td>
<td>28.5 ± 1.0</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>^bE_u (30.0)^*</td>
<td>--</td>
<td></td>
</tr>
</tbody>
</table>

*Estimated from the splitting energies of the 3e_u^-1e_u states.
TABLE III. Observed and estimated vertical energies (eV) of the lower-lying $O_{2}^{-}$ states. Estimated energies are enclosed in parentheses.

<table>
<thead>
<tr>
<th>Electronic configuration</th>
<th>Configuration center (eV)</th>
<th>State symmetry</th>
<th>Vertical energy (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1\pi_{u}^{-1}$</td>
<td>12.31</td>
<td>$\pi_{g}$</td>
<td>12.31</td>
<td>17</td>
</tr>
<tr>
<td>$1\pi_{u}^{-1}$</td>
<td>19.2</td>
<td>$\pi_{u}(I)$</td>
<td>16.70</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\pi_{u}(II)$</td>
<td>17.73</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\pi_{u}(III)$</td>
<td>19.1</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\pi_{u}(III)$</td>
<td>(20.8)</td>
<td>19</td>
</tr>
<tr>
<td>$3\sigma_{g}^{-1}$</td>
<td>19.6</td>
<td>$\alpha_{g}^{-}$</td>
<td>18.17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha_{g}^{-}$</td>
<td>19.40</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha_{g}^{-}$</td>
<td>20.43</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\alpha_{g}^{-}$</td>
<td>(20.8)</td>
<td>18</td>
</tr>
<tr>
<td>$2\sigma_{u}^{-1}$</td>
<td>25.9</td>
<td>$\sigma_{u}^{-}$</td>
<td>24.58</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{u}^{-}$</td>
<td>(26.0)</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{u}^{-}$</td>
<td>(26.8)</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{u}^{-}$</td>
<td>27.3</td>
<td>20</td>
</tr>
<tr>
<td>$2\sigma_{e}^{-1}$</td>
<td>40.0</td>
<td>$\sigma_{e}^{-}$</td>
<td>38.8</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{e}^{-}$</td>
<td>(40.3)</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{e}^{-}$</td>
<td>(40.8)</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\sigma_{e}^{-}$</td>
<td>(41.1)</td>
<td>21</td>
</tr>
</tbody>
</table>

*The energy scale is shifted by 0.8 eV to make the first-peak energy position agree with the accurate energy 12.3 eV.

*Estimated from the splitting energies of the $3\sigma_{g}^{-1}$ states.
TABLE IV. Observed and estimated vertical energies (eV) of the lower-lying $O_2^-$ states. Estimated energies are enclosed in parentheses.

<table>
<thead>
<tr>
<th>Electronic configuration</th>
<th>Configuration center (eV)</th>
<th>State symmetry</th>
<th>Vertical energy (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1\pi_e$</td>
<td>0.21</td>
<td>$\pi\sigma$</td>
<td>0.21</td>
<td>22</td>
</tr>
<tr>
<td>$1\pi_\gamma - 1\pi_e$</td>
<td>7.8 ± 0.2</td>
<td>$\pi\sigma$</td>
<td>7.8 ± 0.2</td>
<td>23$^a$</td>
</tr>
<tr>
<td>$3\delta_\gamma$</td>
<td>10.6 ± 0.3</td>
<td>$\Sigma^-$</td>
<td>9.5 ± 0.3</td>
<td>24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Delta^-$</td>
<td></td>
<td>23$^a$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\Sigma^-$</td>
<td></td>
<td>23$^a$</td>
</tr>
</tbody>
</table>

$^a$The uncertainty indicates the sensitivity of the fitting and thus does not reflect absolute errors.

$^b$Estimated from the splitting energies of the $2\pi^-\Gamma$ states.

$^c$Estimated using the $\Sigma^--\Sigma^-$ energy difference calculated by MCSCF with 85 configurations.
### TABLE V. Energy splittings (eV) of the $0_u^+(1s_0^{-1})$ states.

The scaled energies are obtained from the unscaled energies by multiplying with a constant factor. This factor is chosen so that the scaled energies reproduce experimental energy splittings as well as possible.

<table>
<thead>
<tr>
<th>State</th>
<th>Experiment</th>
<th>Theory</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Scaled</td>
</tr>
<tr>
<td>$^1P_u$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$^3P_u(I)$</td>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td>$^3P_u$</td>
<td>2.4</td>
<td>2.4</td>
</tr>
<tr>
<td>$^3P_u(II)$</td>
<td>---</td>
<td>4.1</td>
</tr>
<tr>
<td>$^3P_u(III)$</td>
<td>7.3</td>
<td>7.3</td>
</tr>
</tbody>
</table>
TABLE VI. Comparison of averaged vertical excitation energies (eV).

<table>
<thead>
<tr>
<th>Excitation</th>
<th>$0^+_{x}$</th>
<th>$D_{x}$</th>
<th>$0^+_{x}^{*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1z_u \rightarrow 1z_o$</td>
<td>6.9 ((1z_u^{-1}1z_o^{-1}))</td>
<td>6.9 ((1z_u^{-1}1z_o^{-1}-\text{GSC}))</td>
<td>7.6 ± 0.2 ((1z_u^{-1}1z_o^{-1}-1z_o))</td>
</tr>
<tr>
<td>$3z_o \rightarrow 1z_o$</td>
<td>7.3 ((3z_o^{-1}1z_o^{-1}))</td>
<td>7.3 ((3z_o^{-1}1z_o^{-1}-\text{GSC}))</td>
<td>---</td>
</tr>
<tr>
<td>$1z_o \rightarrow 3z_o$</td>
<td>---</td>
<td>---</td>
<td>10.4 ± 0.3 ((3z_o^{-1}1z_o^{-1}))</td>
</tr>
<tr>
<td>$2z_u \rightarrow 1z_o$</td>
<td>13.6 ((2z_u^{-1}1z_o^{-1}))</td>
<td>13.7 ((2z_u^{-1}1z_o^{-1}-\text{GSC}))</td>
<td>---</td>
</tr>
<tr>
<td>$2z_o \rightarrow 1z_o$</td>
<td>27.7 ((2z_o^{-1}1z_o^{-1}))</td>
<td>28. ((2z_o^{-1}1z_o^{-1}-\text{GSC}))</td>
<td>---</td>
</tr>
</tbody>
</table>
TABLE VII. Properties of the lower-lying $D_{2}$ valence states.

<table>
<thead>
<tr>
<th>Electronic Symmetry configuration</th>
<th>Vertical energy (eV)</th>
<th>Electron attachment (eV)</th>
<th>$\Delta R$ (Å)</th>
<th>Width (eV)</th>
<th>Dissociation limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1\sigma_{g}$</td>
<td>$\eta_{u}$</td>
<td>0.21</td>
<td>A(1)</td>
<td>0.31</td>
<td>0.04</td>
</tr>
<tr>
<td>$1\sigma_{u}^{-1}1\sigma_{g}^{+}$</td>
<td>$\eta_{u}$</td>
<td>7.8 ± 0.2</td>
<td>A(2)</td>
<td>1.8</td>
<td>0.18</td>
</tr>
<tr>
<td>$3\sigma_{g}^{-1}1\sigma_{g}^{+}$</td>
<td>$\eta_{u}$</td>
<td>8.1 ± 0.9</td>
<td>F</td>
<td>(0.4)</td>
<td>(0.04)</td>
</tr>
<tr>
<td>$2\sigma_{u}^{-1}1\sigma_{u}^{+}$</td>
<td>$\eta_{u}$</td>
<td>14.3 ± 0.9</td>
<td>F</td>
<td>(0.1)</td>
<td>(0.01)</td>
</tr>
<tr>
<td>$3\sigma_{u}$</td>
<td>$\eta_{u}$</td>
<td>9.5 ± 0.3</td>
<td>A(1)</td>
<td>9.6</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>$\eta_{u}$</td>
<td>10.7 ± 0.5</td>
<td>A(2)</td>
<td>9.8</td>
<td>0.39</td>
</tr>
<tr>
<td></td>
<td>$\eta_{u}$</td>
<td>11.5 ± 0.5</td>
<td>F</td>
<td>10.0</td>
<td>0.40</td>
</tr>
<tr>
<td></td>
<td>$\eta_{u}$</td>
<td>11.9 ± 0.4</td>
<td>A(1)</td>
<td>12.0</td>
<td>0.59</td>
</tr>
<tr>
<td>$1\sigma_{u}^{-1}1\sigma_{g}3\sigma_{g}^{-1}1\sigma_{g}^{+}$</td>
<td>$\eta_{u}$</td>
<td>17.5 ± 1.0</td>
<td>A(2)</td>
<td>(10.0)</td>
<td>(0.4)</td>
</tr>
<tr>
<td></td>
<td>$\eta_{u}$</td>
<td>18.1 ± 1.0</td>
<td>A(2)</td>
<td>(10.0)</td>
<td>(0.4)</td>
</tr>
</tbody>
</table>

* $\eta_{u}$ represents the lower-lying $D_{2}$ valence state.
TABLE VIII. Dissociation limits of the $\text{O}_2^-$ valence states which have the lower energies in the Franck-Condon region.

<table>
<thead>
<tr>
<th>Dissociation limit</th>
<th>Molecular states belonging to the dissociation limit</th>
<th>$\text{O}_2^-$ valence state</th>
<th>Symmetry</th>
<th>Electronic configuration</th>
<th>Vertical energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^-(\Pi_b) + 0^+(\Pi_a)$</td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Pi_b(1)$</td>
<td>$\Sigma_g$</td>
<td>$1\pi_a$</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Pi_b(1)$</td>
<td>$\Sigma_g$</td>
<td>$1\pi_a^{-1}1\sigma_a^-$</td>
<td>7.8</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Sigma_g$</td>
<td>$\Omega_c(1)$</td>
<td>$3\sigma_a^{-1}1\pi_a$</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Pi_b(1)$</td>
<td>$\Sigma_g$</td>
<td>$3\sigma_u$</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Pi_b(1)$</td>
<td>$\Sigma_g$</td>
<td>$3\sigma_u$</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Sigma_g$</td>
<td>$\Omega_c(1)$</td>
<td>$3\sigma_u$</td>
<td>11.5</td>
</tr>
<tr>
<td></td>
<td>$\Pi_b^-(2), \Sigma_g^-$</td>
<td>$\Pi_b(1)$</td>
<td>$\Omega_c$</td>
<td>$3\sigma_u$</td>
<td>11.9</td>
</tr>
<tr>
<td>$0^-(\Pi_u) + 0^+(\Sigma_a)$</td>
<td>$\Pi_u^-(2), \Sigma_u^-(2)$</td>
<td>$\Pi_u(1)$</td>
<td>$\Sigma_u^{-1}$</td>
<td>$2\sigma_u^{-1}1\pi_a$</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>$\Pi_u^-(2), \Sigma_u^-(2)$</td>
<td>$\Pi_u(1)$</td>
<td>$\Sigma_u^{-1}$</td>
<td>$1\pi_a^{-1}3\sigma_u$</td>
<td>17</td>
</tr>
</tbody>
</table>
Figure captions

FIG. 1. Previously reported electron stimulated O⁻ desorption yields from O₂/W (Ref. 4), O₂/Pt (Refs. 5 and 6), and O₂ gas (Ref. 3) are plotted as a function of the incident electron energy. Vᵣ denotes the retarding potential applied to the outgoing O⁻ ions. The shaded area shows our estimated contribution due to the direct process. The vertical dot-dash lines indicate the probable peak positions of the involved O₂⁻ compound states.

FIG. 2. Previously reported electron stimulated negative ion (O⁻, O₂⁻, O₃⁻, or OH⁻) desorption yields from O₂ gas (Ref. 3), O₅P clusters (Ref. 7), or C₆H₅/O₂/Pt (Ref. 6). The negative ion yields are plotted as a function of the incident electron energy. The vertical dot-dash lines indicate the probable peak positions of the involved O₂⁻ compound states.

FIG. 3. Kinetic energy distributions of the O⁻ ions from O₂(3ML)/Pt (Ref. 5), which are measured at various incident electron energies, Eᵣ=5.7, 7.7, 12, and 15 eV. The ion energy is referred to the maximum in the distribution with Eᵣ=5.7 eV. Symbols (closed and open circles and open triangles) indicate three different contributions. The horizontal bar indicates the possible range of peak position for each contribution.

FIG. 4. The peak positions of the three contributions shown in Fig. 3 are plotted as a function of the incident electron
energy, $E_i$. The broken straight lines indicate $E_{\text{a} \rightarrow \text{a}}$ given by Eq. (4). The $E_a$ values denote the possible $O^+O^-$ dissociation limits.

FIG. 5. Schematic potential-energy curves illustrating a dissociative attachment process accompanied with autodetachment. $E$ is the energy of the incident electron. $R_a$ is the turning point of potential curve $W^-(R)$ at the energy $E$, and $R_a$ is the crossing point of the two potential curves, $W^-(R)$ and $W(R)$.

FIG. 6. Schematic diagram illustrating the two effects: the shift of the $\sigma_{\text{DA}}(E)$ peak position relative to the $\sigma_{\text{AT}}(E)$ peak and the smaller $\sigma_{\text{DA}}(E)$ width in comparison with the $\sigma_{\text{AT}}(E)$ width.

FIG. 7. Semi-quantitative potential energy curves, which are based on the data in Table VII and the theoretical calculations of Refs. 32 and 33.
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