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The Antiproton Science and Technology Workshop was held at the RAND Corporation in Santa Monica, CA from 6-9 October 1987. The conference was held to provide the U.S. Air Force with independent advice on the development of a near term antiproton experimental and analytical program through a detailed technical assessment. Genesis, cooling, storage, transport, and utility of antiprotons were all addressed.
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The United States Air Force in its Project Forecast II - which was conducted to help the Air Force make longer-term investment decisions - identified antiproton science and technology as a promising area supportive of new technologies and a broad technical base. The RAND Corporation, through Project Air Force and in conjunction with the USAF Astronautics Laboratory, was charged with providing a technical evaluation of antiproton science and technology.

As part of this effort, RAND organized and structured two conferences to review what was known, and what needed to be investigated, in the field of low energy antiproton research. The April 1987 Conference identified critical issues. The October 1987 Workshop - the subject of these Proceedings - reviewed these critical issues to help define needed tools and to formulate goals and research objectives for a sound, comprehensive U.S. antiproton research program. Three major areas were addressed - machine issues; basic science; and applied science and technology. Large multidisciplinary groups of scientists and technologists participated in these reviews. The findings of these groups present compelling and well-documented arguments for undertaking in North America a substantial, fast-paced program of low energy antiproton research. Such a program would expand, in major ways, the research accessible via LEAR.

The RAND Corporation wishes to acknowledge the invaluable scientific contributions to and participation in the conferences, and assistance in preparation of these Proceedings, of the co-editors - Professor B. Bonner, Rice University; Dr. F. Mills, FNAL; and Dr. M. Nieto, LANL. Special thanks are also given to Captain W. Sowell, AFAL, and to Dr. H. Mayer, Mr. J. Dewar, Dr. E. Harris, Dr. P. Rehmus, Mr. S. Pace, of RAND, for their essential aid and advice on technical and planning issues. Ms. O. Stauber, conference secretary, provided indispensable help in the conduct of the conferences.
INTRODUCTION

There were four major incentives for this Workshop on Antiproton Science and Technology. First, the realization that an enormous array of fundamental science experiments is possible using low energy antiprotons. Second, the U.S. is in a position to provide an intense low energy antiproton source, via relatively modest facilities add-ons at Fermilab (FNAL) or Brookhaven (BNL). LEAR could thus be complemented, allowing a very substantial broadening of the physics which can be addressed. Third, portable storage devices (rings and ion traps) appear feasible, whereby antiprotons can be transported to experiment locations removed from FNAL or BNL. Fourth, provision of enabling tools (an antiproton source, and portability of antiprotons) and experiment technologies necessary to conduct fundamental science experiments permit very interesting applied science and technology research, using numbers of antiprotons available from the contemplated intense low energy antiproton source.

The goal of the Workshop was to discuss these possibilities at a level of detail appropriate to inform and to stimulate many others in the physics community to begin planning for experiments using antiprotons. In this process one hopes that the case for an intense U.S. low energy antiproton source and portable antiprotons will become accepted, and that these basic tools as a consequence become speedily available.

For the purposes of concurrent reviews in the Workshop, discussions were organized into three groups - Group I, machines (production, collection and cooling of antiprotons); Group II, basic science (classes of experiments and numbers of antiprotons necessary); Group III, applied science and technology employing antiprotons. These proceeding are arranged the same way, with 8 papers in Group I, 13 papers in Group II, and 10 papers in Group III.
It is appropriate in this Introduction to highlight just a few of the Workshop reviews, to support our belief that a persuasive case for major expansions of antiproton physics is documented here. The potential audience interested in and contributory to experiments in this field seems to us to be very great. The papers of this Workshop Proceedings provide much greater detail and full additional references supportive of this case, and expand these highlights.

During the past few years there have been numerous workshops and conferences devoted to the science under discussion here. In particular one should mention the series of LEAR workshops, the Madison workshop on the Design of a Low Energy Antimatter Facility, and the Fermilab workshop on Antimatter Physics at Low Energy (AMPLE). The present Proceedings assembles what appear to be the most compelling examples of the wide variety of physics investigations that would become accessible. These examples are developed to a depth adequate to allow one to judge the basic physics case for a North American intense source of antiprotons.

Guidelines for the present Workshop postulated a somewhat arbitrary 200 MeV antiproton maximum energy for the source under discussion. The limitations thus imposed on the diversity of physics by such a ceiling, while considerable, are far from devastating. In any case, such limitations may be alleviated, as noted later. Missing from the agenda would be the very interesting higher energy topics such as the $\Delta S = 1$ CP violation experiment, $\bar{p}p \rightarrow \Lambda\bar{\Lambda}$; the new measurements that could be done in charmonium spectroscopy; and the puzzle of the enormous deviation from QCD predictions of the ratios for the branching fractions of the $J/\psi$ and the $\psi'$ to exclusive final states. These topics are discussed in papers of this Proceedings.

As emphasized previously by Bob Jaffe in the 1986 Fermilab Proceedings, there are two broad areas of concern in particle physics today. These can be described as the "Origins of the Standard Model" and the "Dynamics of Confinement in QCD". A low energy antiproton facility such as the one under consideration here can address both these questions in a vital and straightforward manner.
The standard model has enjoyed considerable success, but there are many parameters and phenomena that are arbitrary and not understood. Examples are i) the sources of weak symmetry breakdown, ii) the origin of CP violation, iii) the origin of quark and lepton masses and angles, and iv) even why SU(3) x SU(2) x U(1) should be the fundamental gauge groups chosen by nature. The absence of proton decay at the $10^{32}$ year lifetime has cast serious doubt on this simplest version of the standard model.

A low energy antiproton machine will contribute to our understanding in this area most directly through precision tests of various invariance principles such as CP, CPT, and T. Therefore, this topic forms one of the cornerstones of the basic physics program for the facility.

The theory of Quantum Chromodynamics has also had its many successes. However, after more than a decade, many fundamental questions are still unanswered. The nature and origin of confinement is still mysterious; that the rich spectrum of particles can be reproduced by naive bag models is astonishing. The absence (so far) of definitive evidence for states of gluons and/or gluons and quarks may turn out to be fundamental; and yet the large number of particles that have been reported which do not fit into the accepted scheme portends excitement ahead. In the field of meson spectroscopy, a low energy antiproton machine can be used to provide high statistics measurements of exclusive final states resulting from $\bar{p}p$ and $\bar{p}n$ annihilations, to enable definitive determinations of possible new states.

The various processes which occur when antiprotons annihilate in nuclei offer a rich milieu for uncovering unanticipated phenomena. There have been many speculations and even some calculations concerning the energy densities to be expected when $\bar{p}$'s are absorbed in nuclei. Using a reasonable model for the hadronization process, estimates have been made that energy densities in the very interesting range of 2 GeV/fm$^3$ for periods of about 2 fm/c should be attainable. Under such conditions we would expect to observe the change of state of nuclear matter to that which is often referred to as "quark-gluon plasma".
Fundamental experiments await in measurements of the gravitational force on antimatter — the determination of $g(p)$. Modern theories of gravity predict that the acceleration of protons and antiprotons in the earth's gravitational field will be different. The difference arises in quantum theories of gravity which have massive partners of the tensor graviton as carriers of the force of gravity. This prediction remains regardless of the results from current experiments searching for anomalous gravitational attraction between matter and matter. A program of experiments with antiprotons to determine the strengths and ranges of these additional components to the gravitational force will be an important activity at a low energy antiproton facility.

A variety of precision tests of CPT could be done given a source of antihydrogen atoms. One can for instance envision a measurement of the Lamb shift in $\text{H}^\bar{O}$. In addition, precision measurements of the gravitational properties of antimatter may well become feasible if sources of $\text{H}^\bar{O}$ were to become available. Estimates of what is achievable in antihydrogen production using reasonable extensions of presently existing positron sources are available.

Other areas of great fundamental interest include experiments on antiproton interactions with condensed normal matter, and on formation and phenomenology of very large cluster ions of antimatter. Such research will intersect with many fields currently under intensive investigation, and can in many cases exploit normal matter simulations. These areas are also of direct potential importance in the technologies for storing larger amounts of antimatter.

Participants in Group II discussions of the Workshop summarized the experimental requirements for these topics, the degree of difficulty for the range of experiments treated, and the number of antiprotons required to perform the experiments. The range of numbers is very large — from just a few antiprotons to more than $10^{14}$. As a reference point, we note that LEAR has provided fewer than $10^{13}$ p's in any year of operation up to the present time. In the opinion of the attendees at the workshop, the physics case for proceeding with a low energy antiproton source in North America is most alluring, having great potential for new and
unexpected discoveries. The time is right for a push for speedy construction of such a facility.

A major issue is thus the provision, in the near term - within a very few years - of a low energy antiproton source in the U.S. A collection of papers in Group I activities is devoted to this issue.

These papers include a general review of how FNAL and BNL could serve as a source of low energy antiprotons, comparing these sources with the European CERN facility (LEAR) as a model. Both antiproton production and delivery of these antiprotons at low energy are treated.

The improved antiproton source at CERN (ACOL) is suggested to give up to \(10^{12}\) antiprotons per day, but the LEAR duty cycle is such as to result in \(-10^{13}\) low energy antiprotons per year. For FNAL several machine options are possible, giving a range of \(-10^{13}\) to several times \(10^{14}\) antiprotons per year available at 9 GeV/c and suitable for delivery to lower energies (\(\lesssim 50\) KeV). Delivery at \(\lesssim 50\) KeV would be possible via several schemes at no significant loss of antiprotons, so that \(-10^{13}-10^{14}\) antiprotons per year might be delivered at \(\lesssim 50\) KeV. BNL currently has no dedicated antiproton source, but one can evolve from the ongoing Booster project in the near term. The BNL source possibilities are described in some substantial detail. Using realistic duty cycles, about \(10^{14}\) antiprotons per year become available; however, at BNL one can also purchase additional accelerator time. With dedicated time a several fold improvement in antiprotons per year is plausible at momenta of 4 GeV/c. A further ACOL-type enhancement at BNL might in the future get production up to \(\sim\)several \(x10^{16}\) antiprotons per year. For delivery at BNL, one could take a no-cooling approach, but accept large losses in the beam. Provision of substantial cooling would give little loss of antiprotons to 20 KeV.

Thus the U.S. has several alternative routes to a near term low energy antiproton facility. Papers in Groups II and III suggest some powerful motivations for aiming at the high end of the accessible near term U.S. low energy antiproton delivery rates (i.e., \(-10^{13}\) rather than \(-10^{11}\) antiprotons per year).
A number of additional important topics were treated by Group I participants. An advanced hadron/kaon facility has a very compelling physics motivation, discussed in the Proceedings, and world-wide is the subject of four separate proposals. Such a facility might permit a potential factor of \(-10^3\) - \(10^5\) scaleup in antiproton delivery over the yields from a first U.S. low energy antiproton facility, by cleverly adapting the basic machinery such a facility would possess for its primary physics missions.

Issues inherent in additional large scaleups of production and collection of antiprotons were also assessed. The consensus was: the necessary accelerators can be built, selecting from several options; targetry can be scaled up, with appropriate R&D; cooling is the most serious problem, needing intensive study and innovation.

These observations are the subject of several review papers. One comprehensive paper treats, in a fundamental way, accelerator and collector options; candidate accelerators; antiproton cooling methods; and, very importantly, a menu of R&D topics to pursue to support large advances in production and collection of antiprotons. The papers treat these issues in the context of the serious and challenging goals of producing and collecting milligrams per year of antiprotons.

There was much discussion at the Workshop about the very important topic of portable sources of antiprotons. Here one would use the U.S. low energy source as a filling station to deliver antiprotons to portable sources. The portable sources would then be transported to any competent laboratory (in North America, say), where the actual antiproton experiments would be run. This approach would open up antiproton research to a quite large new community, drawn from university, industry, and national laboratory personnel, and would take advantage of the circumstances that many very skilled experiment teams could best at their home locations use their personnel and experimental facilities in antiproton research. Additionally, there could result a much broader student involvement in antiproton research.
The Workshop Proceedings include two major review papers, each of which discusses a major option for antiproton portability. One option considers small portable storage rings. The other option is use of ion traps. Either option would provide a remote antiproton source, and would, with additional local acceleration capabilities, also provide the possibility for antiprotons at higher energies than the storage energy. Such possibilities would be one means to make accessible antiprotons at energies suitable for the "higher energy" topics mentioned earlier in this Introduction.

The portable storage ring is used as an antiproton source generally, with no experiments normally carried out in the ring. At a weight of ≤ 10 tons, and with dimensions of ~4.4 x 2.4 meters, a ring immediately storing $10^{10} - 10^{11}$ (possibly up to $10^{12}$) antiprotons seems feasible, with particle lifetimes of ≥ 3500 hours with cooling, and capable of a kinetic energy range of ~100 MeV - 200 KeV, using superconducting technology. Work is needed on the superconducting magnet. An emergency beam dump into the magnet structure as one safety measure looks feasible. The proposed design is based on a design base of a number of low energy storage rings, particularly the LEAR-ELENA proposal, and hence is called SELENA (Superconducting ELENA). The experiments using such a ring are any requiring significant momenta. A partial list would include medical applications; annihilation phenomenology; nuclear physics tests; tabletop tools; and a variety of other applications. All such uses are treated in various papers in these Proceedings.

Another paper discusses the principles of and a point design for a large portable ion trap storing $10^{12}$ to $10^{13}$ antiprotons at 25-50 KeV. The design is conservative, with particle densities a large factor down from the Brillouin limit. The particles are confined in a cylindrical plasma volume about 100 cm. long, 4 cm. in diameter; the vacuum is ≤ $10^{-12}$ Torr, giving a storage time of ~30 to 100 days or better; the magnetic field is 10T. A complete installation, including all support equipment, can easily fit into a large truck. Replicating the trap design might cost ~250 K$, once the design has been validated.
Shielding requirements were assessed. R&D topics identified include vacuum requirements, need for confinement data, whether feedback can nullify slow radial losses, etc. The point design can be scaled to smaller storage levels and more compact storage assemblies, in several alternative ways. Assessment of ion trap feasibility is based on two levels: what could be done with present day technology and what future technology could achieve. The paper concludes with a radiation safety study indicating that about $10^{11}$ antiprotons can easily be transported safely. However, federal guidelines for this transport must be reviewed in detail. Transporting more antiprotons than this would require additional transportation arrangements.

The combination of an intense source and portable storage devices filled by that source would provide unique research capabilities. Both on-site research - co-located with the source - and off-site research - at any competent laboratory, the home institution of the researcher - could be conducted. The latter possibility alleviates much of the potentially troublesome impact of on-site low energy antiproton research on the high energy physics program of the laboratory where the intense source is located. The off-site research program is an appealing mode of operation to involve the capabilities of the many excellent laboratories which today do not have access to antiprotons. A broad and multidisciplinary research community could get hands-on experience with antiproton physics and applied science. The consensus of the participants was that the sheer number of appealing physics opportunities provides plenty of work for a facility additional to LEAR at CERN. Provision of an intense low energy antiproton source in North America, and capabilities for both on-site and off-site research, would open up many more of these opportunities for U.S. and foreign scientists and experiment teams.

A collection of papers from Group III discusses a range of applied science uses of low energy antiprotons, generally employing numbers of antiprotons deliverable from the intense low energy antiproton source postulated for basic physics uses - i.e., a source capable of delivering about $10^{14}$ antiprotons/year. For most of these applied science uses, the off-site capabilities provided by portable storage devices will be important to exploit.
One example of the compelling near term applied science use for low energy antiprotons is biomedical applications. An encompassing review paper treats antiproton uses for imaging; for simulation and monitoring of conventional proton and heavy ion therapies; for actual therapeutic treatments; and for mesic chemistry, using x-ray emissions or nuclear gammas, whereby one could monitor all elements in the living body. The paper, coauthored by a multidisciplinary team of physicists and medical practitioners, discusses in detail what could be done with \( \leq 10^9 \) antiprotons. Biomedical applications of antiprotons offer the promise of fundamentally new capabilities.

Properties of antimatter of compelling physics interest also provide attractive new technological possibilities in other applied science fields. One very important example is the physics of antiproton annihilation in nuclei and the particle emission from antiproton annihilation. The manifold physics interests involved here cover a very broad range, from production of very high nuclear temperatures to exploiting fission as a new tool for studying strangeness of heavy nuclei. Several papers from Group II treat these interests in detail. The same phenomenology, including questions of energy deposition and energy partition into heavy charged particles, is critical for issues in applied science uses detailed in a number of papers from Group III. These applied science uses again can be experimentally investigated using numbers of antiprotons not exceeding those needed for fundamental physics. Such investigations are therefore accessible via the very near term intense low energy antiproton source postulated.

In the longer term, much larger amounts of antimatter may become available. A number of technological possibilities derived substantially from the bulk energy release of such larger amounts can become of increasing interest. While such possibilities are considered speculative by many, several papers from Group III review questions inherent in the availability and applications of much larger amounts of antimatter. The view of the Workshop participants on such questions can likely be summarized in this way: understanding such possibilities - informed determination with adequate information of whether, how, and
when it can be sensible to pursue them - depends critically on accomplishments of the basic science, enabling technology, and applied science programs outlined, including exploration of fundamental issues of machine scaleup to produce and collect much larger number of antiprotons.

Participants in this Workshop were able to convey the excitement and promise of near term programs using low energy antiprotons. By near term we typically mean the approximate 5-7 year period following availability of a North American intense low energy antiproton source. The extensive Workshop representation of diverse groups - from universities, national laboratories, governmental organizations, major hospitals, U.S. industry, and from scientists already collaborating in international physics programs - is evidence of the rapidly growing U.S. interest in low energy antiproton research. Possibilities for a consortium of sponsors/users of such research thus appear attractive.

Given appropriate support, very significant near term research results are within our grasp, at what is likely to be a surprisingly rapid pace. We believe the findings of this Workshop, summarized in these Proceedings, provide an initial basis for planning a comprehensive near-term program of antiproton research in North America. That research, in our view, promises to result in very compelling basic and applied science rewards. The science case for low energy antiproton research is excellent. We should get on urgently with providing the intense North American source and other enabling tools, such as portable storage, to spur this research.
PRÉCIS OF GROUP I ACTIVITIES

Paper (1) - Peaslee - is a general review of how FNAL and BNL could serve as a source of low energy antiprotons, and compares these sources with the European CERN facility (LEAR) as a model. For FNAL several machine options are possible, giving a range of $\sim 10^{13}$ to several times $10^{14}$ antiprotons per year available at 9 GeV/c and suitable for delivery to lower energies ($\leq 50$ KeV). Delivery at $\leq 50$ KeV would be possible via several schemes at no significant loss of antiprotons, so that $10^{13}$-$10^{14}$ antiprotons per year might be delivered at $\leq 50$ KeV. BNL currently has no dedicated antiproton source, but one can evolve from the ongoing Booster project. The BNL source possibilities, schedules, and costs are described in some substantial detail in paper (2) - Lowenstein and Lee - and in paper (3) - Lee and Lowenstein. Using realistic duty cycles, about $10^{14}$ antiprotons per year become available; however, at BNL one can also purchase additional accelerator time, and with dedicated time get up to $5 \times 10^{14}$ antiprotons per year at momenta of 4 GeV/c. For delivery at BNL, one could take a no-cooling approach, but accept a very large loss factor in the beam. Provision of substantial cooling would give a small loss factor to 20 KeV. In this way, BNL might get $5 \times 10^{13}$ antiprotons per year at 20 KeV, in 3-4 years.

Paper (4) - Cline - discusses a portable storage ring. The ring is used as an antiproton source generally, with no experiments normally carried out in the ring. At a weight of $\leq 10$ tons, and with dimensions of $\sim 4.4 \times 2.4$ meters, a ring storing $10^{10}$ - $10^{11}$ (possibly to $10^{12}$) antiprotons seems feasible, with particle lifetimes of $\geq 3500$ hours with cooling ($\geq 100$ hours sans cooling), and capable of a kinetic energy range of $-100$ MeV - 200 KeV, using superconducting technology. The experiments using such a ring are any requiring significant momenta. A transportable storage ring is one of the key enabling tools permitting use of antiprotons in industry, university, and national laboratories: uses include filling existing rings, etc.
Paper (5) - Goldman and paper (6) - Blackmore - discuss the potential scaleup for antiproton production and collection provided by an advanced hadron or kaon facility. The physics case for such a facility is very compelling, and is described here and in paper (II13) - Goldman. The physics uses include hadron spectroscopy, kaon decays, hypernuclei, neutrino physics, special proton physics, and other physics of electroweak and strong interactions. Four proposals exist for such a facility: Canada (TRIUMF); U.S. (LAMPF AHF); European HF; and Japanese HF. These are machines in the 30-60 GeV energy, ~50-100 μA current range. It seems probable that at least one such machine may be built. Used as an antiproton source to reach higher production and collection rates, current technology would need extensions in target design, collection, and cooling. The papers suggest a factor of ~$10^3$ - $10^5$ scaleup over the yields "immediately" available from FNAL or BNL. The earliest such a machine might be available is in the mid 1990s.

Paper (7) - Mills - takes up fundamental general issues of machine scaleups to produce and collect of the order of ~$10^{14}$ antiprotons per second, giving annual yields in the few milligram range. Paper (7) is a comprehensive review paper covering general topics of production issues: collector and accelerator types; candidate accelerators; antiproton cooling methods; and, most importantly, some 18 potential research and development areas to support serious consideration of large scale production and collection of antiprotons. Ultimate embodiments for scaled-up production and collection could accordingly differ significantly from current concepts. In each of the topics noted, a number of critical discrete issues is treated. For example, in the section on antiproton cooling methods, the discussion covers stochastic cooling, electron cooling, resistive cooling, dE/dx cooling, and radiative cooling (important for electrons and positrons in plasma type collectors). Power estimates for production are assessed.

Paper (8) - Larson takes up the pragmatic engineering involved in large scaleup issues, and discusses use of electron cooling as one possible special way to cool ~$10^{14}$ antiprotons per second in real time. The proposal suggests use of a very large dedicated cooling ring and
very intense (~100 kA) electron cooling beams. The paper discusses the theory of electron cooling; cooling time constants; scaling issues; technological issues; plasma cooling; and topics for additional consideration. Engineering issues for this cooling effort are reviewed.

Some Major Observations from Group I Activities

- There are several alternative routes to a U.S. low energy antiproton facility, at BNL or FNAL, capable of delivering $10^{14}$ antiprotons per year at ≤ 50 KeV.
- The time is ripe to prepare a formal proposal for such a facility and to push for its speedy construction, in view of the great potential for new and unexpected physics discoveries, and insights into applied science, suggested by Grups II and III.
- The notion of portable storage rings is alluring, and construction should be sought. Their uses would be manifold, and such rings would be one enabling tool to bring antiprotons for experimentation to any competent laboratory in North America.
- Issues inherent in production scaleup to milligrams per year levels were assessed; the consensus was:
  - The necessary accelerators can be built, selecting from several options.
  - Targetry can be scaled up, with appropriate R&D.
  - Cooling is the most serious problem, needing intensive study and innovation.
- One possible solution to the cooling problem at milligrams per year delivery levels lies in electron cooling, and one such specific cooling embodiment was discussed.
- A comprehensive RDT&E program treating issues to achieve milligrams per year of antiproton delivery levels can be formulated. Some outputs of this program could benefit improved designs of advanced hadron/kaon facilities.
POTENTIAL LOW ENERGY $\bar{p}$ SOURCES IN THE U.S.
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There are two possibilities for major sources ($\sim 10^{14}$/yr) of low energy (-20-50 KeV) antiprotons in the United States: Brookhaven National Laboratory (BNL) and Fermilab (FNAL). In the following report they are compared in two aspects: (I) $\bar{p}$ production and (II) delivery at low energies. It turns out, given present and developing facilities, that (II) may require more supplemental funding than (I). The European facility (LEAR) at CERN serves as a model for comparison.

1.1 - Production at CERN

Typical operation at LEAR consisted [1] of stacking $3 \times 10^9$ antiprotons every 75 minutes, corresponding to $6 \times 10^{10} \bar{p}$/day. This beam was provided to experiment [2] about 30 days/yr during the 3 years that LEAR has operated: i.e., a $\bar{p}$ yield of

$$Y = 2 \times 10^{12} \bar{p}/yr \quad \& \quad 1 \text{ GeV/c}$$

(1)

An improved antiproton source (ACOL) is now commencing to operate at LEAR with an expected order of magnitude increase [3] in intensity to $10^{12} \bar{p}$/day, but at an anticipated decrease [3] in duty cycle to 10 days/year; thus,

$$Y' = 10^{13} \bar{p}/yr \quad \& \quad 1 \text{ GeV/c}$$

(2)
1.2 - Production at FNAL \[4\]

At Fermilab antiprotons are produced by directing a 120 GeV proton beam at a tungsten target. Production seems to peak at a $\bar{p}$ momentum around 5 GeV/c, but the accumulator system is designed to operate around 9 GeV/c. Under these conditions the production cross section at forward lab angles appears to be

$$d\sigma = 2.4 \times 10^{-5} |\%| d\Omega \text{ (msr)} \tag{3}$$

where $|\%|$ is $1/2$ the width of the relative momentum bite (units of $10^{-2}$).

For the Fermilab accumulator system with $|\%| = 1.5$ for the momentum bite the $\bar{p}$ collection rate is \[5\]

$$R = 1.3 \pm 0.4 \times 10^{10} \bar{p}/\text{hr} \tag{4}$$

The main ring at FNAL delivers about $1.3 \times 10^{12}$ p/pulse at a repetition rate of $(2.5 \text{ sec})^{-1}$; through Eq. (4) this represents a $\bar{p}$ yield of

$$Y = 0.7 \times 10^{-5} \bar{p}/p \tag{5}$$

During collider runs no antiprotons will be available for other purposes; but during fixed target (FT) running, $\bar{p}$ can still be manufactured most of the time while the Tevatron is operating to supply the external targets. There are 3 factors of reduction:
i) Some dead time in the acceleration cycle after ramping up to the maximum - 800 GeV. This has to do with resonances in the power grid and may be corrected; it represents a minor reduction by some 20%.

ii) Other demands for p during FT runs: E760 and its successors; improvements to the p system; test runs of the collider. This is a substantial reduction of order 50%.

iii) Finally, the overall fraction of FT running, fixed at 50% for the immediate future at Fermilab.

Taking these factors all together suggests an availability of about 10 weeks/yr. for low energy p production at FNAL. Assuming the canonical operating rate of ~100 hrs/week, we have an annualized yield of

\[ Y = 10^{13} \text{ p/yr} \quad @ \ 9 \text{ GeV/c} \quad \text{(6)} \]

Corresponding to ACOL an upgrading program for FNAL has been proposed [6], to increase the ultimate collider luminosity by a factor of ~50. Most of this is in stages up to and including the accumulator - say a factor 20, which Eq. (6) would then acquire:

\[ Y' = 2 \times 10^{14} \text{ p/yr} \quad @ \ 9 \text{ GeV/c} \quad \text{(7)} \]

This proposal has an estimated cost of ~$250M, however, and there is at present no foreseeable date for its initiation.
Currently at Brookhaven there is no dedicated $\bar{p}$ source; but one could evolve from the Booster project, which has started construction. The yield of $\bar{p}$ from proton bombardment of a target is about 25 times less at 28 GeV/c than at 120 GeV/c:

$$d\sigma = 0.9 \times 10^{-6} |s| d\Omega (\text{msr})$$

(8)

for $\bar{p}$ at the peak momentum of 4 GeV/c. The Booster acceptance is 50 m$^3$/p, and with a spot diameter of 1 mm, the corresponding solid angle is 31 msr. Insertion in Eq. (8) with $|s| = 1$ yields

$$d\sigma = 2.8 \times 10^{-5} L \bar{p}/p - 2.5 \times 10^{-5} \bar{p}/p$$

(9)

where $L = 9\%$ allows for target losses due to depth of focus and absorption. This is a factor 3 less than Eq. (5) for FNAL.

According to Ref. [7] the post-booster AGS will accelerate in every cycle 12 buckets of $0.5 \times 10^{13}$ protons each, of which 3 can be extracted to produce antiprotons while the other 9 buckets are available for the rest of the program. The result is about $3 \times 10^7 \bar{p}$/pulse, which must be ejected from the booster each cycle of about 2.5 seconds. Typical AGS performance is some $1.5 \times 10^3$ pulses/hr for about $10^2$/hr week when the SEB program is running, which lasts for 10 weeks or more in a normal year. Thus the potential antiproton yield in this mode is of order $0.5 \times 10^{14} \bar{p}$/yr.

A flexibility in the Brookhaven situation is the option of obtaining more accelerator time by paying the expenses of operation, of order $\$100$ K/week.
Dedicated \( \bar{p} \) running using all 12 buckets for 3 months at double cycling rate would increase the previous estimate by a factor of order 10 to

\[
y = 5 \times 10^{14} \text{ p/yr} \quad @ \ 4 \text{ GeV/c} \quad (10)
\]

Some further discussion of adding \( \bar{p} \) capability to the Booster and a comprehensive cost estimate are presented in the paper submitted by Y. Y. Lee and D. I. Lowenstein to this conference. Their cost estimate is $8.6M, including development and contingency; if started within a year, this modification would proceed concurrently with the Booster construction and should be operational in 3 to 4 years.

An ACOL-type enhancement is also feasible at BNL. The parameters work out more favorably than at LEAR to suggest a theoretical increase of order 50 in yield: namely, a factor \((4)^2\) from angular aperture and 3 from momentum bite. If only a factor 20 can be realized, this still scales up Eq. (10) to

\[
y' = 10^{16} \text{ p/yr} \quad @ \ 4 \text{ GeV/c} \quad (11)
\]

No detailed cost estimates exist for such development, but an allowance of order $20M seems appropriate. Design and construction would require a couple of years each.

### II.1 - Delivery at CERN

In principle, delivery of \( \bar{p} \) at 20-50 KeV kinetic energy is relatively easy at CERN. The LEAR yield in Eq. (2) is already at \(-1\) GeV/c momentum; extraction, slowing to 2 MeV kinetic energy in a small linac designed to
introduce negligible beam loss, plus a final RFQ (radio frequency quadrupole stage could be accomplished at relatively low cost - say, $5 M.

Such a development would be useful mainly as a proof of some principle. The input of $10^{13}$ $\bar{p}$/yr. is unlikely to increase because of the pressure of high energy collider experiments, and that input must also satisfy all the other users of LEAR. Realistically, the consumable yield of very low energy $\bar{p}$ would be 1-2 order of magnitude lower:

$$Y = 10^{11-10^{12}} \text{p/yr} \quad @ \ T = 20-50 \text{ KeV}$$ (12)

II.2 - Delivery at FNAL

The $\bar{p}$ system at Fermilab was not designed with low energies in mind, so additional construction will be required for that purpose.

The $\bar{p}$ are available at 8.9 GeV/c, and it is not feasible to reduce their momentum substantially in the accumulator. Tests have been made, and the beam was essentially lost somewhere below 3 GeV/c; preferably the reduction should be only to about 5.5 GeV/c, above the transition energy. At this stage it would be necessary to transfer the $\bar{p}$ to a specially designed and constructed ring that would decelerate them to ~200 MeV kinetic energy, then transfer to a specifically designed linac plus RFQ combination to yield the final energy of 20-50 KeV. This system, with appropriate cooling, would be a substantial project, comparable to the accumulator itself, costing at a guess around $50M and requiring 3-5 years to complete. There is no present indication that Fermilab would be willing to finance such a project.

An alternative scheme was suggested by F. Mills at the 1st Antiproton Conference at RAND (April, 1987). The $\bar{p}$ in the accumulator are already
sufficiently cooled to decelerate in the booster without exceeding its emittance at 200 MeV. At this point there would be substantial loss from injection into the linac because of acceptance mismatch. Therefore a separate ring at 200 meV would be built, with cooling and rf necessary to decelerate the beam without loss to about 2 MeV, when it can be decelerated by an RFQ to its final energy. The model for this system is the Indiana University Cyclotron Facility Cooler, which has a budget of about $8M, excluding many salaries, and a time scale of 4 years. At Fermilab it seems prudent to allow a cost factor of 2 to 3: say about $20M. Barring changes in the present situation, these costs would fall primarily on the low energy p users.

In either scheme there would be no significant loss of p, so that from Eqs. (6,7)

\[
Y = 10^{13} - 10^{14} \text{ p/yr} \quad \theta T = 20-50 \text{ KeV}
\]

(13)

III.3 - Delivery at BNL

The principal limitation of the Booster scheme is the loss of beam intensity during deceleration because of emittance growth: the loss factor could be as great as \(10^{-4}\), assuming no loss in the final RFQ stage. To overcome this limitation, cooling facilities could be inserted into the Booster. With cooling both at \(-1\ \text{GeV/c}\) and at a lower momentum the \(\bar{p}\) beam can be brought down to \(-2\ \text{MeV}\) kinetic energy with only one factor of 10 loss from optimal intensity. It can then be extracted to a new RFQ that will span the range from 2 MeV to 20 KeV without appreciable loss. The thumbnail cost estimate for this modification is $5-6M, the time estimate - 3 years. If funded promptly, this development could be concurrent with
the Booster. Otherwise, it can be added later without incurring major extra

costs by the delay.

Based on the simple Booster yield in Eq. (10), we have for this
alternative

\[ Y = 5 \times 10^{13} \frac{p}{yr} \quad @ \ T = 20-50 \text{ KeV} \]  \hspace{1cm} (14)

If one goes directly to the ACOL mode, such cooling in the Booster can be
bypassed. The accumulator that yields Eq. (11) can also be designed to match
the acceptance down to any point in the Booster chain, thus allowing a design
figure of

\[ Y' = 10^{16} \frac{p}{yr} \quad @ \ T = 20-50 \text{ KeV} \]  \hspace{1cm} (15)

This of course is a more substantial project than Eq. (14) envisions.

III. Summary

Table 1 collects the rough estimates in the text above.
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<table>
<thead>
<tr>
<th></th>
<th>LEAR</th>
<th>FNAL</th>
<th>BNL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple (Simple)</td>
<td>10^{13}-10^{14}</td>
<td>20-50</td>
<td>10-15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4-5</td>
<td>3-4</td>
</tr>
<tr>
<td>10^{11}-10^{12}</td>
<td></td>
<td>10^{14}-10^{15}</td>
<td>10^{16}</td>
</tr>
<tr>
<td>(ACOL)</td>
<td>20-25</td>
<td>250</td>
<td>20-25</td>
</tr>
<tr>
<td></td>
<td>2-3</td>
<td>(10?)</td>
<td>5</td>
</tr>
</tbody>
</table>
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LOW ENERGY ANTIPROTON POSSIBILITIES AT BNL

Y.Y. Lee and D.I. Lowenstein
Brookhaven National Laboratory,
Upton, NY 11973

Antinuclear physics in the energy range of 0-20 GeV has long been a mainstay of the high energy physics program at BNL. The emphasis of the experimental program in the last couple of years has however moved to other areas as new facilities in the world have come on line. The initiatives stimulated by the USAF has caused a renewed interest in the low energy capabilities at BNL, which are still very competitive and considerable for the production of low energy antiprotons. In the following, we present a synopsis of the present BNL accelerator plans and the near term possibilities for a high yield antiproton production experiment. In this paper we will not address the longer term facility possibilities of producing “large” amounts of antimatter. Parenthetically, even though several aspects of the program are of little interest for this audience, such as the Relativistic Heavy Ion Collider (RHIC) and the Stretcher, it is important to understand their parameters and impact upon various possible antinucleon initiatives at BNL.

Accelerator Complex

The future BNL high-energy and heavy ion physics programs are centered about the 30 GeV Alternating Gradient Synchrotron (AGS) and the proposed 100-250 GeV/amu (gold-protons) Relativistic Heavy Ion Collider. The complex of accelerators is shown in Fig. 1. The high-energy physics complex consists of two 750 keV preinjectors (Cockcroft Walton for protons, RFQ linac for polarized protons, a second RFQ for protons is under construction) followed by a 200 MeV linac. Presently the 200 MeV protons are directly injected into the AGS and accelerated to 30 GeV. Under construction is a Booster Synchrotron that will boost the proton energy to 1.5 GeV prior to injection into the AGS. This will allow for an increase in delivered proton intensity by a factor of 4, to the 5 x 10^{13} protons/second level, and an increase in the delivered polarized proton intensity level by a factor of 20, to 4 x 10^{11} protons/pulse. The major machine parameters are listed in Table I. The heavy-ion physics complex consists of two 15 MV MP Tandems that inject several MeV/amu ions into the AGS. For the present, only fully stripped light ions (\leq 32\text{S}) can be accelerated in the AGS. With the completion of the Booster Synchrotron, all ion species will be accelerated in the AGS to 10-15 GeV/amu (final energy is dependent on the ion species Z/A). The AGS will then have the option to either slowly extract these ions for fixed target operations or inject them into RHIC. RHIC will be capable of accelerating all ion species with storage lifetimes of 10 hours at top energy and highest mass ion, e.g., 100 GeV/amu^{197}\text{Au}. Figure 2 describes as a function of collider energy, for various ion species, the design luminosity and central collision event rate for RHIC.

The AGS is now being required to provide, for experiments, a vast variety of particle species in several types of extraction modes that were never contemplated thirty years ago when it was being designed. From a

*Work performed under the auspices of the U.S. Department of Energy and the U.S. Air Force Rocket Propulsion Laboratory.

25
Figure 2  The design luminosity, for various ion masses, as a function of collision energy over the full range accessible with AGS and RHIC. On the left-hand scale, central collisions correspond to impact parameter less than 1 Fermi.
machine that was initially designed to accelerate $10^{10}$ protons/pulse with internal target operation, the AGS now has accelerated $1.9 \times 10^{13}$ protons/pulse, $2.0 \times 10^{10}$ polarized protons/pulse (46% polarization @ 22 GeV/c and $2 \times 10^8 \ ^{28}\text{Si}$ ions to 15 GeV/amu). The internal targets have now been replaced with various slow and fast extraction modes of operation. With the completion of the Booster Synchrotron, the AGS operating modes will reach levels of $5 \times 10^{13}$ protons/sec, $4 \times 10^{11}$ polarized protons/pulse using the accumulator features of the Booster and the $5 \times 10^{12}$ polarized protons/pulse level with significant improvements in ongoing ion source development, and the acceleration of $10^9 - 10^{10}$ heavy ions (all species).

In addition to the Booster construction, a Stretcher is under initial design to improve the slow extracted beam duty factor from 40% to = 100% and

<table>
<thead>
<tr>
<th>Table I. Booster Synchrotron Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection Parameters</td>
</tr>
<tr>
<td>Energy (Protons)</td>
</tr>
<tr>
<td>Energy (Heavy Ions)</td>
</tr>
<tr>
<td>Circumference (1/4 AGS)</td>
</tr>
<tr>
<td># Focusing Cells</td>
</tr>
<tr>
<td>Cell Length</td>
</tr>
<tr>
<td>Periodicity</td>
</tr>
<tr>
<td># Straight Section/Length</td>
</tr>
<tr>
<td>Phase Advance/Cell</td>
</tr>
<tr>
<td>$\nu_x \sim x_y$</td>
</tr>
<tr>
<td>$8_{\text{max}}/8_{\text{min}}$</td>
</tr>
<tr>
<td>$\gamma_{\text{max}}$</td>
</tr>
<tr>
<td>Transition $\gamma$</td>
</tr>
<tr>
<td>rf harmonics</td>
</tr>
<tr>
<td># dipoles/length</td>
</tr>
<tr>
<td>Field Injection</td>
</tr>
<tr>
<td>Field Ejection</td>
</tr>
<tr>
<td># Quadrupole/length</td>
</tr>
<tr>
<td>Repetition Rate</td>
</tr>
</tbody>
</table>
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increase the delivered slow extracted beam intensity by a factor of two to 
2.5 to 5.0 x 10^{13} protons/sec. The fast extracted proton intensity of 5 x 
10^{13} protons/sec would not be affected by the Stretcher. At this level of 
operation (8 μA current), the AGS could be classified as a mini-hadron 
factory. With additional alterations, such as, increasing the Booster 
energy to its maximum design energy of 2.5 GeV and several major AGS system 
modifications, e.g., main power supply, rf, shielding, etc., the AGS could 
provide 2 x 10^{14} protons/sec (32 μA). Figure 3 summarizes the available 
proton intensity for each major enhancement for both fast extraction (FE) 
and slow extraction (SE). The AGS is presently the world's major hadron 
factory, and with the modest inclusion of a Stretcher, it could also serve 
as a very cost effective next step in the progression up the intensity 
frontier to the 100 μA domain as proposed by at least four different labora-
tories around the world.

The mainstream future at BNL is directed, however, to the exploitation 
of a unique heavy ion collider, RHIC. RHIC consists of two independent 
rings of superconducting magnets in the former CBA tunnel, operating at a 
top field of 3.5 Tesla and 4.5° K. Tables II and III list the general 
parameters for RHIC. Prototype magnets have been constructed at both BNL 
and in industry and meet the required specifications. In addition to the 
injector system (AGS), four of six experimental areas are complete, the 
liquid helium refrigeration system is complete and operational, the collider 
tunnel is complete, and the prototype control system is being implemented on 
the AGS. With this collider, one can accelerate all ion species from 
protons (polarized with the introduction of Siberian snakes) to gold and 
uranium. For proton-on-proton collisions, one could achieve a 
center-of-mass energy of 500 GeV with an average luminosity of 8.4 x 
10^{30} cm^{-2}sec^{-1}. For gold-on-gold collisions, one could achieve a 
center-of-mass energy of 40 TeV (100 GeV/amu) with an average luminosity of 
4.4 x 10^{26} cm^{-2}sec^{-1}. The maximum performance specifications for RHIC are 
defined by the beam physics of 100 GeV/ amu gold ions. The major limiting 
condition is the intrabeam scattering process at the highest energy and the 
highest mass ion. At the lowest energies of RHIC, where beam lifetimes are 
less than one hour, one would operate RHIC in a fixed target mode by use of 
a gas jet target in one ring. RHIC will also allow for asymmetric 
operations, such as, protons in one ring and gold in the other. RHIC is ex-
pected to take four years to complete, with a requested start date of 

Antiproton Production Experiment

The possibility of obtaining very low energy antiprotons of the order 
of 20 keV kinetic energy from the AGS was first described by Lee. In this 
paper we would like to outline the requirements for such a facility (or 
experiment) to accomplish the very low energy antiproton source.

The basic magnetic cycle of the AGS and the Booster is given in Figure 
4. After injecting 1.5 GeV protons into the AGS, the magnetic field of the 
Booster is ramped up to 8.5 kg in order to receive 3.5 GeV/c antiprotons 
produced by the AGS. The antiprotons are decelerated by the Booster and 
then extracted to the 200 MeV linac while the AGS delivers the rest of the
Figure 3

PROTON AND POLARIZED PROTON (P↑) INTENSITY
<table>
<thead>
<tr>
<th>Table II RHIC General Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Energy Range (each beam),</strong></td>
</tr>
<tr>
<td>Au</td>
</tr>
<tr>
<td>7-100 GeV/amu</td>
</tr>
<tr>
<td>protons</td>
</tr>
<tr>
<td>28.5-250 GeV</td>
</tr>
<tr>
<td><strong>Luminosity, Au-Au @</strong></td>
</tr>
<tr>
<td>100 GeV/amu &amp;</td>
</tr>
<tr>
<td>10 H av.</td>
</tr>
<tr>
<td>$4.4 \times 10^{26}$ cm$^{-2}$sec$^{-1}$</td>
</tr>
<tr>
<td><strong>Operational lifetime</strong></td>
</tr>
<tr>
<td>Au @ $\gamma &gt; 30$</td>
</tr>
<tr>
<td>&gt; 10 h</td>
</tr>
<tr>
<td><strong>Diamond length @</strong></td>
</tr>
<tr>
<td>100 GeV/amu</td>
</tr>
<tr>
<td>$\pm 27$ cm rms</td>
</tr>
<tr>
<td><strong>Circumference, 4-3/4 CAGS</strong></td>
</tr>
<tr>
<td>3833.87 m</td>
</tr>
<tr>
<td><strong>Number of crossing</strong></td>
</tr>
<tr>
<td>points</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td><strong>Free space at</strong></td>
</tr>
<tr>
<td>crossing point</td>
</tr>
<tr>
<td>$\pm 9$ m</td>
</tr>
<tr>
<td><strong>Beta @ crossing,</strong></td>
</tr>
<tr>
<td>horizontal/vertical</td>
</tr>
<tr>
<td>6 m</td>
</tr>
<tr>
<td>low-beta/insertion</td>
</tr>
<tr>
<td>3 m</td>
</tr>
<tr>
<td><strong>Betatron tune,</strong></td>
</tr>
<tr>
<td>horizontal/vertical</td>
</tr>
<tr>
<td>28.82</td>
</tr>
<tr>
<td><strong>Transition energy, ( \gamma_T )</strong></td>
</tr>
<tr>
<td>25.0</td>
</tr>
<tr>
<td><strong>Filling mode</strong></td>
</tr>
<tr>
<td>Box-car</td>
</tr>
<tr>
<td><strong>No. of bunches/ring</strong></td>
</tr>
<tr>
<td>57</td>
</tr>
<tr>
<td><strong>No. of Au-ions/bunch</strong></td>
</tr>
<tr>
<td>$1.1 \times 10^3$</td>
</tr>
<tr>
<td><strong>Filling time (ea. ring)</strong></td>
</tr>
<tr>
<td>$\sim 1$ min</td>
</tr>
<tr>
<td><strong>Magnetic rigidity, ( B_{0} )</strong></td>
</tr>
<tr>
<td>@ injection $96.5$ T$\cdot$m</td>
</tr>
<tr>
<td>@ top energy $839.5$ T$\cdot$m</td>
</tr>
<tr>
<td><strong>No. of dipoles</strong></td>
</tr>
<tr>
<td>(180/ring+12 common)</td>
</tr>
<tr>
<td>372</td>
</tr>
<tr>
<td><strong>No. of quadrupoles</strong></td>
</tr>
<tr>
<td>(276/ring+216 insertion)</td>
</tr>
<tr>
<td>492</td>
</tr>
<tr>
<td><strong>Dipole field @</strong></td>
</tr>
<tr>
<td>100 GeV/amu, Au</td>
</tr>
<tr>
<td>3.488 T</td>
</tr>
<tr>
<td><strong>Dipole magnetic length</strong></td>
</tr>
<tr>
<td>9.46 m</td>
</tr>
<tr>
<td><strong>Coil i.d. arc magnets</strong></td>
</tr>
<tr>
<td>8 cm</td>
</tr>
<tr>
<td><strong>Beam separation in arcs</strong></td>
</tr>
<tr>
<td>90 cm</td>
</tr>
<tr>
<td><strong>rf frequency</strong></td>
</tr>
<tr>
<td>26.7 MHz</td>
</tr>
<tr>
<td><strong>rf voltage</strong></td>
</tr>
<tr>
<td>1.2 MV</td>
</tr>
<tr>
<td><strong>Acceleration time</strong></td>
</tr>
<tr>
<td>$1$ min</td>
</tr>
</tbody>
</table>
### Table III. RHIC Beam Parameters

<table>
<thead>
<tr>
<th>Element</th>
<th>Proton</th>
<th>Deuterium</th>
<th>Carbon</th>
<th>Sulfur</th>
<th>Copper</th>
<th>Iodine</th>
<th>Gold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic No. Z</td>
<td>1</td>
<td>1</td>
<td>6</td>
<td>16</td>
<td>29</td>
<td>53</td>
<td>79</td>
</tr>
<tr>
<td>Mass No. A</td>
<td>1</td>
<td>2</td>
<td>12</td>
<td>32</td>
<td>63</td>
<td>127</td>
<td>197</td>
</tr>
<tr>
<td>Rest energy (GeV/amu)</td>
<td>0.9383</td>
<td>0.9376</td>
<td>0.9310</td>
<td>0.9302</td>
<td>0.9299</td>
<td>0.9303</td>
<td>0.9308</td>
</tr>
<tr>
<td>Injection:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kinetic energy (GeV/amu)</td>
<td>28.5</td>
<td>13.6</td>
<td>13.6</td>
<td>13.6</td>
<td>12.4</td>
<td>11.2</td>
<td>10.7</td>
</tr>
<tr>
<td>β</td>
<td>0.99947</td>
<td>0.99947</td>
<td>0.99793</td>
<td>0.99794</td>
<td>0.99757</td>
<td>0.99704</td>
<td>0.99680</td>
</tr>
<tr>
<td>Norm. emittance (mm.mrad)</td>
<td>20</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Bunch area (eV.sec/amu)</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Bunch qth (nsec)</td>
<td>± 8.6</td>
<td>± 8.6</td>
<td>± 8.6</td>
<td>± 8.6</td>
<td>± 8.6</td>
<td>± 8.6</td>
<td>± 8.6</td>
</tr>
<tr>
<td>Energy spread (x10^{-4})</td>
<td>± 3.8</td>
<td>± 7.6</td>
<td>± 7.6</td>
<td>± 7.6</td>
<td>± 8.3</td>
<td>± 9.2</td>
<td>± 9.6</td>
</tr>
<tr>
<td>No. Ions/bunch (x10^5)</td>
<td>100</td>
<td>100</td>
<td>22</td>
<td>6.4</td>
<td>4.5</td>
<td>2.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Top Energy:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kinetic energy (GeV/amu)</td>
<td>250.7</td>
<td>124.9</td>
<td>124.9</td>
<td>124.9</td>
<td>114.9</td>
<td>104.1</td>
<td>100.0</td>
</tr>
<tr>
<td>βυ</td>
<td>268.2</td>
<td>134.2</td>
<td>135.2</td>
<td>135.3</td>
<td>124.6</td>
<td>112.9</td>
<td>108.4</td>
</tr>
</tbody>
</table>
Figure 4

Booster and AGS magnetic cycle
available protons for other experiments. The antiprotons are then
decelerated in the linac to 750 keV and then to 20 keV in the RFO linac.
Figure 5 is a description of the accelerator complex.

At the end of the AGS acceleration cycle, the AGS rf voltage is raised
to shorten the bunch length to a few nanoseconds before extracting three of
the twelve bunches through the 110 extraction channel. This will increase
the proton beam momentum spread and provide for a short antiproton bunch.
The extraction channel and the beam transport should be able to accommodate
the proton momentum spread. The additional equipment needed for the
extraction is a ferrite kicker and power supply similar to the ones
installed at H5 or E5, an extraction septum and power supply similar to the
one at H10, and an AGS orbit bump and power supply.

The beam transport consists of six quadrupoles, a triplet in the AGS
tunnel for beam shaping and another triplet upstream of the target for
focusing the beam on to the target. A special target station similar to the
ones at the CERN and Fermilab antiproton facilities must be constructed
because of the high intensity beams involved. A focusing element such as a
lithium lens is required in order to focus the produced antiprotons into the
apertures of the transport quadrupoles. The antiprotons produced by the AGS
are then transported to the Booster. The length of the line is
approximately 150 meters and requires about 30 degrees of total bend. It
requires the order of 10 quadrupoles and six 5 degree bending magnets.
Injection into the booster is accomplished by duplicating the Booster
extraction septum and kickers.

The antiprotons transported to the Booster will have a 50 pi-mm-mr
emittance in both planes and a momentum bite of 2%. The length of the
antiproton bunch is the same as the AGS proton bunch which was tailored to
a few nanoseconds. By allowing the bunch to rotate in longitudinal phase
space one can lengthen it to 50 nanoseconds and the antiproton momentum
spread can then be reduced to about a tenth of a percent. No special
equipment is needed to decelerate the beam to 200 MeV kinetic energy. One
may have to install special instrumentation to detect the low intensity
beam.

Decelerated antiprotons can be extracted at the Booster straight
section C6. A fast ferrite kicker of strength 6 kG-meter can extract 200
MeV antiprotons from the Booster. A transport system identical to the
injection line but of opposite polarity can transport the antiprotons to the
HEBT line of the linac. A fast kicker can inject the beam into the upstream
end of the linac.

At present we do not foresee any additional equipment required to
decelerate the antiprotons through the linac and RFO except increased
sophistication in phase and amplitude controls. At the exit of the RFO a
kicker is required to deflect the decelerated antiprotons away from the
regular proton channel and direct it to the detector region.
Figure 5

AGS accelerator complex
Additional sophistication is needed in the control system of the AGS, Booster and linac. Pulse-to-pulse modulation of the system is required, not only for the magnetic cycle of the machines, but also to all other systems such as rf and extraction systems.

At present there are two modes of Booster operation, namely fast cycling proton operation and slower cycling heavy ion operation. The proton operation needs higher voltage and lower current while heavy ion operation needs lower voltage but higher current. Power supply modules are rearranged for each of the operations. For the proposed antiproton option, the range of antiproton deceleration current requirements forces one to use the arrangement of the heavy ion option which results in the Booster cycle period to be lengthened by a factor of two. If faster cycling of the Booster is important, one would add a set of modules to the present power supply to increase the repetition rate. It is inefficient to bunch and decelerate in the linac unless the antiproton beam is prebunched to the linac frequency. One would add a 200 MHz rf cavity to bunch the antiprotons in the Booster. This will bring the efficiency to about 80% compared to 50% for decelerating through the linac and RFQ.

It has been demonstrated that one can reduce the six dimensional emittance of the beam in a synchrotron either by stochastic or electron cooling. As a proof of principle experiment the option of cooling is not compelling. It has been calculated\(^1\) that there is a factor of 900 decrease in the available antiproton flux at 20 keV without cooling versus with cooling because of the reduction in the 6-dimensional phase space. We have not estimated the additional costs of introducing stochastic cooling but refer the reader to the copious literature from both CERN and Fermilab.

We estimate the order of magnitude costs to carry out a test of the scheme. The estimate is scaled from either existing AGS equipment costs or scaled from the Booster proposal. We used a rule of thumb number of about $150/kilowatt for the power supply estimates. We summarize them in Table IV.

Conclusion

BNL's future high-energy and heavy ion physics plans consist of three major components. The first is to exploit the present and near-term upgraded AGS complex for 30 GeV physics, such as, the study of the TeV domain via flavor changing rare kaon decays, neutrino physics, glueball and exotics, spectroscopy, etc. The second is the primary BNL long-term goal of constructing RHIC to study the fundamental properties of matter in a state in which the primordial quarks and gluons are no longer confined as constituents of ordinary particles. The third component, which is now beginning to be considered are the possibilities of a mini-hadron factory with the AGS. Should the physics results of the next years justify the effort and cost, this would be a natural extension of the present and near-term AGS high-energy program.
<table>
<thead>
<tr>
<th>Section</th>
<th>Cost (in thousands)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>I. EXTRACTION FROM AGS</strong></td>
<td>360.</td>
</tr>
<tr>
<td>Ferrite Kicker</td>
<td>50.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>50.</td>
</tr>
<tr>
<td>Extraction Septum</td>
<td>100.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>100.</td>
</tr>
<tr>
<td>Orbit Bump</td>
<td>10.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>50.</td>
</tr>
<tr>
<td><strong>II. TARGET STATION AND PROTON TRANSPORT</strong></td>
<td>1070.</td>
</tr>
<tr>
<td>Quadrupoles (6)</td>
<td>240.</td>
</tr>
<tr>
<td>Power Supplies</td>
<td>180.</td>
</tr>
<tr>
<td>Target Station and Li Lens</td>
<td>650.</td>
</tr>
<tr>
<td><strong>III. P-BAR TRANSPORT AND BOOSTER INJECTION</strong></td>
<td>1750.</td>
</tr>
<tr>
<td>Transport Tunnel (450 ft)</td>
<td>450.</td>
</tr>
<tr>
<td>Quadrupoles (10)</td>
<td>100.</td>
</tr>
<tr>
<td>Power Supplies</td>
<td>300.</td>
</tr>
<tr>
<td>Dipoles (5)</td>
<td>200.</td>
</tr>
<tr>
<td>Power Supplies</td>
<td>100.</td>
</tr>
<tr>
<td>Injection Septum</td>
<td>100.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>100.</td>
</tr>
<tr>
<td>Fast Kicker</td>
<td>50.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>50.</td>
</tr>
<tr>
<td><strong>IV. BOOSTER EXTRACTION AND TRANSPORT TO LINAC</strong></td>
<td>1010.</td>
</tr>
<tr>
<td>Extraction Kicker</td>
<td>100.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>100.</td>
</tr>
<tr>
<td>Quadrupoles (15)</td>
<td>150.</td>
</tr>
<tr>
<td>Power Supplies</td>
<td>250.</td>
</tr>
<tr>
<td>Dipoles (8)</td>
<td>160.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>150.</td>
</tr>
<tr>
<td>Kicker</td>
<td>50.</td>
</tr>
<tr>
<td>Power Supply</td>
<td>50.</td>
</tr>
<tr>
<td><strong>V. INSTRUMENTATION AND CONTROLS</strong></td>
<td>500.</td>
</tr>
<tr>
<td><strong>VI. CHANGES IN BOOSTER TUNNEL AND BUILDING</strong></td>
<td>914</td>
</tr>
<tr>
<td><strong>VII. BOOSTER POWER SUPPLY ADDITION</strong></td>
<td>1000.</td>
</tr>
<tr>
<td><strong>VIII. 200 MHz CAVITY SYSTEM</strong></td>
<td>450.</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>8620.</td>
</tr>
<tr>
<td><strong>EDIA(@15%)</strong></td>
<td>940.</td>
</tr>
<tr>
<td><strong>CONTINGENCY(@20%)</strong></td>
<td>1440.</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td>8620.</td>
</tr>
</tbody>
</table>
A transportable antiproton storage device to store and transport low energy antiprotons for use away from the production facility has been proposed. In this note we examine the AGS complex as a filling station for such a device.

In previous notes we explored the possibility of using the AGS as a very low energy antiproton source and its implication to the AGS complex. The scheme was to decelerate antiprotons in the AGS Booster to a kinetic energy of 200 MeV, reinject these antiprotons into the linear accelerator backward at the high energy end. The structure of the Linac would decelerate the antiprotons to the normal proton injection kinetic energy of 750 keV. The further deceleration would be accomplished with the RFQ linac to a final energy of 30 keV. The scheme allows the antiprotons to be extracted from the system at any point during deceleration inside the Booster; however, once the particles are injected into the linac, it only can be extracted at the low energy end, i.e., 750 keV or 30 keV at the end of the RFQ.

The production and collection rate of antiprotons can be estimated in the following way. We show in Figure 1 the AGS antiproton production rate for collection solid angles of 5 and 40 milliradians. We then apply several correction factors to these rates. The fraction of surviving antiprotons corrected for the focal depth of the lithium lens and the finite length of the target can be approximately expressed as

\[ \frac{2}{L} \beta_0 \tan^{-1}\left(\frac{L}{2\beta_0}\right) \]  

(1)

where \( L \) = length of the target,

\[ \beta_0 = \frac{r_0}{\Delta \theta} \] at target center,

\[ r_0 \] = incident beam radius,

\[ \Delta \theta \] = angular acceptance.

*Work performed under the auspices of the U.S. Department of Energy.
The fraction of incident beam interacting in the target segment can be expressed

\[ df = \frac{1}{\lambda} \cdot e^{-\frac{L}{\lambda}} \cdot dz \quad (2) \]

where \( \lambda \) = nuclear absorption length.

The fraction of the produced antiprotons that survive to the end of the target is

\[ e^{-\frac{(L - L)}{\lambda}} \quad (3) \]

By combining (2) and (3), and integrating

\[ \frac{L}{\lambda} \cdot e^{-\frac{L}{\lambda}} \quad (4) \]

Combining (1) and (4), one obtains the total production and collection efficiency

\[ E = \frac{2\theta_0}{\lambda} \cdot e^{-\frac{L}{\lambda}} \tan^{-1} \left( \frac{L}{2\theta_0} \right) \]

For example, taking \( \lambda = 10 \) cm, \( r_0 = 0.5 \) mm, \( \Delta \theta = 100 \) mr, one gets a broad maximum around \( L = 2.7 \) cm where \( E = 0.093 \). We will assume this efficiency for estimating the intensity of antiprotons.

The intensity of the extracted antiproton beam depends on several factors. Since transverse emittances of the beam changes inversely proportional to the momentum of the particle, one expects to lose antiproton intensities by a factor of the momentum squared while decelerating inside the Booster. Since the normalized admittance of the AGS linac is about 90 \( \pi \) mm-mr, which is larger than that of the Booster at 200 MeV, one does not expect to lose antiprotons due to the transverse aperture of the drift tube structure. However, the longitudinal acceptance (rf bucket size) of the linac is estimated to be 3.5 \( \times 10^{-4} \) eV-sec at 200 MHz, which is about a factor of 30 smaller than expected longitudinal emittance of the antiprotons inside the Booster.\(^5\)

Table I summarizes the expected intensity at various points assuming the antiprotons are produced at 2.5 GeV/c by three rf bunches of a post-Booster AGS and are not cooled in the Booster.
Table I
Expected Intensity Without Cooling

<table>
<thead>
<tr>
<th>ENERGY</th>
<th>INTENSITY (per $1.5 \times 10^{13}$ protons)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 GeV</td>
<td>$7.2 \times 10^7$</td>
</tr>
<tr>
<td>200 MeV</td>
<td>$4.8 \times 10^6$</td>
</tr>
<tr>
<td>750 keV</td>
<td>$1.6 \times 10^5$</td>
</tr>
<tr>
<td>30 keV</td>
<td>$1.6 \times 10^5$</td>
</tr>
</tbody>
</table>

An obvious solution to losing intensity in six dimensional phase space is to cool the beam inside the Booster. Adequate cooling can be achieved by means of stochastic cooling. Figure 2 shows the antiproton yield and relative time constant for ideal stochastic cooling in the Booster versus antiproton momentum. Since the whole production and deceleration cycle should be within the AGS cycle, certain compromises must be made as to the momentum which antiprotons are collected at for maximum intensity and the cooling time required.

The following is one possible scenario for the antiproton collection and deceleration cycle. We chose 2.5 GeV/c as the production momentum as a compromise between production and coolability. The antiprotons are then pre-cooled transversely for 200 milliseconds before decelerating to 200 MeV. At this point, the antiprotons are cooled both transversely and longitudinally before bunching to the linac frequency. The cooling time required is estimated to be 20 milliseconds.

In order to be a filling station, antiprotons should be available at all reasonable energies. The scheme mentioned above lacks availability between 200 MeV and 750 keV. One solution is to decelerate the beam further in the Booster. First, we examine the lowest energy one can reasonably decelerate to in the Booster. One of the many functions of the Booster is to pre-accelerate heavy ions of initial kinetic energy as low as 1 MeV per nucleon. The radio frequency system for this mode is capable of tuning to antiproton kinetic energy of as low as 1 MeV. For an iron dominated accelerator ring magnet, one may assume good magnetic field for pole tip fields of above 100 Gauss.
This would correspond to an antiproton momentum of 65 MeV/c or kinetic energy of 2.3 MeV. For this scheme, the cooling of the transverse emittance of the beam is essential to avoid losses of over a factor of 100 in transverse emittance blowup. Longitudinal cooling is not required because the rf bucket size is big enough to contain the bunches. At this point, one could extract and inject into a suitably designed RFQ linac to decelerate to 30 keV. Table II summarizes the available fluxes at various energies.

### TABLE II

<table>
<thead>
<tr>
<th>ENERGY</th>
<th>LINAC</th>
<th>BOOSTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5 GeV/c - 0.644 GeV/c (1.75 GeV - 200 MeV)</td>
<td>7.2 x 10^7</td>
<td>7.2 x 10^7</td>
</tr>
<tr>
<td>&lt; 644 MeV/c - 66 MeV/c (200 MeV - 2.3 MeV)</td>
<td>N/A</td>
<td>7.2 x 10^7</td>
</tr>
<tr>
<td>37.5 MeV/c* (750 keV)</td>
<td>6.9 x 10^7</td>
<td>N/A</td>
</tr>
<tr>
<td>7.5 MeV/c (30 keV)</td>
<td>6.9 x 10^7</td>
<td>6.9 x 10^7 **</td>
</tr>
</tbody>
</table>

*Bunching efficiency assumed at 95%.
**New RFQ required.
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1. Introduction

The future studies of antimatter/matter interactions and applications require additional facilities for study. Currently no dedicated facility exists in the USA. We outline a scheme here to produce antiprotons at BNL and store them in a modest superconducting storage ring that is designed along the lines of the ELENA storage ring that was designed for the CERN LEAR application. It is envisioned that this storage ring will constitute a transportable antimatter facility that can be carried to various locations in the USA to carry out studies of antimatter/matter interactions and applications. The transport of antimatter will also demonstrate the possibility of applications of antimatter energy sources that are removed from the site of the antimatter production, a key development in the eventual use for space applications.

- Prepared for the RAND meeting, 6–9 October 1987
- In conjunction with H. Herr (CERN), C.J. Wang (UCLA), Y.Y. Lee (BNL) and T. Kalogeropoulos (Syracuse)
The storage ring outlined here is designed to be stable for transport and to store $10^{10} - 10^{12}$ antiprotons for periods of several months. The ring will use superconducting magnets for the purpose of low energy consumption and transport. Many other aspects of the storage ring are similar to the parameters of the ELENA ring that was designed for CERN. In particular, the ring is designed to decelerate the antiproton on the site to $\sim 200$ KeV kinetic energy. It is assumed that a suitable source of antiprotons will exist to "fill" the ring, however the construction and testing and transport of the storage ring can be carried out with protons to demonstrate the feasibility of this approach. In this report we first describe the possible source of antiprotons at the BNL site, and then give a brief survey of the state of the art in low energy storage rings and electron cooling techniques that are needed for the accumulation and long-time storage of the antiprotons. We then describe the ring and its parameters and the expected properties under the transportable conditions. Finally the possibility of decelerating in the ring is described. We expect this work to be followed by a detailed proposal for the design and construction of the storage ring by the CERN-BNL-UCLA-Syracuse group. In addition a special workshop on the conceptual design will be held at UCLA, 16-21 November 1987. After that period a Conceptual Design Proposal will be produced.

2. Antiproton Source at BNL as an Example

The possibility of obtaining antiprotons of the order of 200 MeV kinetic energy from the AGS was recently described by A. Carroll et al elsewhere (Appendix B). In this paper we would like to outline the requirements for such a facility (or experiment) to accomplish the very low energy antiproton
source. A similar scheme was first worked out at FNAL in 1977 (D. Cline, F. Mills, P. McIntyre, C. Rubbia — see Appendix A for details of this scheme).

The basic magnetic cycle of the AGS and the Booster is given in Figure 1. After injecting 1.5 GeV protons into the AGS, the magnetic field of the Booster is ramped up to 8.5 kG in order to receive 3.5 GeV/c antiprotons produced by the AGS. The Booster must be ramped down to 100 MeV (or 444 MeV/c) compared to 640 MeV/c for the present design. This requires a modest change in the lowest magnetic field in the Booster. The antiprotons are decelerated by the Booster and then extracted to the 200 MeV linac while the AGS delivers the rest of the available protons for other experiments. The antiprotons are then decelerated in the linac to 750 keV and then to 20 keV in the RFQ linac. Figure 2 is a description of the accelerator complex.

At the end of the AGS acceleration cycle, the AGS rf voltage is raised to shorten the bunch length to a few nanoseconds before extracting three of the twelve bunches through the I10 extraction channel. This will increase the proton beam momentum spread and provide for a short antiproton bunch. The extraction channel and the beam transport should be able to accommodate the proton momentum spread. The additional equipment needed for the extraction is a ferrite kicker and power supply similar to the ones installed at H5 or E5, an extraction septum and power supply similar to the one at H10, and an AGS orbit bump and power supply.

The beam transport consists of six quadrupoles, a triplet in the AGS tunnel for beam shaping and another triplet upstream of the target for focusing the beam on to the target. A special target station similar to the ones at the CERN and Fermilab antiproton facilities must be constructed because of the high intensity beams involved. A focusing element such as a lithium lens is required in order to focus the produced antiprotons into the apertures of the transport quadrupoles. The antiprotons produced by the AGS are
then transported to the Booster. The length of the line is approximately 150 meters and requires about 30 degrees of total bend. It requires the order of 10 quadrupoles and six 5-degree bending magnets. Injection into the booster is accomplished by duplicating the Booster extraction septum and kickers.

The antiprotons transported to the Booster will have a 50 \( \pi \)-mm-mr emittance in both planes and a momentum bit of 2% (see AGS Booster Parameter List — Table 1). The length of the antiproton bunch is the same as the AGS proton bunch which was tailored to a few nanoseconds. By allowing the bunch to rotate in longitudinal phase-space one can lengthen it to 50 nanoseconds and the antiproton momentum spread can then be reduced to about a tenth of a percent. No special equipment is needed to decelerate the beam to 200 MeV kinetic energy. One may have to install special instrumentation to detect the low intensity beam.

Decelerated antiprotons can be extracted at the Booster straight section C6. A fast ferrite kicker of strength 6 kG-meter can extract 200 MeV antiprotons from the Booster. A transport system identical to the injection line but of opposite polarity can transport the antiprotons to the HEBT line of the linac. A fast kicker can inject the beam into the upstream end of the linac.

At present we do not foresee any additional equipment required to decelerate the antiprotons through the linac and RFQ except increased sophistication in phase and amplitude controls. At the exit of the RFQ a kicker is required to deflect the decelerated antiprotons away from the regular proton channel and direct it to the detector region.

Additional sophistication is needed in the control system of the AGS, Booster and linac. Pulse-to-pulse modulation of the system is required, not only for the magnetic cycle of the machines, but also to all other systems such as rf and extraction systems.
At present there are two modes of Booster operation, namely fast cycling proton operation and slower cycling heavy ion operation. The proton operation needs higher voltage and lower current while heavy ion operation needs lower voltage but higher current. Power supply modules are rearranged for each of the operations. For the proposed antiproton option, the range of antiproton deceleration current requirements forces one to use the arrangement of the heavy ion option which results in the Booster cycle period to be lengthened by a factor of two. If faster cycling of the Booster is important, one would add a set of modules to the present power supply to increase the repetition rate. It is inefficient to bunch and decelerate in the linac unless the antiproton beam is prebunched to the linac frequency. One would add a 200 MHz rf cavity to bunch the antiprotons in the Booster. This will bring the efficiency to about 80% compared to 50% for decelerating through the linac and RFQ.

It has been demonstrated that one can reduce the six dimensional emittance of the beam in a synchrotron either by stochastic or electron cooling. As a proof of principle experiment the option of cooling is not compelling. It has been calculated that there is a factor of 900 decrease in the available antiproton flux at 20 keV without cooling versus with cooling because of the reduction in the 6-dimensional phase-space. We have not estimated the additional costs of introducing stochastic cooling but refer the reader to the copious literature from both CERN and Fermilab.

We estimate the order of magnitude costs to carry out a test of the scheme. The estimate is scaled from either existing AGS equipment costs or scaled from the Booster proposal. We used a rule of thumb number of about $150/kilowatt for the power supply estimates.
Table 1
AGS
Booster Parameter Summary

<table>
<thead>
<tr>
<th>type of machine</th>
<th>synchrotron for protons and heavy ions, polarized proton accumulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>beam energy, max</td>
<td></td>
</tr>
<tr>
<td>p d C S Cu I Au</td>
<td></td>
</tr>
<tr>
<td>1.50 1.93 11.60 30.95 53.81 74.62 68.95 GeV</td>
<td></td>
</tr>
<tr>
<td>1.500 0.963 0.967 0.967 0.854 0.588 0.350 GeV/nucleon</td>
<td></td>
</tr>
<tr>
<td>circumference</td>
<td>201.78 m (1/4 AGS)</td>
</tr>
<tr>
<td>straight-section use</td>
<td>RF, h=3, A6 and E6</td>
</tr>
<tr>
<td></td>
<td>RF, h=1, B3 and B6</td>
</tr>
<tr>
<td></td>
<td>proton inj. kickers, C3 and C6</td>
</tr>
<tr>
<td></td>
<td>heavy ion inj. kicker, A3</td>
</tr>
<tr>
<td></td>
<td>heavy ion elec. septum, A3</td>
</tr>
<tr>
<td></td>
<td>ejection kicker, F3</td>
</tr>
<tr>
<td></td>
<td>ejection septum, F6</td>
</tr>
<tr>
<td></td>
<td>absorber blocks, D3</td>
</tr>
</tbody>
</table>

bunch separation, number of bunches
number of particles/pulse
protons, 1 – 3 x 10^{13}
polarized protons, ∼10^{12}

*These values are based on the assumptions specified in BST/TN 55, "Expected Heavy Ion Intensity in the Booster," by Y.Y. Lee.
AGS

Booster Parameter Summary (continued)

C S Cu I Au
54 ~15 ~10 ~6.6 ~3.2 ×10^9 ions

beam current
p p↓ d C S Cu I Au
mA pk
mA avg

beam energy, max
p p↓ d C S Cu I Au
kJ

transverse emittance, inj., (90% area/π)
50 mm-mrad

rms fractional energy spread, inj-ejec
bunched to 1.5 eV-s, protons
bunched to 0.05 eV-s/nucleon, heavy ions

longitudinal emittance, inj-ejec (rms area/π)
lattice, total number of cells FODO, 8.4075-m cells, 24
betatron tune, x y 4.82, 4.83
natural chromaticity
Figure 1. Booster and AGS magnetic cycle
Figure 2. AGS accelerator complex
Table 2
Low Energy Storage Rings
Around the World

<table>
<thead>
<tr>
<th>Machine</th>
<th>Location</th>
<th>Particles</th>
<th>Energy</th>
<th>Cooling</th>
</tr>
</thead>
<tbody>
<tr>
<td>LEAR</td>
<td>CERN</td>
<td>Antiprotons</td>
<td>5 MeV</td>
<td>s – e’</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>to 2 GeV/c</td>
<td></td>
</tr>
<tr>
<td>CELSIUS</td>
<td>Uppsala, Sweden</td>
<td>Ions</td>
<td>1.3 GeV</td>
<td>e</td>
</tr>
<tr>
<td>COSY</td>
<td>Jülich</td>
<td>p – Li</td>
<td>1.5 GeV</td>
<td>s – e</td>
</tr>
<tr>
<td>TARN I</td>
<td>Japan</td>
<td>p</td>
<td>7 MeV</td>
<td>s</td>
</tr>
<tr>
<td>TARN II</td>
<td>(INS) Tokyo</td>
<td>p – Ne</td>
<td>1.3 GeV</td>
<td>s – e</td>
</tr>
<tr>
<td>INDIANA</td>
<td>Indiana</td>
<td>p – Li</td>
<td>0.5 GeV</td>
<td>e</td>
</tr>
<tr>
<td>COOLER</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AARHUS</td>
<td>Sweden</td>
<td>p – u</td>
<td>125 MeV/A</td>
<td>e-Laser</td>
</tr>
<tr>
<td>RING</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CRY-RING</td>
<td>Stockholm, Sweden</td>
<td>p – u</td>
<td>125 MeV/A</td>
<td>e-Laser</td>
</tr>
<tr>
<td>TSR</td>
<td>Heidelberg</td>
<td>p – u</td>
<td>150 MeV/A</td>
<td>e</td>
</tr>
</tbody>
</table>

S = stochastic cooling, e = electron cooling
### Table 3

**Basic Lear Parameter**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentum (kinetic energy) range</td>
<td>0.1–2 GeV/c (5.3 MeV – 1.3 GeV)</td>
</tr>
<tr>
<td>Injection momentum (kinetic energy)</td>
<td>0.6 GeV/c (175.4 MeV)</td>
</tr>
<tr>
<td>Circumference</td>
<td>78.54 m</td>
</tr>
<tr>
<td>Typical cycle</td>
<td>$10^9$ p injected every $10^3$ s</td>
</tr>
<tr>
<td>Typical extracted beam</td>
<td>$10^6$ p's per second</td>
</tr>
<tr>
<td>Typical spill length</td>
<td>900 s</td>
</tr>
<tr>
<td>Long straight sections</td>
<td>4 of 8 m length each</td>
</tr>
<tr>
<td>Short straight sections</td>
<td>8 of 1 m length each</td>
</tr>
<tr>
<td>Bending magnets:</td>
<td></td>
</tr>
<tr>
<td>Number, arc length, field at 2 GeV/c</td>
<td>4, 6.55 m, 1.6 T</td>
</tr>
<tr>
<td>Quadrupoles:</td>
<td></td>
</tr>
<tr>
<td>Number, magnetic length, max gradient</td>
<td>16, 0.5 m, 12 T/m</td>
</tr>
<tr>
<td>Focusing structure</td>
<td>4 superperiods, BoDOFOFDoB</td>
</tr>
<tr>
<td>Betatron wave number</td>
<td>$Q_H \sim 2.3$, $Q_v \sim 2.7$</td>
</tr>
<tr>
<td>Momentum compaction</td>
<td>$\alpha = \gamma_{tr}^{-2} = 4.8 \times 10^{-3}$</td>
</tr>
<tr>
<td>Aperture limitations</td>
<td>$a_H = \pm 70$ mm, $a_V = \pm 29$ mm</td>
</tr>
<tr>
<td>Acceptances</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_H = 240\pi$-mm-mr</td>
<td></td>
</tr>
<tr>
<td>$\varepsilon_V = 48\pi$-mm-mr</td>
<td></td>
</tr>
<tr>
<td>$\Delta p/p = \pm 1.1%$</td>
<td></td>
</tr>
<tr>
<td>Vacuum system design pressure</td>
<td>$10^{-11}$–$10^{-12}$</td>
</tr>
<tr>
<td>Bake-out temperature</td>
<td>300°C</td>
</tr>
<tr>
<td>Pump down time</td>
<td>40 h</td>
</tr>
<tr>
<td>RF system frequency range (h = 1)</td>
<td>0.4 – 3.5 MHz</td>
</tr>
<tr>
<td>Peak voltage per turn</td>
<td>12 kV</td>
</tr>
</tbody>
</table>
Table 4. Some Parameters of ELENA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>$11.4 \text{ m} = \frac{1}{7}$ of LEAR</td>
</tr>
<tr>
<td>Length of straight sections</td>
<td>$2.0 \text{ m}$</td>
</tr>
<tr>
<td>Bending radius</td>
<td>$0.54 \text{ m}$</td>
</tr>
<tr>
<td>Gradient of D-magnet</td>
<td>$-1.6 \text{ m}^{-1}$</td>
</tr>
<tr>
<td>Kinetic energy range</td>
<td>$5 \text{ MeV} \ldots 200 \text{ keV}$</td>
</tr>
<tr>
<td>Magnetic field</td>
<td>$0.62 \text{ T} \ldots 0.124 \text{ T}$</td>
</tr>
<tr>
<td>Revolution time</td>
<td>$360 \text{ ns} \ldots 1.8 \text{ us}$</td>
</tr>
<tr>
<td>Tune $Q_H/Q_V$</td>
<td>$1.63/1.43$</td>
</tr>
<tr>
<td>Size of vacuum chamber</td>
<td>$\sim 10 \times 5 \text{ cm}$</td>
</tr>
<tr>
<td>Vacuum</td>
<td>$\sim 10^{-11} \text{ Torr}$</td>
</tr>
</tbody>
</table>

3. Low Energy Storage Rings Around the World

There are more than 10 low energy storage rings around the world that are either in a state of construction or being designed. Table 2 lists some of these rings.

These storage rings are constructed for a number of purposes including antiproton collection, atomic physics, et cetera. This widespread construction of such machines indicates that low energy storage rings are rather common and increases the possibility that the transportable superconduct-
Table 5. Lattice Functions

The storage ring described here can be constructed. We will describe only two rings here.

1. Lear — The properties of this storage ring are given in Table 3 and a drawing of the ring is Figure 3.

2. ELENA — This storage ring was proposed to decelerate antiprotons from LEAR to 200 KeV. The basic parameters are given in Table 4 and 5.
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Figure 3. The Lear antiproton storage ring at CERN
Figure 4. ELENA
The Deceleration Ring

Figure 5 shows the layout of the ring hereafter called ELENA (Extra Low ENergy Antiproton ring). It consists of four $90^\circ$ bending D-magnets and four straight sections of 2 m length each. The circumference of the ring is 11.4 m, which corresponds to $\sim 1/7$ of that of LEAR. To allow a fine-tuning of the machine all magnets will be equipped with pole-facing windings. A summary of the ring parameters is given in Table 4. The corresponding lattice functions are shown in Table 5.

The fast extracted beam from LEAR at 5 MeV will have an emittance between 10 and 20 $\pi$ mm-mrad and a momentum spread of $\pm 2 \times 10^{-3}$. Up to $10^8$ antiprotons in a 200 ns long bunch will be injected into ELENA with the help of a magnetic septum in straight section 1 and a fast magnetic kicker displaced by $1/4$ of a betatron wavelength at the beginning of straight section 2. As the revolution time in ELENA is about 360 ns, injection can be made in 1 turn and a pulse fall-time of the kicker of $\sim 150$ ns can be accepted.

To decelerate the antiproton beam a small RF cavity is mounted in straight section 3. The cavity works on the first harmonic of the revolution frequency with a maximum RF voltage of 200 V. After deceleration the antiprotons will be ejected by means of a slow resonance extraction. The orbit is shifted by 2 bumpers nearer to an electric septum in straight section 1, which deflects the particles into the magnetic septum already used for injection.

A rough estimate of the beam properties of the extracted beam shows that with $10^8$ antiprotons a horizontal emittance of $\sim 3 \pi$ mm-mrad, a vertical emittance of $6 \pi$ mm-mrad, and a momentum spread of $\pm 5 \times 10^{-4}$ seems to be possible. An adjustable spill length of $\sim 1-200$ ms can be expected.
A vacuum of $10^{-11}$ Torr in the deceleration ring is desirable to restrict particle losses at 200 keV.

4. Electron Cooling at Low Energies

Electron cooling is now being used extensively around the world. This type of cooling will be essential in the initial collection of antiprotons at BNL as well as to maintain a very long lifetime after the antiprotons have been transported to the final location. In addition, slow deceleration of the antiprotons can be carried out using the energy ramped electron beam with very little loss of particles in the cycle.

The strong velocity dependence of electron cooling seems to favor the application at low energies as the cooling time is given by:

$$
\tau = 0.16 \frac{\beta^4 \gamma^5 e (\theta^2_e + \theta^2_i)^{3/2}}{r_p r_e \eta L_c} \cdot \frac{A}{Z^2}
$$

with $\beta$ and $\gamma$ being the usual kinematical factors, $e$ the electron charge [Cb], $\theta_e, \theta_i$ the divergence of the electron resp. ion beam, $r_e, r_p$ [m] the "classical particle radius" of the electron resp. proton, $\eta$ the ratio between the length of the cooling straight section and the circumference of the storage ring, $L_c$ the Coulomb logarithm, $j$ [A/m$^2$] the current density of the electron beam and, in the case of ions, $A$ the atomic number and $Z$ the charge state.

While the divergence of the ion beam can be adjusted by the focusing properties of the storage ring, the divergence of the electrons is given by the temperature of the cathode and the gun construction.
As it seems to be quite reasonable to have a cooling time for 200 MeV protons in the order of 1 sec^3 one could deduce from the above formula a cooling time of \( 10^{-4} \) sec for 2 MeV protons! Unfortunately however, this is not realistic. The reason is the minimum transverse divergence of the electron beam which is given by the cathode temperature. This temperature is for example for a Ba-Sr-Oxide cathode in the order of 0.1 eV (\( \sim 800^\circ \text{C} \)). As the temperature of the beam is given for one plane by

\[
T = \frac{1}{2} m c^2 \beta^2 \gamma^2 \theta^2
\]

the beam divergence increases while the velocity \( \beta c \) is decreasing.

In contrast to the longitudinal plane the divergence in the transverse directions stays unchanged by the electrostatic acceleration of the electron beam, which means that:

The \( \beta^4 \) dependence of cooling is counteracted by a \( 1/\beta^3 \) dependence due to the transverse divergence of the electron beam.

If the electron gun has a constant perveance another velocity dependence is given by the relation between beam current \( I \) and acceleration voltage \( U \); as \( I \sim U^{3/2} \) and \( U \sim \beta^2 \) one finds:

The \( \beta^4 \) dependence of cooling is counteracted in a gun with constant perveance by \( 1/\beta^3 \) due to the dependence on the current.

Both effects give an overall dependence of the cooling time of

\[
\tau \sim 1/\beta^2!
\]
Table 6
Electron Cooling Parameters — ELENA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{p} ) kinetic energy</td>
<td>5 MeV</td>
<td>200 keV</td>
</tr>
<tr>
<td>( e^- ) gun voltage</td>
<td>2870 V</td>
<td>113 V</td>
</tr>
<tr>
<td>Cathode ( \phi )</td>
<td>1 cm</td>
<td></td>
</tr>
<tr>
<td>( \bar{p} ) beam size in straight section</td>
<td>( \approx ) 0.8 cm</td>
<td></td>
</tr>
<tr>
<td>( e^- ) current</td>
<td>20 mA</td>
<td>0.16 mA</td>
</tr>
<tr>
<td>Cooling length</td>
<td>1.1 m</td>
<td></td>
</tr>
<tr>
<td>Magnetic guiding field</td>
<td>380 Gauss</td>
<td>76 Gauss</td>
</tr>
<tr>
<td>Potential depression in the ( e^- ) beam</td>
<td>5.7 V</td>
<td>0.23 V</td>
</tr>
<tr>
<td>Tune shift to ( \bar{p} ) beam</td>
<td>( 3.8 \times 10^{-3} )</td>
<td>( 3.8 \times 10^{-3} )</td>
</tr>
<tr>
<td>Cooling times</td>
<td>0.13 sec</td>
<td>3.25 sec</td>
</tr>
</tbody>
</table>
5. The Design of a Transportable Storage Ring

As was shown in Section 3 there are many low energy storage rings in the world. Some of these use superconducting technology. In addition cryopumping of the vacuum is expected to give the lowest possible pressure and is suitable for long-time storage.

Finally, in the actual transport of a storage ring, superconducting-cryogenic systems require the least power. It will be necessary to carry along a Dewar of liquid He to refill the system at need. In the conceptual design reported here we have started with the parameter of the ELENA ring (designed by H. Herr) and extended them to the superconducting option. We therefore call this SELENA (Superconducting ELENA). H. Herr and C.J. Wang have provided the calculations reported here.

Table 7 gives some preliminary parameters for SELENA. A sketch of the machine is shown in Figures 5a and 5b.

The number of particles that can be stored in a very low pressure storage ring for a long period depends on the intrabeam scattering which in turn depends on momentum spread. Figure 6a shows this effect for two storage rings CELSIUS and the CERN ICE Ring. Approximate scaling laws and the effect of various instabilities are shown in Figure 6b. It is clear that the key technique to increase the number of stored particles is to increase the momentum spread. In turn this means that electron or stochastic cooling techniques must have a long time constant in order to keep the momentum spread large. In the case of SELENA we take $2.7 \times 10^{-3}$ for the momentum spread and an electron cooling time of 1000 seconds.

---

* The Kiel-Schnell criteria is usually given as $I_{\text{limit}} = 1.97 \frac{p_0^2}{\eta} \frac{1}{\epsilon} (\Delta p/p)$
The parameters of the proposed electron cooling device for ELENA are summarized in Table 6. The voltages and currents needed can be supplied by a standard photomultiplier supply which fulfills all requirements for a low ripple and stability. It should be pointed out that owing to the small power of a maximum of 57 W in the electron beam, it is not necessary to recuperate this energy in a collector.

The simple 4 dipole design of SELENA is shown in Figure 5b. The Superferric magnets will be D-type in the horizontal plane. The desired horizontal good field should be \( \sim 20 \) cm. A detailed preliminary calculation of the lattice functions for this storage ring are given in Table 8 using the MAD computer program. This simple system is idea for a cryogenic storage ring that uses liquid He temperature for cryopumping.

Some additional properties of the machine are given in Table 9. The limiting current is found to be 0.65 Amps of antiprotons (this corresponds to \( \sim 6 \times 10^{11} \) \( \bar{p} \) in the ring).

The most crucial parameter is the lifetime of the stored beam due to interbeam scattering. This process converts the internal momentum spread of the beam into an increased beam size due to the particle scattering. The lifetime due to IBS goes like \( \beta^3 \gamma^4 \) and therefore forces the storage of the particles to the energy of 100 MeV adequate lifetimes for transport are to be achieved. For SELENA it is estimated that the beam will blow up to 45 \( \pi \) mm after \( 3 \times 10^5 \) sec. This corresponds to a beam size of 6 cm which should be well within the aperture of the machine. It is also possible to increase this lifetime by using a very modest (very low power with the amplifiers in liquid He cryostat). Such a system would have a modest band width of \( \sim 1 \) GHz giving a cooling time of \( \sim 100 \) sec. This system could increase the IBS lifetime to \( \sim 5 \times 10^6 \) sec at least.

The other important properties of the first design of SELENA include
the small dispersion (which also decreases the effects of IBS). A stronger focusing version of SELENA is also being studied for comparison where the tunes are $Q_x = 1.22$, $Q_y = 1.88$. This machine has a larger dispersion and has so far indicated a shorter IBS lifetime.

In summary the current parameters of SELENA are listed in tables 7, 8 and 9. This machine, provided the magnets can be constructed has all the required properties of antiproton collection, storage, long lifetime for transport and deceleration required for antimatter transport from the production source to a location where the antimatter studies can take place.
Figure 5a. A sketch of the SELENA storage ring
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Figure 6a. Limiting momentum spread for proton or antiprotons in a storage ring
### Table 7

**Properties of SELENA**

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Circumference</td>
<td>11.6 m</td>
</tr>
<tr>
<td>Length of Straight Sections</td>
<td>2 m</td>
</tr>
<tr>
<td>Bending Radius</td>
<td>0.92 m</td>
</tr>
<tr>
<td>Kinetic Energy Range</td>
<td>100 MeV – 200 KeV</td>
</tr>
<tr>
<td>Momentum Range</td>
<td>444 MeV/c – 20 MeV/c</td>
</tr>
<tr>
<td>Magnetic Field</td>
<td>1.62 T</td>
</tr>
<tr>
<td>Revolution Time</td>
<td>180 ns – 1.8 µs</td>
</tr>
<tr>
<td>Size of Vacuum Chamber</td>
<td>~20 x 10 cm</td>
</tr>
<tr>
<td>Vacuum (Cryopumping)</td>
<td>≤10⁻¹² Torr</td>
</tr>
<tr>
<td>Lifetime (440 MeV/c)</td>
<td></td>
</tr>
<tr>
<td>Without Cooling</td>
<td>≥100 hours</td>
</tr>
<tr>
<td>With Cooling</td>
<td>≥3500 hours</td>
</tr>
<tr>
<td>(ΔP/P ~ 10⁻³)</td>
<td></td>
</tr>
<tr>
<td>Nₗ Stored</td>
<td>~10¹⁰–10¹¹</td>
</tr>
<tr>
<td>Emittance (200 MeV/c)</td>
<td>εₓ ~ 20π mm-mn</td>
</tr>
<tr>
<td>(Δp/p)</td>
<td>εᵧ ~ 40π mm-mn</td>
</tr>
<tr>
<td>(2 x 10⁻³)</td>
<td></td>
</tr>
<tr>
<td>Emittance (30 MeV/c)</td>
<td>εₓ ~ 7π</td>
</tr>
<tr>
<td>(Δp/p)</td>
<td>εᵧ ~ 7π</td>
</tr>
<tr>
<td>(±2 x 10⁻³)</td>
<td></td>
</tr>
</tbody>
</table>
Figure 6b. Various limiting factors for the intensity of particles in a storage ring.
Table 8

<table>
<thead>
<tr>
<th>Feature</th>
<th>Value 1</th>
<th>Value 2</th>
<th>Value 3</th>
<th>Value 4</th>
<th>Value 5</th>
<th>Value 6</th>
<th>Value 7</th>
<th>Value 8</th>
<th>Value 9</th>
<th>Value 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature 1</td>
<td>1.23</td>
<td>4.56</td>
<td>7.89</td>
<td>10.12</td>
<td>13.14</td>
<td>15.00</td>
<td>17.18</td>
<td>19.29</td>
<td>21.30</td>
<td>23.45</td>
</tr>
<tr>
<td>Feature 2</td>
<td>24.56</td>
<td>78.90</td>
<td>12.34</td>
<td>56.78</td>
<td>90.12</td>
<td>45.67</td>
<td>32.10</td>
<td>18.76</td>
<td>10.89</td>
<td>6.54</td>
</tr>
<tr>
<td>Feature 3</td>
<td>1.23</td>
<td>4.56</td>
<td>7.89</td>
<td>10.12</td>
<td>13.14</td>
<td>15.00</td>
<td>17.18</td>
<td>19.29</td>
<td>21.30</td>
<td>23.45</td>
</tr>
<tr>
<td>Feature 4</td>
<td>24.56</td>
<td>78.90</td>
<td>12.34</td>
<td>56.78</td>
<td>90.12</td>
<td>45.67</td>
<td>32.10</td>
<td>18.76</td>
<td>10.89</td>
<td>6.54</td>
</tr>
</tbody>
</table>
Table 9
Summary of SELENA Properties

Machine Parameters — \( E_p = 100 \text{ MeV}; p_p = 444 \text{ MeV/c} \)

- \( Q_H = 1.186 \)
- \( Q_V = 0.636 \)
- \( \eta = 0.2 \)
- \( \varepsilon_H^{\text{MACHINE}} \approx 200\pi \)
- \( \varepsilon_V^{\text{MACHINE}} \approx 100\pi \)

Beam Size (for \( 6 \pi, 95\% \))

- 1 cm

Lasslet Tune Shift

- \( N_P = 5 \times 10^{11}; I = 0.65 \text{ Amps} \)
- \( \Delta Q = 7 \times 10^{-3} \)

Lifetime — Multiple Scattering

- \( (p = 10^{-12} \text{ Torr}) \)
- \( (p = 10^{-13} \text{ Torr}) \)

Single Scattering

- \( (p = 10^{-12} \text{ Torr}) \)

- \( IBS \text{ Lifetime} = 5 \times 10^5 \text{ sec without cooling} \)
- \( > 10^7 \text{ sec with modest stochastic cooling} \)

Deceleration lowest energy

- 200 KeV

Electron cooling parameters

- \( E_\text{e} = 54 \text{ keV} \)

- \( \tau_{\text{cool}} = 1000 \text{ sec} \)
6. Expected Properties of the Storage Ring under Transport conditions

We now discuss the transport of the antimatter from the $\bar{p}$ source (say BNL) to the location where studies of antimatter/matter interactions are to take place. The various uncertainties and potential problems are only briefly addressed here but will be presented in detail in the conceptual design proposal.

We now discuss the possible sequence for the filling and transport of the antiprotons in SELENA. We assume that $10^7\bar{p}$ at 100 MeV can be injected into SELENA every second (an average) from the BNL Booster source. The cooling time of the stochastic and electron cooling system can be made 1 sec or so. After $10^4-10^5$ pulses the storage ring will be filled with cold antiprotons (the $\bar{p}$ stack).

During preparation for transport it is important that a large momentum spread be created in the stack to reduce the effects of IBS (as discussed previously). Before transport the cryogenic magnets are taken off their power supply to test for stability of the system.

The expected weight of SELENA is about 10 tons. This can be easily transported by rail or truck. It may also be possible to transport it in a very large cargo airplane.

During transport there is the chance of losing the antiproton store. We now discuss the technique to reduce the hazards from this spill. The basic idea is to use one or more of the dipole magnets to act as a beam dump for a single turn deviation of the beam.

$10^{11}$ antiprotons annihilation correspond to about 100 Rads and if this beam was all deposited in one place it would be dangerous. However it will be very easy to shield against this possibility since SELENA has 4 large dipole
magnets each of about 2.5 tons of material. A natural loss of the beam would occur over several turns and the amount that is lost that does not hit the dipoles is likely small. Detailed calculations of the beam loss under several possible source should be carried out. It is also possible to provide a fast kicker (driven by a capacitor bank) to have a rapid abort system.

7. Deceleration in the Storage Ring: Applications to Remote Energy Sources

The key advantage of using a storage ring to transport antiprotons is the possibility of storing the \( \bar{p} \)'s at high enough energy to maintain stability and then decelerating the antiprotons to the desired energy at the site of the studies. We note again that the ELENA ring was designed to decelerate \( \bar{p} \)'s to 200 keV. In addition it should be noted that deceleration can be carried out on the DC \( \bar{p} \) beam by using electron cooling and decreasing the electron energy. This avoids the necessity of bunching the beam in the storage ring and reduces the complexity of the system. The possibility of "electron drag deceleration" was also considered for ELENA.

The deceleration technique is to ramp down the voltage of the electron beam (starting at 54 kilovolts) to the desired value according to the final \( \bar{p} \) energy. Electron cooling at very low energy has yet to be studied but will require a very cold electron gun (see Appendix C for a discussion of this point by H. Herr). For ELENA the emittance and average \( \beta \) function in the straight section are

\[
\theta^H_p \approx 1.2 \times 10^{-3}, \quad \theta^V_p = 2.5 \times 10^{-3}, \quad \text{and} \quad \theta^L_p = 2 \times 10^{-3}
\]

At 200 keV \( \bar{p} \) energy the required to be

\[
T_L = 2.2 \times 10^{-5} \text{eV}
\]
The divergence of the electron beam will be larger than that of the antiproton beam and the cooling time will be independent of the amplitude of the antiproton oscillations. Under these conditions the cooling time has the functional dependence

$$\tau \alpha \beta^4 \gamma^5 \left( \theta_{s}^2 \right)^3 / \alpha_e$$

For example at $E_p = 5$ MeV the cooling time for a 1 meter cooler with 20 ma of electron current is 0.13 sec. At 200 KeV the cooling time is 3.2 sec. Thus if the electron beam is ramped down in energy slowly the $\bar{p}$ beam will stay in equilibrium and the beam will be decelerated and cooled at the same time. The effect of IBS is hard to determine and this is one of the important calculations still to be carried out on SELENA.

Under the above conditions the beam can be decelerated at the rate of 1 MeV/sec down to about 5 MeV and then it will take ~60 sec to go to 200 KeV. The total deceleration time would be less than 3 minutes.

The advantage of this scheme is that the DC electron beam is decelerated and therefore the beam does not have to be rebunched.

8. Extraction of the Antiprotons at the Lowest Deceleration Energy

We assume that the major use of SELENA is to transport $>10^{11}$ and 100 MeV antiprotons to a location where they can be used to study the properties and interactions of low energy (few keV - 200 keV) antimatter. In this case the extraction system may be quite different from the injection system that was used for the initial collection of the antiprotons.
The extraction system for SELENA will be similar to that of ELENA shown in Figure 4. Since electron cooling will be used for the deceleration process the beam will remain cooled at the lowest energy of 200 keV. The emittance of the beam will be about $7 \pi$-mm-mr and the momentum spread $\pm 2 \times 10^{-3}$. However at the lowest energy the space charge beam blow up can be severe and this must be studied for the extremely intense $\bar{p}$ beam in SELENA.

After deceleration the antiprotons will be ejected by means of a slow resonance extraction and an electrostatic septum. This technique is used at the CERN ps and would lead to a spill length of $(1-100)$ ms. Detailed calculations of this extraction technique must be carried out before the system can be designed.

The cryopumped vacuum is crucial to restrict particle losses at 200 keV.

9. Summary and Future R&D Effort

In this report we have shown that it is feasible to transport antiprotons in a special storage ring that has been designed along the lines of the ELENA ring proposed at CERN. We have not specifically discussed the initial collection of antiprotons other than to indicate that a deceleration system such as that possible at BNL could provide a source of $\bar{p}$'s. The collection system would be similar to that used for the ACOL $\bar{p}$ collector at CERN. It may use electron cooling and stochastic cooling to bring the cooled $\bar{p}$'s into a small good field region of the storage ring. We believe this system is feasible.

The storage ring would use superconducting magnets to operate at very small power for the transport condition. In addition the use of liquid He temperatures will be useful for
1. Low Power-Low Noise amplifiers for the stochastic cooling
2. Cryopumping for a very low pressure vacuum thus giving a long lifetime for the transport and long term storage of the antiprotons

The most serious problem in the transport (when the normal electron and stochastic cooling is turned off) is the beam blow up due to IBS. While it seems possible that the lifetime could be several days, the addition of a low power stochastic cooling system could give a protection from this problem.

The remaining questions concerning the storage ring are technical concerning the superconducting magnets. To our knowledge such magnets have not been built but operate at relatively low fields and currents compared to superconducting magnets used in colliders. An R&D program leading to the construction of a magnet would be very important for this project. We estimate that the first phase of this program would need funding at the level of about $300K. SELENA could then be constructed and tested with protons.
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ABSTRACT

We describe a technique for producing an intense beam of antiprotons to be used for very high energy \( \bar{p}p \) colliding beams. The Fermilab Booster is to be used as a collector for antiprotons produced on an external target. The antiprotons are decelerated and transferred to a 200 MeV storage ring (Freezer Ring) and then collapsed in phase space by electron cooling. Repetitive accumulation over \( 10^4 \) to \( 10^5 \) Booster pulses, acceleration to 8 GeV and injection into the main ring lead to the possibility of \( \bar{p}p \) collisions at several hundred GeV with luminosity in excess of \( 10^{32} \) cm\(^{-2}\) sec\(^{-1}\).

*Presently at CERN, Geneva, Switzerland.
1. INTRODUCTION

It is an old dream of particle physicists to construct a proton-antiproton colliding beam machine. High energy accelerator beams produce copious numbers of antiprotons. Recently we have pointed out that the existing high energy rings at CERN and Fermilab can be transformed into pp storage rings of about 800 GeV in the center of mass. Furthermore the forthcoming Energy Doubler/Saver at Fermilab could give access to the fantastic energy of 2 TeV in the center of mass and would be quite suitable for a high performance storage ring. In order to transform existing machines into pp colliding beams a method must be devised to collect and cool the antiproton phase space followed by re-injection of the p beam into the storage ring. Several methods have been devised to carry out this repetitive accumulation and cooling.

A fundamental progress in this direction has been accomplished by the Novosibirsk group, which has recently demonstrated the possibility of damping betatron motions and momentum spread of 80 MeV protons with the help of collinear electrons traveling at the same speed (electron cooling). In these beautiful experiments the proton beam size collapses to sub millimetric dimensions and \( \delta p/p = 10^{-5} \) in about 80 milliseconds.

In order to adapt this technique to antiproton cooling, one faces the problem that phase space compression with electrons works efficiently only at non-relativistic energies \((1,2,3,4,5)\), while the greatest majority of p̅'s are produced fast in the laboratory system, i.e. \( \gamma_p \rightarrow \frac{E_p}{m} \). For instance for \( E = 100 \text{ GeV} \) \( \langle \gamma_p \rangle = 7 \) and the cooling time will then increase by the factor \( 2^4 \cdot 7^5 = 260,000 \). Furthermore the technological problems associated with an electron cooler operating at \( \gamma = 7 \) are formidable \((6)\), (e.g. the electron accelerating voltage must be 3.5 million volts) and they have not yet been satisfactorily solved to date.

It has occurred to us that one could bridge the gap between optimum production and cooling energies for antiprotons by introducing an additional stage of deceleration between the production of p̅'s and the subsequent electron cooling. We elaborate a realistic scheme making use of the rapid cycles of the Fermilab booster to decelerate p̅'s to 200 MeV where we could perform Budker-type cooling and stacking in a modest ring (5 years) housed in the same tunnel.

We believe this scheme has several attractive features among which are the availability of the major components, their inherent reliability, and the modest nature of the required 200 MeV storage ring. It could be carried out at modest cost and with very little need for new technological innovations. Thus within a few years the Fermilab accelerator can be transformed into a high energy pp storage ring device.

The scheme consists of three separate phases:

1. Antiproton production, deceleration and accumulation.

Secondary particles at about 6.5 GeV/c are produced by 100 GeV/c protons from the main ring impinging on a small tungsten target. Particles are injected into the booster ring and decelerated to 200 MeV. Only p̅'s survive at the end of the process.
The beam is transferred to the storage ring where it is cooled and added to the stack of previous accumulations. One expects to accumulate $4 \times 10^7 \tilde{p}/$pulse leading to $\sim 10^{11}$ particles in $2 \times 10^3$ pulses (3 hours).

11. Injection of $p$ and $\tilde{p}$ in the main ring, and experimentation in $p\tilde{p}$ collisions. The $\tilde{p}$ beam is transferred from the Freezer to the Booster, accelerated to 6 GeV, and reverse injected in the main ring (MR). A standard proton Booster pulse is then injected in the main ring, with appropriate phasing in order to give collisions at the desired point of the main ring. There are then 84 proton and 84 antiproton bunches counter-rotating. With $10^{11} \tilde{p}$'s and $4 \times 10^{12}$ $p$'s with standard emittances, we expect a luminosity of $\sim 10^{29}$ sec$^{-1}$ cm$^{-2}$ in the low-beta section designed by T. Collins. The scheme is shown in Fig. 1.

111. Antiproton beam regeneration. After some time, beam-gas scattering, R.F. noise and higher order resonances could lead to an appreciable blow-up of the beams with consequent loss of luminosity. In order to restore beam quality, we propose to dump the proton beam, decelerate $\tilde{p}$'s first in the MR to 6 GeV then in the Booster to 200 MeV, then cool again in the Freezer. The cooling process should take only seconds. After this, $\tilde{p}$'s are accelerated again by the Booster, injected in the MR with a new companion proton beam and accelerated to high energies.

The main open question is how well electron cooling works. The recent results of Budker's group at Novosibirsk have shown that it is possible to cool a modest proton beam of 50-80 MeV in less than 100 msec. This impressive result allows one to attempt extrapolations to our conditions. However it is clearly imperative to perform additional experimentation at Fermilab on cooling techniques (see Appendix I, III).
11. MAIN PHYSICS MOTIVATIONS

The past ten years have seen remarkable progress in the understanding of elementary particles. First there is the experimental discovery of $\Delta S = 0$ weak neutral currents, \(^9\) which when contrasted with the previous limits on $\Delta S = 1$ neutral current decay processes \(^8\) leads to the suggestion of additional hadronic quantum numbers in nature. \(^10\) Evidence now exists for new hadronic quantum numbers that are manifested either directly \(^11,12\) or indirectly. \(^11\) The experimental discoveries are complemented by the theoretical progress of unified gauge theories. \(^13\) These developments lead to the expectation that very massive intermediate vector bosons (50 - 100 GeV/c\(^2\)) may exist in nature. \(^14\) The search for these massive bosons and other new phenomena require three separate elements to be successful: a reliable physical mechanism for production, very high center of mass energies, and an unambiguous experimental signature to observe them. In addition to the high center-of-mass energy available in $\bar{p}p$ collisions, several considerations suggest that they may present a much better opportunity of discovering new phenomena than $\mu\mu$ collisions. \(^15\)

First we consider production process. There is now very strong support for the notion of pointlike constituents in the hadron obtained from lepton-hadron scattering and very high energy neutrino experiments. The experimental detection of weak interaction processes in hadronic collisions almost certainly involve quark-antiquark (or proton-antiproton) annihil-
bosons. In the Weinberg-Salam model the \( W^\pm \) the \( W^0 \) masses are now estimated to be \( 80 \pm 6 \text{ GeV} \) and \( 64 \pm 11 \text{ GeV} \), respectively. This mass is outside the reach of the presently planned new generation of e\( ^+e^- \) storage rings.

The derivation of the \( W^\pm \) cross section exposes the basic simplicity of the assumptions for the case of \( pp \) collisions.\(^{1,15}\)

By analogy the \( q\bar{q} \) annihilation behaves like \( e^+e^- \) scattering.

In the \( e^+e^- \) case a sharp resonance peak would be expected in the cross section for the process

\[
e^+e^- \rightarrow W^+ + e^- + e^-
\]

\[
+ \mu^+ + \mu^- + u + \bar{u} \quad (\text{hadrons}) + (\text{antihadrons})
\]

\[
d + \bar{d}
\]

In order to estimate the cross section for \( pp \) collisions the structure functions of partons must be known. Neutrino and charged lepton scattering experiments provide the necessary structure functions and have set limits (>20 GeV) on any non-locality in the parton form factor.\(^{17}\)

The main difference with respect to \( e^+e^- \) is that now the kinematics is largely smeared out by the internal motion of the \( q \)'s and \( \bar{q} \)'s. The average center of mass energy squared of the \( q\bar{q} \) collision is roughly

\[
\langle S \rangle \sim S_{\text{jet}} \langle q\bar{p} \cdot q\bar{p} \rangle
\]

where \( S \) is the center of mass energy squared of the \( pp \) system and \( \langle q\bar{p} \cdot q\bar{p} \rangle \) we find \( \langle S \rangle \sim 0.04 \text{ S} \). For \( M < 100 \text{ GeV/c}^2 \)

\[\langle q\bar{p} \rangle \sim q\bar{p} \]

\[\text{mass}
\]

this suggests \( S \approx 2 \times 10^5 \text{ GeV}^2 \) or \( \langle q\bar{p} \rangle \approx 450 \text{ GeV} \). In the case of \( pp \) scattering the \( \langle q\bar{p} \rangle \) is expected to be much less and the \( \langle q\bar{p} \rangle \) distribution probably falls very rapidly.

Detailed estimates have been given by several authors \(^{1,15}\) and give

\[\sigma(pp \rightarrow W^+ \rightarrow \text{hadrons} + e^+ + e^- + \text{hadrons}) = 10^{-33} \text{ cm}^2\]

More optimistic cross section estimates also exist in the literature.\(^{18}\)

The cross section estimated above leads to 1.6 events/hour given a luminosity of \( 10^{29} \text{ cm}^{-2} \text{ sec}^{-1} \) and 100\% detection efficiency. The \( W^+ \) and \( W^- \) are expected to be very small compared to the \( W^0 \) signal. Furthermore if the \( W^0 \) decay into hadronic states is detected the corresponding event rate will increase. We note that since the \( q \) and \( \bar{q} \) have comparable \( x \) distributions in \( pp \) collisions, a large fraction of the \( W \)'s produced will have low \( x \), and hence decay symmetrically in the lab. In \( pp \) collisions, the widely different \( q \) and \( \bar{q} \) \( x \) distribution can produce sizeable \( x \). Finally the charged vector bosons may well have lower mass and thus larger cross sections, with a somewhat weaker experimental signature.

Another challenging possibility is a search for fractionally charged quarks. Overwhelming evidence favors the existence of light, fractionally charged constituents inside the hadrons. Absence of direct production of free quarks suggests the existence of confinement mechanisms ("dual"). It is not known, but it appears likely that at very high energies the "dual" could be broken, thus liberating the elementary constituents. A search for quarks in very high energy hadron-hadron collisions is mandatory.
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Finally there is one additional possibility for interesting and unique physics with the low energy antiproton storage ring itself. It appears that the present universe has a net positive baryon number for unknown reasons. A simple, but seemingly unlikely possibility is that the antiproton is unstable and has a lifetime much shorter than $10^{10}$ years. The present limit on the antiproton lifetime is likely no better than milliseconds. Using a small antiproton storage ring with $10^{10} \sim 10^{12}$ antiprotons stored for periods of days it appears possible to detect an unstable antiproton if the lifetime is less than $10^7$ years. This must be considered a long shot but we know of no other way to discover antiproton disintegration.

The observation of an unstable antiproton, coupled with the observed stability of the proton ($> 10^{29}$ years), would violate the FCT theorem.

III. ANTIPROTON PRODUCTION AND DECELERATION

III-1. Introduction

In this phase, the Booster is alternately accelerating 12 proton pulses and decelerating 12 antiproton pulses (see Fig. 2). The settings of the magnetic cycles are unchanged. However, the rf is turned on alternately on the rising and falling sides of the magnet ramp and the phase sequence among cavities is inverted. Since the $p$ and $\bar{p}$ currents are vastly different ($4 \times 10^{12}$ vs. $3 \times 10^{10}$) two separate beam control systems will be necessary. In order to ease the extraction of the 100 GeV primary protons, 12 Booster pulses are injected in the Main Ring, leaving a time gap between pulses to allow for the rise and fall times of the kicker magnet. We propose to eject the beam from the medium straight section F17 and to transport it along the newly-planned line from there to the Booster (Fig. 1 and Fig. 3). Targeting and the beam dump occurs along this line, and $\bar{p}$'s can be reverse injected in the Booster through the new 8-GeV proton extraction channel. We have taken the "good field" Booster ring acceptance at 200 MeV and adiabatic extrapolation to other energies. We understand that these goals have not been reached as yet and that more work is necessary.

The largest possible beam current is accelerated to 100 GeV/c, then the main ring is flat-topped with rf at maximum voltage. With $V_{rf} = 3.4 \times 10^6$ Volt, $h = 1113$, $f = 53.4$ kHz and $n = 3.3 \times 10^{-3}$ we calculate

$$v_g = \sqrt{2n\frac{eV}{2\pi}} \approx 3.65 \times 10^{-3}$$

The bunching factor $B$ (bunch length/bunch separation) is then

$$B = \left(\frac{h}{v_g}\right) \left(\frac{8fn/p}{v_g}\right)^{1/2} \approx 0.27 \frac{h}{v_g}^{1/2}$$

where $\Lambda_b$ is the invariant bunch area, expressed in eV - sec. Taking $\Lambda_b = 0.1$ eV sec, which is about four times the injection area in the booster, we get

$$B = 0.085$$

$$\frac{dp}{p}^{1/2} = \frac{1}{2} \left[ -\Lambda_b \left( \frac{n}{p} \right) \right]^{1/2} = 1.67 \times 10^{-3}$$

We eject 84 bunches of the main ring at a time and focus the beam on a very small tungsten target. The extraction of 100-GeV protons is shown in Fig. 3. At position E48 in the Main Ring, there is a missing magnet position giving a straight section of 7m available length. A pulsed magnetic kicker $S_1$ at that position produces a horizontal bump of 3cm at the medium straight section E17 ($\Delta v = 0.01$). There exists there an available length of 14m. Two Lambertson septa $S_2$ will deflect the beam vertically by 25 mrad, producing a deflection of 10 cm at the face of the next dipole.

Taking an invariant transverse beam emittance of $E_B = 30 \times 10^{-6}$ rad m and $\beta = \beta_N = 2.5m$ at the target which can still be realized with standard gradient quadrupoles, we calculate a spot of 0.30 mm radius (two standard deviations in the gaussian approximation). The focus has to be made a chromatic in order to avoid additional contributions from the relatively large momentum spread.

It has been calculated that $5 \times 10^{13}/12 = 4.16 \times 10^{12}$ particles is about the maximum beam intensity which can be concentrated on a tungsten target of special construction. Substantially higher beam intensities would lead to destruction. Heat propagates in tungsten with a speed about 1 m/sec. Since successive pulses are ejected at 66 ms in time, we can cool the target between pulses by simple conduction.

After the target, the residual proton beam must be separated from the low-energy particles by bending and absorbed in a suitable beam dump.

III-3. Bunch Synchronization

The antiproton bunches have the same time structure as the protons in the Main Ring and they must also fit precisely within the buckets of the Booster. This is not an entirely trivial operation. Frequencies are quantized by the requirement of integer harmonic numbers in the Main Ring and the Booster. The two frequencies are automatically
matched for particles of equal energies. However, antiprotons have an energy which is substantially lower than that of the parent protons while retaining the same time structure, and frequency shift cannot be neglected.

We propose to overcome this difficulty by increasing by one unit the harmonic number in the Booster for antiproton capture and deceleration, i.e., instead of \( h = 84 \) which is the nominal value for protons, we propose to operate at \( h = 85 \). In order to make this possible, the proton and antiproton relativistic factors \( \gamma_p \) and \( \gamma_p^- \) have to satisfy the relation:

\[
\frac{1}{\gamma_p^2} - \frac{1}{\gamma_p^2^-} = \frac{1}{85}
\]

giving \( \gamma_p^- = 6.518 \), corresponding to \( \gamma_p = 5.177 \) GeV. This is sufficiently away from the transition energy \( \gamma_t = 5.446 \) to present no complications. The area of the antiproton bunches is determined by the bucket area at 200 MeV, which is 0.0352 eV sec. At the magic energy \( \gamma_p = 5.177 \) GeV, we have \( n = \frac{1}{\gamma_t^2} - \frac{1}{\gamma_p^2} = 6.43 \times 10^{-3} \), \( f = 0.637 \times 10^6 \) Hz. For the maximum rf voltage eV = 700 KeV/turn and \( \cos \phi_s = 1/2 \) we calculate:

\[
\nu_s = \left[ \frac{\hbar n}{\cos \phi_s/2e^2} \right]^{1/2} = 2.16 \times 10^{-3}
\]

\[
B = \left( h/2e \right) \left[ \frac{\Delta t n}{\nu_s} \right]^{1/2} = 0.122
\]

\[
\frac{\Delta p}{p_{full}} = \frac{1}{8} \left( \frac{8 \pi t n / \mu n}{\nu_s} \right)^{1/2} = 3.0 \times 10^{-3}
\]

In order to match bunches, we must increase the proton bunching factor from 0.085 to 0.122. This can be easily done by reducing the MH voltage from \( 3.4 \times 10^6 \) V to \( 8.0 \times 10^5 \) V during extraction.

III-4. Production and Collection of Antiprotons

The booster acceptances, after allowance for alignment errors, are taken to be:

\[
A_v(200 \text{ MeV}) = 40 \times 10^{-6} \text{ m rad}
\]

\[
A_r(200 \text{ MeV}) = 40 \times 10^{-6} \text{ m rad}
\]

Acceptances must match the beam emittances at 200 MeV. Assuming adiabatic damping during deceleration the emittances scaled to 5.2 GeV injection energy are:

\[
A_v(\text{inj}) = A_r(\text{inj}) = 4.0 \times 10^{-6} \text{ m rad}
\]

The value of the \( \beta \) function for the antiprotons at the production target is taken to be \( \beta_v \beta_r = 0.025 \). The angular divergence is then \( \theta_v \theta_r = 13 \text{ mrad} \), and the solid angle accepted is \( \Omega = \theta_v \theta_r = 5.3 \times 10^{-6} \text{ sterad} \).

Inclusive \( \bar{p} \) and \( \bar{e}^- \) production has been parametrized for the existing data in Ref. 21:

\[
E \frac{d^2 \sigma(\bar{p})}{dp} = 0.26N \left[ p \right]^{2+1.04} \left[ 1-x^- \right]^{-4.5} \left[ 1-x^+ \right]^{-7}
\]

\[
E \frac{d^2 \sigma(\bar{e}^-)}{dp} = N \left[ p \right]^{2+0.86} \left[ 1-x^- \right]^{-4.5} \left[ 1-x^+ \right]^{-4}
\]

We establish the normalization \( N \) from the data of Ref. 22.

In the region \( s > 1000 \text{ GeV}^2 \) where scaling holds, \( N \) \( 10.2 \text{ mib GeV}^{-2} \).
Also in Ref. 22 is a plot of the production ratio
\[ f(s) = \frac{\bar{p}/s}{x=0.35, p_{\pi}=0.5 \text{ GeV/c}} \text{ in the range } 25 < s < 2830 \text{ GeV}^2. \]

Using the cross section parametrizations we extrapolate to obtain \( f_0(s) = \bar{p}/s \) at \( x=0, p_{\pi}=0 \). By normalizing to the saturation value \( f_0(\bar{p}) \) in the region of scaling, we obtain the scaling parameter \( a(s) = f_0(s)/f_0(\bar{p}) \) which is plotted in Fig. 4. We then have

\[ E \frac{d^2\sigma}{dp^2}(p) = 2.65 a(s) \left( p_x^2 + 1.04 \right)^{-4.5} (1-x_R)^7 \text{ [mb GeV}^{-2}] \]

This invariant cross section, expressed in convenient lab frame variables, is just \( 1/p^2 \frac{d^2\sigma}{dp^2} \text{ d}N/(dp/p) \). This cross section is plotted in Fig. 5 as a function of \( p_{\pi} \) momentum, for various primary proton energies. For \( p_{\pi}=6.5 \text{ GeV/c} \), the optimum primary proton energy is 10.3 GeV, and the cross section is 57 mb/sterad. The 5 cm tungsten target has an efficiency of \( \varepsilon=1/3 \). The momentum acceptance of the Booster from Sect. III-1 is \( \Delta p/p = 3.0 \times 10^{-3} \). The \( \bar{p} \) yield is then

\[ Y = \frac{N_{\bar{p}}}{N_p} = \frac{d^2\sigma}{dp^2} \frac{\Delta p/p}{d\sigma_{\text{tot}}} = 7.5 \times 10^{-7} \]

This result agrees within 30% with the Monte Carlo cascade calculation of Ref. 23. With \( 4.6 \times 10^{13} \) protons in 12 Booster pulses in the WFR, this corresponds to \( N_{\bar{p}} = 3.5 \times 10^7 \).

We have designed with some detail the critical parts of the \( \bar{p} \) collection channel. It consists of three distinct parts:

1) The collecting lens system.
It is a 6-quadrupole system consisting of an initial doublet \( (Q_1, Q_2) \), two field-lenses \( (Q_3, Q_4) \) and a final matching doublet. The quadrupole dimensions and gradients are listed in Table II. We show in Fig. 6 trajectories of off-momentum particles and several limiting rays.

2) A momentum matching section. This section separates the antiprotons from the main proton beam and matches dispersion of the beam to the requirements of the Booster.

3) Injection into the Booster. Here we can use the new extraction system to be installed in straight section 3 (see Fig. 7). Although the detailed design is only now in progress, it is well within present technology and we anticipate no major problems.
IV. ANTIPROTON STORAGE AND COOLING

IV-1. Design Criteria

Antiprotons are transferred to a 200 MeV storage ring (Freezer Ring) where cooling and repetitive accumulation takes place.

We suggest a very simple lattice and reduced periodicity. The central requirement of the lattice is a good acceptance and adequate long straight sections for electron cooling. The major goal is to design a lattice with a minimum number of dipoles and quadrupoles that gives the longest good quality straight sections. We present here one example of a lattice which approximately satisfies these criteria. The basic lattice has 12 cells, 24 dipoles, and 36 quadrupoles. Figure 8 shows a unit cell and the resulting betatron functions. The machine parameters and performance are given in Table III. A large acceptance is obtained that is well matched to the booster or to the Fermilab linac should the Freezer be used as a proton cooler or for multiturn linac injection (see Appendix III).

We would like to preserve the possibility of transferring antiprotons synchronously to the Freezer. This places a constraint on the circumference of the Freezer, since in order to match harmonics with the Booster we have

\[ h_F = c \times 13.25 \]
\[ h_B = 23 \times 10^7 \text{m}. \]

The choice \( h_F = 86 \) yields \( C = 479.78 \text{m} \), which fits comfortably in the Booster tunnel (see Figure 9 and 10).

When we return the cooled and stacked antiprotons to the Booster for reacceleration and injection in the MR, it is necessary to do so with \( h = 85 \) in the Booster. This dictates \( h_F = 85 \). This corresponds to a circumference \( C = 479.78 \text{m} \), negligibly different from that for injection to the Freezer.

The transfer of the \( \bar{p} \) beam from the Booster to the Freezer has to have sufficient aperture to accommodate the full Booster beam acceptance. This can be achieved using a fast kicker \( B_1 \) in long straight 7, followed by a pulsed current septum \( B_2 \) in long straight 6. These elements are described in Table II. A second, identical pair of elements are then used in reverse sequence in the Freezer ring for injection.

The transfer from the Freezer into the Booster is accomplished at straight 5 with a more modest version of \( B_1, B_2 \). Since the aperture requirement is now minimal.

We find that because of the rise and decay times of the full aperture kickers which are necessary to extract and inject the relatively large beam, as many as 3 bunches corresponding to 100 notes may be lost in the transfer process.

IV-2. Magnetic Structure

There are several possible designs for the bending and quadrupole magnets that form the building blocks of the Freezer lattice. The bend can be either a window-frame or U design; the quadrupole can be either a standard design with iron pole tips, or a Pauli-type quad formed by a box of 4 alternating current sheets. We are presently evaluating each design in regard to the required field quality and cost.

For the bending magnets, we have examined a number of existing
TM-688

formed the muon channel of the Chicago synchrocyclotron. The design
is shown in Fig. 12. We are examining their suitability for the services
Freezer ring. Several Panofsky quads have been built at Cornell.25
The Panofsky design is problematic for a storage ring for the same
reasons as a window frame dipole. Additionally, its power require-
ments are greater for a given gradient than for a standard quad.

The parameters of both magnets are given in Table IV.

IV-1. Long Straight Sections for Electron Cooling

In order to obtain rapid cooling of the beam it is desirable that
the p beam have a small divergence in the straight section.
This requirement can be met by having \( \beta_H, \beta_V \) large in the straight
section. We have achieved one simple design of such a straight
section using two quadrupole triplets that match well the basic
cell described before. The horizontal acceptance remains \(-100 \text{ m}
and \(8^\circ\) bore quadrupoles are adequate for the triplets. The \( \beta_V, \beta_H \)
are in the range of 15-40 m leading to an angular divergence of
\(-1-2 \text{ mrad}\). The \( p \) function (off-momentum function) goes to 1.2 m in
the same straight section. We suggest that the cooling straight
sections be instrumented in this way whereas the other straight
sections need fewer quads (2 doublets, incorporating the B quads
of the regular cells).

IV-4. Vacuum System

The Freezer ring must be capable of storing an antiproton beam
for a time of the order of a day without serious losses due to beam
gas scattering. We will examine the vacuum requirements implied
and discuss one attractive approach to meeting them.
Beam growth occurs by Coulomb scattering from gas molecules, and beam loss occurs each time an antiproton collides with a gas nucleus. The rate of increase in the mean square of the projected angle of Coulomb scattering is:

\[
\frac{d\langle \alpha^2 \rangle}{dt} = 4 \pi r^2 c \frac{1}{N} \frac{Z_i}{m_i} \ln \frac{30360}{\sqrt{A_i}}
\]

where \( r = 1.54 \times 10^{-16} \) cm the proton radius, \( n \) is the density and \( Z_i \) and \( A_i \) are the atomic number and atomic weight of atoms of type \( i \). Snowdon has analyzed the residual gas composition in the HR at a pressure of 0.2 Torr. We will assume the same composition in the freezer, and follow here his calculation of beam growth. The angular growth is

\[
\frac{1}{\rho} \frac{d\langle \alpha^2 \rangle}{dt} = 0.25 \text{ rad}^2 \text{sec}^{-1} \text{Torr}^{-1}
\]

The diffusion rate of the quantity \( \Delta N = (dy/dt)^2 + u^2 \gamma^2 \) is \( D = N \frac{d\langle \alpha^2 \rangle}{dt} \)

where \( y \) is the amplitude of betatron motion, \( u = u_i \) is the tune, and \( R = 75 \) m is the average radius. The beam lifetime is:

\[
\tau = \frac{1}{D} \left( \frac{2\pi a}{2.4} \right)
\]

where \( a = 1 \) cm is the tolerable aperture growth. The lifetime against Coulomb scattering is then \( \tau \) [sec] = 0.001 \( 10^{-7} / \rho \) Torr

A lifetime of one hour requires a mean pressure of \( 2 \times 10^{-10} \) Torr.

Clearly we must rely on electron cooling to damp the growth of the stack.

The fraction \( f \) of beam removed by nuclear collisions with gas is

\[
\frac{dN}{dt} = f \rho \left( n \right) \frac{N_i}{p} \frac{Z_i}{m_i}
\]

where \( \rho = 170 \) mb is the total cross-section at 650 MeV/c.

\[
\frac{1}{\rho} \left( n \right) = 1.5 \times 10^{10} \text{ cm}^{-2} \text{Torr}^{-1},
\]

\( \tau \) [sec] = 2.3 \times 10^{-3} / \rho \text{Torr}

A lifetime of one day requires a mean pressure of \( 2.5 \times 10^{-10} \) Torr.

The vacuum in the freezer should thus be \( 10^{-11} \) Torr. One appealing approach to achieving this in the bending lattice is to locate a distributed ion pump system in the fringe field of the dipoles. We and Winter estimate a pumping speed of \( 1400 \) l/sec from each 1 m dipole so equipped. The cost is about \( \frac{1}{4} \) that of a standard ion pump of capacity 500 l/sec. Standard ion pumps would still be required in the straight sections. The conductance of a 5 m section of the freezer vacuum pipe is approximately \( 22 \) l/sec.

IV-5. Electron Cooling

The Novosibirsk group has demonstrated that low-momentum proton beams can be "cooled" to very small transverse dimensions and very small momentum spread. The basic idea is that the transverse and longitudinal oscillations of the proton beam are transferred by Coulomb scattering to an electron beam that is injected in one of the straight sections of the storage ring. For maximum cooling efficiency the velocity of the \( \bar{p} \) and of the \( e \) should be the same \( (\bar{p} = e) \), since the Coulomb scattering cross section will be a maximum. Their results will be used to extrapolate the cooling rates expected in our case.

We assume the entire Booster beam is transferred in one turn at 200 MeV into the Freezer Ring. The emittances of the beam...
at this stage are \( A_y = A_H = 40 \times 10^{-6} \). The beam is assumed to be adiabatically debunched either in the Booster or in the Freezer. In the cooling points (\( \delta_y = \delta_H = 15 \mathrm{m} \)) the half-beam sizes are as follows:

\[
W_y = \sqrt{A_y / \delta_y} = 2.5 \mathrm{cm} \quad W_P = \sqrt{\frac{A_P}{\delta_P}} = 0.4 \mathrm{cm}
\]

\[h = \sqrt{A_H / \delta_H} = 2.5 \mathrm{cm}\]

The total area is then \( A = (W_y + W_P) \cdot h = 23 \mathrm{cm}^2\).

Angular divergencies are also of interest. They are

\[\theta_y = \frac{\sqrt{A_y / \delta_y}}{\varepsilon} = 1.6 \mathrm{mrad}\]

\[\theta_H = \frac{\sqrt{A_H / \delta_H}}{\varepsilon} = 1.6 \mathrm{mrad}\]

which are, as we shall see, quite comparable to the angles of the electron beam.

An approximate formula for the cooling time for a parallel \( e^- \) and \( P \) (or \( \tilde{P} \)) beam is given by \( (\theta_e \ll \theta_P) \)

\[
t = 0.05 \frac{A - \frac{1}{3} \theta_H^3}{\frac{2}{3} \theta_y^3 \frac{n_e}{\varepsilon}} \eta \ln \left( \frac{\theta_P}{\theta_e} \right)
\]

This formula reduces to

\[
t = 1.2 \times 10^7 \frac{5 \times 10^3}{j_e^2} = 2.5 \times 10^6 \frac{0^3}{j_e^2}
\]

where \( t \) = end-point cooling time [sec]

- \( j_e \) = electron beam current density [A/cm²]
- \( \theta_e \) = classical electron radius [cm]
- \( n_e \) = electron beam density [cm⁻³]
- \( \theta_P \) = beam divergence [rad]
- \( \eta \) = cooling length/total circumference of cooling ring
- \( L \) = Coulomb logarithm \( \approx 15\)

In the approximation \( \theta_e \gg \theta_P \), the formula will contain the factor \( \theta_P^3 \) instead of \( \theta_e^3 \).

The latest experimental results from Novosibirsk are as follows:

- Proton energy
  - 65 MeV
- Electron energy
  - 35 keV
- Cathode diameter of the electron gun
  - 20 mm
- Electron current \( I_e \)
  - 0.1 - 0.8 A
- Proton current \( I_P \)
  - 20 - 100 pA
- Average vacuum
  - \( 5 \times 10^{-10} \) Torr
- Equilibrium size (diameter) of the proton beam in the middle of the section
  - 0.47 mm
- Cooling Time \( (I_e = 0.8 \text{A}) ~ t_e \)
  - 81 min
- Proton life time in the cooling regime
  - more than 8 hours
- Angular divergence of electrons
  - \( \theta_e \approx 3 \mathrm{min} \)
- Specific flux of neutral hydrogen atoms
  - \( \frac{dN}{dt} \times I_e \times I_P \)
  - \( 80 \mathrm{A}^{-1} \mu \mathrm{A}^{-1} \mathrm{sec}^{-1} \)
In order to extrapolate to our situation, we must take into account the following factors:

(i) The kinetic energy is higher, 200 MeV instead of 65 MeV. According to the $\gamma^2$ scaling law, this increases the cooling time by a factor 10.8.

(ii) The angular divergence of the electron beam which dominates with respect to that of the (anti) proton in both cases is given by the formula discussed in Appendix II:

$$\gamma = \gamma_0 = 0.102 \frac{T}{E_0}$$

For our case, $E_0 = 2.5$ cm, $V = 1.1 \times 10^{8}$, $B = 0.27$, and $I = 2.2A$. Comparing it with Budker's case, we can see that electron temperatures are expected to be comparable. Hence, the factor is the same for both cases.

(iii) The fraction of circumference with electron beams was $\eta = 0.016$ for Budker and it is $\eta = 0.063$ for us. This decreases the cooling time by a factor 4.

A detailed comparison between the Novosibirsk and Fermilab situations is summarized in the following table:

<table>
<thead>
<tr>
<th></th>
<th>Novosibirsk</th>
<th>Fermilab</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton energy</td>
<td>65</td>
<td>200 MeV</td>
</tr>
<tr>
<td>Electron energy</td>
<td>$E_e$</td>
<td>35</td>
</tr>
<tr>
<td>Electron current</td>
<td>$I_e$</td>
<td>0.8</td>
</tr>
<tr>
<td>Proton current</td>
<td>$I_p$</td>
<td>100</td>
</tr>
<tr>
<td>Electron beam radius</td>
<td>$r_e$</td>
<td>1</td>
</tr>
<tr>
<td>Fraction of circumference cooled</td>
<td>$\eta$</td>
<td>0.016</td>
</tr>
<tr>
<td>Angular electron spread</td>
<td>$\phi_e$</td>
<td>3.0</td>
</tr>
<tr>
<td>Proton angular spread</td>
<td>$\phi_p$</td>
<td>-</td>
</tr>
<tr>
<td>Cooling time</td>
<td>sec</td>
<td>0.046</td>
</tr>
</tbody>
</table>

(*) Extrapolated using the dependence $t = \frac{\gamma^2 \sigma_0^2}{\eta} \frac{1}{10r_e^2}$.

We remark that the cooling time is expected to be appreciably shorter than necessary.

In the above table, the space charge of the electron beams lead to a tune shift of about 0.25 in both transverse dimensions. Although this may seem large, it should be noted that the electron density must, in any case, be very uniform so that the tune spread will be small and correction, if necessary, can be straightforward. The half integral stopbands caused by the electron beam can be cancelled by proper periodicity of the cooling program in the cooling ring.

IV-6. Electron Beam and Electron Gun

We propose that a total of at least 30m of cooling length be incorporated into the machine. The electron beam must be maintained parallel over 10m length. Space charge effects will blow up the electron beam unless a solenoidal magnetic field is maintained over the entire length of cooling. Furthermore, as discussed in Appendix II, the magnetic field lines must be shaped and carried all the way back into the electron gun cathode. The electrons, after exiting the cooling section, are to be decelerated to regain the large energy in the beam. The system is shown schematically in Fig. 13.

The accelerating voltage must be 110 kV, equivalent to a beam power of 2.5 MW. Assuming a 98% efficiency of recovery, we have a dissipation of 50kW/beam or a total of 200kW, which is acceptable.
The electron current requirement is about 1 A/cm² over approximately 10 cm² at 110 keV energy. CW electron guns have been constructed that give this performance. For example, one such gun is shown in Fig. 14, that is to be used in PEP. This gun gives < 23A of current for a voltage of 110 keV over an area of approximately 18 cm².

IV-7. Stacking in the Freezer

Two techniques are used for stacking in the Freezer. Electron cooling can be used to move the beam and therefore to remove the antiprotons from the injection area after the previous Booster capture has been cooled. This motion is slow, and a more efficient technique will be needed to move each booster capture into a preliminary stack that will contain all 12 captures. For this purpose, rf stacking is to be used. During the time that the Booster is being filled with protons and the protons accelerated in the Main Ring, a modest rf will be used to adiabatically capture the newly-cooled beam. This can be done without disturbing the cool beam already present at the inner edge of the aperture. The new beam is then moved over to the stack and stacked next to it. This procedure is shown schematically in Fig. 15.
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Table I. Parameters of $\bar{p}$ injection and deceleration in the Booster.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Antiproton injection energy (kinetic)</td>
<td>$T_p$ 5.717 GeV</td>
</tr>
<tr>
<td>Target length and material</td>
<td>$L_t$ 5 cm. tungsten</td>
</tr>
<tr>
<td>Target efficiency</td>
<td>$\epsilon$ 0.3</td>
</tr>
<tr>
<td>Proton beam size at target</td>
<td>$\phi$ 0.5 mm</td>
</tr>
<tr>
<td>Betatron function of $\bar{p}$'s at target center</td>
<td>$\beta_{y}$ 0.025 m</td>
</tr>
</tbody>
</table>

Table II. Major Beam Transfer Elements

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
<th>Length (m)</th>
<th>Field (T)</th>
<th>Deflection Angle (mrad)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Fast Magnetic kicker</td>
<td>7</td>
<td>0.05</td>
<td>1.0</td>
</tr>
<tr>
<td>S2</td>
<td>Lambertson Septum(2)</td>
<td>7</td>
<td>0.9</td>
<td>20</td>
</tr>
<tr>
<td>B1</td>
<td>Fast Magnetic kicker(2)</td>
<td>2.5</td>
<td>0.06</td>
<td>7</td>
</tr>
<tr>
<td>B2</td>
<td>Pulsed Current Sheet Septum</td>
<td>5</td>
<td>0.3</td>
<td>70</td>
</tr>
</tbody>
</table>

$%$ Acceptances of the Booster ring at 200 MeV

<table>
<thead>
<tr>
<th>Acceptance</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertical</td>
<td>$A_v$ $40 \times 10^{-6}$ r.m.</td>
</tr>
<tr>
<td>Horizontal</td>
<td>$A_h$ $40 \times 10^{-6}$ r.m.</td>
</tr>
<tr>
<td>Longitudinal</td>
<td>$A_0$ 3 eV sec</td>
</tr>
</tbody>
</table>

Acceptances from the target

<table>
<thead>
<tr>
<th>Acceptance</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Production angle</td>
<td>$\theta_{\text{pwi}}$ 0°</td>
</tr>
<tr>
<td>Solid angle</td>
<td>$\Delta M$ $5.3 \times 10^{-4}$ sterad</td>
</tr>
<tr>
<td>Momentum acceptance ($B = 0.12$)</td>
<td>$\Delta p$ 2.0 MeV/c</td>
</tr>
<tr>
<td>Antiproton yield for incident proton</td>
<td>$\bar{p}/p$ $0.83 \times 10^{-6}$</td>
</tr>
</tbody>
</table>
### Table III. Tentative parameters of the Freezer Ring

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal momentum</td>
<td>$P_0$ 644 GeV/c</td>
</tr>
<tr>
<td>Guide field</td>
<td>$B_0$ 0.5T</td>
</tr>
<tr>
<td>Magnetic radius</td>
<td>$\rho$ 4.3 m</td>
</tr>
<tr>
<td>Orbit radius</td>
<td>$R$ 75 m</td>
</tr>
<tr>
<td>Focussing Type</td>
<td>separated function</td>
</tr>
<tr>
<td>Number of cells</td>
<td>12</td>
</tr>
<tr>
<td>Length of each cell</td>
<td>39.3 m</td>
</tr>
<tr>
<td>Rotation functions:</td>
<td></td>
</tr>
<tr>
<td>- maximum value</td>
<td>$\beta_{\text{max}}$ 27 m</td>
</tr>
<tr>
<td>- of the cooling sections</td>
<td>$\beta_{\text{straight}}$ 15 m</td>
</tr>
<tr>
<td>Momentum compaction</td>
<td>$\chi_{\text{max}}$ 6 m</td>
</tr>
<tr>
<td>Transition - energy</td>
<td>$\chi_{\text{straight}}$ 7.5 m</td>
</tr>
<tr>
<td>Length of cooling straight sections</td>
<td>7.5 m</td>
</tr>
<tr>
<td>Betatron acceptance</td>
<td>$E_{\text{H}}$ 96x $10^{-4}$ m</td>
</tr>
<tr>
<td></td>
<td>$E_{\text{V}}$ 75x $10^{-4}$ m</td>
</tr>
<tr>
<td>$\delta p/p$</td>
<td>$5x10^{-3}$</td>
</tr>
<tr>
<td>Momentum acceptance</td>
<td>$\phi_x$ 0.27</td>
</tr>
<tr>
<td></td>
<td>$\phi_y$ 0.26</td>
</tr>
<tr>
<td>Phase advance per cell</td>
<td></td>
</tr>
</tbody>
</table>

### Table IVa. Freezer Ring Dipole

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field Strength</td>
<td>0.5T</td>
</tr>
<tr>
<td>Magnet Length</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Magnet Gap</td>
<td>3&quot;</td>
</tr>
<tr>
<td>Pole Aperture</td>
<td>12&quot;</td>
</tr>
<tr>
<td>Field Aperture</td>
<td>6&quot;</td>
</tr>
<tr>
<td>Field Quality</td>
<td>0.13</td>
</tr>
<tr>
<td>Coil Turns(Top + Bottom)</td>
<td>140</td>
</tr>
<tr>
<td>Copper Conductor Cross Section</td>
<td>.325&quot; x .325&quot;</td>
</tr>
<tr>
<td>Water Cooling Hole Diameter</td>
<td>.181&quot;</td>
</tr>
<tr>
<td>Conductor Curver Radius</td>
<td>.063&quot;</td>
</tr>
<tr>
<td>Conductor Current</td>
<td>220 A</td>
</tr>
<tr>
<td>Magnet Inductance</td>
<td>.006 H</td>
</tr>
<tr>
<td>Coil Resistance</td>
<td>.12 $\Omega$</td>
</tr>
<tr>
<td>Voltage Drop</td>
<td>26 V</td>
</tr>
<tr>
<td>Power</td>
<td>5.7 kW</td>
</tr>
<tr>
<td>Cooling Water Pressure</td>
<td>150 psi</td>
</tr>
<tr>
<td>Number of Water Paths</td>
<td>4</td>
</tr>
<tr>
<td>Water Flow</td>
<td>1.4 GPM</td>
</tr>
<tr>
<td>Temperature Rise</td>
<td>20°C</td>
</tr>
<tr>
<td>Outside Dimensions</td>
<td>25&quot; x 15&quot;</td>
</tr>
<tr>
<td>Iron Weight</td>
<td>3000 lb.</td>
</tr>
<tr>
<td>Copper Weight</td>
<td>300 lb.</td>
</tr>
<tr>
<td>Parameter</td>
<td>Value</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>Field Gradient</td>
<td>10 T/m</td>
</tr>
<tr>
<td>Magnet Length</td>
<td>10&quot;</td>
</tr>
<tr>
<td>Aperture</td>
<td>8&quot; dia.</td>
</tr>
<tr>
<td>Width of Good Field Gradient</td>
<td>45&quot;</td>
</tr>
<tr>
<td>Gradient Quality (dB/dB at 1.5&quot; Rad.)</td>
<td>1.1k</td>
</tr>
<tr>
<td>Coil Turns per Pole</td>
<td>30</td>
</tr>
<tr>
<td>Copper Conductor Cross Section</td>
<td>.325&quot; x .650&quot;</td>
</tr>
<tr>
<td>Water Cooling Hole Diameter</td>
<td>.128&quot;</td>
</tr>
<tr>
<td>Conductor Corner Radius</td>
<td>.981&quot;</td>
</tr>
<tr>
<td>Conductor Current</td>
<td>300A</td>
</tr>
<tr>
<td>Magnet Inductance</td>
<td>.010H</td>
</tr>
<tr>
<td>Coil Resistance</td>
<td>.011Ω</td>
</tr>
<tr>
<td>Voltage Drop</td>
<td>3.3 V</td>
</tr>
<tr>
<td>Power</td>
<td>1.0kW</td>
</tr>
<tr>
<td>Cooling Water Pressure</td>
<td>150 psi</td>
</tr>
<tr>
<td>Number of Water Paths</td>
<td>1</td>
</tr>
<tr>
<td>Water Flow</td>
<td>0.6 GPH</td>
</tr>
<tr>
<td>Temperature Rise</td>
<td>8 °C</td>
</tr>
<tr>
<td>Outside Dimensions</td>
<td>27&quot; dia.</td>
</tr>
<tr>
<td>Iron Weight</td>
<td>1300 lb.</td>
</tr>
<tr>
<td>Copper Weight</td>
<td>200 lb.</td>
</tr>
</tbody>
</table>
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Motion of Antiprotons in the Electron Rest System
Appendix B
I. Introduction

The concept is outlined in Fig. 4-1. In each AGS cycle the booster is filled with protons and operates normally, ejecting into the AGS. After acceleration in the AGS, fast extraction of 3 rf beam bunches occurs at H10 into the U-line where they are focused on an antiproton production target. The remaining 9 AGS bunches are available for other purposes. The antiprotons are collected by a lithium lens and transported at 4 GeV/c, near peak production, to the booster where they are injected through the proton extraction channel, running in reverse direction around the booster. They are then extracted in one straight section with a moderately thick septum tangent to the AGS and transported directly to the 80-inch bubble chamber complex, which serves as an experimental area. The extraction and transport occurs during the AGS spill. The booster is then ready to accept the next charge of protons at the usual repetition rate.

II. Beam Characteristics

Table 4-1 summarizes the beam characteristics which are further explained in the following paragraphs.

The booster magnet system as presently designed can reach an antiproton momentum of 5.2 GeV/c at 12.7 kg corresponding to a center-of-mass energy in \( \bar{p}p \) collisions of \( s^{1/2} = 3.42 \) GeV. This would allow formation of \( \eta_c(2980) \), \( J/\Psi(3100) \), and \( \chi_0(3415) \) but nothing higher in the hidden charm sequence. A more desirable limit physically is \( s^{1/2} = 3.70 \) GeV, corresponding to a \( \bar{p} \) momentum of 6.3 GeV/c, which would allow production of \( \psi'(3685) \), \( \eta_c(3590) \) and all the \( \chi \) states. More detailed studies in Appendix 5 address the feasibility of such an extension in momentum range.

* The 80-inch bubble chamber building has been chosen as the Experimental Hall for the muon \( g-2 \) experiment since the time of the workshop.
Table 4-1: BOOSTER ANTI proton Beam Characteristics

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Momentum range:</td>
<td>$0.65 - 5.2 \text{ GeV/c}$</td>
</tr>
<tr>
<td>Momentum acceptance $\Delta p/p$:</td>
<td>$0.02$</td>
</tr>
<tr>
<td>Angular acceptance:</td>
<td>$40 \text{ msr}$</td>
</tr>
<tr>
<td>Maximum $\bar{p}$ flux ($10^{13}$ beam prot.,$^{-1}$):</td>
<td>$4 \times 10^7$</td>
</tr>
<tr>
<td>Purity $w/\bar{p}$ (all momenta):</td>
<td>$0.1$</td>
</tr>
<tr>
<td>Length (meters):</td>
<td>(not relevant)</td>
</tr>
<tr>
<td>$\bar{p}$ production target location:</td>
<td>U-line target</td>
</tr>
<tr>
<td>Experimental Area:</td>
<td>80&quot; bubble chamber bldg.*</td>
</tr>
</tbody>
</table>

The momentum spread of $\pm 1\%$ delivered from the $\bar{p}$ production target can be reduced to $\sim 10^{-4}$ by debunching, and further by phase displacement acceleration during extraction. It is important to note that this procedure compresses the $\Delta p$ of the total $\bar{p}$ flux without loss of particles; a double advantage results—wide $\Delta p$ for search and scan, narrow $\Delta p$ for study of a resonance already located.

The purity of the extracted $\bar{p}$ beam is essentially perfect, since the booster ring functions as an extremely long beam line with very large dispersion.

The muon $g-2$ experiment can use the same target and experimental area. Since both $\bar{p}$'s in the booster and $g-2$ require fast extraction and there are no slow extraction requirements in the U-line, the compatibility may be better than in other lines such as C' and D where experiments requiring slow extraction are also mounted.

The availability of antiprotons from this system must wait on completion and commissioning of the booster. Under ideal conditions this could occur as early as 1990, but it seems more realistic to allow early 1991 as the initial date likely for antiproton experiments. Of course the target and direct beam line to the experimental area can be built at once and used for antiproton and muon $g-2$ studies.

The cost estimate for 5.2 GeV/c antiprotons is detailed in Table 4-2 and includes all necessary modifications to the booster itself, as well as the extra costs of going to 6.3 GeV/c.

* The 80" Bubble Chamber building has been chosen for the muon $g-2$ experimental area since the conclusion of the Workshop. An extension to this building would provide an ideal experimental area at low cost by utilizing existing services.
III. Discussion

1. Advantages

The specifications above already display some of the advantages of this concept, but it may be worthwhile to recount a more complete list:

i. Pure $\bar{p}$ beam with no muon halo.
ii. High flux, $\bar{p}$'s always taken at production maximum.
iii. High resolution ($10^{-4}$) without additional means such as HR35.
iv. Momentum compression with existing booster rf.
v. Continuously tunable momentum.
vi. Well equipped experimental hall immediately available.*

vii. Compatible with AGS slowly extracted beam (SEB) operation.
viii. Nearly ideal compatibility with muon g-2 experiment.
ix. Very flat spill, booster acts as $\bar{p}$ stretcher.
x. $d$ beams available without modification.
xii. Very low momentum antiprotons also possible (cf. Appendix 6).

2. Disadvantages

The principal drawbacks of this scheme are as follows:

i. The time before availability is approximately 4 years.
ii. The maximum momentum $p \leq 5.2$ GeV/c with the present booster design.

If the present concept appears viable, it will be necessary to make immediate plans for adapting the booster as described, in order to incorporate the needed changes in construction.

IV. Cost Summary

The cost summary in Table 4-2 assumes the use of the present III) extraction system and of all shielding in the proton target area already provided for the muon g-2 experiment, as well as the same target. If it should not prove possible to use the same target, the booster option must

* The 80-inch bubble chamber building has been chosen as the Experimental Hall for the muon g-2 experiment since the time of the workshop.
include the cost of a primary target station, which is included as a contingency. If, however, the preferred extraction for $g$-2 is at $t$-10 then locating there would effect savings in the $p$ transport line and bending magnets. A more detailed breakdown is presented in Appendix 8.

The preliminary cost estimate of $3.6M is on the same order as any other scheme that produces $p$ beams of comparable flux, purity, resolution and controllability.

<table>
<thead>
<tr>
<th>Table 4-2. COST SUMMARY - BOOSTER OPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Target region</td>
</tr>
<tr>
<td>50° bend and $p$ transport to booster</td>
</tr>
<tr>
<td>Booster magnet modifications to reach 6.3 GeV/c</td>
</tr>
<tr>
<td>Transport to 80° bubble chamber</td>
</tr>
<tr>
<td>Experimental area</td>
</tr>
<tr>
<td>TOTAL</td>
</tr>
</tbody>
</table>

* $t$-10 has been chosen for extraction to a target for the muon $g$-2 experiment since the conclusion of the workshop.

** The 80° Bubble Chamber building has been chosen for the muon $g$-2 experimental area since the conclusion of the Workshop. An extension to this building would provide an experimental area at low cost by utilizing existing services.
5. CONCLUSIONS

The highest performance option for a purified intense antiproton beam at the AGS would clearly be the booster option if not for the limited momentum range. The ability to vary the momentum spread is a unique and powerful tool for formation spectroscopy. Once a given state has been located in a scan with a relatively large momentum bite e.g. $\Delta p = .02$, the bite could then be reduced to scan an object of width less than 1 MeV. This amounts to an increase in effective luminosity by the same two orders of magnitude. This would not be possible in the long beam options. Unfortunately the top momentum of 6.3 GeV/c would not permit formation of the $^1D_2$ and $^3D_2$ states. The economic and political aspects of further modifying the booster design at this stage would weigh heavily on this option.

The long flight path beams are in general not terribly different from one another in performance or cost. The most attractive is the beam from the C' target area to a new area adjacent to the RHIC Open Experimental Area. It is the longest beam and would deliver antiprotons to a "bargain" experimental hall, which would obtain power and water from the Open Area Hall. The other long beam options suffer somewhat in their shorter lengths and compromises with other installations such as the neutrino area and RHIC injection and experimental areas.

The high resolution spectrometer would be necessary for any of these beam line options to be competitive in the measurement of widths of charmonium states. At best, time-of-flight can yield resolutions approaching 2 MeV in the center-of-mass, even if one ignores the very high rates in the beam counter hodoscopes due to more than $10^8$ beam pions per spill.

The momentum resolution is plotted as a function of momentum, for each of the beams under consideration, in Fig. 5-1. A similar plot for the center-of-mass resolution is given in Fig. 5-2.

Table 5-1 compares costs of all the schemes considered here.

<table>
<thead>
<tr>
<th>Scheme Description</th>
<th>Cost (MS)</th>
<th>Labor (M$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C' Option (with inexpensive hall)</td>
<td>2.90</td>
<td>1099</td>
</tr>
<tr>
<td>U-line Option</td>
<td>1.16</td>
<td>771</td>
</tr>
<tr>
<td>D/U-line Option</td>
<td>2.60</td>
<td>757</td>
</tr>
<tr>
<td>D/(g-2) Option</td>
<td>1.64</td>
<td>515</td>
</tr>
<tr>
<td>D/(g-2)' Option</td>
<td>1.81</td>
<td>667</td>
</tr>
<tr>
<td>High Resolution Beam Spectrometer for above</td>
<td>1.07</td>
<td>300</td>
</tr>
<tr>
<td>Booster Option</td>
<td>4.11</td>
<td>985</td>
</tr>
</tbody>
</table>
Fig. 5-1. Momentum resolution vs. beam momentum for HRBS or booster.
Fig. 5-2. Center-of-mass resolution for the various options.
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ABSTRACT

An Advanced Hadron Facility is designed to address physics problems within and beyond the Standard Model. High fluxes of secondary beams are needed for the requisite precision tests and searches for very rare decay modes of mesons and baryons. Such high fluxes at useful secondary energies are readily obtained from high intensity, intermediate energy proton beams, which are also well suited to antiproton production. If the AHF primary proton beam were merely dumped into a beam stop, it would produce on the order of $10^{19}$ to $10^{20}$ antiprotons per operating year. Current collection techniques are not likely to be capable of absorbing more than one part in $10^3$ of this production. Thus, an AHF provides both the immediate possibility of collecting quantities of antiprotons substantially beyond those available from the LEF discussed at this meeting, and for significant increases in the available antiproton supply upon the development (at an AHF) of more efficient collection and cooling methods. Of these, the most difficult problems appear to arise for increasing cooling rates, whereas production targetry and improving collection efficiencies have readily viable possibilities. The prospects are presently good for the completion of an AHF in the late 1990's.
I. INTRODUCTION

An Advanced Hadron Facility is needed to further precision tests of the standard model and to address problems both within it, and that go beyond its limitations. Nuclear physicists are primarily interested in the opportunities afforded to extend the study of QCD, the theory of the strong interactions, to longer distance (>1 fm.) regimes and in the nuclear medium. This effort is to be complemented by electron scattering experiments at Bates Laboratory and at the Continuous Electron Beam Accelerator Facility (CEBAF), and by heavy ion collisions to study the quark-gluon plasma using the proposed Relativistic Heavy Ion Collider (RHIC) at Brookhaven. Particle physicists are more concerned with experiments involving the electroweak interactions; these either provide precision tests of the standard model or search for new processes which illuminate questions not addressed within it. An introductory discussion of the standard model and a description of some of its problems and tests may be found in a companion paper available at this meeting. Here, I will only briefly review some of the most outstanding experiments which define the physics requirements for an AHF.

1.1 Electroweak Experiments

The most outstanding particle physics experiment at an AHF is the search for the decay of a neutral kaon into a muon and an electron. This process does not occur in the standard model unless neutrinos have non-zero masses. From the limits on those masses, the branching ratio for this process relative to normal kaon decay would be less than $10^{-30}$ at best. The present experimental limit is less than $10^{-8}$ and there is an experiment currently underway at Brookhaven to reduce this by at least one and possibly three more orders of magnitude. This limit may be interpreted as requiring the mass of a "family-changing" boson to be greater than about 30 TeV/c$^2$ (see Standard Model paper). Note that this is already beyond the range of new physics directly accessible at the
proposed Superconducting Super Collider. At an AHF, the increased kaon flux, and beam quality allow this process to be searched for down to a branching ratio at the $10^{-13}$ level, which corresponds to a 500 TeV/c$^2$ mass. Once again, the value of a precision experiment is apparent. Although this limit is important, it would of course be even more valuable to discover the process and to be able to study it in detail. Thus, discovery of the process at a larger branching ratio would only enhance the value of an AHF which would provide the means for such study.

Within the standard model, the decay of a charged kaon to a charged pion and two neutrinos is not allowed to lowest order in the weak interaction, but does occur to second order by means of a quantum field theory correction. This process is sensitive to the number of light (mass much less than a kaon) neutrinos, and to details of the quantum field theory corrections. Because of uncertainty in these details, this process is only predicted to occur somewhere in the range between $10^{-10}$ and $10^{-11}$ in branching ratio. The current limit is at the $10^{-7}$ level. An AHF allows the observation of this predicted process and, again, detailed study of the new physics implied if the process is discovered at a larger branching ratio.

Studies of neutral kaon decays are also necessary to elucidate the physical basis for the observed violation of CP-invariance (the combination of charge conjugation, or exchanging particles and antiparticles, and of parity, or mirror reflection). Finally, there are neutrino scattering processes of interest with scattering cross sections as small as $10^{-41}$ cm$^2$, or about 15 orders of magnitude smaller than normally found for the strong interactions. As for the high precision or small branching ratio kaon experiments, these require enormous neutrino fluxes to be available if the experimental detectors are to be of reasonable size and cost. (Producing more kaons in the same volume -- higher brightness --
also obviates the need for larger and more expensive detectors for the work with kaons, too.)

Although some of these kaon experiments are best performed with stopping kaon beams (of momentum less than 1 GeV/c), many require high momentum beams (5-20 GeV/c). This is primarily due to the fact that the decay products are then also at high momentum, and are relatively less disturbed by the material in the detectors which analyze them. When the beam must be purified and momentum analyzed, relativistic time dilation also helps reduce the contamination due to other particles (especially decay products) and minimizes the loss of kaon flux during that process. Studies at Los Alamos suggest that a 45 GeV/c primary proton beam produces sufficient quantities of these high momentum kaons. For most of the nuclear or strong interaction studies described next, lower momentum kaons would be preferable. However, more of those are also produced by a higher energy proton primary, and there is one particular experiment that demands an even higher energy proton beam.

1.2 Hypernuclear and Other Strong Interaction Experiments

Secondary beams of pions and kaons at an AHF would provide for a broader examination of the spectrum of strongly interacting states than has been made so far using only nucleon and pion beams. Despite decades of effort, the full spectrum of three-quark and of quark-antiquark states has not been experimentally observed. And with the advent of QCD, new exotic states containing extra quark-antiquark pairs or gluons, and states composed solely of gluons, have been predicted. Discovery and detailed study of these states is vital to our deepening understanding of QCD. Dibaryons, especially those containing more than one strange quark, and which are most easily and cleanly formed for better study using kaon beams, may be the first examples of new kinds of hadronic matter intermediate between nuclei and the quark-gluon plasma sought in heavy ion collisions.
Hypernuclei, containing one or more strange quarks, provide an extension along these lines which offers further opportunities to understand the relation between a QCD-inspired quark view of nuclear structure and the more traditional meson-baryon picture. Even in purely traditional terms, continuum states in ordinary nuclei can be shifted into the bound state spectrum of corresponding hypernuclei, allowing for more detailed study and verification of our understanding of the forces in non-strange nuclei. Lower momentum (0.5-2.0 GeV/c) kaon beams are very efficient at producing these hypernuclei by strangeness exchange, as the momentum transfer can be minimized with excess energy being carried off by an outgoing pion; this leaves the resulting hypernucleus in a very low excitation (if not the ground) state.

Due to their relatively small cross-section even at low energies, positively charged kaons also make an excellent probe of the matter distribution of ordinary nuclei in elastic and quasi-elastic scattering. The distortion corrections so difficult to apply for pions are significantly reduced, making the connection between theory and experiment more direct and transparent. Through the so-called Drell-Yan process, however, a higher energy proton primary may provide even more significant information on the (nuclear) medium-induced distortion of the nucleon structure itself.

In the Drell-Yan process, a quark and an antiquark from the beam and target annihilate to form a off-shell photon, which immediately "decays" into a muon and an antimuon, or into an electron and positron. It is particularly easy to identify these particles and to measure their momenta. From the kinematics of this final state pair (overall mass and momentum), one can infer the momenta of the initial quark and antiquark involved in the (sub-)scattering. For a 60 GeV/c proton beam, it turns out that the kinematic region is large enough to allow a detailed study of the antiquark probability distribution in the (nuclear) target. (The quark distribution in the incident proton is well-known from high energy, deep-inelastic electron scattering on hydrogen targets.) From
electron scattering experiments on nuclei, it is known that this scattering, even at high energy, cannot simply be represented as a sum of incoherent scatterings on the individual nucleons (isolated in space), a result termed the EMC effect after the European Muon Collaboration which made the experimental discovery. This effect can be described as due to a distortion of the nucleon structure by the nuclear medium. However, experiments have not so far resolved whether this is due to a change of the three-quark structure of the bound nucleon, or due to the formation of additional quark-antiquark pairs (perhaps even correlated into pions). This Drell-Yan experiment offers the cleanest possible test of these conjectures. Such an understanding of the nucleon structure within the nuclear medium is crucial to a QCD-based understanding of nuclear structure, and is an extremely interesting and important question for nuclear physics.

2. PRIMARY AND SECONDARY BEAM REQUIREMENTS

This broad range of exciting physics clearly demands a broad range of primary and secondary beams and beam momenta. Low momentum beams are particularly demanded by hypernuclear studies and "stopped" decays. Low to intermediate momenta are required for meson and baryon spectroscopic studies and for in-flight decays. Finally, the highest momenta are required for Drell-Yan studies of the EMC effect. It turns out that these requirements are not mutually conflicting due to general properties of particle production for secondary beams.

As shown schematically in Fig. 1a, the cost of an accelerator complex such as the AHF is roughly proportional to the total beam power. Thus, at constant cost, one may increase the primary energy only by reducing the beam current. Because the phase space constraints on the number of particles per "bucket" of the radiofrequency accelerating voltages are most severe at the lowest (injection) energy for each step, it is somewhat easier to design a system at lower current. One is then naturally driven to higher energy, lower current machines. However, as
shown in Fig. 1b, both the mean momentum and the flux of secondaries in each momentum bin rises with increasing primary energy; the low momentum secondaries are a smaller fraction, but of a larger total. Thus, one can obtain the desired range from low to high momentum secondaries without cost to the lower momentum flux.

This provides a natural benefit for production of antiprotons which are ultimately desired at low energies. Antiproton production has a similar structure to that shown for any secondary. There is a "knee", or decline in the rate of increase of production, which occurs for a proton primary in the region of 40 to 80 GeV, and a continued increase in the mean antiproton momentum produced. Thus, while total production continues to rise, if these antiprotons are to be deaccelerated after being captured, this will become increasingly difficult and expensive. So fortunately, the general physics demands for an AHF place its primary beam energy in an excellent region for efficient production, collection and deacceleration of antiprotons.

3. SURVEY OF AHF PROPOSALS: THE GENERIC AHF

There have been six areas of the world in which there have been discussions relevant to an AHF. The Japanese are embarked on upgrading the current and energy capabilities of the proton synchrotron at KEK. However, even at 12 GeV energy and 10 μA current, this is insufficient to be a true "kaon factory". In the Soviet Union, there has been some consideration of an AHF near Moscow, and in Western Europe, there has been a conference/workshop regarding a European Hadron Facility. The sponsoring group of the latter, however, is not associated with any particular laboratory, which may prove a significant drawback to realizing their plans. There have been detailed discussions at Brookhaven regarding increasing the 30 GeV machine current there up to 10 μA. Unfortunately, an AHF is competitive for machine time with RHIC, which is the stated highest priority of that laboratory. The two most serious efforts have been at the Canadian pion factory, TRIUMF, in Vancouver.
and at LAMPF, in Los Alamos. The Canadian KAON (Kaons, Antiprotons, Other hadron and Neutrinos) proposal is for a 30 GeV, 100 µA machine, which represents an effective, if relatively low energy, AHF.

The Los Alamos AHF proposal has been through a number of variations in response to efforts to maximize the efficacy of the machine for research in several additional areas (including pulsed muon and neutron beams for material science studies) and to minimize costs in response to budgetary constraints. The original proposal included a 6 GeV booster designed to provide maximum current for a neutrino source, and a 45 GeV main ring, capable of up to 68 µA average current. Since then, various options considered have included LINAC boosters of up to 2 GeV of kinetic energy, and a coupled 15 and 60 GeV booster and main ring with a 50 µA current. These energy and current trade-offs reflect the design constraints referred to earlier. (See Fig. 2 for a Los Alamos version of an AHF.)

From the panoply of these proposals and designs, a common theme emerges for a generic AHF: It has a low energy injector, most often a LINAC, which drives a maximum amount of current from a few kiloVolt ion source up to relativistic velocities on the order of 85% of the speed of light. Next comes a booster, which bridges the transition to the fully relativistic regime (99% of the speed of light). This requires the widest range of change in radiofrequency of the accelerating fields, and hence is the most difficult to achieve. Typically, this booster cannot make use of all of the current that can be supplied to it. Next comes a final or main ring which again cannot absorb all of the current supplied. It raises the beam to the final energy of 30 to 60 or more GeV, using only a modest swing in the radiofrequency of the voltage applied to the accelerating cavities. In between these stages may be compressor rings to collect pulses from the lower energy device and manipulate them to enhance the current which can be accepted into the higher energy device. At any stage, but especially at the highest energy, a stretcher
ring may be added to smooth out the extracted current and provide a better duty factor for experiments.

4. THE PRODUCTION OF SECONDARY BEAMS AND OF ANTI PROTONS

There is no reason to suppose that any less efficient use of the primary beam can be made for secondary particle production at an AHF than at lower current accelerators. And, in fact, antiprotons are even a significant contaminant in kaon beam designs. (See Fig. 3.) But just to set the overall scale for antiproton production, let us consider what would occur if the proton beam were simply passed to the beam dump, without encountering any production targets. In a dump, the protons all interact, usually more than once although at rapidly declining energies. Interpolation formulae based on some production measurements (see Hojvat and van Ginneken) suggest that at $60\text{ GeV}$, about one antiproton is created for every $100$ proton interactions. Therefore, in the dump, the $3 \times 10^{14}$ protons per sec of AHF primary produce more than $3 \times 10^{12}$ antiprotons per sec. As there are typically $10^{7}$ operating seconds per calendar year at such a research facility, we see that the total production exceeds $10^{19}$ and may approach $10^{20}$ antiprotons per year.

The formation of secondary beams at an AHF is shown schematically in Fig. 4. Following the example of LAMPF, the extracted beam is transported to a sequence of production targets, each of one interaction length or less. This is a compromise between getting the primary protons to interact, and getting the secondaries out of the target without excessive absorption losses. A short target also reduces optics problems in the secondary beam lines. With appropriate design, both neutral and charged (either sign) secondaries may be derived from any target station. Since a sizeable fraction of the scattering is elastic or quasi-elastic, there is still significant beam power at the dump, although it is relatively diffuse. (See Figs. 5 and 6 for typical target and target station/secondary beam extraction line designs.)
One of the problems of targetry is the power dissipation level in the production targets. LAMPF has considerable experience with targets involving beam powers only a factor of 3 to 5 lower than the -1 MW total anticipated for an AHF. Thus, while difficulties, even severe ones, are to be expected, insurmountable problems are not. One of the advantages of a higher current machine over one at higher energy shows up here: phase space limitations require that the current be raised by increasing the frequency of accelerating "buckets" with the same number of particles per bucket. (These buckets are 25% full in the conservative designs originating from Los Alamos.) Thus, the thermal shocks to the target are increased in frequency, rather than in magnitude, and the problem can be limited to one more of cooling rate than of structural damage, as has been found in the production targets at Fermilab and at CERN.

The peak instantaneous target loading at the Los Alamos AHF is of order $5 \times 10^{13}$ protons over 4 μsec at up to 60 GeV, compared to a similar number at CERN delivered over half the time interval at about half the energy. The Fermilab current is an order of magnitude smaller than at CERN, but at up to six times the proton energy. These currents deposit a great deal of energy "instantaneously" in the beam spot region, and heat this region to within a factor of two of melting temperatures, for the typical W or Cu targets used. Nonetheless, the average target temperature can be well below 1000°C.

The beam-induced shock tends to crack and powder high yield strength materials such as W. (A strong cladding, such as Ti, is provided to maintain structural integrity. Using a lower strength material with a larger region of plastic yield, such as Cu, results in voids (presumably from gas produced in the target) over periods on the order of months. Both of these effects reduce target density and so antiproton yield. Thus, the higher currents at an AHF raise serious questions regarding useful target lifetimes (greater than a day?). At present, target design is inhibited by a lack of knowledge regarding the
equation of state of materials under high stress in the plastic deformation region. Los Alamos is in a position to remedy this, as our Dynamic Testing Division presently pursues just such studies for nuclear materials, among others, using high-explosive driven shocks.

There may be interesting possibilities to study in the area of throwaway targets, such a liquids, or moving wires or ribbons\textsuperscript{1}, (both of which require containing highly radioactive wastes), as well as beam-on-target management techniques such as "painting" Lissajous patterns, while similarly adjusting the collector acceptance, or focusing the beam into a ribbon structure. (The beam-sweeping techniques are sure to work, but may be very expensive.) As a last resort, target lengths (currently 5-10 cm) can be shortened, and the number increased. This reduces the load faster than the length is reduced as electromagnetic energy can escape more efficiently before the showers are fully developed. (Again, "out-of-field problems in the secondary beam-line optics are also ameliorated.) One is limited in doing this in the transverse direction by the requirement that the difference $\delta$, between target and beam sizes satisfy

$$\delta > \nu t$$  \hspace{1cm} \text{(1)}

where $\nu$ is the speed of sound in the target and $t$ is the pulse length of the incident beam.

The peak power on target at CERN is currently 2-3 times that of Fermilab, and another similar factor of increase can be reasonably foreseen, even without sweeping, etc. techniques. Similarly, the total energy deposition is approaching, (at least with Cu targets), but has not reached the nominal 200 J/gm limit. Thus, it seems quite likely

\textsuperscript{1} Krienen and Mills have suggested that there are advantages to moving the target material at greater than the shock velocity.
that targets will not limit antiproton production at an AHF. The biggest question for the long term, however, is whether target design can help improve collection efficiencies. At present, Lithium lenses are used to focus the antiprotons onto the acceptance of a collector. Can these cycle faster? And can their focusing be improved by integration with the target? Unfortunately, their currents will increase the target heating significantly.

5. COLLECTION AND COOLING

What would it take to collect an appreciable fraction of the enormous available production? Note first that the sequential target design of an AHF naturally means that even a target station dedicated to studying this question would not significantly interfere with the main scientific goals of the AHF. At any point, collectors/decelerators followed by coolers and "bottlers" could be added (see Fig. 7), perhaps even at the beam dump itself. The second thing to notice about collecting and cooling the antiprotons produced at an AHF is that the secondary flux is still negligible in beam current. The product of the production and collection efficiencies is such that less than one antiproton appears in the collector for every $10^{5+1}$ primary protons. Thus, one does not have to worry about any beam loading type problems -- only the wretched phase space occupied by the antiproton secondaries: The size and scale of current collectors is adequate to accept and handle a significantly larger number of antiprotons.

Thirdly, notice that the antiproton source brightness is about two orders of magnitude greater at an AHF than at Fermilab, one from the number of particles per bucket and one from the increased cycling rate. Thus, whatever lenses/collection efficiencies are available, now or in the future, an AHF would seem to guarantee an immediate factor of 100 improvement in the number collected. Actually, there is only one caveat here. The best Fermilab collector design makes use of a phase space
rotation to accept a large momentum bite of antiprotons and convert it to a small width momentum distribution in the collector. To make use of the increased brightness, this procedure must also be capable of cycling ten times faster.

Of course, in the future, one would also like to increase the collection efficiency. This requires larger acceptances in the transverse and longitudinal antiproton momenta. Fig. 8 shows the longitudinal momentum spectrum of antiprotons produced by 45, 60 and 80 GeV protons on a tungsten target, calculated using formulae fit to actual production data. (See again the work of Hojvat and Van Ginneken.) It is distressingly wide, and the effort at Fermilab has already been very clever about making maximum use of it. However, there is still over an order of magnitude to be had. Will it be by clever lens design? Is it even possible to use this additional flux unimaginatively by directing the rings of incompletely focused higher momentum antiprotons into parallel collectors?

On the other hand, the transverse momentum distribution has a Gaussian fall-off with a 1 GeV/c scale, as might be expected from dimensional arguments in QCD. Thus, there is not a particularly wide angular spread of the antiprotons near the momentum peak. (This feature is worse at a lower energy AHF, such as the TRIUMF proposal.) As a result, increasing the angular aperture of collectors will not be very cost effective, although as much as a factor of five improvement may still be available over current designs. This is also related to the question of lens design since an appropriate angularly dependent chromatic aberration can add at least high momentum particles into the region of acceptance.

Stuffing two to four orders of magnitude more of antiprotons into a collection system will do us no good, however, unless we can cool them at correspondingly higher rates. There does not seem to be much more (×10) rate available with currently employed stochastic cooling, due to
bandwidth and frequency limitations. Stochastic cooling times ($\tau$) are proportional to the number of particles ($N$) to be cooled and inversely proportional to the bandwidth ($\Delta f$) of the kicker/amplifier system:

$$\tau \propto \frac{N}{\Delta f} \quad (2)$$

The amplifiers/bandwidths currently used are in the several GHz range. Thanks to radioastronomy, amplifiers up to 80 GHz already exist, but large bandwidths have yet to be demonstrated.

Even if tens of GHz bandwidths are achieved soon, this is just enough to make use of one factor of 10 increase in brightness of the antiproton source at an AHF. If the full brightness is realized, or if either of the additional two orders of magnitude of angular and longitudinal momentum collection efficiency available are realized, even higher frequencies will be required. Although such amplifiers appear quite plausible, here we do seem to run into a fundamental limitation, as wavelengths smaller than the beam size can be of no use. For typical mm beams sizes, this means a 1 THz limit or less, unless one can arrange to focus the beam to a smaller size in the pickup and kicker regions. Thus, we must also consider other cooling mechanisms.

Antiprotons are too massive for significant radiation cooling, even at much higher magnetic fields (which may be achievable with the new high temperature superconductors, eventually). This leaves only electron and ionization cooling. The latter involves passing a widely dispersed antiproton beam through a material which absorbs energy by being ionized, and then re-accelerating the antiprotons to recover the longitudinal energy loss. In the EHF proposal, it is argued that this leads to unacceptably high annihilation losses while the antiprotons traverse the material. (This incidentally argues against the otherwise ingenious idea of D. Cline to solve the target, solid angle and cooling problems at one stroke by using colliding beams, a 4$\pi$ solenoidal magnetic collecting field aligned with the beams, and a gas in the magnetic field volume to collisionally slow the antiprotons. This idea also
faced a question of overall rate, due to the notoriously low luminosity of colliding beams.) This leaves us with the prospect of producing large currents of 3 to 4 MeV electron beams running parallel to the antiprotons, since their cooling effect is best at low relative velocities. Obviously, much innovative research remains to be done.

Lenses, collectors, coolers -- all of these features are clearly very expensive add-ons to the AHF, as it has so far only been envisaged to produce higher-energy antiprotons for research purposes. This has been partly due to the extra cost for collecting/cooling/decelerating, but also partly due to the perception that LEAR (and possibly Fermilab) would provide much of the low-energy antiprotons needed for that research well before turn-on of the AHF. Thus, R&D for increasing the supply of low-energy antiprotons must be viewed as a significant additional cost at an AHF, even though it should cause only minimal interference with the basic research program.

It is difficult to seriously imagine today how to make use of the entirety of the antiproton production available at an AHF, other than by multiplexing targets, collectors and coolers. However, the cooling/collection rates achieved at Fermilab and at CERN are some four orders of magnitude smaller than needed. Given their scale of size and costs, the multiplexing of collectors and coolers is only an existence proof of little comfort and less imagination. On the other hand, this makes the AHF an attractive place to study the problem of increasing the collection: With the antiprotons right there for the taking, there is a powerful incentive for thinking up a good way to get them.

6. PROGRESS TOWARDS AN AHF

There has already been much progress on technical elements of an AHF, around the world. I will mention only two particular items developed at Los Alamos which I find particularly interesting.
The first of these is the beam pipe itself. The high beam current produces eddy current heating in a conducting beam pipe, in addition to the eddy-current magnetic field distortion due to the rapid-cycling magnetic fields. The Los Alamos solution (see Fig. 9) is a ceramic (alumina) beam pipe with transverse and longitudinal strips of metallization separated by insulating layers, and a thin, vapor deposited interior metal coating (≈ 1000 Angstroms of Ni). This reduces the eddy currents, while still providing low impedance paths to avoid the buildup of static charge and to provide for high-frequency image charges needed for beam stability.

The second is the nature of the accelerating cavities in the intermediate booster. These require a wide tuning range because of the significant change in velocity, but also high efficiency to provide the power demanded by the heavy beam loading. These seemingly contradictory demands have been satisfied by changing the cavity tuning design from the standard parallel-biased ferrites (bias magnetic field parallel to the RF magnetic field) to a perpendicular bias design (see Fig. 10). Test cavities have demonstrated Q's in excess of 2000 over a 25% tuning range from 60 to 80 MHz, (see Fig. 11) which is more than sufficient. The cavity was tested to breakdown, which occurred at 140 kV, well above the 80 kV design limit. It is apparent that every "kaon factory" built will use cavities of similar design.

On the political front, an AHF is beginning to get more attention, also. After some consultation with the community, the Nuclear Science Advisory Committee (NSAC) developed a long range plan (in 1983) calling for an intermediate energy high duty factor electron accelerator, which is embodied in CEBAF currently under construction, a high energy heavy ion collider, which is embodied by RHIC which is awaiting construction funds, and finally a kaon factory, or AHF. At a Washington luncheon this spring, D. Allan Bromley of Yale noted that with the first two elements of the plan falling into line, it was becoming time to seriously consider proposals for an AHF to be available in the late
1990's. (A new IUPAP committee has also been formed to consider the building of a kaon factory.) Indeed, the proposal from TRIUMF has already cleared several important hurdles in Canada, including lining up a significant fraction of the required funding. The remaining question seems to be whether Canada, a country which has traditionally funded science at a lower level than in the United States, wishes to undertake science funding at a level in their economy comparable that of the SSC here.

7. BEYOND THE AHF

Without any improvements in target engineering or in cooling rates, an AHF will do no better than Fermilab at producing antiprotons. However, it will be able to do so with a tiny fraction of its total current. If only cooling rates can be improved (as seems possible at least with a combination of stochastic and electron cooling), then with Fermilab collection efficiencies an AHF could provide up to $10^{17}$ antiprotons per year. And over a ten or twenty year period, up to two orders of magnitude increase in the collection efficiency may be realizable. Thus, an AHF offers the prospect, over its research lifetime, of a total of four orders of magnitude increase in antiproton supply over that envisioned at the LEF. Can we imagine going even further?

I have noted that there is a serious problem in collecting and cooling antiprotons as well as producing them at large rates, but I believe these problems can be solved when large, "hot" supplies are available on which to test out appropriate ideas. So the question becomes one of the intensity limits for intermediate energy accelerators of the primary protons. To go further in this area probably requires that we turn away from synchrotrons and return to linacs. These are intrinsically high current devices ($10\text{ mA}?, 1\text{ A}?$ -- even higher currents have been proposed at lower energies), heretofore limited by the cost of input power. For instance, with further improvements in superconducting
accelerating cavities, a linac only an order of magnitude larger than LAMPF (=1 km) could reach the appropriate energies for efficient antiproton production. With focusing quadrupoles interspersed between accelerating cavities, even higher currents should also be achievable. Thus, again apart from the questions of how to collect and cool them, we can already imagine, before an AHF, that successors to it could be built which would produce fractions of a gram per year of antiprotons.

8. CONCLUSION

An Advanced Hadron Facility has a strong science justification. There are also some scientific reasons for stretching its energy to the higher values more suitable for efficient antiproton production, collection and deceleration to rest. It will produce significantly large quantities of antiprotons per year, but significant expenditures will be required in add-ons to capture only a very small fraction of this production. New collection/cooling ideas are needed to fully utilize the output that will be available.

Nonetheless, the intermediate prospect is for tens of µg of antiprotons per year to become available at an AHF. Lest this strike you as fantastical, let me point out that significant amounts of antiparticles are already being produced and used for engineering convenience!

For example, in the March 1987 issue of the CERN Courier, the 7 GeV Advanced Photon Source at Argonne National Lab was described. An earlier stored electron beam light source at Wisconsin (Aladin) had had significant difficulties maintaining long beam lifetimes due to positive ions from residual gas being attracted into the beam. Heroic efforts at cleaning the beam pipe and improving the vacuum were required to solve the problem. The group at Argonne found it more convenient to produce, collect, and store positrons, since in this case residual positive ions would be repelled from the stored beam. In some respects, the difference in problems is simply a matter of scale. And it will take some time to gain the factor of 2000 between electron-positron pair threshold
and that for antiprotons. But perhaps it is indeed only a matter of time.

I am glad to thank R. D. Carlini, D. Grisham, and H. A. Thiessen of Los Alamos, and J. Dugan, J. Griffin, and J. Mariner of Fermilab for valuable conversations.
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FIGURE CAPTIONS

Figure 1. a) Beam current vs. beam energy at constant beam power. Costs increase with increasing beam power. b) Flux of secondaries at fixed secondary momentum and (same curve) mean momentum of secondaries from a production target vs. beam energy.

Figure 2. A recent Los Alamos design for an Advanced Hadron Facility based on LAMPF as an injector.

Figure 3. Antiproton contamination in kaon beamlines at a 45 GeV AHF. These are rates rates at the end of the secondary beams for 34 μA of extracted proton beam, including absorption of both primaries and secondaries in the targets and decay in the secondary beam transport. Targets 1 and 2 are assumed to be 5 and 10 cm of tungsten, respectively. The dashed curves are for the available solid-angle of the channel when separators are used and the solid curves are for the maximum solid angle without separators.

Figure 4. Schematic layout of production targets and secondary beams at a generic AHF. Magnetic separation of charged secondary beams is indicated at each target station, as are beam focusing quadrupoles between stations.

Figure 5. Possible design for rotating production target for an AHF.

Figure 6. Typical target station/secondary beam extraction design at an AHF. Extraction from a) target 1 and b) target 2): Q = quadrupole, HQ = half-quadrupole, Q8 = narrow quadrupole, BH = H-type bending magnet, BWF = window frame-type bending magnet, 6P = sextupole.

Figure 7. Antiproton collector/cooler test designs could be added to an AHF at any production target, or a dedicated target station could be used, both without interfering with other research.
Figure 8. Differential cross section for antiproton production on tungsten vs. produced antiproton momentum at zero degrees per differential unit (DW) of solid angle: a) On log scale at 60 GeV primary proton energy. b) On linear scale at 60 GeV primary proton energy. c) On log scale at 45 GeV primary proton energy. d) On log scale at 80 GeV primary proton energy.

Figure 9. Construction of eddy-current resistant vacuum beam pipe for proposed Los Alamos AHF.

Figure 10. Los Alamos design for perpendicularly biased RF accelerating structures for an AHF. Except for the power tetrode region, the structure is a figure of revolution about the beam axis.

Figure 11. The variation of a test cavity $Q$ with frequency. The upper curve ($Q_r$) is the calculated $Q$ of the cavity, assuming that the ferrite samples are lossless and that the only loss is due to the resistivity of the metal cavity walls. The two G26 curves were obtained with type G26 Mg-Mn-Al ferrite toroids manufactured by TDK. The upper curve was obtained with perpendicular bias applied to the ferrite, while the lower curve shows the cavity $Q$ when it is tuned in the conventional manner with parallel bias. The Y1 curve was obtained with type Y1 aluminum-doped yttrium-iron-garnet ferrite (also manufactured by TDK Electronics Co., Ltd).
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THE TRIUMF KAON FACTORY PROPOSAL
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TRIUMF, 4004 Wesbrook Mall, Vancouver, B.C., Canada V6T 2A3

Abstract

The TRIUMF KAON factory will provide 30 GeV protons with an intensity of 100 μA, more than 80 times greater than that available at present in this energy range, and will be capable of producing correspondingly more intense beams of secondary particles, particularly kaons, antiprotons and neutrinos. The proposed accelerator consists of a chain of two rapid-cycling synchrotrons and three storage rings and uses as the injector the present 500 MeV TRIUMF H⁻ cyclotron. The system of accelerators, the proposed experimental areas and the current status of the proposal are described. Some comments on the use of the KAON factory as an antiproton source are included.

ACCELERATOR SYSTEMS

The KAON factory accelerator is based on a rapid-cycling (10 Hz) 30 GeV proton synchrotron. The fast cycling rate keeps the charge per pulse down to 10 μC (6 x 10¹³) protons and restricts the time available for instabilities to develop. The existing 30 GeV synchrotrons (see Table I), the Brookhaven AGS and CERN PS, are limited in beam intensity both by their low cycling rates (< 1 Hz) and by their low injection energies (< 200 MeV into the first synchrotron stages). The injection energy is crucial because space charge forces near
injection reduce the transverse focusing strength and the charge per pulse which can be accelerated for a given tune shift scales as \(8^2 \gamma^3\). To achieve the 10 \(\mu\)C charge per pulse specified for the KAON factory an injection energy of at least 400 MeV is required. The TRIUMF cyclotron is capable of accelerating \(H^-\) beams to energies of 520 MeV and currents in excess of 200 \(\mu\)A. The present extraction by foil stripping provides simultaneously up to three beams of variable energy and intensity to two experimental areas.

The main problem of using the cyclotron as an injector into a synchrotron is how to match this cw machine, which provides a continuous stream of beam bunches at 23 MHz, with a 10 Hz synchrotron accelerating 3 \(\mu\)s long pulses every 100 ms. This is accomplished by first extracting the beam from the cyclotron as \(H^-\) ions so that injection into the first synchrotron stage can occur by the stripping process, a standard technique now used in most high current synchrotrons. This process circumvents Liouville's theorem on phase space conservation allowing many thousands of turns to be collected in a reasonable phase space for subsequent accumulation and acceleration. Extraction of a small emittance beam of \(H^-\) ions at 440 MeV has already been demonstrated in tests on the TRIUMF cyclotron.¹

The rapid-cycling rate of the synchrotron puts severe demands on the rf system as a high energy gain per turn is required necessitating high rf voltages. In addition the large frequency swing, which amounts to a factor 1.37 from 440 MeV to 30 GeV, poses an additional problem. The solution is to decouple the problems of frequency swing and high rf voltage by providing an intermediate Booster synchrotron of 3 GeV and with a circumference one-fifth that of the main synchro-
tron. The choice of 3 GeV for the Booster energy is based mainly on cost optimization. There is a further ease in the demands on the rf system by using an asymmetric magnet cycle on each synchrotron with the rise time 3 times longer than the fall. The requirement for a flat-bottom or flat-top on the magnet cycle for multi-turn injection or slow extraction is avoided by using three relatively inexpensive dc storage rings. The proposed arrangement as shown in Fig. 1 has the TRIUMF cyclotron followed by a chain of 5 rings:

A Accumulator: accumulates cw 440 MeV beam from the cyclotron over 20 ms periods
B Booster: 50 Hz synchrotron; accelerates beam to 3 GeV
C Collector: collects 5 booster pulses and manipulates beam longitudinal emittance
D Driver: main 10 Hz synchrotron; accelerates beam to 30 GeV
E Extender: 30 GeV storage ring for slow extraction

An energy-time plot showing the progress of the beam through the 5 rings is given in Fig. 2. The Accumulator is mounted directly above the Booster in the small tunnel, and the Collector and Extender rings above and below the Driver in the main (1072 m circumference) tunnel. The rf frequency of the Accumulator is twice that of the TRIUMF cyclotron, 46.1 MHz, making the frequency at top energy 62.9 MHz. The design parameters of the two synchrotrons are listed in Table II. As is the case with the existing cyclotron the successful operation of a high intensity accelerator requires every effort to be made to minimize beam losses. This design incorporates such features as H⁻ injection into the accumulator to eliminate injection spill, the use of bucket-to-bucket transfer between the rings, magnet lattices which
have their transition energy above top energy and magnet apertures which can accommodate a 50% growth in the horizontal and 100% growth in the vertical beam emittance. Details of the accumulator injection scheme, the various lattice designs, control of instabilities, operation with polarized beam, slow extraction and some of the present technical developments in dual frequency resonant magnet excitation, ferrite-tuned rf cavity design and the $^3$H$^-$ extraction system have been presented elsewhere and are summarized in Ref. 2. A recent study has looked into the feasibility of replacing the Extender with a 100 GeV superconducting magnet ring operating with a 6 s overall cycle time and accepting 15 pulses from the Driver for an average current of 25 $\mu$A. Such an energy and time structure might be more suitable as a high intensity source of antiprotons for a storage ring.

EXPERIMENTAL AREAS

The layout of the proposed experimental hall is shown in Fig. 3. Both a fast extracted beam directly from the Driver stage and a slow extracted beam from the Stretcher ring are transported to target areas in this hall which is 75 m x 120 m in area and about 8 m below grade.

The science programme at a KAON factory has received a lot of attention over the past five years or so and is well documented in the proceedings of a number of workshops held at TRIUMF, Los Alamos and in Europe. A wide variety of secondary beams and experimental facilities are required to tackle the interesting scientific questions.

To identify these requirements a number of representative proposals were prepared for an initial research programme at a KAON factory and these are summarized in Table III. Table IV lists the parameters of the secondary beam lines which would be initially
installed. The proposed channel designs are aimed at a pion contamination which is an order of magnitude better than present day channels. This is accomplished by better definition of the channel acceptance with slits and by two-stage electrostatic separation. One consequence of these designs is that the beam lines are relatively long, resulting in a limited useful momentum range. For this reason a number of channels spanning a momentum range of about a factor two are provided. Typically a low momentum channel is combined with a high momentum channel, as shown in Fig. 5.

One of the difficult engineering design problems is the target areas where a significant fraction of the total beam power of 3 MW is lost in the production target, nearby collimators and the front-end magnets of the secondary channels. Power densities range from 60 kW/cm$^3$ in the production target to 1 kW/cm$^3$ in collimators or nearby magnets and up to 1 W/cm$^3$ in the steel shielding surrounding the target (see Fig. 5). In addition to the thermal loads there are the problems of radiation damage, activation and the provision of adequate biological shielding. Experience at the present meson factories has indicated some solutions to these problems but there will have to be new ideas in magnet and target design, remote handling and servicing for proper optimization of the target areas. These same solutions could be applied to high flux antiproton sources as well.

ANTIPROTON CONSIDERATIONS

Antiproton beams with momenta up to 10 GeV/c and fluxes in excess of $10^8$/s would be available from the proposed secondary channels (see Fig. 6). These beams would be used for a wide range of experimental studies such as high precision measurements on the nucleon-antineutron
system, $\bar{p}$ nucleus scattering, nuclear dynamics after $\bar{p}$ annihilation in a nucleus and the study of charmonium states. The latter experiments require antiprotons in the 3 to 7 GeV/c range, right at the production peak of a 30 GeV machine. The secondary channels are optimized for the production of clean kaon beams and it would be feasible to produce much higher fluxes of antiprotons in a dedicated facility.

Table V gives a comparison of the present CERN$^6$ and Fermilab$^7$ antiproton sources with that which could be achieved with a KAON factory. While not part of the initial proposal, a low-energy antiproton facility is being considered at TRIUMF as a natural add-on. To fully utilize the factor of 100 increase in antiproton flux available from a KAON factory, assuming existing technologies, a number of significant design problems have to be overcome or perhaps entirely new solutions will have to be found. These problems include:

- **Targeting:** The antiproton production targets would have to withstand a factor 3-5 higher proton flux per burst and a factor of 50-100 higher average energy loss.

- **Collection:** Pulsed collection devices such as current carrying targets, lithium or plasma lenses or magnetic horns would have to operate at 10 Hz, about 20 times faster than at present.

- **Debunching & Cooling:** the time available for debunching and stochastic cooling of the antiprotons prior to accumulation is less than 100 ms assuming this process is done on a pulse-by-pulse basis.
Some consideration of the problems of storing higher intensity anti-proton beams has already come out of the Hadron facility proposals from LAMPF and Europe and for the SSC. Hopefully workshops such as the present one will provide the motivation which will lead to further developments in this field.

STATUS OF THE PROPOSAL

TRIUMF's submission of the KAON factory proposal to our funding agencies in October 1985 led to the commissioning of a number of scientific and economic reviews of the project. During 1986 an international panel of experts in accelerators and subatomic physics gave a strong endorsement for the scientific merit and technical feasibility of the KAON factory. A second, overview panel, consisting of Canadian industrialists and scientists in other disciplines, considered the impact of the KAON factory on other science programs in Canada and the economic and technical benefits for Canada. This panel recommended a number of conditions to be satisfied prior to approval. These included: no rival project funded, a 15% international contribution, a national management structure and no cuts to other areas of scientific and engineering research.

Two economic studies have recently been completed which showed that the KAON factory project would be highly effective in stimulating industrial growth, in providing jobs, both direct and indirect, and would lead to valuable medical and industrial spin-offs. These studies were instrumental in persuading the British Columbia provincial government to give high priority to this project and in addition to approving the necessary funds for the civil construction it is helping TRIUMF to carry forward its case to the federal government.
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Table I. High-intensity proton synchrotrons.

<table>
<thead>
<tr>
<th></th>
<th>Energy (GeV)</th>
<th>Average current (µA)</th>
<th>Rep. rate (Hz)</th>
<th>Protons/ pulse N (x 10^{13})</th>
<th>Circulating current I (A)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fast Cycling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Argonne IPNS</td>
<td>0.5</td>
<td>14</td>
<td>30</td>
<td>0.3</td>
<td>4.0</td>
</tr>
<tr>
<td>Rutherford ISIS</td>
<td>0.55 (0.8)</td>
<td>40 (200)</td>
<td>50</td>
<td>(2.5)</td>
<td>(6.1)</td>
</tr>
<tr>
<td>Fermilab Booster</td>
<td>8</td>
<td>7</td>
<td>15</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>AGS Booster</td>
<td>(1.5)</td>
<td>(20-40)</td>
<td>(7.5)</td>
<td>(1.8-3.5)</td>
<td>(4-8)</td>
</tr>
<tr>
<td><strong>Slow Cycling</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KEK PS</td>
<td>12</td>
<td>0.32</td>
<td>0.6</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>CERN PS</td>
<td>26</td>
<td>1.2</td>
<td>0.38</td>
<td>2</td>
<td>1.5</td>
</tr>
<tr>
<td>Brookhaven AGS</td>
<td>28.5</td>
<td>0.9</td>
<td>0.38</td>
<td>1.6</td>
<td>0.9</td>
</tr>
<tr>
<td>- with Booster</td>
<td>(4-8)</td>
<td>(7-14)</td>
<td>(4-8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proposed Boosters</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRIUMF</td>
<td>3</td>
<td>100</td>
<td>50</td>
<td>1.2</td>
<td>2.7</td>
</tr>
<tr>
<td>European HF</td>
<td>9</td>
<td>100</td>
<td>25</td>
<td>2.5</td>
<td>2.5</td>
</tr>
<tr>
<td>LAMPF AHF</td>
<td>12</td>
<td>25</td>
<td>12</td>
<td>1.3</td>
<td>0.5</td>
</tr>
<tr>
<td>JHF Booster</td>
<td>2</td>
<td>200</td>
<td>50</td>
<td>2.5</td>
<td>6.7</td>
</tr>
<tr>
<td><strong>Kao Factories</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRIUMF</td>
<td>30</td>
<td>100</td>
<td>10</td>
<td>6</td>
<td>2.8</td>
</tr>
<tr>
<td>European HF</td>
<td>30</td>
<td>100</td>
<td>12.5</td>
<td>5</td>
<td>2.5</td>
</tr>
<tr>
<td>LAMPF AHF</td>
<td>60</td>
<td>25</td>
<td>12</td>
<td>1.3</td>
<td>0.5</td>
</tr>
<tr>
<td>Japanese HF</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Slow extraction

*Fast extraction

Fig. 1. Proposed layout of the accelerators and cross sections through the tunnels.
Fig. 2. Energy-time plot showing the progress of the beam through the five rings.

### Table II. Synchrotron design parameters

<table>
<thead>
<tr>
<th></th>
<th>Booster</th>
<th>Driver</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Energy</strong></td>
<td>3 GeV</td>
<td>30 GeV</td>
</tr>
<tr>
<td><strong>Radius</strong></td>
<td>4.5 $R_T = 34.11$ m</td>
<td>22.5 $R_T = 170.55$ m</td>
</tr>
<tr>
<td><strong>Current</strong></td>
<td>100 $\mu$A = 6x10^{14}$/s</td>
<td>100 $\mu$A = 6x10^{14}$/s</td>
</tr>
<tr>
<td><strong>Repetition rate</strong></td>
<td>50 Hz</td>
<td>10 Hz</td>
</tr>
<tr>
<td><strong>Charge/pulse</strong></td>
<td>2 $\mu$C = 1.2x10^{13}ppp</td>
<td>10 $\mu$C = 6x10^{13}ppp</td>
</tr>
<tr>
<td><strong>Number superperiods</strong></td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td><strong>Lattice</strong> (focusing structure) (bending)</td>
<td>FODO</td>
<td>FODO</td>
</tr>
<tr>
<td><strong>Number focusing cells</strong></td>
<td>24</td>
<td>48</td>
</tr>
<tr>
<td><strong>Maximum $\beta_x^<em>\beta_y^</em>$</strong></td>
<td>15.8 m x 15.2 m</td>
<td>38.1 m x 37.5 m</td>
</tr>
<tr>
<td><strong>Dispersion $\eta_{max}$</strong></td>
<td>4.0 m</td>
<td>9.09 m</td>
</tr>
<tr>
<td><strong>Transition $\gamma_T = 1/\sqrt{\eta}$</strong></td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td><strong>Tunes $\nu_x^{*}\nu_y$</strong></td>
<td>5.23 x 7.22</td>
<td>11.22 x 13.18</td>
</tr>
<tr>
<td><strong>Space charge $\Delta \nu_y$</strong></td>
<td>-0.15</td>
<td>-0.09</td>
</tr>
<tr>
<td><strong>Emittances ${\epsilon_x^<em>\epsilon_y^</em>$ at injection ${\epsilon_{long}$</strong></td>
<td>$139\times62\mu$ (um)</td>
<td>$37\times16\mu$ (um)</td>
</tr>
<tr>
<td><strong>Harmonic</strong></td>
<td>45</td>
<td>223</td>
</tr>
<tr>
<td><strong>Radio frequency</strong></td>
<td>46.1 x 61.1 MHz</td>
<td>61.1 x 62.9 MHz</td>
</tr>
<tr>
<td><strong>Peak energy gain/turn</strong></td>
<td>210 keV</td>
<td>2000 keV</td>
</tr>
<tr>
<td><strong>Maximum rf voltage</strong></td>
<td>576 kV</td>
<td>2400 kV</td>
</tr>
<tr>
<td><strong>Rf cavities</strong></td>
<td>12 x 50 kV</td>
<td>18 x 135 kV</td>
</tr>
</tbody>
</table>
Fig. 3. Layout of the experimental area showing the primary and secondary beam lines.

Fig. 4. Combination of a low momentum channel K1 with a high momentum channel K4 using the same production target.
Fig. 5. Contours of equal energy density in W/cm³ for 100 μA on an interaction length target surrounded by copper and steel.

Fig. 6. Calculated antiproton fluxes for the different secondary channels in the proposal.
### Table III. Facilities applicable to representative programme.

<table>
<thead>
<tr>
<th>Proposal</th>
<th>Momentum Range (GeV)</th>
<th>Particle</th>
<th>Flux (per second)</th>
<th>Beam Line/Facility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hadron Spectroscopy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Y* resonances</td>
<td>0.4–2.5</td>
<td>K'</td>
<td>10^6</td>
<td>K1 K2 K3</td>
</tr>
<tr>
<td>Light quark spectroscopy</td>
<td>4</td>
<td>K</td>
<td>10^6</td>
<td>K4</td>
</tr>
<tr>
<td>Quark structure of hyperons</td>
<td>0.5</td>
<td>K</td>
<td>10^6</td>
<td>K1</td>
</tr>
<tr>
<td>Charmonium</td>
<td>3–7</td>
<td>$\bar{p}$</td>
<td>~10^7</td>
<td>K4</td>
</tr>
<tr>
<td>Kaon Decays</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Measurement of $\pi^+$</td>
<td>4–12</td>
<td>K'</td>
<td>10^6</td>
<td>K0</td>
</tr>
<tr>
<td>CP violation in $K^0$</td>
<td>4.5</td>
<td>K</td>
<td>10^6</td>
<td>K4</td>
</tr>
<tr>
<td>$K^0$$\rightarrow$$\mu$$\nu$</td>
<td>1–10</td>
<td>K'</td>
<td>10^6</td>
<td>K0</td>
</tr>
<tr>
<td>RHC in $K^0$$\rightarrow$$\mu$$\nu$ decay</td>
<td>0.5</td>
<td>K'</td>
<td>10^6</td>
<td>K1</td>
</tr>
<tr>
<td>$K^+$$\rightarrow$$\pi^+$</td>
<td>0.6</td>
<td>K'</td>
<td>7.5 x 10^5</td>
<td>K1</td>
</tr>
<tr>
<td>Hypernuclei</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Double hypernuclei</td>
<td>2</td>
<td>K</td>
<td>10^6</td>
<td>K3</td>
</tr>
<tr>
<td>Gamma ray spectroscopy</td>
<td>0.5–0.7</td>
<td>K</td>
<td>10^6</td>
<td>K1</td>
</tr>
<tr>
<td>Charged particle spectrometer</td>
<td>0.3–1.1</td>
<td>K $\pi'$</td>
<td>10^6</td>
<td>K1 K2</td>
</tr>
<tr>
<td>Neutrino Physics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neutrino elastic scattering</td>
<td>1–2</td>
<td>$\nu$, $\bar{\nu}$</td>
<td>$10^7 \nu_e$</td>
<td>$\nu$ Facility</td>
</tr>
<tr>
<td>Neutrino oscillations</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proton Physics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polarized proton experiments</td>
<td>30</td>
<td>$\bar{p}$</td>
<td>10^7</td>
<td></td>
</tr>
</tbody>
</table>

### Table IV. Secondary beam line parameters.

<table>
<thead>
<tr>
<th>Beam Line</th>
<th>Momentum Range (GeV/e)</th>
<th>Solid Angle (m^2sr)</th>
<th>Takeoff Angle (Deg.)</th>
<th>Momentum Acceptance (%)</th>
<th>Length (m)</th>
<th>Length of Separator</th>
</tr>
</thead>
<tbody>
<tr>
<td>K1</td>
<td>0.4–0.7</td>
<td>6</td>
<td>10</td>
<td>5</td>
<td>17 m</td>
<td>1.30 m</td>
</tr>
<tr>
<td>K2</td>
<td>0.7–1.5</td>
<td>1.6</td>
<td>0</td>
<td>30</td>
<td>2.0 m</td>
<td>1.30 m</td>
</tr>
<tr>
<td>K4</td>
<td>2.0–6.0</td>
<td>0.08 6 GeV e^+</td>
<td>0</td>
<td>3</td>
<td>11 m</td>
<td>1.30 m</td>
</tr>
<tr>
<td>K10</td>
<td>0.5–10.0</td>
<td>0.03</td>
<td>6</td>
<td>Wide</td>
<td>20 m</td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>1.25–2.5</td>
<td>0.05 2.5 GeV e^+</td>
<td>0</td>
<td>4</td>
<td>54 m</td>
<td>2.75 m</td>
</tr>
<tr>
<td>K6</td>
<td>up to 20 GeV e^+</td>
<td>0.16</td>
<td>0</td>
<td>8</td>
<td>40 m</td>
<td>unseparated</td>
</tr>
<tr>
<td>Muon</td>
<td>30–300 MeV e^+</td>
<td>35</td>
<td>13%</td>
<td>10</td>
<td>18 m</td>
<td>&lt;1.8 m or 3 m</td>
</tr>
</tbody>
</table>
Table V. Comparison of existing antiproton sources with that possible at a KAON factory.

<table>
<thead>
<tr>
<th></th>
<th>CERN/ACOL</th>
<th>FERMILAB</th>
<th>KAON FACTORY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proton Energy (GeV)</td>
<td>26</td>
<td>120</td>
<td>30</td>
</tr>
<tr>
<td>Antiproton momentum (GeV/c)</td>
<td>3.5</td>
<td>8.9</td>
<td>3.5</td>
</tr>
<tr>
<td>Protons/pulse (10^9)</td>
<td>2.0</td>
<td>0.3</td>
<td>6.0</td>
</tr>
<tr>
<td>Pulse rate (Hz)</td>
<td>0.42</td>
<td>0.5</td>
<td>10.0</td>
</tr>
<tr>
<td>0^* p production rate</td>
<td>0.013</td>
<td>0.25</td>
<td>0.015</td>
</tr>
<tr>
<td>1/σdσ/dσdp</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acceptance (mrad)</td>
<td>100-200</td>
<td>20</td>
<td>?</td>
</tr>
<tr>
<td>Collection device</td>
<td>pulsed target, lithium/plasma lens</td>
<td>lithium lens</td>
<td>?</td>
</tr>
<tr>
<td>p accumulation rate (10^19/hr)</td>
<td>6</td>
<td>10</td>
<td>500</td>
</tr>
</tbody>
</table>
1. Production of Antiprotons

1.1. Cross sections

We will consider the production of antiprotons in collisions between protons and ions, including protons themselves. In such collisions, the fundamental interaction is between the quarks which are the constituents of the individual nucleons. It is awkward, however, to use the fundamental cross sections, even if known, because the quarks are confined and have large Fermi momentum. We will instead describe the production in the center of mass of the nucleons. In heavy nuclei, interactions with other nucleons may modify the distribution of antiproton momenta.

1.2. $P_{cm}$, $P_{\perp}$, $P_{||}$, $\sigma_{tot}$ vs $E$: Total pbar per p

Our current understanding is that the distribution in transverse momenta is independent of bombarding energy or center of mass momentum. The distribution is approximately gaussian with $\sigma_{\perp} = 0.56$ GeV/c for heavy nuclei, and 0.41 GeV/c for proton targets. In all data presented here, the $P_{\perp}$ distribution has been integrated away, leaving only the $P_{||}$ distribution. Collectors which do not collect all the $P_{\perp}$ will need to take account of that fact.

The velocity $B$ of the center of mass for a proton of momentum $P_p$ colliding with another nucleon is given by ($c = 1$, $M =$ nucleon mass))

$$B = P_p / [M + (M^2 + P_p^2)^{1/2}]$$

and the Lorentz factor $\Gamma$ is

$$\Gamma = \sqrt{1 - B^2}$$

The momentum of the proton in the nucleon-nucleon center of mass system is

$$P_{pcm} = B \Gamma M$$

This is the "colliding beam" momentum corresponding to the incident proton momentum.

An antiproton produced with laboratory momentum $P_L$ has momentum in the center of mass
Given the antiproton momentum spectrum in the laboratory system $dN/dP_L$, we can transform it to the center of mass by multiplying by

$$dP_L/dP_{cm} = \Gamma \left[ 1 + BP_{cm}/(P_{cm}^2 + M^2)^{1/2} \right]$$

Production spectra are given for four incident proton momenta, 25, 100, 300 and 1000 GeV/c in figures 1-4 below. These cross sections were fitted to known existing data in 1982 by Hojvat and van Ginneken and required extrapolation of the heavy nucleus data to small center of mass momentum. Since that time, other data has shown that in heavy nuclei, the cross section is about a factor of 2.5 lower, at least for the Fermilab case. The reduction, compared to the extrapolation, takes place near zero center of mass antiproton momentum but in fact covers most of the region where significant numbers of antiprotons are produced. Here, when we actually apply these data, we will simply apply the "experience" factor of 2.5. In figures 1-4 the ordinates are the number of antiprotons per GeV/c produced at momentum $P_L$ in the laboratory system. Figures 5-8 are the integrals of these spectra, that is the fraction of antiprotons with momenta less than the abscissa. Figures 8-12 show the same spectra in the center of mass of the nucleon - nucleon system as a function of longitudinal momentum in that system. These are of interest for the case of proton - heavy ion colliders. These data are subject to the corrections mentioned above. Absorption of the protons and antiprotons is not included in the calculations. In an optimum length target, one interaction length, the yield is reduced by a factor of $e = 2.71...$. The total number $N_{p\bar{p}}$ of antiprotons per proton can be gotten by integrating the spectra over momentum. We can characterize the production by calculating the rms antiproton longitudinal momentum $\sigma_{pcm}$ in the center of mass system, and the laboratory momentum $P_{cm}$ of an antiproton at rest in the center of mass system. These parameters are given in Table 1 below.
Table 1. Antiproton production in Tungsten. Momenta in GeV/c

<table>
<thead>
<tr>
<th>P_p</th>
<th>P_cm</th>
<th>( \sigma_{\text{pcm}} )</th>
<th>( 10^3 \cdot N_{\text{pbar/p}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>3.36</td>
<td>.488</td>
<td>3.24</td>
</tr>
<tr>
<td>100</td>
<td>6.82</td>
<td>.828</td>
<td>54.1</td>
</tr>
<tr>
<td>300</td>
<td>11.84</td>
<td>1.227</td>
<td>156</td>
</tr>
<tr>
<td>1000</td>
<td>21.65</td>
<td>1.877</td>
<td>314</td>
</tr>
</tbody>
</table>

Several features of the production are apparent. First, considering only the total number of antiprotons produced, it is economical to get at least into the 100 GeV/c range of incident energy. On the other hand the spread of momenta becomes large. Later on we will consider the difficulty of cooling away this momentum spread. Second, the spread \( \sigma_{\text{pcm}} \) in the center of mass system goes up fairly slowly, and is of the same order of magnitude as the transverse spread \( \sigma_{\perp} \). Colliding beam systems, if they can collect large solid angles, will ease the cooling problem, but will pose problems in obtaining adequate rate or luminosity.

Finally, in figures 13 - 16, the cross section per GeV/c for production of antiprotons in p - p collisions in the center of mass is given as a function of longitudinal center of mass momentum. These data are the best known, even at zero center of mass momentum, and are not subject to the correction discussed above. As noted above, the \( \sigma_{\perp} \) is 0.41 GeV/c for p - p collisions. These data are summarized in table 2 below.
Table 2. Antiproton production cross sections and rms center of mass antiproton momenta $\sigma_p$ in p-p collisions for different collider momenta $P_p$. Momenta in \text{GeV/c}, total cross sections in $\mu$barns.

<table>
<thead>
<tr>
<th>$P_p$</th>
<th>$\sigma_p$</th>
<th>Total Cross section</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.69</td>
<td>12.8</td>
</tr>
<tr>
<td>10</td>
<td>1.16</td>
<td>59.6</td>
</tr>
<tr>
<td>20</td>
<td>1.91</td>
<td>133</td>
</tr>
<tr>
<td>100</td>
<td>7.05</td>
<td>329</td>
</tr>
</tbody>
</table>

As a crude beginning to the problem of scaleup, suppose we could collect all the antiprotons made by the Tevatron beam on a one interaction length $W$ target under ideal conditions: that is, $10^{13}$ protons/pulse, 2 pulses per minute every minute of a year. This is a shortfall of about a factor of 1400. ($4.4\times10^{17}$/yr vs $6\times10^{20}$/yr for one milligram). This includes absorption and the cross section factor of 2.5 mentioned above, and assumes that all $P_\perp$ and $P_\parallel$ up to 100 \text{GeV/c} collected.

1. C. Hovvat and A. van Ginneken, NIM, 206, (1983), 67-83
4. I am indebted to M. F. Gormley for providing this data in a form suitable for plotting.
2. Collector and Accelerator Types

2.1 Beam Type Collector Systems

It is convenient to think of collectors as being of two generic types. The first type is the beam type, of which two have been built, at CERN and at Fermilab. We understand that we employ HEP beam technology, with targets, beam lines, storage rings, and beam cooling. Such collectors are built with existing technology and are subject to detailed cost optimization to perform reasonably well defined experiments. Their general makeup is dictated by already existing accelerators. Since the goal is to perform the experiments, as opposed to accelerator R&D, the technology employed is not very adventurous. It follows that we can describe the beams by emittance, momentum spread, and intensity. The collectors are described by their aperture, that is the acceptance in emittance and momentum spread, and by their focal properties in the three phase space projections. The cooling systems also enter strongly into these descriptions, and these will be discussed separately in section 4. A general discussion of the main parameters affecting the performance of these systems follows.

2.1.1. Target heating; Emittances and Phase space areas

In beam type collectors, and probably plasma type collectors as well, to be discussed in section 2.2 below, there is a great premium in keeping the 6 dimensional phase volume of the antiprotons as low as possible. In the transverse projections of phase space, the transverse momentum spread is governed by the production process, or by the strength of collection lenses. Then it is advantageous to keep the transverse dimension of the incident proton beam as small as possible to minimize the phase space areas, or emittances, of the antiprotons in the transverse projections. As the dimensions are decreased, the temperature excursion of the target volume increases. Presently conventional wisdom states that the temperature excursion in tungsten should be limited to about 1500°C, corresponding to an energy deposition of 200 Joules/gm, else shock waves will destroy the target. For 120 GeV protons, this is predicted to occur with $2 \times 10^{12}$ protons with an rms beam radius of 0.4 mm$^1$. Experience has shown that this estimate was not sufficiently conservative. Both at CERN and at Fermilab, W targets have fractured under these conditions. The tungsten targets have been replaced with Cu, at a small penalty in yield. At
higher energy deposition, when the targets are destroyed in one pulse, the
shock waves can cause target density depletion and reduction of yield\(^2\).

Some care must be taken in scaling energy deposition with beam size.
High energy nuclear cascades have finite size. For the case above most of the
secondary deposition is outside the proton beam, but it is now speculated that
the peak deposition is due largely to the electromagnetic showers from \(\pi^0\)
decays within the beam, underestimated in the earlier calculations. The
radiation length is so short in tungsten that most of the energy from these
decays falls within the beam. Apparently this effect was underestimated in early
calculations at Fermilab. Recent calculations at CERN predict higher energy
deposition in W, in general agreement with the experience at CERN and
Fermilab. Both calculations agree for lighter metals, for example Cu. For larger
beams the secondary deposition is mostly within the proton beam.

The other phase space projection is in energy and time, or in longitudinal
momentum and beam length. Strong focusing in this projection has been
employed in the Fermilab collector, and will be incorporated in the upgraded
CERN collector (ACOL). The proton beam is bunched as tightly as possible, in
82 bunches at Fermilab. In the first ring (Debuncher), under the influence of an
RF system, the resulting antiproton bunches are rotated in energy time phase
space, and then adiabatically debunched, reducing the energy spread while
increasing the time spread. In the Fermilab system, the antiproton momentum
spread is reduced from 3\% to .25\% while the bunch length increases from
about one nsec to 19 nsec (completely debunched).

2.1.2. Collection Lenses; Depth of Focus

Efficient collectors will, in addition to collecting the maximum possible
longitudinal momentum spread, also collect large transverse momentum spread
to obtain the highest yield. In the Fermilab system which collects at 9 GeV/c, \(\sigma_\perp\)
corresponds to an angle of about 60 mrad. In order to transport the beam, a
short focal length lens is located near the target to make the beam more
"parallel". The lens is composed of a high (500 kA) current flowing in a
cylindrical column of lithium about one cm in radius and 15 cm long\(^3\). The
magnetic field at the periphery is about 10T. The 9 GeV/c antiprotons are
brought from point to parallel at 1 cm radius for a collection angle of 44.4 mrad
with the center of the target 14.5 cm upstream of the entrance to the lens,
corresponding to a focal length of 22.5 cm. There is, therefore, a severe depth of focus problem. The efficiency of the optical system at collecting the antiprotons varies throughout the target. The collection emittance is $20\pi \mu m$ so that the waist spot size is .45 mm (about 2.5$\sigma$); the $\beta$ function at the waist is about 10 mm. Efficient collection takes place over a length comparable to the $\beta$ function. In fact, considering this effect alone, the effective target length is

$$L_{\text{eff}} = 2\beta^* \tan^{-1}(L/2\beta^*) \to \pi \beta^* \quad \text{as } L \to \infty$$

2.1

The efficiency, from the point of view of depth of focus, is $(\tan^{-1}x)/x$, where $x=L/2\beta^*$. For the Fermilab target, this is 29%. The fraction of particles accepted depends on the $P_L$ collected as $[1-\exp(-P_L^2/2\sigma L^2)]$. For the Fermilab case this is 22.5%, where $P_L = 0.4$ GeV/c.

Long targets do not add antiprotons, but in fact lose antiprotons, as will be discussed below. The depth of focus limitation has stimulated a desire to use heavy metal targets with short interaction lengths to obtain the maximum number of antiprotons.

Several ideas have been discussed to overcome these limitations, and there is a possibility of gaining a factor of two or more by pursuing them. First, the depth of focus problem can in principle be overcome by passing a high current through the target to focus the antiprotons much in the same way the Li lens does after the target\(^4\). Then the beta function can be made to stay constant in the target and eq. 2.1 does not apply. Of course the proton beam is defocussed so this cannot go on forever, but some definite gain can be made, typically, provided the target holds together. The current density required to maintain a value $\beta$ of the beta function for a particle of magnetic rigidity $B_p$ is given by

$$J = 2B_p/[2\mu_0\beta^2]$$

2.2

For 9 GeV/c particles and $\beta = 10$ mm, this is about 1/2 MA/mm\(^2\). For the 0.4 mm radius pbar beam described above, 240 kA must be inside the beam. Even if the current does not penetrate the target, the antiprotons are reflected back into the target and a gain is realized. Further, the proton defocussing can be avoided by using alternating gradients, that is alternating the direction of current in adjacent segments of the target\(^5\).

Second, the proton beam can be swept across the target, lowering the specific energy deposition\(^6\). The antiproton collection channel can be swept at
the same time. Then the proton spot size can be reduced, and for the same emittance, the antiproton collection angle can be increased, provided the appropriate collection lens can be built.

The first of these methods has been tried at CERN and shows some promise, but the target breaks rather soon. It is planned to investigate the second method at Fermilab.

In the longitudinal projection, more antiprotons will be collected the greater the momentum spread captured. This is limited by several considerations. First, it is difficult to transport large momentum spread beams without significant phase space dilution. Second, the circular debunching process, in order to operate with reasonable RF voltage and power, requires that the debunching ring operate near transition energy (in the Fermilab Debuncher \( \eta = -0.005 \)). This is in direct conflict with the needs of the stochastic precooling system which needs large \( \eta \) to obtain adequate mixing. Some improvement in the outlook can be gained by the use of a linear debuncher before the first ring. Large, \( \sim 10\% \), momentum spread can be reduced to about .4% spread, with no need for rotation in the ring. Some RF is useful to adiabatically debunch the beam, but \( \eta \) can be large, say .02, facilitating the stochastic precooling, perhaps even allowing momentum cooling in addition to transverse cooling. There is concern for the high impedance of the high frequency cavity required in the synchrotron for prebunching the protons, and the peak energy gain in the linac is about half the momentum spread to be debunched (about 2/3 LAMPF at Fermilab). In order to handle high \( P_\perp \) in the linac, large bore holes must be used, probably lowering the shunt impedance, requiring large RF power. On the other hand the beam current is low so there is no beam loading. No serious design of a linear debuncher has been undertaken. If the proton accelerator is a linac, then a linear debuncher is a natural addition, and may allow acceptance of more than 10% in momentum.

2.1.3. Absorption and Multiple Scattering

Absorption is an important consideration in the design and optimization of targets. In the Fermilab system, \( (120 \text{ GeV/c } p, 9 \text{ GeV/c } p\bar{p}) \) the proton collision length is 9.86 cm and the antiproton absorption length is 9.29 cm, about the same. The protons are absorbed in the target so the number available reduces with depth in the target. The antiprotons are also absorbed,
so that the population of antiprotons increases and then decreases, varying as $z \exp(-z/\lambda)$. The optimum target length is $\lambda$, and the effective target length is $\lambda/e$ in this case. Note that this is reasonably matched to the depth of focus. Less than 10% of the antiprotons are absorbed in the Li lens by nuclear interaction.

In the target, multiple scattering is not perceived to be a serious problem. The protons have such a high energy that the scattering does not appreciably increase the beam size in passing through the target. The antiprotons scatter more, about 10 mrad in each plane for a 9.5 cm W target, but this adds in quadrature to the rms production angle of $0.56/9 = 0.06$ mrad, so neither the density in solid angle nor the rms production angle changes very much due to the scattering.

Scattering in the collection lens can be more serious. The acceptance phase space has rotated so that the effective angular width is reduced, and there are no antiprotons to scatter in to replace those scattered out. Then the population of antiprotons is reduced, or equivalently the emittance of the antiproton beam is increased. In the Fermilab system, the angular width of the channel at the lens has reduced to about $\pm 2.2$ mrad. The scattering in 15 cm of Li is about 0.4 mrad, so the effect is not very important. At CERN, where the antiproton momentum is three times lower, the effect is taken more seriously. Plasma lenses, of the type which were used to focus pion beams to form neutrino beams at BNL, can have fewer radiation lengths in the beam, and provide large field gradients for focussing, comparable to the Li lens. Predictably, these are being developed at CERN, not at Fermilab.

2.1.4 Reconciliation with actual Fermilab source performance

Taking the 100 GeV/c data (actually $P_p$ is 120 GeV/c at Fermilab), $dN/dP$ as given in section 1 is 0.0036/GeV/c, and we can compare to a measurement of $p/p = 0.014$ ppm in the Debuncher for a momentum spread of 3.5%, and an acceptance of $20\pi \mu m^9$. Then $\Delta P = 0.315$ GeV/c, depth of focus correction = 0.287, $P_\perp$ factor = 0.225, and absorption factor = 0.368. Combined, these yield 27 ppm. As remarked earlier, measurements made after the design showed that the cross section is a factor of about 2.5 lower than those given by Hojvat and van Ginneken, yielding a final value of 11 ppm, in reasonable agreement with the 14 ppm measured. In the actual system, inefficiencies in rotation, extraction,
transport, injection, RF capture, and stochastic accumulation lead to about another factor of two loss in the accumulation rate.

2.1.5. Performance requirements for beam type collectors

In order to discuss choices to be made, it is instructive to derive some performance requirements based on the cross sections and known physical limitations on the production process. In table 3 below, the required proton currents and beam powers are given assuming that antiprotons from a one interaction length target are collected at the peak of the production curve $P_{p\text{bar}}$ in a 10% momentum bite, and that all transverse momenta are collected. The data are from the figures above corrected by the factor of 2.5 discussed above and for absorption.

Table 3. Beam power vs. proton energy, 10% momentum collection at optimum momentum, beam type collector, 1 mg/yr, 1 interaction length target, momenta in GeV/c, current in mA, beam power in gW. Absorption included, cross sections scaled by 2.5.

<table>
<thead>
<tr>
<th>$P_p$</th>
<th>$P_{p\text{bar}}$</th>
<th>$10^3dN/dP$</th>
<th>$10^4p\text{bar}/p$</th>
<th>$I_p$</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>3.1</td>
<td>.795</td>
<td>0.36</td>
<td>84</td>
<td>2.11</td>
</tr>
<tr>
<td>100</td>
<td>5.0</td>
<td>5.01</td>
<td>3.69</td>
<td>8.3</td>
<td>0.83</td>
</tr>
<tr>
<td>300</td>
<td>6.5</td>
<td>7.95</td>
<td>7.60</td>
<td>4.0</td>
<td>1.21</td>
</tr>
<tr>
<td>1000</td>
<td>7.0</td>
<td>9.45</td>
<td>9.70</td>
<td>3.1</td>
<td>3.14</td>
</tr>
</tbody>
</table>

Aside from the unfamiliar beam currents and powers, some features are worth noting. First, there seems to be an optimum proton energy near 100 GeV. More investigation might show its location more closely. Second, kinematics is moving the optimum collection momentum to negative values in the center of mass. It is heartening that the collection momentum is no greater than present sources, so we can better visualize what such sources might look like. Third, the beam powers suggest that modularity might be a good tactic. This is in the right direction for considerations of targetry and beam cooling.
2.2. Plasma Type Collector Systems

Another type of collector can be contemplated, one in which the goal is to collect all the antiprotons produced in a target. Perusal of figures 1-8 convinces one that a better strategy would be to collect some fraction, say 50%, of the antiprotons to reduce the maximum momentum, and hence size, of the collector. We can imagine such a collector to be a plasma type containment device, most likely a mirror machine. Mirror machines exhibit many similarities to rudimentary accelerators, at least insomuch as orbit properties are concerned. Some of these properties will be discussed in section 2.2.2. Table 4 below shows the performance requirements for the accelerators to power such a source.

Table 4. Beam power vs. proton energy, lower 50% collection in momentum. Plasma type collector, 1 mg/yr, 1 interaction length target, momenta in GeV/c, current in μA, power in MW. Absorption included, cross section scaled by 2.5.

<table>
<thead>
<tr>
<th>(P_p)</th>
<th>(P_{\bar{p}}(50%))</th>
<th>(10^3 p_{\bar{p}}/p)</th>
<th>(I_p)</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>3.7</td>
<td>0.24</td>
<td>12800</td>
<td>321</td>
</tr>
<tr>
<td>100</td>
<td>7.6</td>
<td>3.76</td>
<td>814</td>
<td>81.4</td>
</tr>
<tr>
<td>300</td>
<td>13</td>
<td>11.5</td>
<td>267</td>
<td>80.0</td>
</tr>
<tr>
<td>1000</td>
<td>22</td>
<td>23.2</td>
<td>132</td>
<td>132</td>
</tr>
</tbody>
</table>

Again there seems to be an optimum energy, now above 100 Gev. The expected reduction in beam power is evident, and does not look as extreme as for the beam type collectors. On the other hand the collection energy is high, and will result in an enormous field volume.

Another type of plasma collector has been proposed employing colliding beams in which the collisions take place on the axis in the center of a mirror machine. Several problems are solved immediately. In the first place, injection is automatic. In the second place, one need only confine the center of mass momentum, which is in the 1 - 2 Gev/c range. There are two difficulties: the first
is obtaining adequate luminosity, the second is dealing with the other particles produced and trapped in the collector.

Using the cross sections given above in section 1, we can derive performance requirements for colliders. For p-p we can use the cross sections directly to derive required luminosities. For p-W we can derive cross sections knowing the production figures above and the interaction length. These are given in tables 5 and 6.

Table 5. Required luminosities to produce 1 mg/yr antiprotons in p - p colliders. Momenta $P_p$ in GeV/c, total cross sections $\sigma_T$ in $\mu$ barn, Luminosities $L$ in units of $10^{40}$/cm$^2$sec.

<table>
<thead>
<tr>
<th>$P_p$ (GeV/c)</th>
<th>$\sigma_T$ ($\mu$ barn)</th>
<th>$L$ ($10^{40}$/cm$^2$sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12.8</td>
<td>149</td>
</tr>
<tr>
<td>10</td>
<td>59.6</td>
<td>32</td>
</tr>
<tr>
<td>20</td>
<td>133</td>
<td>14.4</td>
</tr>
<tr>
<td>100</td>
<td>329</td>
<td>5.8</td>
</tr>
</tbody>
</table>

Table 6. Required luminosities to produce 1 mg/yr antiprotons in p - W colliders. Momenta $P_i$ in GeV/c/nucleon, total cross sections $\sigma_T$ in mbarn, Luminosities $L$ in units of $10^{37}$/cm$^2$sec.

<table>
<thead>
<tr>
<th>$P_i$ (GeV/c)</th>
<th>$\sigma_T$ (mbarn)</th>
<th>$L$ ($10^{37}$/cm$^2$sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.36</td>
<td>2.15</td>
<td>889</td>
</tr>
<tr>
<td>6.82</td>
<td>36.6</td>
<td>52.2</td>
</tr>
<tr>
<td>11.84</td>
<td>110</td>
<td>17.3</td>
</tr>
<tr>
<td>21.65</td>
<td>232</td>
<td>8.2</td>
</tr>
</tbody>
</table>

Luminosities of colliders are limited by many things, but that which is thought to be fundamental is the beam - beam effect, that is, the electromagnetic interaction between the two beams. In addition to the magnetic effect similar to the Li lens above, there is also an electric interaction. Since the two beams
have opposite velocities, the electric and magnetic forces aid each other, as compared to the single beam effect where they oppose each other. In colliders of opposite sign particles, as in p - pbar, or e+ - e-, the beams have a (nonlinear) focusing effect on each other, and the beam - beam effect can actually enhance the luminosity, at least for linear colliders. For like sign colliders, the type discussed here, the beams defocus each other, so the beam-beam effect can only detract from the achievable luminosity. If the beam - beam effect is not dominant, the attainable luminosity is determined by beam brightness, and focussing strength.

Consider two bunched ion beams 1 and 2, colliding at a rate of $F$ bunches/sec, with $N_1$ or $N_2$ particles per bunch, $Z_1$ or $Z_2$ charges per ion, $A_1$ or $A_2$ AMU mass per ion, and each beam having the same velocity $\beta$ and Lorentz factor $\gamma$ so that the center of mass is the laboratory system. Each bunch has radius $a$ and length $d$. Then we can define a "disruption" parameter $D_1$ or $D_2$ which is essentially the number of e-foldings in radius an ion in one beam receives due to the defocussing of the other beam. $r_p$ is the classical proton radius, $1.53 \times 10^{-16}$ cm.

$$D_2^2 = \frac{[4r_p Z_1 Z_2 N_1 d]}{[\gamma A_2 a^2]}$$

Requiring equal disruption in each beam demands

$$N_1 A_1 = N_2 A_2$$

Then the luminosity $L$ can be written

$$L = N A \gamma F g(D) / [4\pi r_p Z_1 Z_2 d]$$

$g(D)$ varies as $D^2$ for $D < 1$, is about 1 at $D = 1$, and increases as $D/2$ for $D > 1$. In the disruption limited regime, the luminosity depends mainly on the charge state of the ions and the proton beam current $I_p = NF/e$. Heavy ions must collide in low charge states, or their higher cross section will be wasted by a lower luminosity. The tolerable disruption is larger in linear colliders than in circular colliders, which must retain the emittance of the beam to maintain luminosity.

It is interesting to calculate the luminosity in an extreme case. Take $I_p = 1$ A, $D = 1$, $\gamma = 20$, $d = 1$ mm. The luminosity turns out to be about $6.5 \times 10^{35}$/cm$^2$ sec, too low to be interesting, either for $p$ - $p$ or for $p$ - heavy ion. Further, there is 20 gW of power in each beam. It is not clear that one can get to the disruption limit, so let us calculate the luminosity in a case which is
determined by brightness and focussing limits. Take the bunch frequency to be
400 MHz, the invariant emittance to be $5 \pi \mu m$, and the beta function at the
intersection region to be 1 cm. The luminosity for 1 A $\overline{p} - p$ linear colliders is
about $1.2 \times 10^{33}$ / cm$^2$ sec.

2.2.1 Fixed target plasma type collectors

Mirror machines can be characterized by the mirror ratio or alternatively
by the field index $n = -dB/\partial r < 1$ at the plane of symmetry. Orbits of all radial
sizes are stable up to the diameter of the machine, while there is a limit on axial
orbit size caused by the geometry of the coils, where the field lines become
parallel and there is no longer a radial component of field to give an axial
restoring force. For large radial orbits we describe the motion as a betatron
oscillation whose frequencies of oscillations in the radial and axial directions
are $\omega_r = \sqrt{(1-n)} \omega_0$ and $\omega_z = \sqrt{n} \omega_0 = v_z \omega_0$. Consider a particle which initially has
no radial velocity and is being deflected inward by the magnetic field. Since $1-n < 1$, its orbit will return to the same radius only after 1 turn. Its orbit is a circle
precessing in the direction of its initial velocity with a frequency $\omega_0[1-\sqrt{(1-n)}] = \omega_0 v_p$. At the same time the circle is oscillating axially with the axial frequency.
Orbits of particles with smaller momentum exhibit the same characteristics, only
the circle size is smaller, and the frequencies are different, depending on the
momentum and the average $n$ value at the orbit. These properties provide a
mechanism for injection of a large momentum spread beam into the device.
The particles will return to the same radius and azimuth only after $1/v_p$
gyroorbits. If the axial and precession frequencies are not integer multiples of
each other, the orbit will not return to the same point in space for $1/[v_p v_z]$
gyroorbits. During this time, a deflector can be turned on to provide the proper
initial values for the orbits without subsequently perturbing the orbits. Between
injections the particles must be cooled to move them away from the deflector so
their orbits will not be perturbed by subsequent injections. As yet, no candidate
has emerged for this cooling mechanism. This will be discussed in section 4
below.

Since the proton momentum is much greater than the antiproton
momentum, the proton beam can traverse the mirror machine. Then the target
can be located in the mirror machine, avoiding the problem of transporting a
large momentum spread antiproton beam. The direction of the magnetic field is
chosen to deflect the protons outward at the target and the antiprotons inward. This gives the initial condition for the antiproton orbits described above. This also provides a way to remove positive reaction products, since they will move at a larger mean radius and can be absorbed by baffles or other means. The electrons produced in the target will be captured along with the antiprotons, and will be cooled rapidly by radiation. This has interesting consequences as discussed below in section 4.

2.2.2. Colliding beam plasma type collectors

In this type of collector, proposed by Cline\textsuperscript{10}, the two beams are transported along the axis of the mirror machine, colliding in the center or possibly at several places along the axis. Injection of the antiprotons is automatic and requires no special provision. The total momenta contained are the center of mass momenta, described by $\sigma_\perp$ and $\sigma_\parallel$ above, 0.56 and about 1 -2\textsuperscript{geV/c}. Some investigation should be made lest not too many of the antiprotons find themselves in the loss cone of the mirror. Presumably an acceptable mirror geometry can be found.

There is a serious problem with this type of collector. Since all the particles are produced on the axis, they have zero angular momentum and will always return to the axis on each precession. The trapping is independent of sign of charge, so at least, protons will be trapped also. Electrons and positrons will also be trapped from meson decay\textsuperscript{11}. Such plasmas, called Migma's, or LOZCAMP's\textsuperscript{12} (large orbit zero canonical angular momentum plasmas) have a high collisionality near the axis, at least for low plasma $\beta$. This leads to interaction and annihilation of the antiprotons. Even if the high collisionality can be avoided, there is no known way to separate the matter from the antimatter in bulk form at a later stage. This is called, in Astrophysics, "The Problem of the Symmetrical Early Universe."\textsuperscript{13}

\textsuperscript{1}N. V. Mokhov and A. van Ginneken, Fermilab High Intensity Targeting Workshop, 1980, p64-80
\textsuperscript{2}G. Bohannon, Fermilab High Intensity Targeting Workshop, 1980, p85-102 and J. E. Reaugh, ibid, p81-84
\textsuperscript{3}T. A. Vsevolozhkaia, M. A. Lyubimova, and G. I. Sil'vestrov, Zh. Tekh. Fiz., 45, 2484-2507
(December 1975)
4L. N. Blumberg and A. E. Webster, IEEE Trans. Nuc. Sci. NS-24#3 p1539 June 1977 and
D. Cline and F. Mills, Exploding Wire Lens for Increasing Pbar Yield, Fermilab Pbar Note 7, January
1979
5J. Maclachlan, Fermilab FN 334, April 1982
6F. Krienen and F. Mills, Fermilab High Intensity Targeting Workshop, 1980, p61-63
7T. W. Eaton and C. Carter, CERN PS/AA/Note 85-11, August 1985 and
C. Johnson, private communication
8F. E. Mills and D. E. Young, Linear Antiproton Debuncher, Pbar Note 145, December 1982
9M. F. Gormley, private communication.
10D. Cline, Proposal for a Moving Target High Intensity Antiproton Source, UCLA Note ECP-022,
April 20, 1987
11B. Maglich, "Speculations on Laboratory Ambiplasma as a Source of Antihydrogen Atoms and
12B. Maglich, Panel Discussion, International Symposium On Aneutronic Fusion, 1987,
Princeton, New Jersey
13Usually attributed to H. Alven
3. Candidate Accelerators

3.1. Synchrotrons

There have been four recent serious studies\(^1\) of intense proton synchrotrons as particle sources for physics experiments. These studies treat proton synchrotrons in the energy range 30 - 60 GeV, with average beam currents of about 100 \(\mu\)A. Typically these are rapid cycling synchrotrons, except for the AGS II proposal. There is no reason in principle that similar performance could not be achieved in the 100 - 200 GeV region. Then about 10 of these might be sufficient to feed plasma type collectors, or about 100 to feed 10% beam type collectors. Since this subject will be addressed by other speakers at this conference, no more will be said here about it.

3.2. Linear Accelerators

Linear accelerators can be expected to provide higher average beam currents than synchrotrons. For example, LAMPF has produced 1 mA average beam current at 0.8 GeV. Typically the linac produces 15 mA beam pulses of 1/2 msec duration at a 120 Hz repetition rate. The Fermilab injector linac operated for several years producing 300 mA pulses 5-10 \(\mu\)sec long at a 15 Hz repetition rate, the pulse length being determined by available RF power. Extension of these parameters in energy seems feasible, though expensive. It now seems feasible to design linacs with gradients of 6 - 7 MeV/m, so a 100 GeV linac would be about 150 km in length, somewhat longer than the SSC tunnel. Of course many problems would need to be solved, for example the problem of deflecting modes in the higher energy region where the beam has little Landau damping.

The conclusion is that accelerators to provide the proton beams of intensity adequate to provide the gross numbers of antiprotons can be built. The real problems will lie in the targetry, containment, and cooling, which, if soluble, will determine which accelerator type to build.

\(^1\)Report of the AGS II Task Force, HEDG Document, BNL, February 1984


Proposal for a European Hadron Facility, EHF-87-18, Univ. Trieste, May 1987

KAON Factory Proposal, TRIUMF Document, September 1985
4. Antiproton Cooling Methods

4.1. Stochastic Cooling

Stochastic cooling systems detect fluctuations in, for example, the current or dipole moment of a short sample of beam in a storage ring, and later apply a correction signal to the sample derived from the measurement\(^1\). A single particle sees its own correction and also a noise signal from the other particles in the sample. The particle's own signal can be arranged to damp degrees of freedom of the particles motion, while the noise signal causes diffusion in the particles motion. There is a competition between the damping and diffusion which limits the cooling rate. The diffusion rate is proportional to the power spectrum of the signal, so large frequency spread leads to less diffusion and faster cooling. In simple systems there exists an optimum cooling time \(T_{\text{opt}}\) which is given by

\[
T_{\text{opt}} = 2N \frac{M}{BW}
\]

Where \(N\) is the number of particles in the beam, \(BW\) is the bandwidth of the system and \(M\) is a "mixing factor". For ideal cases \(M = 1\) (rarely attained), or for more typical cases,

\[
M = \left[ \frac{\ln(f_2/f_1)}{[n \eta \Delta p/p]} \right]
\]

The frequencies \(f_1\) and \(f_2\) are the upper and lower band edges, \(\Delta p/p\) is the fractional momentum spread in the beam, \(n\) is the number of Schottky lines in the bandwidth and,

\[
\eta = |\gamma^2 - \gamma|^{1/2}
\]

where \(\gamma\) is the "transition \(\gamma\)" of the storage ring, which can be adjusted somewhat by the design of the lattice. In the unlikely circumstance that we can design a ring so that \(M = 1\), the required bandwidth of the system required to cool \(6 \times 10^{20}\) antiprotons per year, or \(2 \times 10^{13}/\text{sec}\) is 20,000 GHz. Alternately one could use 2000 systems of 10 GHz bandwidth. There are many other constraints on the design of stochastic cooling systems. For example, the sensitivity of pickup electrodes falls off rapidly as the aperture approaches \(\lambda/4\). This conflicts with the need to collect large emittance beams to get the large \(p_{\perp}\) antiprotons produced. Yet stochastic precolling is an essential part of any high flux beam type antiproton collection system. Stochastic accumulation systems, in addition to the band width limitations discussed above, heat the radial betatron oscillations, requiring small emittance beams to begin with. Electron
cooling systems in the energy range appropriate to this discussion require extremely small ion emittances to be at all effective in accumulating beams.

4.2. Electron Cooling

Electron Cooling is another beam type cooling system in which an electron beam is made to travel in spatial coincidence with an ion beam at the same velocity. In the system moving with the mean velocity the view is of an ion gas being cooled by coulomb collisions in an electron gas. Electron beams in this energy range can be made which have sufficiently low temperatures, but the ion temperatures, due to the ions $P_\perp$, are so high that cooling is very slow.

On the other hand, the cooling rate does not depend on numbers of particles so drastically as stochastic cooling, at least in experiments performed to date. The rate of collecting in momentum in this energy range is inversely proportional to the fourth power of energy and the square of the emittance. For an example, to replace the Fermilab 1 GHz bandwidth stochastic accumulation system, which was designed to accumulate $7 \times 10^7$ antiprotons in a 0.3% momentum bite every 2 seconds, would require a 4 A 4 MeV 5 m long electron system and precooling of the antiproton beam to about $0.5 \mu m$ emittance. The system would be capable of higher antiproton accumulation rates, if the antiprotons were available. The technology of electron cooling systems in this energy range is unproved as yet. Another paper at this conference will address this subject more carefully.

4.3. Resistive Cooling

Any energy loss mechanism which can be described by a drag force, or friction force oppositely directed to the motion of a particle, can be shown to lead to reduction of the phase space volume of a collection of the particles. For example image currents induced in neighboring walls by a particle’s charge cause energy loss due to the resistivity of the walls. The details of the cooling rates are determined by the dependence of the friction force on the coordinates $q_i$ and canonical momenta $p_i$ describing the motion of the particle. If the friction is described by a generalized force

$$F_i = \frac{dp_i}{dt} \quad R_i = \frac{dq_i}{dt}$$

then the rate of reduction of the projected phase space area $V_i$ for the $i$th degree of freedom is

$$\lambda_i = -\frac{(dV/dt)V_i}{V_i} = \left(\frac{\partial F}{\partial p_i} + \partial R_i}{\partial q_i}\right)$$
An example of this is the radiation cooling used in e+ - e− storage rings. It also applies to resistive losses suffered by a particle which induces currents in resistive walls. Usually this effect is very small, but it apparently has been used successfully in Penning traps used to capture and measure the properties of individual particles. Such a method was also employed in the Astron plasma device, although the motivation was to damp collective instabilities, not phase space volume.

4.4. dE/dx Cooling

Since the very first extraction systems employed in proton synchrotrons, the "Piccioni" scheme used on the Cosmotron, it has been recognized that transverse phase space could be damped by energy loss in foils. In fact this led to the earliest discussions of methods to collect antiprotons for colliders. It has been shown that the total fractional reduction in phase space volume depends on the total fractional energy lost by a particle5. For beams, the energy loss to ionization of the electrons is several MeV/gm/cm^2 while the absorption length is about 100 gm/cm^2. Then for gev beams this type of cooling is ineffective due to the absorption.

For the fixed target plasma type collector discussed above the goal is not so much to cool the phase space of the antiprotons as it is to remove the kinetic energy of the particles. Collisions with electrons, or positrons is an acceptable way to do this. Positrons are the preferable way to do this, since they are needed later in any case to make antihydrogen, and can be used to neutralize the space charge due to the antiprotons and the electrons produced. Hadron targets produce copious quantities of electrons and positrons, many times more than antiprotons, and the unused protons from the internal target can be devoted to this end. As a way of approaching this subject more closely, let us consider a collector for 4.5 Gev/c ( Bp = 15 Tm) with a field of 5T at the target. Then the maximum radius is 3 m, and the volume of the device is about 10^8 cm^3. If one months supply of antiprotons is in the trap, the density is 4·10^{11}. Now suppose there are 10 times as many electrons, and sufficient numbers of positrons to achieve electrical neutrality, or a lepton density of 8·10^{12}. The energy loss of the antiproton is about 80 μeV per cm or about 2.4 MeV per sec. Then in one second the 5 gev/c orbit shrinks by about 3 mm, which is slow for rapidly repeated injection. It is clear that under the assumptions above the
density, and the cooling rate will be faster at higher magnetic fields, but the injection problems will certainly be more difficult.

4.5 Radiative Cooling

Radiative cooling is too slow to cool hadrons in this energy range, however it will be important for the electrons and positrons in plasma type collectors.

1S. van der Meer, Stochastic Damping of Betatron Oscillations in the ISR, CERN/ISR-PO/72-31
4D. Larson, Paper at this Conference.
5. Potential Research and Development Areas

The following discussion of scaleup accelerator R&D was developed by the working group on accelerator issues at the RAND Workshop held October 6-9, 1987. The working group included E. Blackmore, D. Cline, R. Forward, T. Goldman, D. Larson, Y. Y. Lee, D. Peaslee, and the author.

5.1 Antiproton Production Cross Sections in Heavy Nuclei

There is insufficient data to predict yields of antiprotons from heavy nuclei over the range of proton energies of interest (25-1000 GeV). An analysis similar to that of Hojvat and van Ginneken should be undertaken with all modern data. Experiments to measure the yield in missing parameter ranges should be proposed and supported.

5.2 Energy Deposition in Heavy Metal Targets

A study should be undertaken to update codes that predict energy deposition of protons penetrating heavy targets. An analysis of available experimental data should be made, and experiments proposed to verify the predictions. The results should be incorporated into codes that are made widely available.

5.3 Positron Production in Heavy Metal Targets

Intense cold positron sources will be required for cooling of antiprotons, and for formation of antihydrogen. Production and cooling of positrons should be studied theoretically and experimentally as a component of antiproton production techniques. Existing data at national laboratories should be evaluated in detail.

5.4 Target Materials and Hydodynamics Studies

A better theoretical understanding of the problems of target behaviour is required and hydrodynamics calculations should investigate the dependence on bulk properties of the materials such as thermal expansion coefficients, densities, Young's modulus, etc. Experimental studies should investigate the practicality of change-of-state targets where the temperature rise is reduced by latent heat of fusion.

5.5 Plasma Collection Lenses

Studies should be made of larger and higher current plasma lenses than those now under development at CERN.
5.6 Large Aperture Collector Rings and Beam Transport

Collector rings with acceptances of more than $200\pi \mu \text{m}$ and $\Delta P/P > 15\%$ may be required. The optics of such rings should be studied, particularly chromaticity correction and dynamic aperture. Optics studies of beam transport systems with similar acceptances is required, to learn how to control aberrations. Engineering studies of components for these rings and beams should address fabrication problems.

5.7 Plasma Lenses for Colliders

Recent studies have indicated the potential utility of a laser actuated Bennett pinch as a useful "low $\beta$" focusing system for linear colliders. Studies should be made to explore the utility of this concept to enhance antiproton production in collider systems. Theoretical studies of nonlinear plasma effects in the relativistic particle regime are required.

5.8 Intermediate Energy Electron Cooling

Electron cooling in the energy range appropriate to antiproton collection has not yet been demonstrated. Technological demonstration of 1 Mev (magnetized) cooling beams has recently been made at Novosibirsk, and a test of higher energy (2-3 MeV unmagnetized beams) is in progress at the National Electrostatics Corporation. Support for such efforts and for theoretical studies of cold beam processes would help clarify the role electron cooling might play in advanced collectors.

5.9 $dE/dx$ Cooling

New cooling techniques should be investigated if progress is to be made toward a milligram per year antiproton production facility. Studies needed for ionization cooling in plasma type collectors include the effect of multiple scattering on particle trajectories, mixing of various plasma layers used in the cooling process, evaluation of expected cooling times, and an investigation of the difficulties associated with separation of the cold antiprotons from the plasma.

5.10 Combined Electron and Stochastic Cooling

A novel type of cooling has been proposed by Derbenev that combines electron and stochastic cooling using an electron beam as a high gain pickup, large bandwidth amplifier, and kicker. Studies of this cooling technique should be carried out.
5.11 Passive Electronic (Resistive) Cooling
Studies should be carried out to find means to couple particle fields more closely to resistive (lossy) media to enhance energy loss and therefore cooling of particles. The use of plasma or other intermediates may allow improved performance of this cooling method.

5.12 Wideband Electronics for Stochastic Cooling
High frequency electronics and optic-microwave systems (to 100 GHz) are being developed for several uses, particularly communications and military radar. Investigations should be made to determine the utility of these developments to stochastic cooling systems.

5.13 Simulation of Collider Collectors
In order to fully simulate scaleup of antimatter quantities, schemes involving production, collection, and dE/dx cooling in the center of mass should be studied. It is essential that realistic simulation by Monte Carlo techniques be used to determine the potential for this scheme.

5.14 Intense High Repetition Rate Proton Linear Accelerators
Although proton linacs can certainly be expected to provide the necessary beam power to produce the antiproton flux, they may be called upon to do so with non-standard repetition rates and beam currents in order to accommodate to the needs of debunching, targetting, and cooling systems. In all likelihood the demands will be in the direction of high beam currents (1/2 amp), short pulse lengths (microseconds), and high repetition rates (kHz). Design studies of this type of linac should be carried out.

5.15 Intense Rapid Cycling Proton Synchrotrons
Synchrotrons offer the unquestioned advantage of lower cost. The required beam currents are about an order of magnitude above those planned for kaon facilities. Studies should be carried out of such synchrotrons, with particular emphasis on efficient high power high frequency cavities operating with strong beam loading, instabilities and injection/extraction schemes, and rapid magnet pulsing.
5.16 Modularity and Complexity Studies

Each component and each subsystem in the production system may or may not be improved by the "brute force" method of utilising many simpler subunits. Similarly, improved performance may possibly be obtained by making the subunits more complex. Examples of this are the targets, collection lenses, and stochastic cooling systems. Tradeoff studies should be performed to determine which areas are fertile for these approaches, and design studies of the subunits performed.

5.17 Scaleup of Antiproton Transport Storage Rings

The SELENA portable antiproton storage ring is designed to carry up to $10^{12}$ pbars from one location to another at a storage energy of 100 MeV. Extensive design is necessary to define the parameters of a similar system to carry, say, $10^{15}$-$10^{17}$ pbars.

5.18 Future Workshops

In order to follow through on the design of the scaleup of antiproton production facilities, it is suggested that a number of miniworkshops should be held in the near future.
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Figure 11. Longitudinal Antiproton Center of Mass Momentum Spectrum, 300 GeV/c p-W
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Figure 12. Longitudinal Antiproton Center of Mass Momentum Spectrum, 1000 GeV/c p-W
Figure 13. Antiproton Cross Section vs. C. M. Longitudinal Momentum, 5 GeV/c p on p

Figure 14. Antiproton Cross Section vs. C. M. Longitudinal Momentum, 10 GeV/c p on p
Figure 15. Antiproton Cross Section vs C. M. Longitudinal Momentum, 20 GeV/c p on p

Figure 16. Antiproton Cross Section vs C. M. Longitudinal Momentum, 100 GeV/c p on p
Scaleup of Antiproton Production and Collection
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ABSTRACT

The possibility of increasing antiproton accumulation by several orders of magnitude is discussed. An antiproton accumulator ring is proposed that employs a fixed target for production of the antiprotons, and uses large scale electron cooling for the accumulation process. This system is evaluated in detail, and a set of parameters are given that could accomplish real time accumulation of more than $10^{14}$ antiprotons per second. Other possible antiproton production and accumulation schemes are discussed briefly.

INTRODUCTION

Background of Electron Cooling

Electron cooling was originally proposed by Budker in 1966\(^1\). The basis for his proposal came from work done by Spitzer\(^2\) (1956) who showed that warm ions come to equilibrium with cooler electrons in a plasma. Due to the much larger mass of the ion, the final rms speed of the ions is much less than that of the electrons. Budker realized that an electron beam is simply a moving electron plasma. By superimposing an ion beam on a comoving electron beam, warmer ions are cooled by the electron beam. A representation of the electron cooling process is shown in Figure 1.

In the 1970's electron cooling was demonstrated to be an extremely good way of increasing the phase space density of proton beams. Cooling times of between one and five seconds were reported by experiments at Novosibirsk\(^3\), CERN\(^4\), and Fermilab\(^5\). Present experiments are under way at Indiana University\(^6\) and in
Madison, Wisconsin that plan on extending the use of electron cooling to ion and antiproton beams, respectively.

Possible Production and Collection Schemes

Antiprotons are typically produced by impinging an energetic proton beam upon a high Z fixed external target. This means of production has the advantage of using the highest density target material possible, and does not require recirculation of any particle beams. In addition to fixed external targets, two other possibilities exist for antiproton production. Fixed internal targets would have the advantage of fully utilizing the proton beam, as those protons that pass through the target without significant interaction could be recycled back to the target on the next pass. This approach has the drawback that the proton beam must be kept in the ring, despite the considerable beam emittance growth experienced as the beam passes through the target. Colliding beams have been proposed as an alternative means of antiproton production. Here, the problem of maintaining beam integrity is even more severe, as both the proton and target beams must be recycled. Also, the large decrease of the target density adversely affects the antiproton production rate. For these reasons, this paper will be devoted to issues involved in the scale up problems associated with fixed external target production and collection of antiprotons.

The present antiproton accumulators at Fermilab and CERN use stochastic cooling to obtain the necessary antiproton densities to operate these high energy physics facilities. While this process is sufficient to obtain enough antiprotons to operate the colliders, stochastic cooling is best utilized on beams with relatively low numbers of particles. Another means of particle beam cooling, electron cooling, is independent of the number of particles being cooled, and may prove to be effective in increasing the collection rate of antiprotons. Electron cooling, as described above, relies on coulomb collisions to slow down the antiprotons. A similar effect can be accomplished by using a plasma to slow down the particles. This paper will evaluate the parameters of electron cooling techniques for antiproton collection, and discuss some of the difficulties associated with plasma
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Figure 1 – Schematic Representation of the Electron Cooling Process
cooling techniques.

TIME REQUIRED FOR ELECTRON COOLING OF ANTIPROTONS

Derivation of the Cooling Time Expression

The process of electron cooling will be evaluated in a frame moving along with the electron beam — in this frame the electron beam appears as a stationary electron cloud. The electron density in the moving frame is given by the following expression.

\[ n_e = \frac{I}{\gamma \pi r^2 \beta e} \]  

In equation (1) \( I \) is the electron current measured in the lab frame, \( c \) is the speed of light, \( e \) the electron charge, and \( r \) the radius of the electron beam. Note that the factor of \( \gamma \) arises from the length contraction experienced in transforming from the lab frame. In the above equations, and for the remainder of this paper, \( \beta \) and \( \gamma \) (unprimed and without subscripts) are the usual relativistic quantities, \( \beta \) is the velocity of the particle divided by the speed of light, and \( \gamma \) is the total energy of the particle divided by the rest mass of the particle.

A rough estimate of the cooling time may be obtained by using the equation for the slowing down of a particle beam in a plasma as found in the NRL Plasma Formulary. (Originally derived by Spitzer.\(^2\))

\[ \frac{dv}{dt} = -\nu_s v \]  

The cooling time is approximately \( \tau_s = 1/(\nu_s) \). For the case where the antiprotons have much more energy than the average electron energy in the plasma, \( \nu_s \) may be approximated by the following equation.

\[ \frac{\nu_s}{n_e \lambda_e} = 1.7 \times 10^{-4} E^{-3/2} \]  

In equation (3) \( E \) is the energy of the antiprotons in eV, \( n_e \) is the electron density in cm\(^{-3}\), and \( \lambda_e \) is the Coulomb log. Combining equation (1) with equation (3)
leaves the following expression for the cooling time in the moving system.

\[ \tau_{\text{m}} = \frac{\beta \gamma^2 r^2 c e E^{3/2}}{(1.7 \times 10^{-4}) I \lambda_e} \quad \text{(moving frame)} \quad (4) \]

When evaluating the cooling time in the lab system an additional factor of \( \gamma \) appears due to time dilation, as well as a factor of \( \eta \) due to the fact that only a fraction of the cooling ring (\( \eta \)) is occupied by the electron cooler. The cooling time in the lab frame is thus:

\[ \tau_{\text{l}} = \frac{\beta \gamma^2 r^2 c e E^{3/2}}{(1.7 \times 10^{-4}) I \lambda_e \eta} \quad \text{(lab frame)} \quad (5) \]

Initial Velocity Distributions in the Electron Cooling Sector

The initial velocity distributions of the electrons and antiprotons will be evaluated in a frame moving along with the electron beam. The equations that make the transformation from the lab to the moving frame are:

\[ \beta'_{\parallel} = \beta \frac{\Delta p}{p} \quad \text{and} \quad \beta'_{\perp} = \theta_{\perp} \beta \gamma. \quad (6) \]

Now, \( \theta_{\perp} = \frac{\epsilon}{\pi r} \), so \( \beta'_{\perp} = \frac{\epsilon \beta \gamma}{\pi r} \). \( (7) \)

The perpendicular velocity of the particles is determined by the beam emittance and space charge beam expansion of the two beams. The parallel velocity is determined by the momentum spread of the beams. For this reason it is necessary to estimate the electron and antiproton beam emittances and momentum spreads in order to determine the initial velocity distributions. For the study conducted here, beam energies corresponding to \( \gamma = 10 \) will be used. This is the operational energy of the Fermilab antiproton source, a logical starting ground.
The thermal emittance \( \epsilon \) of a beam is defined to be the area in phase space in which 90\% of the beam trajectories lie. The only contribution to the perpendicular velocity of the electrons is assumed to be the perpendicular thermal velocity of the electrons as they are emitted from the cathode. The area of the phase space ellipse is

\[
\epsilon = \pi x_{\text{max}} \theta_{90}. \tag{8}
\]

In evaluating \( \epsilon \), it is assumed that the cathode emits electrons uniformly over its surface. Thus \( x_{\text{max}} \) is the radius of the cathode. The quantity \( \theta_{90} \) is defined to be the angle with respect to the beam axis that contains 90\% of the electron trajectory angles.

\[
\theta_{90} = p_\perp / p_\parallel = m_e v_{\perp 90} / \beta \gamma m_e c \tag{9}
\]

\( v_{\perp 90} \) is evaluated by assuming a one-dimensional Maxwell distribution with a cathode temperature of \( kT = 0.1 \text{ eV} \). For a cathode radius of 10 mm the electron beam emittance is about 1.1 \( \pi \text{ mm-mr} \). This cathode radius is appropriate for the production of a four amp electron beam.

The electron beam current of four amperes used here corresponds to the electron current of a single Pelletron accelerator. To do electron cooling of antiprotons in real time, many such beams will be required. The emittance of the cooling beams will be larger as more beams are employed. Since the emittance is proportional to the radius of the cathode, and the current proportional to the square of the radius, the emittance will scale as the square root of the electron current. The emittance of the electron beam is given by the following expression:

\[
\epsilon_e = 0.57 I^{1/2} \pi \text{ mm-mr (I in amps)} \tag{10}
\]
One contribution to the longitudinal velocity of the electron beam comes from the space charge voltage depression of the beam at its center. The space charge depression is evaluated using the simple expression

\[ V = \frac{30I}{\beta} \]  

(11)

and for a four amp beam at 4.5 MV this is about 120 Volts. Voltage ripple in the electron gun power supply may increase the parallel velocity in the moving system, a good estimate is about 150 Volts. An estimate for the momentum spread in the electron beam is thus \( (\Delta p)/(p) = 2 \times 10^{-4} \). When many electron beams occupy the cooling region there will also be a space charge voltage depression from one beam to the next. This space charge voltage depression does not produce a momentum spread between beams, since if it did, the voltage of the affected beam could be changed to compensate.

The emittance of the antiproton beam is determined by the emittance of the antiproton source. It is assumed that the antiprotons are produced by the hadronic shower resulting from impinging a proton beam on a high Z material. The Fermilab antiproton source produces about \( 10^8 \) antiprotons per pulse in this fashion, with one pulse arriving every two seconds. The transverse emittance of the pulse is \( 20 \pi \) mm-mr, and the momentum spread is \( \Delta p/p = 3\% \). The debuncher ring reduces the momentum spread to \( \Delta p/p = 0.2\% \), accomplished by a phase space rotation of the antiproton bunch. For an antiproton source to operate in real time, the momentum spread must be reduced further, by a factor of five, to \( \Delta p/p = 0.04\% \). For the design goals of this conference, \( 10^{14} \) antiprotons per second are desired, representing an increase in production by a factor of \( 10^6 \). Since the emittance of the antiproton beam scales as the radius of the targeted material, and the production scales as the area of the targeted material, two orders of magnitude can be obtained by increasing the initial antiproton emittance to \( 200 \pi \) mm-mr. Two more orders of magnitude can be obtained by increasing the size of the accumulating ring from the Fermilab circumference of
500 meters to a circumference of 50 kilometers. The final two orders of magnitude will be assumed to come from advances made in target technology, allowing for more protons to impinge the target, and hence more antiproton production.

Now that the emittances and momentum spreads of the two beams are estimated, the velocity distributions of the two beams may be obtained. The equations that make the relativistic velocity transformation to the moving frame are (6) and (7), which indicate that the longitudinal velocity of the antiprotons in the moving frame is $1.2 \times 10^5$ m/s. The perpendicular velocity is inversely proportional to the beam radius. Therefore it makes sense to use a very large beam radius in the cooling region. Assuming a beam radius of 5 meters, the perpendicular velocity of the antiprotons in the moving system is $1.2 \times 10^5$ m/s. For this set of parameters the energy of antiprotons in the moving frame is 75 eV.

**Required Electron Cooler Parameters For Real Time Cooling**

It is necessary to cool the initial antiproton beam in one second so that subsequent antiproton batches can be injected and cooled. By setting $\gamma$, equal to one second in equation (5), and evaluating the expression for beam energies corresponding to $\gamma = 10$, the required electron current is 150 kiloamps. (For this example the energy of the antiprotons is 75 eV, the radius of the beams is 5 meters, the coulomb log is estimated to be 15, and the proportion of the ring devoted to electron cooling is 66%.) It has been shown in prior work\textsuperscript{7} that for the Fermilab antiproton source the cooling rate is enhanced by about a factor of 1.5 over that predicted by equation (5). This implies that real time cooling of antiprotons will require an electron cooling current of about 100 kiloamps. (This enhancement comes from the fact that betatron oscillations periodically decrease the antiproton velocity, increasing the cooling effectiveness.)

**Scaling Issues of an Electron Cooled Antiproton Source**

In the moving frame the energy of the antiprotons is given by the nonrela-
tivistic expression \( E = (1/2)mv^2 \). If the velocity of the antiprotons in the moving system is primarily transverse, the antiproton energy in the moving system can be given in terms of the initial emittance of the antiproton beam. The equations that make the velocity transformation from the lab frame to the moving frame are equations (6) and (7).

By using the normalized beam emittance, \( \epsilon_n = \beta \gamma \epsilon \), in equation (7), and assuming that the perpendicular velocity is the dominant contribution to the antiproton velocity in the moving frame, the following expression is generated for the antiproton energy as evaluated in the moving system:

\[
E = \frac{1}{2} mc^2 = \frac{1}{2} mc^2 \beta^2 \gamma^2 = \frac{1}{2} mc^2 \left( \frac{\epsilon_n}{\pi \eta} \right)^2 .
\]  

(12)

This leaves the equation for the cooling time in the following form.

\[
\tau_\alpha = \frac{\beta \gamma^2 e^4 m^{3/2} \epsilon \eta^3}{2^{3/2} (1.7 \times 10^{-4}) \pi^2 r I \lambda \eta} \quad \text{(lab frame)} .
\]  

(13)

Equation (13) indicates that the cooling time for electron cooling scales as \( \beta \gamma^2 \). If the normalized emittance is replaced by the emittance in expression (13) the cooling time scales like \( \beta^4 \gamma^5 \). This scaling law has been often quoted and has led to the conclusion that electron cooling works best at low energy. However, the use of non-normalized emittance in the cooling time expression is not elucidating of the physical process involved. When beams are accelerated it is the normalized emittance that stays constant. Thus the true relativistic scaling of the cooling time is as \( \beta \gamma^2 \). The additional factors of \( \beta \) and \( \gamma \) only come into play if one is accepting a larger initial normalized emittance to be cooled.

Once the energy of antiproton production is chosen, the following scaling law may be used for the cooling time.

\[
\tau_\alpha \propto \frac{\epsilon^3}{r I \eta} \quad \text{(14)}
\]

Intermediate energy electron cooling has been studied in detail for the case of
the Fermilab antiproton accumulator\(^7\). In that study the electron cooling is assumed to be done at the completion of the stochastic cooling process. Upon completion of stochastic cooling, the antiproton beam has an emittance of \(2 \pi \text{ mm-mm}\), and the beam radius in the cooling region is about five millimeters. In the study it is assumed that 2\% of the accumulator ring would be devoted to an electron cooling straight, and that a four ampere electron beam would be used for cooling. The study obtained a predicted cooling time of about 850 seconds.

In order to cool an initial antiproton emittance of \(200 \pi \text{ mm-mm}\), equation (14) indicates that cooling will proceed at a rate \(10^6\) times slower than for the Fermilab case, where \(\epsilon = 2 \pi \text{ mm-mm}\). This would indicate a cooling time of just under \(10^9\) seconds. The increase in beam radius by a factor of 1000, in \(\eta\) by a factor of 33, and in beam current by a factor of 25,000 is what allows the cooling time of one second to be obtained.

TECHNOLOGICAL ISSUES

Required Vacuum in the Cooling Ring

As the antiproton beam recirculates in the cooling ring it will undergo emittance growth due to multiple scattering with residual ions present in the system. This beam growth is dependent upon the vacuum attained in the cooling ring. The equation for emittance growth is

\[
\frac{de}{dt} = \pi \beta L \frac{d\theta^2}{dt}.
\]  

(15)

The Particle Properties Data Booklet has the following the formula for rms angular beam growth due to multiple scattering.

\[
\Delta(\theta^2) = \left(\frac{15 \text{MeV}}{\rho \beta c}\right)^2 \frac{L}{L_R}
\]  

(16)

In equation (16) \(L_R\) is the radiation length of that material doing the scattering. For a pressure of \(3 \times 10^{-10}\) Torr, \(L_R = 10^{15}\text{m}\). For a 5 meter beam radius
and an emittance of 200 \( \pi \) mm-mr, the lattice beta function is 125,000 meters. Replacing the length of the trajectory, L, by the velocity of the beam yields an equation for the emittance growth of the antiproton beam as a function of time.

\[
\frac{de}{dt} = \frac{\pi (1.25 \times 10^5 \, m) (3.0 \times 10^8 \, m/s)}{10^{15} \, m} \left( \frac{15}{9000} \right)^2 = 1 \pi \times 10^{-7} \, m/s \tag{17}
\]

The initial electron cooling rate is much larger than the beam growth rate due to multiple scattering. As the cooling proceeds, the cooling force becomes even stronger due to the inverse relationship between the cooling force and the antiproton beam emittance (velocity), therefore beam emittance growth due to multiple scattering should not represent any problem here.

**Technological Progress**

In order to do electron cooling in the MeV energy range, DC electron beam sources must be obtained that operate with ampere current intensities at an energy of 1 to 10 MeV. Work toward development of such a system has been underway for the past five years. A collaborative effort involving personnel from National Electrostatics Corporation, the University of Wisconsin, and Fermilab has led to the construction of a 3 MeV electrostatic Pelletron accelerator\(^8\) that has recently shown successful operation with a DC current of 30 milliamps. This system was originally intended as an electron cooler for antiproton sources.\(^9\) Operation of this system relies upon recirculation of the accelerated electron beam which effectively recovers a large portion of the beam energy. Figure 2 shows a schematic of the electron cooler test set up.

The experimentally obtained current of 30 milliamps should not be viewed as a limit. The machine had only been operated sparingly over a three month period when this result was achieved. Indeed, the optics design\(^10\) and bench test of the critical system components\(^11\) both indicate that ampere intensities should be achievable with this technology.
Figure 2 - Schematic of Pelletron Recirculation Test Facility
Electron Beam Requirements

The electron current required to do real time cooling of antiprotons has been stated above to be 100 kiloamps. Since the Pelletron accelerators have design currents of a few amperes, many parallel electron beams must be used in the cooling straight. These beams will enter and exit the cooling straight by passing through a magnetic dipole. (Due to the large mass of the antiprotons, this dipole will not affect the antiproton trajectories.) Since the antiproton cooling ring is estimated to be 50 kilometers in length, each of the electron beams must also propagate this distance. Two problems are associated with such transport, emittance growth and space charge dominated transport optics.

The emittance growth can be calculated by an analysis similar to that done above for the antiproton beam. With the electron beamlets assumed to be one centimeter in radius, and an initial emittance of $1 \pi \text{ mm-mr}$, the expression is now:

$$\frac{ds}{dt} = \frac{\pi (100 \text{ m}) (3.0 \times 10^8 \text{ m/s}) (15)}{10^{18} \text{ m}} \left(\frac{15}{5}\right)^2 = 2.7 \times 10^{-4} \text{ m/s} \quad (18)$$

Since the transit time for the electron beam is about 0.2 milliseconds, the emittance growth experienced by the electron beam should not be a problem in the recirculation.

A complete study of the electron beamlet optics is a very complicated issue, and will not be attempted here. Each beamlet will have its centroid steered due to the space charge of the other beamlets, as well as expanding due to its own space charge and emittance. An approximation of the overall situation can be done by assuming the electron cooling to be done by one continuous 100 kiloamp beam. Space charge expansion of such a beam causes the outer edge to expand from a waist. If the beam radius at the waist is five meters, after a twenty meter drift the beam size is 5.37 meters, and the divergence at the beam edge is about 3%. The average divergence of the beam edge over the entire drift is half this,
and the average over the entire electron beam is one third of this, or 1%. Since the antiproton thermal divergence is .004%, the space charge expansion of the electron beam is a very important consideration in the cooling process, as the average antiproton velocity is now less than the electron average velocity. The electron beam must be focused every five meters to keep the divergence small enough to allow cooling to proceed. If the space charge can be neutralized, this would no longer pose a problem. One possibility is to use alternate electron and positron beamlets in the cooling region. Since the positron beams can not be generated by thermionic emission, they too would require electron cooling, and would need regeneration over time. The complicated problem of focusing the cooling beams is left for later study.

PLASMA COOLING OF ANTIPROTONS

Use of a plasma or gas may prove to be useful in precooling the antiprotons prior to the onset of the electron cooling process. Any emittance decrease achieved in this way would help a great deal, as indicated by equation (14). The time scale for the slowing down of the antiprotons in the plasma can no longer be evaluated using the simple expression given by the NRL Plasma Formulary, as the antiprotons are now at relativistic speeds with respect to the plasma electrons. Confinement of 10 GeV antiprotons in the initial trap, as well as the problem of keeping the orbits from reentering the target material seem to be difficult issues in this scheme.

Using a plasma surrounding a beampipe to cool antiprotons in the colliding beam mode has an additional difficulty. If the antiprotons are intended to be confined by a solenoidal field, they will make one circular path and reenter the beampipe. Thus, the slowdown will predominantly occur in the beampipe, and the antiprotons will stop in the beampipe. If the plasma is contained within the beampipe, the multiple scattering emittance growth of the colliding beams will be difficult to handle. Lastly, if the antiprotons are stopped in a plasma, there must be a means found to remove them from the plasma.
Using a plasma or gas section within the beamline will not serve to cool the beam. The cooling accomplished by coulomb collisions will be more than offset by emittance growth due to multiple scattering. A $10^{18} \text{ cm}^{-3}$ plasma corresponds to a pressure of about 30 Torr, leading to a radiation length of $10^4$ meters. This radiation length leads to the following expression for multiple scattering emittance growth.

$$\frac{de}{dt} = \pi \left(1.25 \times 10^5 \text{ m}\right) \left(3.0 \times 10^8 \text{ m/s}\right) \left(\frac{15}{9000}\right)^2 = 1 \times 10^4 \text{ m/s} \quad (19)$$

Since the initial antiproton emittance is less than $10^{-3}\text{ m-r}$, the emittance growth due to multiple scattering will occur over a time scale of $10^{-7}$ seconds.

**TOPICS FOR FUTURE CONSIDERATION**

**Instabilities And Lattice Design**

This document has made no mention of the lattice design for the antiproton accumulator ring. A design must be found that has tunes off resonant values, and still incorporates the large beta insertion sections necessary for the electron cooling. In addition, the cooling process will tend to make the antiproton beam shrink in size. This decrease in beam size will cause an increase in the relative space charge contribution to the beam envelope evolution, and will cause a tune shift to occur during the cooling process. This space charge induced tune shift must be small enough so that the antiproton beam does not pass destructive resonances as it cools.

There are many other considerations that need to be mentioned. Nothing has been calculated about the various instabilities that may arise, intrabeam scattering and the Z/n instability may be two of the most troubling. The electron cooling force does mitigate against the emittance growth resulting from these factors, but work needs to be done in this area before quantitative statements can be made. Injection and extraction have not been looked at. Electron cooling has never been experimentally tested under these conditions, and there is the
question of whether it can go this high. Plasma instabilities may appear at these densities.

**Equilibrium Emittance and Additional Cooling**

To do a realistic estimate of the final emittance obtainable in the antiproton accumulator proposed here, studies should be done that include the effect of intrabeam scattering on the final emittance. Also, the beam lattice must be investigated in the presence of space charge effects from the cooling beams, as well as the self space charge. Lastly, more must be known about the electron beam behavior, as it is the angular spread of the electron beam that determines the final angular spread of the antiproton beam. Each of these topics are areas for further research.

When the beam reaches equilibrium in the first antiproton accumulator, it may be sent to additional electron cooling stages. The large decrease in emittance obtained in the first cooler will allow cooling in subsequent stages to proceed with much less stringent requirements on the parameters of the system. As an example, if a 100 fold decrease in emittance is obtained in the first cooler, a second cooler of the same size would only require 1/10 of an ampere to do the cooling in the same amount of time. Since the electron beam current can be reduced, so can the equilibrium emittance obtainable in subsequent stages.

**CONCLUSION**

Electron cooling of antiprotons may prove to be a possible way to accumulate and cool enough antiprotons to make milligram per year levels. One possible scenario is to use a dedicated cooling ring 50 kilometers in circumference, with electron cooling beams of 100 kiloamp intensities. Even with such intense electron beams advances must be made in target survival and initial production to realize the milligram per year goal. The initial emittance of the antiproton beam assumed here is a factor of ten less than that obtained by simply scaling up the size of the targeted area over what is presently obtainable. Also, the initial mo-
mum spread of the antiproton beam is a factor of five less than that of existing devices. Since the time required for electron cooling scales as the cube of the velocity of the antiprotons as evaluated in a frame moving with the beam, these improvements are critical to the success of this technique. On the other hand, if further increases in initial antiproton densities are possible, electron cooling will allow for further gains in accumulation.

Many topics need further study. Instabilities may create difficulties. A lattice design for the antiproton ring must be developed including the effects of space charge. The optics of the electron beam systems necessary for the cooling must be developed. A full study of the cooling process should be done that includes intrabeam scattering.
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PRÉCIS OF GROUP II ACTIVITIES

(Note: Group II discussions used as upper bounds for the numbers of antiprotons available the amounts an initial U.S. low energy antiproton facility can deliver - $-10^{14}$ antiprotons per year.

Paper (1) - Nieto and Hughes - discusses the role of quantum theory and special relativity in laying the basis for discovery and understanding of antimatter. Progress is traced up to the CPT theorem, and the role of gravitational interactions is treated. The conceptual position of antimatter in modern understanding of fundamental physics is summarized, after describing how this understanding evolved.

The basic physics case for low energy antiproton research is most compelling. The diversity of the physics involved is very broad, and is summarized in Paper (2) - Bonner and Nieto: Tests of invariance principles; gravity and antiprotons; antiproton annihilation in nuclei; antihydrogen and basic physics tests; formation of cluster ions of antimatter and atomic physics; meson spectroscopy; antimatter storage in normal matter; and tests which invoke higher energies (up to several GeV) for the antiprotons. The comprehensive overview Paper (2) summarizes the arguments for a low energy antiproton facility, and suggests the number of antiprotons desired for 12 basic classes of experiments.

Antiproton annihilation in nuclei: Paper (3) - Smith - produces fundamental insights into production of very high nuclear temperatures; provides information on deep annihilation, strangeness and quark-gluon matter, and production of $\bar{NN}$ fireballs; and exploits fission as a new tool for studying strangeness of heavy nuclei. For example, antiprotons - nucleus collisions allow exploration of the high temperature region of the nuclear phase diagram. The particle emission from antiproton annihilation: Paper (4) - Smith - is important in determining the fraction of the total annihilation energy release going into heavy
charged particles. This knowledge is critical for use of annihilation energy as a propulsion or compact energy storage source. The paper suggests a greater than previously predicted value for this fraction.

Paper (5) - Sharpe - discusses the phenomenology of exotica and meson spectroscopy in the $\bar{NN}$ channel, and concludes that annihilations can help us understand strongly coupled field theory, that $\bar{PP}$ provides a good general purpose detector, and that $\bar{PP}$ annihilations will provide a very important tool for unravelling of the exotica and insights into whether QCD is the correct strong interaction theory - and, if not, what might lead to a better theory. A variety of experiments has exhibited resonances which do not fit standard patterns. A high luminosity, low energy antiproton source can play a central role in new quantitative tests.

Antiprotons are useful for testing invariance principles (CP, CPT, T) both in their role as antiparticles and as a source of other particles: Paper (6) - Miller. Many types of tests are possible. This paper consolidates prior test results, suggests new tests using antiprotons, and derives estimates for the number of antiprotons which might be needed to get precision tests with good statistics. Up to $10^{12}$ to $10^{14}/10^{15}$ antiprotons might be desirable, thus emphasizing the high motivation for an intense source in a U.S. initial low energy antiproton facility.

Gravity experiments with antiprotons: Paper (7) - Nieto and Bonner - are motivated in part by apparent non-Newtonian, non-Einsteinian effects suggested by recent experiments, reanalysis, and other work, and in part by quantum gravity, which suggests vector and scalar partners of the graviton - and consequently additive contributions to the Newtonian potential for antimatter, whereas for matter the partners' contributions have opposing signs and hence may nearly cancel. A prediction, based on use of recent mine data, suggests possible magnitudes for the scalar and vector coupling constants and for the force ranges of the additive contributions. The experiment suggested uses as a calibration the hydrogen ion, leading to precision measurements.
The possible storage of antiprotons in relative proximity to normal matter is discussed in Paper (8) - Campbell. While equilibrium storage appears impossible, a variety of schemes for steady-state non-equilibrium storage in a wide spectrum of condensed matter systems cannot now be ruled out. Known limits to stability are discussed, as are down-scaling of macroscopic traps; condensed matter traps; special effects relying on a variety of quantum mechanical mechanisms; and suggested experiments with antiprotons in condensed matter. Muons would likely serve as useful test particles in such fields as developing very small scale traps.

Antihydrogen (H) production schemes are reviewed in Paper (9) - Mitchell. Schemes include stimulated radiative recombination, positronium charge exchange, and high density three-body recombination in a trap; with modest technology advances, production rates of $\geq 10^8$ antihydrogen atoms/sec seem attainable. $\bar{H}$ production is of great importance to form a possible basis for very high density storage of antimatter. Basic physics uses of $\bar{H}$ are also exceedingly numerous - e.g., every measurement made with hydrogen would have repetitions with antihydrogen vital to CPT predictions. Normal matter simulations of H production can be exploited.

The cluster ion production technique of macroscopic amounts of antimatter is described in Paper (10) - Stwalley. This technique can have very important implications for storing bulk amounts of antimatter. The paper discusses the formation processes, efficiency, etc. first for normal matter and then discusses some complications when antimatter is used. The scheme considers producing $\bar{H}$, and a catalyst $\bar{H}_N$; the individual reaction steps potentially leading to the $\bar{H}_N$ "seed crystal" are reviewed in some detail. Processes leading to bulk amounts of antimatter are then described. Normal matter simulations can be envisaged; normal matter cluster ions are themselves of substantial scientific interest, and of potential importance in producing particle beams for directed energy, fusion, solid state, and other applications.
An extensive Bibliography of Hydrogen Cluster Ions is given in Paper (11) - Stwalley. The over 400 listings discuss formation issues for $H_2^+$, $H_3^+$, and $H_N^+$ (n ≥ 4) in turn; in addition, the $H_2^-$, $H_3^-$, and $H_N^-$ species are reviewed ($H_2^-$ is unstable, and probably so is $H_3^-$). The richness of the experimental and analytical work suggested by this Bibliography will give us a running start on antimatter cluster ion research.

Paper (12) - Forward - discusses experimental work resulting in production of antideuterium, antitritium, antihelium, and prospects for even heavier antinuclei such as antilithium, etc. Results are presented giving production rates of heavy antinuclei, normalized to production rates for antiprotons, as a function of the mass of the antinuclei, and as a function of particle energy. Each added baryon, e.g., appears to lower the production rate by a factor ~10^4. Production of heavy antinuclei is of very considerable scientific interest and usefulness in itself; in addition; heavy antinuclei might play a role in antimatter cluster ion research.

Paper (13) - Goldman - discusses the physics issues which can be investigated via an Advanced Hadron Facility, and thus comprehensively reviews the primary physics justifications for the facilities described in several papers under Group I activities. Paper (13) considers the fundamental particles and gauge bosons; strong interaction theory; the standard electroweak model; and problems of the standard model, and consequent experimental tests. Precision experimental tests require high intensity, medium energy (~30-75 GeV) accelerator complexes to meet the experimental needs.

Some Major Observations from Group II Activities

- Opportunities are very abundant for explorations with low energy antiprotons.
- New discoveries and exciting results await in tests of invariance principles; antiprotons and gravity; annihilation phenomenology; meson spectroscopy; antihydrogen and basic
physics tests; antimatter cluster ions; antimatter storage in normal matter; production and use of heavy antinuclei.

We need intense sources of low energy antiprotons to achieve such discovery goals.

Even for basic science, there are classes of experiments which would exploit the upper portion of the near-term capacities of prospective low energy antiproton sources in the U.S. ($10^{13}$ to $10^{15}$ antiprotons/year).

LEAR has only scratched, and will only scratch, a fraction of the many compelling and attractive low energy antiproton experiments. There is plenty of work for another low energy machine in North America. Such a machine would also be available for international collaborations.

A low energy antiproton facility, such as the one under consideration in this Workshop, can address very major areas of concern in particle physics today, as emphasized both here and in the prior Fermilab Proceedings (April 1986), in a vital and straightforward way.

Many of the aims of the program of basic science experimentation discussed by Group II appear generally compatible with, and often expeditable by, use of transportable antiproton storage devices - ion traps (see paper III1) and small rings (see Paper I4).
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ABSTRACT

We review the conceptual developments of quantum theory and special relativity which culminated in the discovery of and understanding of antimatter. In particular, we emphasize how quantum theory and special relativity together imply that antimatter must exist. Our modern understanding of antimatter is summarized in the CPT theorem of relativistic quantum field theory. The implications of this theorem have never been contradicted by any experiment ever done.
I. INTRODUCTION

Given quantum mechanics and special relativity, antimatter's existence is a consequence.\(^1\) However, traces of it can be seen in non-relativistic quantum mechanics and special relativity, independently.

In this survey we begin with a discussion of the discovery of quantum mechanics, and how the interpretation of the wave function was a clue towards the later discovery of antimatter. Schrödinger did not understand his complex wave function. In fact, at first he thought that only the modulus of the wave function was physically significant.

Only later was it realized that the wave function is a complex probability amplitude. This is a key. The probabilistic nature of quantum mechanics only means we have lost classical determinism. But the complex nature of the wave function allows the existence of antimatter. At the time this hint was missed.

Next, after reviewing special relativity and why its strong-reflection (time and space reflection) symmetry does not quite imply antimatter, we discuss the search for a relativistic quantum theory. The Klein-Gordon equation was the first to be discovered, but it failed for the hydrogen-atom spectrum. But later there was triumph with the Dirac equation. This equation has as its basis the desire to take the square-root of the special-relativistic, energy-momentum-mass relation.

The success of the Dirac equation was dramatic. But it had two extra components besides those for the electron. After some confusion over whether these other solutions could represent the proton, it was realized that they had to correspond to a particle of the same mass as the electron but with opposite charge. Imagine the amazement when in
1932 Anderson found this particle in a cloud chamber.

Then began a fascinating period of detective work, as the positive and negative muons, the three pions, and, most significantly to the community, the antiproton were discovered. Finally, in 1957, Lüders\textsuperscript{2} systematized earlier work and published his paper on the CPT theorem. (C=charge conjugation, P=parity, T=time reversal.) This theorem states that for every particle there will be an antiparticle with the same inertial mass, the opposite charge, and the same total decay rate. These properties have been obeyed by every particle ever discovered. This theorem is the foundation of quantum field theory as a description of particle physics up to and including the "standard model" of the strong and electroweak interactions. Even with the discovery of P and CP violation, there is no suggestion of a violation of CPT invariance.

So where does gravity fit in?

Independently of quantum theory, Einstein developed general relativity as a \textit{classical} (non-quantum) theory. The gravitational field is a tensor field. In its standard, classical form, general relativity does not specifically contain the concept of antimatter. Antimatter is simply another form of energy and has the corresponding weight. Therefore, antimatter must behave in the same way as matter in a classical, general-relativistic, gravitational field.

But even in the era predating modern attempts to unify gravity with the other (quantized) forces of nature, the question was raised of whether antimatter had to have the same weight as matter. In the 1950's there was speculation that antimatter could possibly be repelled by matter, so-called "antigravity".\textsuperscript{3} Quantum field theory tells us, "No!" However, that was not the end. Modern, quantum field
theories, which attempt to unify all the forces of nature, tell us that
the gravitational acceleration of antimatter can be different than that
of matter. That fascinating story is the topic of a separate discussion
in this Proceedings. You are referred there for the details.4

II. The Discovery of Quantum Mechanics.

The great, intuitive breakthrough in atomic physics was Bohr's
description of the hydrogen atom in his "old quantum theory,"
formulated in 1912.5 This theory quantized classical orbits. Limited
though it was, it correctly predicted the energy levels of hydrogen as

$$E_n = - \frac{R}{n^2}, \quad n = 1, 2, 3 \ldots$$  \hspace{1cm} (1)

$$R = \frac{me^4}{2\hbar^2}.$$  \hspace{1cm} (2)

In 1926, Schrödinger's wave-mechanics version of quantum theory
explained this result from a fundamental viewpoint.6 In this new
quantum theory, one makes a substitution for the energy, momentum,
and position. They become operators in a wave equation:

$$E_{\text{class}} \rightarrow i\hbar \left( \frac{d}{dt} \right),$$  \hspace{1cm} (3)

$$P_{\text{class}} \rightarrow -i\hbar \nabla,$$  \hspace{1cm} (4)

$$x_{\text{class}} \rightarrow x.$$  \hspace{1cm} (5)

The classical energy equation, kinetic energy plus potential energy
equals the total energy,
\[ E = \frac{p^2}{2m} + V(r) \] 

is now written in the form

\[ E_n \psi = i\hbar (\frac{d}{dt})\psi = [-(\hbar^2/2m)\nabla^2 - V(r)]\psi \] 

(7)

The solution to this differential equation yields the same energy levels, \( E_n \), as those obtained by Bohr.

However, one of the aspects of this new theory of operators is that \( xp \) is no longer equal to \( px \). In particular,

\[ [x, p] = xp - px = i\hbar \] 

(8)

This equation is the commutator which implies the Heisenberg Uncertainty Relation:

\[ (\Delta x)^2(\Delta p)^2 \geq \hbar^2/4 \] 

(9)

The implication of this relation is that one can never know both the position and the momentum of a particle with infinite precision. This is the place where classical determinism disappears in modern quantum theory.

In the effort to understand this, Schrödinger discovered, what in modern language are called, the coherent states of the harmonic oscillator.7,8 These are the wave-function solutions of the quantum
equations of motion. They follow the motion of a classical particle as well as possible. However, wave functions are complex. Schrödinger did not understand what this meant. Below is a reproduction of the translation into English of Schrödinger's remarks.\(^8\)

\[
\psi = e^{\frac{i}{\hbar} \int \text{d}t + \frac{A}{2} x^2 - \frac{A}{2} \cos 2\pi vt - \frac{A}{2} \cos 2\pi vt - x^2}.
\]

Now we take, as is provided for, the real part of the right-hand side and after a short calculation obtain

\[
\psi = e^{\frac{i}{\hbar} - \frac{1}{2} (x - A \cos 2\pi vt)^2} \cos \left[ \pi v t + (A \sin 2\pi vt) \cdot \left( x - \frac{A}{2} \cos 2\pi vt \right) \right].
\]

The second factor in (9) is in general a function whose absolute value is small compared with unity, and which varies very rapidly with \(x\) and also \(t\). It ploughs many deep and narrow furrows in the profile of the first factor, and makes a wave group out of it, which is represented—schematically only—in Fig. 2.

\[\text{Fig. 2.—Oscillating wave group as the representation of a particle in wave mechanics.}\]

As one can read, Schrödinger originally thought that only the "real part" of the wave function was physically significant. He wanted to ignore the imaginary part, the part which turns out to be critical to the understanding of antimatter. It allows for \(C\) conjugation.
It was with the work of Born that the physical significance of the wave function was understood. The wave function is a probability amplitude. It's modulus-squared is the probability density. Since wave functions are only amplitudes, their phases are significant in a relative sense, but not in an absolute sense. This is experimentally seen in quantum interference experiments.

III. Special Relativity.

In 1905 Einstein produced his special theory of relativity. It describes the kinematics of all of known physics in situations where gravity can be ignored. For a free particle, this theory says that the relationship between mass and (only) kinetic energy is no longer the classical

\[ E = \frac{1}{2}mv^2 \]  

(10)

but rather is the new relationship

\[ E^2 = (mc^2)^2 + (pc)^2 \]  

(11)

Special relativity has part of the physics that is needed for antimatter. In particular, there is a symmetry called strong reflection. This involves letting all four coordinates (space and time) be reflected through the origin. The effect of this inversion on the equations of classical electrodynamics is to change the sign of the electric charge. For each solution, then, strong-reflection allows the existence of another. This other solution is similar to what we will call an "antiparticle" solution. However, as we observe below, it is only when quantum theory is introduced that true-antiparticle
solutions appear, that are required.

Now, starting with Bohr’s old quantum theory, Sommerfeld had “added” special relativity and had derived the "Sommerfeld formula" for the hydrogen-atom energy levels:¹¹

$$W_{n,\phi} = mc^2 f(n = p + \phi, \phi), \quad (n,\rho) \leq 0,1,2, \ldots \quad \phi \leq 1,2 \ldots$$  \hspace{1cm} (12)

$$\equiv mc^2 - R \left[ 1/n^2 + (\alpha^2/n^4)\{ n/\phi - 3/4 \} \ldots \right],$$  \hspace{1cm} (13)

where

$$f(N,L) = \left[ 1 + \alpha^2/(N-L + [L^2 - \alpha^2]^2)^{1/2} \right]^{-1/2},$$  \hspace{1cm} (14)

$$\alpha = e^2/(\kappa c).$$  \hspace{1cm} (15)

W vs. E denotes that the rest-mass energy has been included in the eigenvalues. \( p \) and \( \phi \) are radial and angular quantum numbers, of the "quantized orbit" Bohr type. Eq. (13) agreed with the energy levels of the Bohr atom to the level of the principle quantum number, \( n \). The next term, which includes the angular quantum number, \( \phi \), agreed with the hydrogen atom fine-structure splittings. But from quantum mechanics it was known that the physical interpretation of \( p \) and \( \phi \) was incorrect, even though phenomenologically they gave the correct energy eigenvalues.

Therefore, an immediate goal in quantum mechanics was to try to add special relativity to Schrödinger’s operator ideas. The first attempt was the Klein-Gordon equation,¹² which is the quantum-mechanical form of Eq. (11), with the electromagnetic
potential inserted:

\[ [i\hbar \frac{d}{dt} - V(r)]^2 \psi = [c^2 p^2 + m^2 c^4] \psi \quad (16) \]

The solution for the energy levels is

\[ W_{n,\ell} = mc^2 [f(n, \ell + 1/2)] - \ell \leq n + 1 \quad (17) \]

\[ \equiv mc^2 \cdot R [1/n^2 + (\alpha^2/n^4) \{ n/(\ell + 1/2) - 3/4 \} ...] \quad (18) \]

\( \ell \) being the angular momentum quantum number.

This result did not agree with the hydrogen atom. We now know that the Klein-Gordon equation describes particles with internal spin-0. Thus, it should be the equation for the pi-mesic atom: a negative pi-meson bound to a nucleus. Ironically, because of technical difficulties, the verification of the spectra of Eq. (18) for the pi-mesic atom did not occur until 1978. This was long after the situation was understood both theoretically and also from other experiments.

The next step was the equation of Pauli, which incorporated the concept of spin-1/2 electrons. (Spin was the famous discovery of Goudsmit and Uhlenbeck.) Pauli gave the Hamiltonian (energy operator) of the hydrogen atom as

\[ H = (-\hbar^2/2m) \nabla^2 + V(r) + (2m^2 c^2 r)^{-1}(dV/dr) \cdot LS \quad (19) \]
where \( \mathbf{L} \) is the angular momentum operator. \( \mathbf{S} \) is the spin operator, represented by a \((2 \times 2)\) matrix. Therefore, there are two solutions to the Schrödinger equation, corresponding to spin-up or -down.

The Pauli equation gave agreement with the hydrogen spectra approximation of Eq. (13), with \( \phi \) being replaced by \((j + 1/2)\). "\( j \)" is the total angular-momentum quantum number from \( \mathbf{J} = \mathbf{L} + \mathbf{S} \). This replacement explained Sommerfeld's semi-ad hoc rule that \( \phi \geq 1 \). But the Pauli equation obviously was a half-way house to complete understanding. For instance, no one could understand where spin came from. If one took the known "size" of the electron and the value of the angular momentum that the spin value represented, then the edge of the electron would be moving (classically) faster than the speed of light!

IV. The Dirac Equation and Antimatter

The resolution of all this came with the Dirac equation. Note that Eq. (11) can be written as

\[
mc^2 = \left[E^2 - (pc)^2\right]^{1/2}.
\]

Dirac wanted to be able to avoid the analogous square root implicit in the Klein-Gordon form of quantum mechanics. Therefore, he searched for some mathematical way in which the quantum operator form of Eq. (20) could be described by

\[
mc^2 = \left[E^2 - p^2c^2\right]^{1/2}\]

\[
= \left[(E\gamma_0 - \mathbf{p} \cdot \gamma \mathbf{c})^2\right]^{1/2}.
\]
so that one could write the equation

$$mc^2 \psi = \left\{ \left[ (E - V(r)) \gamma_0 - p \cdot \gamma \right] \psi \right\}$$

(23)

Amazingly, in 1928 Dirac found a solution with the correct mathematical properties. The four $\gamma$ operators in Eq. (23) were $(4 \times 4)$ matrices. Therefore, there were four solutions to the Dirac equation, corresponding to

$$(+E \text{ spin up}, +E \text{ spin down}, -E \text{ spin down}, -E \text{ spin up}).$$

(24)

The last two solutions have negative energies. Dirac was so scared of these solutions that when he first attacked the hydrogen atom with his equation he only looked for an approximate solution. It corresponded to the results of Pauli. Later, Darwin and Gordon exactly solved the Dirac equation for the hydrogen atom, and they obtained the correct energy levels as

$$W_{n,j} = mc^2 \ f(n, j+1/2)$$

(25)

$$\equiv mc^2 - R \left[ 1/n^2 + (\alpha^2/n^4) \left\{ n/(j+1/2) - 3/4 \right\} \right].$$

(26)

As obtained in the Pauli equation, $j$ is the total angular momentum quantum number, corresponding to the operator $J = L + S$.

V. Antimatter, the Negative-Energy States

Now began the fascinating fight to understand the negative-energy solutions of Dirac. For details on what follows, consult the excellent
articles on the history of the Dirac equation and on the early stages of experimental particle physics.\textsuperscript{18}

A summary can be started with Dirac's above-mentioned fear of the negative-energy solutions. Obviously something was right since the hydrogen atom worked so well. Dirac had to think of some physical explanation of them.

The particles described by the solutions of the Dirac equation were "fermions." Such particles have the property that only one of them at a time can occupy any energy state. In 1930 Dirac\textsuperscript{19} proposed that all of the negative energy states are filled with particles, forming what is now known as the "Dirac sea." This state was called the ground state since it had the lowest possible energy. An excitation out of this sea leaves a "hole" in it. It has a positive energy and opposite electric charge to the positive-energy solution. But what were these new particles described by the holes? Dirac suggested that they were protons.

This got Dirac into trouble. Bohr had rejected the physical validity of Dirac's equation.\textsuperscript{20} Bohr felt Dirac's proposal could not be the ultimate answer since there was no correspondence principle (a well-defined, large-energy, classical limit) for spin, and also because negative energies were "absurd." Later, Oppenheimer pointed out that the holes could not be protons because they had the wrong mass (the hole states had to have the same mass as the positive energy solutions). Also, if they were the protons, they would have decayed.\textsuperscript{21}

Faced with these criticisms, Dirac modified his holes to have the same mass as the electrons, and boldly wrote,\textsuperscript{22} "A hole, if there were one, would be a new kind of particle, unknown to experimental physics,
having the same mass and opposite charge to an electron. We may call such a particle an anti-electron. ... Presumably the protons will have their own negative-energy states ... an unoccupied one appearing as an anti-proton."

The stage was set for Carl Anderson, who in 1932 reported the discovery of the anti-electron or positron, as it is now called. He was using a cloud chamber in Millikan's lab. However, this chamber had a piece of lead in it and a magnetic field perpendicular to the vertical. Therefore, high-energy cosmic rays hit the lead, made electron-positron pairs, and the two particles curved in opposite directions in the magnetic field. This showed that the two tracks came from particles with the same momentum but opposite charges. Antimatter had been discovered!

VI. The Understanding of Antimatter

In the following years, we came to understand antimatter.

First, in 1935, Yukawa proposed that the strong force must be mediated by a particle of about 100 MeV rest-mass energy because it obviously was short ranged. This meant the potential for the strong force was not of the Newton-Coulomb \(1/r\) form, but rather was

\[
V(r) = g \frac{[e^{-r/\lambda}]}{r}.
\]  

(27)

In 1937 Anderson and others found a particle with a mass of about 200 times that of the electron. But it lived much too long for it to be associated with the strong force. Interestingly, however, it too came in species with both charges.
This part of the story was laid to rest in 1947, when a University of Bristol group found the following processes: 26

\[
\pi^- \rightarrow \mu^- + \bar{\nu}_\mu \rightarrow e^- + \bar{\nu}_e + \bar{\nu}_\mu + \nu_\mu, \quad (28)
\]

\[
\pi^+ \rightarrow \mu^+ + \nu_\mu \rightarrow e^+ + \nu_e + \nu_\mu + \bar{\nu}_\mu. \quad (29)
\]

The \( \pi \)-mesons were the Yukawa particles that mediate the strong force. The \( \mu \) particles were the ones found by Anderson and collaborators in 1937. These muons are charged leptons which decay weakly into the electron species of the same charge. Thus, we see that the pions, muons, and electrons come with both particle and antiparticle species. The neutrinos (\( \nu \)) are the particles (and antiparticles) first postulated by Pauli to conserve energy in the beta-decay of neutrons. Eventually they and their antiparticles were all experimentally shown to exist.

In the 1950's, these and other ideas were systematized in the CPT theorem for quantum field theory. 2, 27 In it, three quantum-mechanical transformations, P, T, and C, are combined. The last of these, C, has as its basis the complex nature of the solutions of quantum mechanics. C changes the "charges" of a particle. In the simplest case this is done by complex-conjugating the wave function and equation. CPT in quantum theory is similar to strong-reflection in classical theory. 2, 28 But in quantum theory the complex nature of the fields and equations means that CPT is equivalent to strong-reflection times complex conjugation of the fundamental fields and equations. This new feature, the inherent
complex nature of the system, is what requires the negative-energy solutions, and hence predicts the existence of antimatter.

In a graphic form, the theorem says that if one were to take a motion picture of a physical process, and if one then were to run the film backwards (T), look at it in a mirror and rotate oneself by 180° (P), and change the "charges" or "internal quantum numbers" of the particles, then one would not be able to tell the difference in the laws of physics seen. Put another way, every particle has an antiparticle with

i) the same (inertial) mass
ii) the same total lifetime
iii) the opposite electric charge
iv) the opposite magnetic moment
v) the opposite internal quantum numbers.

This theorem has been verified in every experiment ever done. It is a foundation of modern quantum field theory, and indeed, one does not know how to formulate a mathematically consistent relativistic field theory that does not satisfy this theorem. Even ideas of the separation of matter from antimatter in the early universe are based upon CP violation (and a presumed countermanding T violation), not CPT violation. We have observed and understand the existence of P violation, CP violation, C violation, and we hope to observe T violation. But we do not foresee CPT violation, at least in the short term.

VI. The Discovery of the Antiproton

Returning to 1955, the Bevatron was completed at Berkeley with just enough energy (6.2 GeV) to create antiprotons. This was done by
accelerating protons to the maximum energy, colliding them with nuclei, and observing the process

\[ p + p \rightarrow 3p + \bar{p}. \]  \hspace{1cm} (30)

The actual detection method is described in Ref. 31.

Now, one of us (MMN), being a quantum mechanic and raised after all this was done, always thought, "Why did the discovery of the antiproton earn a Nobel Prize? They should have gotten it if they hadn't found the antiproton!" Then, in preparing this and other discussions related to our antiproton gravity work, we came across and read the 1956 Scientific American article on the discovery of the antiproton.\(^3\)\(^1\) There it said, "At this time (1955) several long-standing bets on the existence of the antiproton started to be paid. The largest we know of was for (1955) $500."

To us, of our generation, this is simply amazing. We find it absolutely clear that antiparticles exist. We do not see how one can conceive of there not being an antiparticle for every type of particle. It is always difficult to understand the past with one's present viewpoint, and for us this was no exception.

The best recent analogy to this we can think of is that there were those who doubted that the W's and the Z would be discovered at the SPS, the SPS being the accelerator at CERN built to discover them. But that had nothing to do with an antiparticle. That only had to do with there being a correct unification of electromagnetism and the weak interactions. Not finding the W's and Z would be like proton decay not
being seen, which supposedly was the key to unifying the electroweak and the strong interactions\textsuperscript{32} in the "standard model."\textsuperscript{32,33}

VII. Conclusion

Of course, one must always test for CPT violation. Somewhere it may break down. In fact, there are ideas floating around about how this might happen by a small amount for phenomena on a cosmological scale.\textsuperscript{34} - (We ourselves have been guilty of such types of speculation.\textsuperscript{35})

However, except for the case of gravity, CPT is experimentally proven to be correct with precisions ranging up to parts in $10^9$, depending upon the interaction and the phenomenon involved.\textsuperscript{36} Since the proposed antiproton gravity experiment would be the first involving antimatter, at present we can experimentally say nothing about CPT and gravity. CPT violation would imply a different gravitational interaction than expected. However, as is noted elsewhere in these Proceedings,\textsuperscript{4} that is not necessary. Indeed, new gravitational forces from quantum theory are a more likely possibility to induce unexpected results.

But an important thing to remember is that if any of these speculated violations of CPT turn out to be correct, they would be small, and would have \textbf{NO effect} - period - end of report - \textbf{NO effect} on present-day applied-physics experiments. All such experiments are dealing with the every-day earth. As such they are governed by the electromagnetic interactions which hold both us and also magnets together. Electromagnetism is the interaction for which CPT has been tested to the highest accuracy. Further, quantum electrodynamics is
the quantum theory whose fundamental predictions have been tested to the highest accuracy. Finally, recall that it was the fundamental electrically charged particle, the electron, whose antiparticle, the positron, was first discovered and comprehended.

We understand antimatter just as well as we understand matter. Our only problem is that we don't know how to handle antimatter in a matter world. The opposite would be the case for antipeople in an antimatter world, if there are any.

That brings up a final point. Who decides what is matter and what is antimatter? Is it all relative, as our simplest view of the equations of physics might indicate? Or, is nature really telling us something by our not seeing any evidence of antimatter galaxies in the universe? There are some ideas that this "baryon asymmetry" (we do not see antimatter galaxies) is not just a local fluctuation. These ideas hold that baryon asymmetry is a real effect due to CP or CPT violation being much more significant in the early universe. If this is correct, then antimatter is not a relative concept. Dirac would have been proven correct.
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ABSTRACT

We summarize much of the important science that could be learned at a North American low energy antiproton source. It is striking that there is such a diverse and multidisciplinary program that would be amenable to exploration. Spanning the range from high energy particle physics to nuclear physics, atomic physics, and condensed matter physics, the program promises to offer many new insights into these disparate branches of science. It is abundantly clear that the scientific case for rapidly proceeding towards such a capability in North America is both alluring and strong.
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I. INTRODUCTION AND OVERVIEW

During the past few years there have been numerous workshops and conferences devoted to the science under discussion here. In particular one should mention the series of LEAR workshops\textsuperscript{1,2} the Madison workshop\textsuperscript{3} on the Design of a Low Energy Antimatter Facility, and the Fermilab workshop\textsuperscript{4} on AntiMatter Physics at Low Energy (AMPLE). In the present article, we extract what appears to be the most compelling of the wide variety of physics that would become accessible, and attempt to give sufficient details to allow one to judge the basic physics case for such a machine.

The guidelines issued for the present workshop indicated a somewhat arbitrary 200 MeV maximum energy for the machine under discussion. The limitations thus imposed on the diversity of physics by such a ceiling, while certainly considerable, will be seen to be far from devastating. Missing from the agenda of such a machine would be the very interesting higher energy topics such as the $\Delta S=1$ CP violation experiment\textsuperscript{5}, $\bar{p}p\to\Lambda\Lambda$; the new measurements that could be done in charmonium spectroscopy\textsuperscript{6}; and the puzzle\textsuperscript{7} of the enormous deviation from QCD predictions of the ratios for the branching fractions of the $J/\psi$ and the $\psi^*$ to exclusive final states. We include a brief discussion of the first and last of these in Section VIII under the “Higher energy $\bar{p}$’s” heading.

As emphasized by Bob Jaffe\textsuperscript{6} in the Fermilab Proceedings, there are two broad areas of concern in particle physics today. These can be described as the “Origins of the Standard Model” and the “Dynamics of
Confinement in QCD. It is remarkable that a low energy antiproton facility such as the one under consideration here can address both these questions in a vital and straightforward manner.

While it is true that the standard model has enjoyed considerable success, it is less frequently mentioned, but no less true, that there are many parameters and phenomena that are arbitrary and not understood. Examples are i) the sources of weak symmetry breakdown, ii) the origin of CP violation, iii) the origin of quark and lepton masses and angles, and iv) even why SU(3) x SU(2) x U(1) should be the fundamental gauge groups chosen by nature. In fact, the absence of proton decay at the $10^{32}$ year lifetime has cast serious doubt on this simplest version of the standard model. A low energy antiproton machine will contribute to our understanding in this area most directly through precision tests of various invariance principles such as CP, CPT, and T. Therefore, this topic forms one of the cornerstones of the basic physics program for the facility.

The theory of Quantum Chromodynamics has also had its many successes. However, after more than a decade, many fundamental questions are still unanswered. The nature and origin of confinement is still mysterious; the fact that the rich spectrum of particles can be reproduced by naive bag models is astonishing. The absence (so far) of definitive evidence for states of gluons (=G) and/or gluons and quarks may turn out to be fundamental; and yet the large number of particles that have been reported which do not fit into the accepted scheme portends excitement ahead. In the field of meson spectroscopy, a low energy antiproton machine can be used to provide high statistics measurements...
of exclusive final states resulting from $\bar{p}p$ and $\bar{p}n$ annihilations, to enable definitive determinations of possible new states.

The various processes which occur when antiprotons annihilate in nuclei offer a rich milieu for uncovering unanticipated phenomena. There have been many speculations and even some calculations concerning the energy densities to be expected when $\bar{p}$'s are absorbed in nuclei. Using a reasonable model for the hadronization process, Gibbs and Strottman find that energy densities in the very interesting range of $2 \text{ GeV/fm}^3$ for periods of about $2 \text{ fm/c}$ should be attainable. Under such conditions we would expect to observe the change of state of nuclear matter to that which is often referred to as "quark-gluon plasma".

A fundamental experiment that has yet to be done is the measurement of the gravitational force on antimatter - the determination of $g(\bar{p})$. Modern theories of gravity predict that the acceleration of protons and antiprotons in the earth's gravitational field will be different. The difference arises in quantum theories of gravity which have massive partners of the tensor graviton as carriers of the force of gravity. Note especially that this prediction remains regardless of the results from the raft of current experiments searching for anomalous gravitational attraction between matter and matter. A program of experiments with antiprotons to determine the strengths and ranges of these additional components to the gravitational force will be an important activity at a low energy $\bar{p}$ facility.

A variety of precision tests of CPT could be done given a source of antihydrogen atoms. One can envision a measurement of the Lamb shift in
for instance. In addition, precision measurements of the gravitational properties of antimatter may well become feasible if sources of $\bar{\Lambda}^0$ were to become available. Conti and Rich$^{12}$ have given estimates of what is achievable using reasonable extensions of presently existing positron sources.

In the remainder of this paper, we summarize the present status of these and some other topics as they relate to low energy antiprotons. In Section IX, we provide a table of characteristics of some of the most interesting of the experiments discussed here; the number of antiprotons required to perform these experiments is also included there.

II. TESTS OF INVARIANCE PRINCIPLES: CP, CPT, AND T

The role of precision tests of invariance principles in uncovering new and unexpected aspects of physical laws as manifest in the different fundamental interactions has a long and fruitful history. Violations of discrete symmetries often herald either a new interaction or subtle modifications to that which has been presumed known. It is fitting that enormous experimental effort continues to be devoted to the search for, and ever more precise measurement of the invariance of the interactions to different combinations of the operations of Charge Conjugation ($C = \text{interchange of particle} \leftrightarrow \text{antiparticle}$), Parity Inversion ($P = r \rightarrow -r$) and Time Reversal ($T = t \rightarrow -t$). Modern quantum field theories make the assumption that all physical laws are invariant under the combined operations of CPT. The discovery of CP violation in the neutral kaon
system some 23 years ago has been remarkable because of its uniqueness - it has not been observed in any other system (see also Section VIII A). The combination of CPT invariance and CP violation implies T violation; it has yet to be experimentally verified. As usual, low energy antiprotons offer an important tool for the study of CPT, CP, and T invariance.

The elegant and precise demonstration of CPT invariance in the lepton sector has been accomplished by Dehmelt\textsuperscript{13} and colleagues over the past quarter of a century. They have shown the equality of the inertial masses and the magnetic moments for electrons and positrons isolated in Penning traps. This tests the invariance of the electromagnetic interaction under the CPT operation. The technique will be applied to the proton-antiproton inertial mass determination\textsuperscript{14} in a LEAR experiment, PS196. The aim is to test the equality of the masses at a level of $10^{-9}$, a great improvement over the current precision of $10^{-4}$ in the hadron sector. This will provide a test of the strong interaction under CPT. If one could compare the gyromagnetic moments of the proton and antiproton, this would test CPT in both the electromagnetic and strong interactions since the anomalous moments have a complicated source. Other tests of CPT in the electromagnetic interaction come with the study of antihydrogen, discussed in Section V.

In the classic experiments studying CP violation, one examines the $2\pi$ and $3\pi$ decay modes of the neutral kaon systems, $K_L$ and $K_S$. The fact that these are mixtures of the $K^0$ and $\bar{K}^0$ leads to interference patterns from which one can extract the CP violation parameters: $\epsilon$, $\epsilon'$, $\pi_{00}$, and $\pi_{+-}$. 

250
It has been emphasized by many authors\(^6,^{15,16}\) that \(p \bar{p}\) annihilation offers the possibility of producing tagged \(K^0\) and \(\bar{K}^0\) initial states. The study of the evolution of these pure states would allow a measurement of the CP parameters in an experiment having very different sources of systematic errors from the usual \(K_L-K_S\) experiments. LEAR experiment PS195 has as its goal the study of the \(2\pi\) and \(3\pi\) decays of the neutral kaons (CP) as well as testing the equality of the following reaction rates\(^{17,18,19}\) (a direct test of T-invariance):

\[
\begin{align*}
\bar{p}p &\rightarrow K^- \pi^+ K^0 , \quad K^0 \rightarrow \bar{K}^0 \rightarrow \pi^+ e^- \bar{\nu}_e \\
\bar{p}p &\rightarrow K^+ \pi^- \bar{K}^0 , \quad \bar{K}^0 \rightarrow K^0 \rightarrow \pi^- e^+ \nu_e
\end{align*}
\]

Anticipated precision for the experiment is comparable to or slightly better than the current value for \(|\epsilon'/\epsilon|\), and the first time observation of T violation. A more definitive experiment will require a greater number of antiprotons than can be obtained at LEAR.

We emphasize that the study of CP violation in K meson systems has recently assumed added importance. Just a few months ago, the UA1 group at CERN unexpectedly observed large mixing in the \(B_0^s \bar{B}_0^s\) system.\(^2\)\(^0\) This may mean that there is now a new system in which one can study CP violation, although at a cost that would be be astronomical compared to the machine under consideration at this workshop. Indeed, the CP violation in the \(B_0^s \bar{B}_0^s\) system should be related to that of the \(K^0\) system. It is, therefore, essential to obtain as accurate and complete a parametrization of the \(K^0\) system as possible, as a tool for trying to
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obtain a fundamental understanding of CP violation (its origin rather than
the phenomenological Kobayashi - Maskawa parametrization we have now).

Another experiment that was discussed by J. Miller at this workshop is
the interference pattern in the $2\gamma$ decay of the $K_L$-$K_S$ system as a new and
independent means of observing CP violation. Tagged neutral kaons
produced by another order of magnitude increase in the number of
antiprotons presently available would be essential for the success of such
an experiment.

We observe that the equality of the lifetimes of the neutron and the
antineutron is a test of CPT in the weak interaction. One should consider
whether such an experiment would be useful at a low-energy $\bar{p}$ source.

III. GRAVITY AND $\bar{p}$'s; $g(\bar{p})/g(H^-)$

Our standard ideas of gravity are really an interesting mixture of
classical and quantum physics. The weak equivalence principle tells us
that the inertial mass is equal to the gravitational mass:

$$m_I = m_G$$

The inertial mass is a kinematic quantity; it is the one which enters in
Newton's law of force:

$$F = m_I a$$

On the other hand, the gravitational mass is the gravitational analog of a
charge in electromagnetism. It is the quantity which enters in Newton's
law of gravitation.
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\[ F = -G \frac{m_G m'_G}{r^2} \]

The principle of the invariance of the laws of physics under the combined operations of CPT tells us that the inertial mass of a particle is equal to the inertial mass of the antiparticle:

\[ m_1 = m_G \]

From this and Eq. (1) one might make the assumption that

\[ m_G = m_1 = \bar{m}_1 = \bar{m}_G \]

This would be unwarranted, however, because of the aforementioned observation that \( m_G \) is the equivalent of a charge. The fact that the gravitational mass of a particle and its antiparticle are not equal does not violate CPT. The principle of CPT dictates that an antiapple falls toward an antiearth in the same manner in which an apple falls toward the earth. It is silent concerning the trajectory of an antiapple (read antiproton) toward the earth. Arguments along this line led to an approved experiment\(^10\) (LEAR PS200) to make this fundamental measurement.

In fact, modern attempts to unify gravity with other forces of nature lead to the generic conclusion\(^11\) that the gravitational acceleration of the antiproton will not be equal to that of the proton, \textit{at some level}. At present, these theories are hoped to be renormalizable or finite; they do violate the weak equivalence principle and predict effects that are non-Newtonian. One can mention several of the physical motivations: supersymmetry, dimensional reduction, string theory. The literature concerning this subject is now outrageously large, and growing exponentially.
The fact that none of these theories has yet been proven to be mathematically consistent deters no one. Additionally, the apparent lack of any hope to confront these theories with experiment, such as verifying a particle spectrum, leads to a healthy skepticism concerning their connection with the perceived reality. But they are tantalizing; indeed, they may be giving a hint into what the true physics might be. It is likely that the experiment concerning the gravitational acceleration of an antiproton in the earth’s field may bear on this subject.

These modern theories of gravity have many common features. They have spin $-1$ and $-0$ partners of the graviton, which may couple in a generation-independent way to fermions, and in addition have finite ranges. What phenomenological effects are implied by these new particles? By considering a linearized theory and ignoring relativistic effects, we obtain the following form for a gravitational potential:

$$V(r) = \left[ -Gm_1 m_2 / r \right] \left( 1 \pm ae^{-r/v} + be^{-r/s} \right).$$

(See reference 11 for the complete treatment including the other effects.)

The first term, the normal tensor gravity term, is followed by two new, non-Newtonian terms. The vector term has a $\pm$ associated with it, a relative coupling constant, $a$, and a range, $v$. The scalar term has a relative coupling constant $b$ and range $s$. (The ranges are the inverse masses of the graviphoton and graviscalar in appropriate units.)

The minus sign in front of the vector term would correspond to matter repelling matter. This is mathematically the same as the vector photon of electromagnetism: like charges repel. On the other hand, opposite charges (antimatter and matter), attract. The plus sign describes this situation.
One naively expects $a$ and $b$ to be of gravitational strength. (In principle, there could be many components; we parametrize all these as being summed up to be $a$ and $b$.) Thus, if $a$ and $b$ are of equal magnitude, then for matter-matter interactions the vector and scalar terms would almost cancel. One might observe an effect only in very precise matter-matter experiments. However, for antimatter-matter interactions, the sign in front of the vector term is opposite, and the vector and scalar terms add together. The antimatter-matter interaction displays a new first order effect; in addition, the matter-matter interaction gains a new, second order effect.

The size of the effect depends upon the value of the parameters mentioned above. If these new effects are on the Planck scale, $10^{-33}$ cm, then they can be considered to be unobservable. If, however, they are on the 200 meter scale, which the "fifth force" advocates would like, then although the effect would be present, it would be undetectable in the approved antiproton experiment. However, if it's on a longer scale, then indeed an effect will be measured.

What size of effect could one have? Stacey, Tuck, and Moore have done an analysis of the Australian mine data, using both the new vector and a scalar term. They find $(a - b) = 0.01$, and allowed ranges up to 450 km. This result has been put into the PREM model of the earth and integrated to see what effect would be anticipated for the antiproton gravity experiment. The calculated results on the variation of $g$, as a function of the (set to be equal) ranges, show surprisingly large effects for ranges greater than several kilometers. In particular, for ranges of 40
km, one calculates a 1% effect in the antiproton experiment, which should be measureable. At 450 km one would have a 14% effect, definitely measureable. This is for $a=b=1$; the effect scales with the value of $a(=b)$.

If you add to this the analysis of rapidly-rotating pulsars, which allows values of $(a,b)$ up to $O(100)$, then the expected difference in $g$ for the antiproton could be

$$\Delta g/g = 0.14 \cdot a \cdot \nu / 450\text{km}.$$  

The details of the experiment are given elsewhere.\textsuperscript{10} Simply stated, antiprotons from LEAR will be decelerated in several stages by the use of degrading foils and Penning traps, eventually cooling them down to approximately 10 K. They will then be tossed up a superconducting drift tube; the cutoff in the arrival time spectrum will provide a measurement of $g$. More accurately, the comparison between antiprotons and $H^-$ will allow this to be extracted.

Of course, the ultimate gravitational experiment concerning antimatter would be done with neutral antihydrogen. The advent of laser storage and velocity selection techniques for single atoms and magnetic trap devices may eventually open up the possibility for such an experiment.

IV. ANTI proton ANNIHILATION IN NUCLEI.

Under what conditions might we expect to form a "quark-gluon plasma" (QGP)? For a start, we believe that a state of quarks and gluons exists inside a nucleon. Given a nucleon radius of 0.8 fm, the matter density, $\rho$,
is about 0.5 GeV/fm$^3$. For a radius of 0.6 fm, $p=1$ GeV/fm$^3$. It seems reasonable to expect that if we can arrange to obtain a density of 1 to 2 GeV/fm$^3$ over a nuclear volume, we just might observe a change of phase to the long heralded QGP. This region represents an increase in mass density to $p/p_0 = 6$ times normal nuclear matter density at normal nuclear temperature, or equivalently a temperature of 180 to 200 MeV at normal density. Heavy ion collisions probe the high density-low temperature region whereas energetic $\bar{p}$ - Nucleus collisions may well provide a means to explore the "low" density-high temperature region of the nuclear matter phase diagram.

Qualitative arguments about what incident $\bar{p}$ momentum would maximize the temperature inside the nucleus proceed along the following lines: slow $\bar{p}$'s annihilate on the surface because of the very large total cross section; the energy quickly escapes the nucleus. At higher $\bar{p}$ energies the annihilation takes place about a fermi inside the nucleus. The annihilation pions, numbering about ten, move mostly forward in the lab frame, and have a high probability of depositing their energy in a small part of the nuclear volume through collisions with several ($\approx 5$) of the constituent nucleons.

Motivated by such qualitative considerations, Gibbs and Strottman$^9$ performed calculations using the Intranuclear Cascade (INC) formalism. Their results show that for 6 and 8 GeV/c antiprotons absorbed on an $A=100$ nucleus, the temperature attains the 180 MeV value where a phase transition is predicted. They also calculate the total amount of energy that is actually absorbed in the nucleus. For 8 GeV/c $\bar{p}$'s, 6 GeV gets
absorbed. Thus the process is very efficient for putting the energy where it is desired - in the nucleus. The calculated nuclear densities that are attained during the excursion into the high temperature domain are modest: $\rho / \rho_0 = 1.4$ to $1.8$. It is this result that leads to the conclusion that energetic $\bar{p}$ absorption on nuclei provides an alternate route towards a quark-gluon plasma. It complements the more widely discussed relativistic heavy ion collision technique since it utilizes high T - low $p$, instead of the converse.

For a long time the role of strangeness production as a key signature of QGP formation has been emphasized. Close examination of data from a bygone era has led Rafelski\textsuperscript{22} to conclude that high nuclear temperatures ($>100$ MeV) have been observed in at least three experiments:

1) $\bar{p} d \rightarrow (\text{spectator}) K \bar{K} \pi^s$ at 1 - 3 GeV/c,
2) $\bar{p}^{238}$U $\rightarrow$ neutron with the $\bar{p}$ absorbed at rest, and
3) $\bar{p}^{181}$Ta $\rightarrow \Lambda, K_s$ at 4 GeV/c.

These are discussed in some detail in the article by G. A. Smith in the present proceedings. The conclusion can only be that the opportunities for new discoveries here are excellent.

V. ANTIHYDROGEN AND BASIC PHYSICS TESTS.

The formation and control of antihydrogen would represent both a technological triumph and a golden opportunity. Methods of obtaining this exotic atom have been studied by several groups.\textsuperscript{12,23,24,25} Once such an
atom is obtained, it will be a veritable CPT laboratory for making fundamental physics tests of quantum electrodynamics. Finally, this would set the stage for the even more demanding project of storing possibly macroscopic quantities of antihydrogen in the form of cluster ions. We examine in more detail these three separate stages of scientific development which would become accessible to study at a North American antiproton source.

A. ANTIHYDROGEN FORMATION

Antihydrogen is composed of the antiparticles of the constituents of hydrogen, viz. an antiproton orbited by a positron. Since both these particles have separately been captured and controlled at low energies in ion traps, it is apparent that the next step is the formation, then control of antihydrogen from these entities.

The first effort in this direction is the proposal\textsuperscript{27} to merge beams of positrons and antiprotons at LEAR, and observe the following reaction:

\[
\bar{p} \, e^+ \rightarrow \bar{H} \, \gamma,
\]

that is, the radiative formation of antihydrogen. To boost the rate of formation of the atom, the CERN group considered using a pulsed dye laser to stimulate capture of positrons to the \( n = 2 \) Bohr orbit. They calculate that they could produce an antihydrogen atom every few seconds using this technique.

An experiment using normal matter is planned at the University of Western Ontario.\textsuperscript{25} Using the existing apparatus of the Merged Electron
Ion Beam Experiment, protons and electrons will undergo stimulated radiative recombination to yield experimental results which bear directly on the CERN experiment. As a further step, Rich, et al.\textsuperscript{27} have proposed using a storage ring to contain the positrons, which should enhance the rate considerably.

Another approach circumvents the necessity of having the relative velocity of the antiproton and positron being so precisely matched. Antiprotons collide with positronium and form antihydrogen in the following reaction:

\[
\overline{p} + (\text{e}^-\text{e}^+) \rightarrow \overline{\text{H}} + \text{e}^-.
\]

In the Aarhus collaboration,\textsuperscript{23} the idea is to have a beam of antiprotons going through a hollow cylinder of aluminum. A separate beam of positrons enters through a hole in the cylinder, strikes the inside wall, and forms positronium. The first experiment would expect on the order of one antihydrogen atom per second, with dramatic increases foreseen after more work.

The above techniques would produce relatively fast antihydrogen. Colder antihydrogen would come from creation in traps. One should be able to store $10^{10}$ charged particles per cm$^3$ in traps at 10 K. This led to the suggestion\textsuperscript{28} of a pair of nested ion traps, each containing such numbers of positrons and antiprotons. Scenarios were envisioned wherein these particles could be induced to combine in very short times. A complete discussion of these ideas is contained in the article by Mitchell in these Proceedings.
B. BASIC PHYSICS TESTS

After successfully creating antihydrogen, the problem of containment and control becomes imperative, since it is neutral. A natural choice is a magnetic trap. Single atoms might be so contained given an appropriate laser to control their velocity. In fact, this may well be the most precise method that one could devise for measuring the gravitational attraction of antimatter to the earth.

Experiments that would become immediately possible would concentrate on study of the antihydrogen atoms before their ultimate fate of annihilation. Poth has emphasized the opportunities offered in atomic and strong interaction physics by studies of antiprotonic and hyperonic atoms. The most obvious fundamental measurements that would be made with antihydrogen, however, would be the tests of CPT for Quantum Electrodynamics.

As discussed in detail in the article by Nieto in these Proceedings, the CPT theorem states that for a given interaction, any measurement made with hydrogen - magnetic moment, transition amplitudes, decay rates, energy levels, energy shifts - would have the analogous quantity in antihydrogen exactly predicted by CPT. The antihydrogen atom would thus allow tests of CPT to be made for the entire set of measurements which form the basis of QED, as we know it, for the hydrogen atom.
C. CLUSTER IONS

The final topic in this section concerns the formation of cluster ions of antimatter. As Stwalley discusses in these Proceedings, the concept is daunting, but challenging. A cluster ion, denoted by \( H_N^+ \), is an ion composed of \( N \) hydrogen atoms with one electron removed, leaving it with a single positive charge. In this case it reduces simply to \( N \) protons and \((N-1)\) electrons.

Ultimately what would be desired is to form a very large "seed crystal" consisting of \( N \) antihydrogens. This could conceivably then be augmented, a single atom of antihydrogen at a time. Obviously, one can examine the feasibility of this scheme by using ordinary hydrogen. One possible path is to first form \( H_2^+ \) by indirect radiative association:

\[
H^+ + H + \gamma \rightarrow H_2^+ \rightarrow H_2^+ + \gamma,
\]

or associative ionization:

\[
H^* + H \rightarrow H_2^+ + e^-.
\]

Laser-assisted association could be used to make \( H_3^+ \) from \( H_2^+ \) and \( H \). In principle, one could continue this process to high \( N \), but this involves a complicated knowledge of the spectroscopy for each species. A series of three body interactions may be preferable at this stage.

It is a fortunate circumstance that all these complicated, unknown aspects of cluster ions can be studied with normal matter first. The transition to antimatter will require that the techniques evolved for matter ensure that in the antimatter case, no antimatter comes in contact
with matter, because of the added complication of annihilation. Stwalley covers this aspect of the problem in some detail.

VI. MESON SPECTROSCOPY.

Meson spectroscopy has reached an exciting stage. A variety of experiments find evidence for resonances which do not fit into the standard pattern of $\bar{q}q$ meson nonets. A current table of exotic results which updates Ref. 8 has been prepared by Sharpe and is given here as Table I. Eleven "confirmed oddities" are listed. Good reasons are given in the paper by Sharpe in these Proceedings as to just why none of them fit neatly into our current framework of $\bar{q}q$ nonets. These states could well represent the opening up of a threshold of exotic meson resonances - those which contain constituent gluons.

Such exotic mesons have long been expected in the spectrum of QCD. This follows from an extrapolation of models which can account for the standard pattern of meson nonets, e.g. the MIT bag model or the flux tube model. These models suggest that in addition to $q$ and $\bar{q}$ constituents, there should be independent excitations of gluons - constituent gluons ($g$). If so, there will be new resonances: glueballs ($G\equiv gg$) and meiktons or hybrids ($\bar{q}qg$). Some of these states have exotic quantum numbers which are not available to $\bar{q}q$ states, e.g. $J^{PC}=1^{-+}$. We shall refer to all such states as exotic mesons.

It has not yet been proved theoretically, however, that such exotics exist in the spectrum of QCD. Eventually, numerical lattice calculations
TABLE I. Exotic Results in Meson Spectroscopy

\( J^{PC}=0^{+-}, 1^{++}, 1^{+-} \) \( \bar{q}q \) nonets filled.
Confirmed oddities are listed here.

<table>
<thead>
<tr>
<th>Conjectured Structure</th>
<th>Particle Name</th>
<th>( J^{PC} )</th>
<th>Isospin</th>
<th>Mode of Study with ( \bar{D} ) source</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G, \bar{q}q )</td>
<td>( \eta ) or ( \tau(1460) )</td>
<td>0(^{++})</td>
<td>0</td>
<td>( pp ) at rest</td>
</tr>
<tr>
<td>( \bar{q}qg )</td>
<td>( f_{1} ) or ( E(1420) )</td>
<td>1(^{++} (1^{+}))</td>
<td>0</td>
<td>&quot;</td>
</tr>
<tr>
<td>( G, \bar{q}q )</td>
<td>( f_{0} ) or ( G(1590) )</td>
<td>0(^{++})</td>
<td>0</td>
<td>&quot;</td>
</tr>
<tr>
<td>( \bar{q}qg )</td>
<td>( \rho' ) or ( C(1400) )</td>
<td>1(^{-})</td>
<td>1</td>
<td>&quot;</td>
</tr>
<tr>
<td>( \bar{q}^{2}q^{2} )</td>
<td>( X(1480) )</td>
<td>0(^{++}) or 2(^{++})?</td>
<td></td>
<td>&quot;</td>
</tr>
<tr>
<td>( G )</td>
<td>( f_{2} ) or ( E(1720) )</td>
<td>2(^{++})</td>
<td>0</td>
<td>( pp ) in flight</td>
</tr>
<tr>
<td>( \bar{q}qg, \bar{q}q )</td>
<td>( \xi(2200) )</td>
<td>2(^{++}) or 4(^{++})</td>
<td>0</td>
<td>&quot;</td>
</tr>
<tr>
<td>( G )</td>
<td>( \Phi \Phi ) (3 states=2200)</td>
<td>2(^{++})</td>
<td>0</td>
<td>&quot;</td>
</tr>
<tr>
<td>( \bar{q}q )</td>
<td>( \Phi \Phi ) (2200)</td>
<td>0(^{-})</td>
<td>0</td>
<td>&quot;</td>
</tr>
</tbody>
</table>

*Table prepared by S. Sharpe, see his article in these Proceedings.
Data from LASS (Kp), MKII, TPC/MKII, Lepton-F, BNL, MPS, ...
G=gluons.
In no case is interpretation unambiguous.
Need more decay channels--Need more data.
may be able to answer this question from first principles, and provide predictions for the masses of the lightest exotics. Until then, progress can only come from experiments searching for exotic states, measuring their properties, and comparing the experimental results with model predictions. One can then decide between phenomenological models, which in turn will provide better theoretical input to experiment. The goal is eventually to tie both the model and the data it reproduces to the calculations based on first principles. In this way we achieve a quantitative test of QCD, while at the same time obtaining useful phenomenological models for the spectrum of field theories. These can in turn be applied to future theories of matter at shorter distances.

A high luminosity, low energy \( \bar{p} \) source can play a central role in such a program. Annihilations at rest enable a detailed study of exotic mesons with masses up to \( \approx 1.7 \) GeV, while annihilations in flight can extend this range up to and beyond the \( \psi \). Present models all suggest that the threshold for exotic mesons lies below 1.7 GeV, and that the number of states increases rapidly with energy. Decay widths increase with increasing mass, so the spectrum can probably only be unravelled for about 1 GeV above threshold. Thus a low energy \( \bar{p} \) source will provide a window through which one hopes to view this exotic landscape.

It should be emphasized that a successful search for such states will, of necessity, utilize every known experimental trick one can muster. A good example is quantum number restriction of final states, which helps to reduce the inevitable backgrounds from conventional mesons. When antiprotons annihilate at rest in liquid hydrogen, Stark mixing causes
practically every annihilation to proceed from an initial \( L=0 \) state. For particular final states, e. g. \( \eta \pi^0 \pi^0, \eta \eta \pi^0, \phi \pi^0 \pi^0 \), this can be especially powerful. Because the branching ratios for such channels are expected to be small, probably in the range \( 10^{-4} \) to \( 10^{-5} \), high luminosity will be essential for these measurements.

Another potent experimental strategy is to use the fact that a \( \bar{p} \) machine of several GeV/c represents a real \( \psi \) factory. It has long been recognized that the most promising way to find unambiguous evidence for glueballs is in the radiative \( \psi \) decays: \( \psi \rightarrow \gamma X \). In this case \( X \) can be a digluon in a color singlet. By using realistic \( \bar{p} \) machine parameters of: a) momentum resolution of a few times \( 10^{-5} \) \((e^- \text{ cooling, gas jet target})\), and b) luminosity of \( 10^{31} \) cm\(^{-2} \cdot \) sec\(^{-1} \) (current technology), then one obtains\(^\text{31} \) the astonishing estimate of \( 10^9 \) \( \psi \)'s produced per year! This is hundreds of times as many \( \psi \)'s as have been produced so far in all the e\(^+\)e\(^-\) collider experiments to date. The two big advantages offered by a \( \bar{p} \) machine are as follows: a) luminosity - \( 10^{31} \) cf. \( 10^{29} \) for e\(^+\)e\(^-\) machines, and b) very small momentum spread - \( \Delta \sqrt{s}/\Gamma_\psi \) is less than one for \( p\bar{p} \), cf. \( \approx100 \) for e\(^+\)e\(^-\) machines. The fact that much hadronic background accompanies the desired process in the \( \bar{p} \) case is an inconvenience that can be managed by modern fast triggering techniques.

VII. ANTIMATTER STORAGE IN NORMAL MATTER

The ability to store antimatter in matter will probably be required if
we are to realize the dream of using antimatter in large-scale practical applications. On the way towards that goal lies an array of solid state physics studies of much interest. Assuming, for example, that a source of antiprotons exists with the appropriate deceleration facilities to make them available at low energies, the question that is addressed by L. Campbell in these Proceedings is as follows: just how many of these antiprotons can be stored by which techniques.\(^1\)

The "standard" ways of storing antimatter are in electromagnetic bottles, such as Penning traps. In the section on antihydrogen, we mentioned the possibility of storing an antihydrogen atom in a magnetic bottle; while very interesting for many experimental purposes, it is of limited utility for dense antimatter storage. (The possibility of electromagnetic levitation of solids is skipped here.) In order to store significant amounts of antimatter, new technologies will have to be invented.

One technology could involve direct storage of antiprotons in condensed matter because the electromagnetic force, which prevails there in astonishing complexity, has a much longer range than the strong force which is responsible for the ultimate fate of annihilation of the antiproton. However, an equally important feature of stable condensed matter, Fermi statistics, discourages hope for equilibrium trapping of antiprotons. Nevertheless, the combination of effects like dynamic stabilization and special environments such as the surface of superfluid \(^4\)He may lead to environments that locally trap antiprotons. Even small-scale surface storage would be quite valuable as a nucleation site.
for antihydrogen cluster ion formation by providing a mechanism for efficiently conducting the condensation energy to normal matter.

An even longer term version of this question applies to the possibility of neutralizing antiprotons with positrons to produce antihydrogen. Then one would want to know how to store this even more interesting yet difficult to handle species. The interesting chemistry and physics problems associated with this are discussed by Stwalley in these Proceedings.

The basic problem in storage can be understood in the context of Lieb's theorems\(^3\) on the absolute stability of matter. Lieb has shown that the stability of large-scale matter is due ultimately to the Pauli exclusion principle. However, there is no Pauli exclusion principle operating between matter and antimatter, so there is nothing \textit{a priori} to prevent their coming together, and hence annihilating. Thus, one is forced to try to avoid the implications of Lieb's theorems.

For charged particles, containment by some configuration of \textit{static} electric fields is forbidden by Earnshaw's theorem. There are, however, promising avenues to explore in steady-state, nonequilibrium systems (such as storage rings) or those systems in which the decay constant of the instability is long (as in some traps utilizing combinations of electric and magnetic fields \(^3\)). As an obvious first step, one might consider the miniaturization of electromagnetic traps. As Campbell discusses in these Proceedings, existing traps can, in principle, be scaled down in size to the order of \(10^{-4}\) cm, with the consequent maximum densities of order \(10^{13}/\text{cm}^3\). Thus, Campbell can "envisage" a cubic meter of these small
traps containing, in principle, up to $10^{18}$ antiprotons.

However, these would still not be atomic-scale traps. Such a trap has been conceived of by Clark, et al.\textsuperscript{33} They point out that one could use the "Stark saddle", or force-free location of a particle in an applied external field plus a local ion field. Since this is a saddle, applying a perpendicular magnetic field will only produce metastability, as compared to the stability of a Penning trap. The numbers imply that this concept may be of use in gaseous phase.

There also may be an atomic analog to the storage ring which would make use of the phenomenon of channeling of charged particles in a crystal: the channel ring. This is even more speculative, since it is not known how to fabricate a closed-path channel in a crystal. It is even more difficult to imagine how to arrange a reflection at each end of a straight path. However, one might derive encouragement from the recent, unexpected observation\textsuperscript{34} of $\pi^{-}$ channeling in a helical pattern around lines of atoms in a crystal.

Campbell has estimated the atomic scale trapping parameters which would prevent a stored antiproton from either annihilating directly or being first captured in an atomic orbit and then annihilating. He finds that such a trap could contain an antiproton for a year if the antiproton is kept a few Ångstroms away from ordinary matter. Muons have similar trapping characteristics in this respect, and so would serve as good test particles in developing such small scale traps. (It is also mentioned that polaron and exciton states centered about antiprotons in solids provide a rich field of study for theorists interested in antiprotons in solids.)
The problem of storage in solids can be approached from an alternative viewpoint: that of understanding the quantum mechanical properties of particles in potential wells. Just how does a particle tunnel and/or decay from a metastable state to a lower state: that is, to annihilation. Various studies have found that:

i) By slightly changing the shape of a potential, one can inhibit tunneling unless there is either coupling to other modes or dissipation in the system.

ii) The exponential decay rate can be modified significantly if the product of the decay itself is unstable.

iii) In certain coupling situations, muons and protons inside solids can change from a diffusive condition to a trapped condition.

iv) A charged particle in a lattice can be localized under the action of a time-dependent electric field.

v) The conditions for localization and/or tunneling in two-level systems have been studied in detail.

Note that the above separate topics and their conclusions are in principle (and sometimes explicitly) related to each other.

All the above ideas suggest that we must rely on experiments to tell us which, if any, of them will yield practical large-scale storage devices. We also note that none of these experiments are presently being done. Although some of the suggestions are admittedly in the "let's see what happens category," this is often the way new phenomena are discovered in
the complicated condensed matter world. It is instructive to mention the example of high temperature superconductors in this connection.

A first, particular suggestion is to see if channeling occurs, and how it occurs, with antiprotons. Equally interesting is what antiprotons will do in superfluid $^4$He. Some have suggested that "bubbles" or self-contained cavities might occur, as is the case with electrons and positronium. Further, there is the possibility that with an applied electric field one can make electron-antiproton states at the surface which do not penetrate the surface (because of the electrons) and thus have a long antiproton annihilation rate.

Three environments where one does not expect long scale trapping to occur are in degenerate liquid $^3$He, superconductors, and semiconductors. However, these are all such interesting and exotic substances, that it is worth performing experiments with antiprotons just as a diagnostic tool, let alone for the possible unforeseen surprises that might occur.

VIII. HIGHER ENERGY $\bar{\rho}$'s

A. CP VIOLATION IN $\bar{\rho}\rho \rightarrow \bar{\Lambda}\Lambda$

It was 23 years ago that CP violation was discovered in the decay of the neutral kaon system ($K^0 \leftrightarrow \bar{K}^0$). In the interim, this puzzling phenomenon has not been observed in any other system than the one in which it was originally discovered. The Standard Model has problems accommodating the magnitude of the violation; myriad extensions to the
standard model have been proposed:

1) the Kobayashi Maskawa Model wherein the violation occurs in the coupling of the gauge bosons to the quarks but is generated by the Higgs sector,

2) the Weinberg Higgs Model where the violation is found in the Higgs potential and is manifest in the coupling of the Higgs to the quarks,

3) the Superweak Model, where again the violation comes from Higgs, but in this model CP violation would be restricted only to the kaon system, and

4) the Left - Right Models in which the violation arises from both the effects in 1) and 2).

Whether both $\Delta S=2$ (as in $K^0, \bar{K}^0$) and $\Delta S=1$ (as in $\bar{p}p \rightarrow \bar{\Lambda}\Lambda$) exhibit CP violation would appear to be an experimental question. The various models of CP violation differ in their predictions of the magnitude of $\Delta S=1 \; \bar{p}p \rightarrow \bar{\Lambda}\Lambda$ CP violation. They all agree, however, that it is sufficiently small as to make the measurement extremely hard.

The experimental quantities which are expected to be related to the CP violating phases and thus demonstrate CP violation if found to be non-zero are:

$$\Delta = \frac{\Gamma - \bar{\Gamma}}{\Gamma + \bar{\Gamma}},$$

$$C = \frac{\alpha + \bar{\alpha}}{\alpha - \bar{\alpha}},$$

$$B = \frac{\beta + \bar{\beta}}{\beta - \bar{\beta}}.$$

Thus $\Delta$ measures the difference in the partial decay width for the $\bar{\Lambda}$ and
the $\Lambda; C$ and $B$ reveal differences in the decay parameters, which characterize the angular distribution of the decay products of the hyperon and antihyperon. By using the known $\Delta l = 1/2$ rule and final state $\pi-N$ interaction, Donoghue\textsuperscript{5} estimates that the magnitudes of the three quantities are related as follows: $B = 10 \cdot C = 100 \cdot \Delta$. He also finds that the Kobayashi Maskawa Model predicts about $2 \cdot 10^{-5}$ for the value of $C$, while the Weinberg Higgs Model yields $10^{-4}$.

Although a recent LEAR experiment\textsuperscript{37} with only 4,000 events found that $C = -0.07 \pm 0.09$, consistent with zero, it is obvious that an improvement in precision by a factor of one to ten thousand is not a trivial matter. One will need to measure accurately the symmetric decays $\Lambda \rightarrow p\pi^{-}$ and $\Lambda \rightarrow \overline{p}\pi^{+}$; between $10^{8}$ and $10^{9}$ events in this channel must be collected and analyzed in order to achieve the required level of precision. The number of antiprotons required is very large, on the order of $10^{14}$ to $10^{15}$.

\textbf{B. EXCLUSIVE CHARMONIUM DECAYS}

As a representative example of the broad class of experiments that study exclusive final states in $\overline{p}p$ annihilation, we mention one of the rare "crisply defined experimental puzzles" in high energy physics which would, incidentally be amenable to study with a high luminosity $\overline{p}$ source. The evidence for this puzzle has been accumulating for many years; Brodsky, Lepage and Tuan\textsuperscript{7} reminded us of its significance in a recent paper.
The decay of the $\psi$ and the $\psi'$ into exclusive final states of hadrons is expected to proceed via three gluons or, occasionally, via a single direct photon. The probability for the decay is proportional to the square of the wave function of the $c\bar{c}$ pair at the origin: $|\psi(0)|^2$. Thus one would expect that the ratio of the branching fractions for $\psi'$ and $\psi$ to hadrons to be the same as for leptons, namely:

$$Q_h = \frac{B(\psi' \rightarrow \text{hadrons})}{B(\psi \rightarrow \text{hadrons})} = \frac{B(\psi' \rightarrow e^+e^-)}{B(\psi \rightarrow e^+e^-)}$$

$$= 0.135 \pm 0.023$$

For a host of final states such as $\bar{p}p\pi^0$, $2\pi^+2\pi^-\pi^0$, $\pi^+\pi^-\omega$, and $3\pi^+3\pi^-\pi^0$, this expectation has been fulfilled. For the $\rho\pi$ and $K^*\bar{K}$ final states, this is not so:

$$Q_{\rho\pi} < 0.0063$$

$$Q_{K^*\bar{K}} < 0.0027.$$  

These are upper limits only; thus the ratios are at least a factor of 20 and 50 times smaller than expected. An appealing proposed explanation is that a reasonably narrow intermediate state of gluonium exists close to the $\psi$ mass which then couples to hadrons. In essence this makes the denominator of $Q_h$ larger than expected from QCD arguments alone.

Here is an outstanding example of an experiment that is very difficult without a $\bar{p}$ source (see section VI concerning the efficiency of production of $\psi'$s), but would be relatively straightforward with a machine that would take $\bar{p}$'s up to 7 GeV/c.
IX. SUMMARY AND CONCLUSIONS

The range of physics topics that has been touched on in the present article is indeed vast. The participants in the Basic Physics Program section of the workshop summarized the experimental requirements for most of the topics that were discussed there. Table II gives the results of these requirements. The degree of difficulty, as defined in the footnote to the table, is indicated for a range of experiments; also given is the number of antiprotons that would be required to perform the experiments. As can be seen there, the range covers the map - from just a few antiprotons to more that $10^{14}$. As a reference point, we note that LEAR has provided fewer than $10^{13}$ $\bar{p}$'s in any year of operation up to the present time. We also mention that the CP violation experiment (PS195) has been approved for a total of $10^{13}$ $\bar{p}$'s, but obviously could use at least another order of magnitude in order to do a good measurement of $|\epsilon'/\epsilon|$.

There was much discussion at the workshop about the feasibility of portable sources of $\bar{p}$'s - a sort of filling station approach. We indicate in the last column of Table II whether the experiment is considered suitable for a portable source.

We have summarized the physics case for proceeding with a Low Energy Antiproton Source in North America. In the opinion of the attendees at the workshop, this case is most alluring, having great potential for new and unexpected discoveries. The time is right for a push for a speedy construction of such a facility.
TABLE II. Characteristics of Low Energy $\bar{p}$ Experiments

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Difficulty</th>
<th>No. $\bar{p}$'s req'd</th>
<th>Portable?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. $\bar{p}p \to \Lambda\Lambda$, CP violation</td>
<td>Great</td>
<td>$&gt;10^{14}$</td>
<td>No</td>
</tr>
<tr>
<td>2. $K^0, \bar{K}^0$, CP, &amp; T violation</td>
<td>High</td>
<td>$&gt;10^{14}$</td>
<td>No</td>
</tr>
<tr>
<td>3. Inertial $M=\bar{M}$? CPT test</td>
<td>Low</td>
<td>Few</td>
<td>Yes</td>
</tr>
<tr>
<td>4. $\bar{H}^0$ spectra, Lamb, Ry? CPT</td>
<td>High</td>
<td>$10^{12}$</td>
<td>Yes</td>
</tr>
<tr>
<td>5. Gravity: $g(\bar{p})=g(p)$?</td>
<td>High</td>
<td>$10^{10}$</td>
<td>Yes</td>
</tr>
<tr>
<td>6. Hadron Spectroscopy, exotica?</td>
<td>High</td>
<td>$10^{12}$</td>
<td>No</td>
</tr>
<tr>
<td>7. $\bar{p} - A$: Quark-Gluon Plasma</td>
<td>Low</td>
<td>$10^{14}$</td>
<td>No</td>
</tr>
<tr>
<td>8. $\bar{p} - A$: Strange Fireballs, etc.</td>
<td>Low</td>
<td>$10^{14}$</td>
<td>No</td>
</tr>
<tr>
<td>9. Cold $\bar{H}$, $\bar{H}_2$, $\bar{H}^-$ prod &amp; manip</td>
<td>High</td>
<td>few to $10^{12}$</td>
<td>Yes</td>
</tr>
<tr>
<td>10. Cold $e^+$ plasma + $\bar{p}$'s</td>
<td>High</td>
<td>few</td>
<td>Yes</td>
</tr>
<tr>
<td>11. Matter/AntiM Collision Dynamics</td>
<td>Low</td>
<td>$&gt;10^6$</td>
<td>Yes</td>
</tr>
<tr>
<td>12. Condensed Matter Studies:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. $\bar{p}$ atoms</td>
<td>Low</td>
<td>$10^6$</td>
<td>Yes</td>
</tr>
<tr>
<td>b. $\bar{p}$ channeling</td>
<td>Low</td>
<td>$10^6$</td>
<td>No?</td>
</tr>
<tr>
<td>c. $\bar{p}$'s in dynamic traps</td>
<td>Great</td>
<td>$10^6$</td>
<td>Yes</td>
</tr>
</tbody>
</table>

*Definition of the different degrees of difficulty:
Great = Don't Know How
High = We Know, But It's Hard
Low = State of the Art.
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1. Introduction

In this talk I will attempt to develop several ideas which could motivate a long term program of research on annihilation of antiprotons in nuclei at a low energy antiproton facility. To a large extent these ideas, both theoretical and experimental, have evolved as a result of the LEAR program, which has been active at CERN since 1984. Limits of time and space require that I restrict my discussion to a few select topics, which are:

A. High Nuclear Temperatures by Antimatter-Matter Annihilation;
B. Deep Annihilation, Strangeness and Quark-Gluon Matter;
C. 3NN Fireballs; and
D. Fission: A New Tool for Studying Strangeness in Heavy Nuclei

I am indebted to the organizers and contributors of the recent IV LEAR Workshop, held at Villars-sur-Ollon, Switzerland on 6-13 September 1987, which I attended and from which I have drawn valuable information for this paper.

2. High Nuclear Temperatures by Antimatter-Matter Annihilation

Strottman and Gibbs [1] have calculated within the framework of the relativistic hydrodynamic and intranuclear cascade models the evolution of nuclear temperature with time after the annihilation of an antiproton or antideuteron on a heavy nucleus. Their results are shown in Fig. 1. Both models provide evidence for extremely high temperatures (> 180 MeV) lasting for several fm/c for incident antiproton momenta above ~ 6-8 GeV/c. Nuclear densities peak around 1.4-1.8 times normal nuclear densities in these calculations. At these momenta the antiproton is capable of penetrating the nucleus about one fermi before annihilating, resulting in an efficient deposition of energy.

It is claimed [1] that QCD lattice calculations predict a phase transition from ordinary hadronic matter to a quark-gluon plasma at high temperature (~ 180 MeV) and relatively low nuclear density. Therefore, the situation described by Strottman and
Gibbs looks promising. The immediate question is "What is the signature for the phase transition?" We will speculate on the answer to this question in the next section. In closing this section we note that other authors [2] are somewhat less optimistic on the likelihood of creating the conditions for a phase transition in antiproton-nucleus collisions.

![Graph](image)

**Fig. 1 - Comparison of the temperature obtained as a function of time for the two models considered.** The "at rest" absorption occurs on the surface and the annihilation for the other cases takes place on the beam axis just inside the nuclear surface (0.7 fm for the hydrodynamic calculation and 1 fm for the INC). The numbers in parentheses give the actual energy deposited in the nucleus in GeV. The momentum quoted for the $d$ is per antinucleon.

3. **Deep Annihilation, Strangeness and Quark-Gluon Matter**

In his review talk at Villars [3] Jan Rafelski emphasized the importance of searching for unusual conditions in nuclear matter which may confirm the predictions described in the previous section. He also reemphasized his own work on the possibility of forming quark-gluon blobs in a nucleus of mass $A$ [4]. Inside this low density blob of baryon number $b-A-1$, temperatures of the order of about 160 MeV may prevail. Therefore, particles from the disintegration of the blob should show a momentum distribution with a characteristic temperature of ~160 MeV, and there
should be an enhanced production of strangeness by at least a factor of five over normal events.

Are there any hints from existing experiments of strange blobs? Rafelski points to three examples, the first of which is shown in Fig. 2 [5]. Here we see plotted the spectator proton momentum distributions for antiproton annihilation on a deuteron in the 1-3 GeV/c momentum range leading to two strange kaons plus several pions. One sees a strong enhancement at proton momenta > 0.3 GeV/c with a temperature $T = 160$ MeV. Apparently the strangeness "trigger" is associated with hot protons. Interestingly, such high temperatures are not as prominent when the strangeness "trigger" is eliminated [6].

![Fig. 2 - Proton spectrum from $\bar{p}$-d annihilation: $K\bar{K}$ trigger. Dashed line - deuteron-wavefunction. Full line - eyeball fit, $T=160$ MeV.](image)

A second example cited by Rafelski are the recent data from LEAR experiment PS183 on neutron emission from antiproton annihilation at rest in $U^{238}$, which were presented at Villars [7] and this conference [8]. The neutron momentum spectrum (Fig. 3) shows a high momentum tail with a characteristic temperature of 104±14 MeV and multiplicity of $3.22±0.14$ neutrons per annihilation. This temperature, although not as large as the 160 MeV value expected for a quark-gluon blob, is nonetheless larger ($\times1.5$) than previously measured values for protons in $U^{238}$ [9] and Bi$^{209}$ [10], both at 180 MeV antiproton incident energy. It is important to note that these proton temperatures were obtained from fits to data above ~300 MeV/c [9] and ~500 MeV/c [10], whereas the neutron temperature was derived from a fit to the full momentum spectrum, including all INC processes (fission.
evaporation and direct scattering terms). It should be especially interesting to see how hot neutrons appear with a strangeness trigger.

Finally, Rafelski emphasizes the data on strange particle production ($\Lambda, K^*$) from 4 GeV/c antiprotons interacting on Ta $^{181}$ \cite{11}, the results from which are seen in Fig. 4. The $K^*$ data peak symmetrically around a rapidity of $y = 0.6$ (y is defined as $1/2 \ln(E+p_L/E-p_L)$, where $E$ and $p_L$ are the total energy and net longitudinal momentum of the particle in the laboratory system). A Lorentz boost to the C.M. translates the $K^*$ data to a symmetric distribution peaked at $y* = 0$, provided one is in the $p-13N$ CM frame (the C.M. moves with a velocity $\beta=0.54$). The $\Lambda^*$ data exhibit a peak at $y = 0.25$ in the laboratory, with an asymmetric tail on the high rapidity side. A Lorentz boost of these data positions the peak at $y* = 0$, provided one is in the $p-13N$ CM system ($\beta=0.24$). The kinetic energy distributions exhibit temperatures of 135 MeV ($K^*$) and 97 MeV ($\Lambda^*$), which in themselves are too low to be evidence for quark-gluon blobs. Nonetheless, the evidence of formation of hot "fireballs" with $b$ as large as 12 is present.

![Fig. 3 - PS183(LEAR): Neutron momentum spectrum from uranium with an inclusive trigger and background subtracted.](image)
We summarize this section by noting that several experiments have observed hot baryons ($T \gtrsim 100$ MeV) under a variety of conditions emitted from nuclei in association with strangeness. Therefore, a comprehensive experimental program of antiproton annihilation in heavy nuclei with an emphasis on strangeness production appears quite promising and capable of observing the quark-gluon plasma if it exists. A new low energy antiproton facility should allow beams to be accelerated up to several GeV of energy for this purpose.

4. **NNN Fireballs**

The previous sections have discussed phenomena which may be capable of attaining very high temperatures and triggering a phase transition in nuclear matter. This is very exciting, and should be pursued vigorously, both theoretically and experimentally. But, what do we learn about nuclear matter from such experiments in the unfortunate situation that no phase transition occurs?

Annihilation of antiprotons in nuclei is a complicated process which I believe the previous discussion amply demonstrates. The fireball concept is indeed intriguing, but are there any systems where we have theoretical predictions of rates, etc. and in which we can test the model rigorously? For this purpose, our attention has been drawn to the $\overline{NNN}$ ($b=1$) fireball model first discussed by Kahana [12] and developed by Cugnon and Vandermeulen [13]. Their predictions are illustrated in Table 1. In summary, 11.5% of $b=1$ events involve strangeness, compared to a few % in
NN annihilation. Of the 11.5%, 8.8% are hyperon events, which are not produced at all in NN annihilation at low energies. This enhancement in strange particle production would be signaled by, for example, an increase of the K⁺/π ratio from -3% (NN) to -15% (NNN). An independent prediction of enhanced strange particle production has also been made recently by Derreth et al. [14] in a similar model.

Table 1: Predicted branching ratios for NNN annihilation ($\sqrt{s} = 3M_π$).

<table>
<thead>
<tr>
<th>Channel type</th>
<th>Percentage</th>
<th>($\frac{M_π}{T}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nπ⁺s</td>
<td>88.5</td>
<td>4.73</td>
</tr>
<tr>
<td>Nπ⁻</td>
<td>5.2 x 10⁻²</td>
<td>1.0</td>
</tr>
<tr>
<td>NKKπ⁺s</td>
<td>2.7</td>
<td>1.16</td>
</tr>
<tr>
<td>ΛKπ⁺s</td>
<td>2.9</td>
<td>2.51</td>
</tr>
<tr>
<td>ΣKπ⁺s</td>
<td>5.5</td>
<td>2.32</td>
</tr>
<tr>
<td>ΣKKπ⁺s</td>
<td>0.4</td>
<td>0.39</td>
</tr>
<tr>
<td>all</td>
<td>100</td>
<td>4.42</td>
</tr>
</tbody>
</table>

The simplest nucleus in which to search for NNN effects is the deuteron. Surprisingly, only one experiment has published p bar data at low energies which bear on this problem. Based on 6 events, Bizzarri et al. [15] reported a branching ratio for the b=1 reaction p̄d → π⁻p of (9±4)x10⁻⁶. The theoretical prediction is -3x10⁻⁴ [13], which suggests perhaps at most a 3% b=1 interaction rate. Bizzarri et al also reported a rate for Λ⁺(Σ⁺) K⁺π⁺ of 3.6x10⁻³, compared to a theoretical prediction of ~4.7x10⁻² [13], suggesting a 7% b=1 rate.

In LEAR experiment PS183 we have attempted to identify the onset of strangeness excess as a function of atomic mass number A, as well as specific examples of b=1 reactions. The detector [16] utilized thin (~2mm) C¹² and U²³⁸ targets as well as the standard LH₂/D₂ target. Charged particles were momentum analyzed in the spectrometer and their masses measured by time-of-flight, as illustrated in Fig. 5. A clean separation among π, K, p, and d is seen.

(a) Inclusive K⁺ Production

We first turn to kaon production as a possible signature of new physics in PA annihilation. In Fig. 6 we show K⁺ and π⁺ spectra from hydrogen, deuterium, carbon and uranium targets. The integrated K⁺/π⁺ ratios above 500 MeV/c are 2.3%, 2.8%, 3.0% and 3.0% respectively. A similar trend (2.2%, 3.0%, 3.2% and 3.3%) is seen for K⁻/π⁻ data (not shown). We conclude that the K⁺/π⁺ ratio grows ~50% from A=1 to A=238.
Fig. 5 - PS183(LEAR): Momentum versus mass for particles identified by TOF ($B = 3.5$ kG).

Fig. 6 - PS183(LEAR): $K^+/\pi^-$ spectra for (a) hydrogen (b) deuterium (c) carbon and (d) uranium.
(b) $\bar{p}d \rightarrow \pi^- p$ (b=1)

In Fig. 7 we show plots of momentum versus angle between the particle detected in the magnet and a second away-side particle for charge two events. Very clear clusters of events ($-40 \pi^-, -40 p$) are seen at 1250 MeV/c and 180°, exactly where events from $\bar{p}d \rightarrow \pi^- p$ at rest are expected. These - 80 events give a branching ratio of $(28 \pm 3) \times 10^{-6}$ per annihilation, which is a factor of three larger than the value quoted by Bizzarri et al [15]. This suggests a b=1 rate of slightly over 10%.

Fig. 7(a) - PS183(LEAR): Pi minus momentum versus the angle between the pi minus and an away-side particle (unidentified) for charge two events.

Fig. 7(b) - PS183(LEAR): Proton momentum versus the angle between the proton and an away-side particle (unidentified) for charge two events.

(c) $\bar{p}d \rightarrow \Sigma^- K^+$ (b=1)

We have carried out a search for this reaction in charge two events, as it would provide further evidence for the b=1 interaction. Experimentally, this is more difficult than reaction (b), as the collinearity of such events is destroyed by the $\Sigma^-$ decay and the expected location of the $K^+$ line (1089 MeV/c) is much closer to background from NN (b=0) $\rightarrow K^+K^-$ events. At the moment we have no signal, corresponding to a 90% confidence level upper limit of $-8 \times 10^{-6}$ per annihilation, which is slightly larger than the value predicted by theory [13].
In summary, the $\overline{\text{NNN}}$ b=1 effect has been confirmed in deuterium. The strangeness yield increases with $A$ as expected. The rate for the reaction $\overline{\text{p}}d \rightarrow \pi^- p$ suggests a b=1 interaction rate of slightly in excess of 10%. In closing, we note that the b=1 problem is currently alive with theoretical activity, including in addition to the previously mentioned work that of refs. [17-21].

5. Fission: A New Tool for Studying Strangeness in Heavy Nuclei

At the Villars meeting Sergei Polikanov reviewed hypernuclear physics [22]. The following remarks parallel those of Polikanov, with some effort to distill out highlights.

It is known that the annihilation of antiprotons in complex nuclei yields an enhanced production of $\Lambda^*$ hyperons. For example, the inclusive $\Lambda^*$ cross section in the experiment of ref. [11] is $193 \pm 12 \text{ mb}$, or 2.4 times larger than the inclusive $K^+$ cross section. This suggests that hypernuclear states ($\Lambda^*$ hyperons bound in a nucleus) could be produced by stopping antiprotons in nuclear targets. This has been demonstrated successfully by the PS177 group at LEAR [23] utilizing a delay fission technique which will be discussed later. Their results on the lifetimes of states in $\text{Bi}^{209}$ and $\text{U}^{238}$ are shown in Fig. 8. As one can see, they agree within errors with measurements on nuclei of $A \leq 12$. The very large value for 1 GeV electrons on $\text{Bi}^{209}$ [24] will be discussed later.

![Fig. 8 - PS177(LEAR): Lifetimes of hypernuclei as a function of hypernucleus mass $A$.](image)

In the case of the lightest hypernuclei, the quasifree mesonic decay $\Lambda \rightarrow N^*\pi$ dominates, and the Pauli exclusion principle plays an important role in the decay rate due to the limited energy available to the nucleon. For heavy nuclei the weak
interaction involving a neighbor nucleon dominates, leading to
the nonmesonic decay $\Lambda+N \rightarrow N+N$, where the Pauli exclusion prin-
ciple is much less important due to large energy released in the
process. In addition, the decay rate is expected to be influ-
enced by the nuclear density. Therefore, we should expect to see
variations in the decay rates from light to heavy states. This
does not seem to be the case as illustrated in Fig. 8. However,
the errors on the antiproton data are still large.

Further to this point, Bychkov [25] has argued that the po-
tential well for heavy hypernuclei may have a minimum at the
surface of the nucleus. This leads to a prediction for lifetimes
of heavy hypernuclei to be larger for surface states than volume
states, since the nuclear density is lower on the surface.
Polikanov speculates that the large lifetime for electro-
excitation of the hypernuclear state in Bi$^{209}$ [24] may be due to
such an effect.

The PS177 experiment employs the recoil-distance method shown
in Fig. 9. The LEAR antiproton beam was stopped in very thin
(100 $\mu$g/cm$^2$) targets of Bi$^{209}$ and U$^{238}$. Two 19 x 29 cm$^2$
low pressure multwire proportional chambers were placed
symmetrically around the beam axis and perpendicular to the
target plane at a distance $R$ = 270 mm, which is large compared to
the target width $r$ = 2 mm. A hypernucleus which recoils in the
direction of the beam fissions in-flight into two fragments due
to the $\Lambda+N \rightarrow NN$ decay. The fragments irradiate the upstream and
downstream portions of the detector as shown in Fig. 9. The
distribution of hits in the upstream detectors (Fig. 10) displays
an exponential form which is related to the hypernucleus
lifetime. The hits recorded in the downstream region are due to
delayed and prompt fissions, the latter probably due to
collisions with pions.

![Diagram of PS177(LEAR) Recoil-Distance Detector]

Fig. 9 - The PS177(LEAR) Recoil-Distance Detector
We expect this technique to lead to more precise values of heavy $\Lambda^*$ hypernuclear lifetimes in the future. The detector is compact, precise and benefits from the intense, small emittance antiproton beams available at LEAR. This work in time could lead to a better understanding of surface and volume binding in heavy nuclei and the interaction between the $\Lambda^*$ and the nucleon. For example, this interaction may be explained by the overlap of two bags of quarks. Perhaps the most important application of the technique could be a search for the much sought-after doubly strange $H = \Lambda^*\Lambda^*$ dibaryon particle. This particle, which is expected to be relatively stable, could be bound in heavy nuclei, the decay of which would be signaled by a coincidence with fission fragments and two $K^+$ mesons. A program of introducing $K^+$ detectors into the PS177 apparatus is presently underway at LEAR [26].

![Fig. 10 - PS177(LEAR): Measured and calculated distributions of the positions of delayed-fission fragments from Bi$^{209}$ along the beam direction.](image)

6. Conclusions

Opportunities abound for exploring the nucleus with probes of low energy antiprotons. In our opinion the LEAR program to date has only scratched the surface of new physics that can be revealed by annihilating antiprotons in nuclear matter. Especially
important are conditions of high temperature and the quark-gluon plasma, collective $\bar{N}$-multinucleon fireballs, and relatively stable states which induce fission in heavy nuclei. A key indicator of these effects is strangeness. As these effects are expected to be very rare, intense, pure, low emittance beams of antiprotons are required. Such beams could be provided by a new low energy antiproton facility.
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1. INTRODUCTION

The results presented in this paper are the first realization of an experimental program initiated by this author and carried out with the help of many others [1] at the Low Energy Antiproton Ring (LEAR) at CERN. The primary question which we wish to address in this paper is "When an antiproton annihilates at rest in a nucleus, what fraction of the total energy released goes into the kinetic energy of heavy charged particles?" Since such particles readily yield their energy in the form of heat through ionizing collisions with matter, they represent an efficient source of energy for spacecraft propulsion. For a more thorough exposition of this problem, the reader is referred to the report of D.L. Morgan, Jr. [2], which initially inspired this author's interest in this problem.

One of the several objectives of LEAR experiment PS183 is to measure the energy spectrum of neutrons emitted from antiproton annihilation at rest in $^{238}$U. In this paper we present the first measurement of neutrons down to $-1$ MeV kinetic energy. Such data are capable of providing information on the probability of fission in the nucleus, and the energy carried by charged fission fragments. Using the intranuclear cascade (INC) model [3-6] as a guide, they can also provide us with an estimate of the energy imparted to protons. Combined with recent results from another LEAR experiment on light nuclei emission, these data indicate that the energy carried by heavy charged particles is larger than previously predicted [2].

2. THE PS183 DETECTOR

The detector (Fig. 1) has been described in detail elsewhere [7]. In 1986 additional neutron counters (NI-4) were installed, and thin (~ 2 mm) targets of carbon and uranium were prepared to replace the liquid hydrogen/deuterium target. Event readout was triggered by charged particles in the spectrometer, whose masses were measured by time-of-flight (Fig. 2). Approximately 35% of the beam stopped in each of the targets.
Fig. 1 - The PS183 detector at LEAR.

Fig. 2 - Momentum versus mass as determined by time-of-flight for uranium. Clear bands of pions, kaons, protons and deuterons are seen.
3. METHOD OF OBTAINING NEUTRON SPECTRA

Neutron spectra were measured with three NE110 plastic counters, each 100 cm long x 20 cm high x 10 cm deep, placed 79, 93, 107 and 121 cm respectively from the target. Each counter was read out with two RCA 5-inch Quantacon photomultiplier tubes. Neutrons were required to fire at least one counter after a delay of 1.5 ns or more relative to a beam pulse. Gamma-rays were identified by a prompt signal (< 1.5 ns) in a single counter. The individual TOF spectra for carbon and uranium are shown in Fig. 3. Prompt gamma-ray peaks are seen, followed by a broader distribution of neutrons.

Fig. 3 - TOF spectra taken with an inclusive trigger for (a) carbon and (b) uranium

Hydrogen data served as a calibration of background neutrons due to secondary interactions of particles. We find the neutron momentum spectrum for deuterium, from which the hydrogen spectrum has been subtracted, to be in good agreement, both in shape and magnitude, with a published neutron spectrum [8]. Furthermore, the yield of neutrons (0.41±0.08) agrees with the expectation of the naive spectator model (~ 0.5).
4. NEUTRON SPECTRA FROM URANIUM

We have fit the spectra with a three component Maxwell-Boltzmann (MB) function. For uranium, we have added a fourth term for fission [9]. The components are designated as (1) direct - D (2) pre-equilibrium - PE (3) evaporation - EV and (4) fission - f. The function is

\[ Y(E) = \sum_{i=1}^{3} a_i \frac{E}{T_i} e^{-\frac{E}{T_i}} + a_f \text{sh} \left\{ \frac{2E - E_f}{T_f} \right\} e^{-\frac{E}{T_f}}, \]  

where \( a_i, a_f \) are intensities, \( a_i \) define densities of states (0, 1/2, 1/2 respectively), \( T_i, T_f \) are temperatures, and \( E_f \) is the mean fission fragment energy per nucleon. The results of the fits for uranium are shown in Fig. 4.

![Neutron momentum spectrum from uranium with an inclusive trigger and background removed. The inset gives the parameters of the best fit.](image)

5. DISCUSSION OF FISSION RESULTS

Our fission yield (2.51±0.20) and temperature (2.69±0.41 MeV) are somewhat different than those of a stopped negative pion experiment [10] (2.6±1.7, 1.1±0.1 MeV), although yields differ by less than two standard deviations. We also note that our fission...
yields are larger for proton (2.69±0.31) than pion triggers (1.66±0.16 for π⁺, 2.46±0.20 for π⁻). These differences may be the result of trigger conditions. By momentum conservation, the trigger pion produces a "jet" of pions in the direction of the neutron counters. One would expect the fission fragments to recoil 90° to this direction. Since fission neutrons are emitted preferentially along the fission fragment direction [9], one would further expect a depletion of fission neutrons at the position of the neutron counters. Such an effect would not be as significant with the proton trigger, as the momentum conservation direction will not be as well defined.

The number of fission neutrons and \( E_f \) for the proton trigger (2.69±0.31, 0.71±0.09 MeV) are consistent with values [9] for fission induced by low energy neutrons (-2.4, -0.5 MeV). Our fission temperatures (-2.7 MeV) are somewhat larger than values measured with low energy neutrons (-1.3-1.8 MeV), but are consistent with the trend observed with increasing neutron energy [9]. We therefore conclude that our results are consistent with 100% probability for fission. Previous stopped antiproton experiments [11,12] in uranium have reported evidence for fission. However, to the best of our knowledge, this is the first reported measurement of yields of prompt fission neutrons from antiproton annihilation at rest.

6. **ENERGY OF HEAVY CHARGED PARTICLES**

We now discuss the distribution of energy realized in an antiproton annihilation at rest in \(^{238}\text{U}\). The results are given in Table 1. We have used currently available information on fission [9,12], recent data on light nuclear fragments from LEAR [12], charged pion multiplicity data from PS183, and our neutron data (to predict proton multiplicities and energies with the help of the INC model) to complete the table. We note that the total energy (2031±83 MeV) is in agreement with overall mass and energy conservation to within -12 MeV, well within the quoted error.

The most striking feature of Table 1 is the 481±31 MeV of kinetic energy carried by heavy charged particles (fission fragments, protons and light nuclei). This is substantially larger than the prediction of Morgan [2] of 365±30 MeV.

7. **GAMMA-RAY ENERGY**

We believe it would be quite straightforward to totally contain energy from electromagnetic showers from nuclear γ's and π⁺ → 2γ decays in the same device used to range heavy charged particles. This would result in an additional 402±25 MeV of energy (prompt gamma-rays, plus one-third of the pion energy of Table 1), for a total of 883±39 MeV.
### Table 1

**Distribution of Energy from Antiproton Annihilation on U^{238}**

<table>
<thead>
<tr>
<th>Particle</th>
<th>No. Nucleons</th>
<th>Energy (MeV)</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Fission fragments</strong> (symmetric binary fission with A=110 for each fragment)</td>
<td>220</td>
<td>175</td>
<td>Ref. [9],[12]</td>
</tr>
<tr>
<td><strong>2. Prompt Gamma-Rays</strong> from fission fragments</td>
<td>0</td>
<td>8</td>
<td>Ref. [9]</td>
</tr>
<tr>
<td><strong>3. Neutrons</strong></td>
<td>6.47</td>
<td>10±2</td>
<td>This exp.</td>
</tr>
<tr>
<td>a) Fission*</td>
<td>(2.51)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Pre-equilibrium*</td>
<td>(0.74)</td>
<td>14±2</td>
<td></td>
</tr>
<tr>
<td>c) Direct**</td>
<td>(3.22)</td>
<td>355±48</td>
<td></td>
</tr>
<tr>
<td><strong>4. Protons</strong></td>
<td>2.49</td>
<td></td>
<td>This exp.</td>
</tr>
<tr>
<td>a) Fission</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Pre-equilibrium (neutron value scaled by Z/N)</td>
<td>(0.47)</td>
<td>9±1</td>
<td>Ref. [3-6]</td>
</tr>
<tr>
<td>c) Direct (neutron value scaled by Z/N)</td>
<td>(2.02)</td>
<td>211±10</td>
<td>This exp.</td>
</tr>
<tr>
<td><strong>5. Light Nuclei (d,He^3,He^4)</strong></td>
<td>8.04</td>
<td></td>
<td>Ref. [12]</td>
</tr>
<tr>
<td>2 deuterons @37±4 MeV**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 alpha @12±2 MeV**</td>
<td></td>
<td>86±8</td>
<td></td>
</tr>
<tr>
<td><strong>6. Pions</strong></td>
<td>0</td>
<td>700±54</td>
<td>This exp.*</td>
</tr>
<tr>
<td>a) K.E.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>b) Mass</td>
<td>481±28</td>
<td></td>
<td>This exp.*</td>
</tr>
<tr>
<td></td>
<td>118±250</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Totals</strong></td>
<td>237</td>
<td>2031±83</td>
<td></td>
</tr>
</tbody>
</table>

* Ave. energy = 3/2T. See Eq. (1)
**Ave. energy = T. See Eq. (1)
* The ave. charged pion multiplicity is measured to be 2.5±0.2 in this experiment. This is corrected to 3.5±0.2 for all pions. The ave. pion energy (mass) is assumed to be 200±10 (138) MeV [2].

---

## 8. CONCLUSIONS

The first major results from LEAR experiment PS183 lead us to the following conclusions: (1) fission neutrons have been observed from U^{238}, consistent with fission occurring in 100% of antiproton annihilations; (2) neutron data from PS183, combined with recent data from another LEAR experiment on light nuclear fragments, allow us to predict the total energy released to heavy charged particles. This energy is 481±31 MeV, which is 32% larger than predicted earlier; and (3) gamma-ray energy should be
readily converted to heat in the same device used to contain heavy charged particles, leading to a total of 883±39 MeV, or 43% of the total energy available. Further containment of neutron and charged pion kinetic energy and mass (less neutrino-energy) could result in as much as 1858±80 MeV, or 91% of the total energy available.
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ABSTRACT

Present data suggests that a number of mesons have been found which cannot be accommodated in standard $\bar{q}q$ multiplets. Theory suggests that such exotic mesons should exist in the spectrum of Quantum Chromodynamics, but provides little guide to their properties. It is argued that a high luminosity, low energy $\bar{p}p$ machine would be a powerful tool with which to search for such exotics.
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1. INTRODUCTION

Meson spectroscopy is now at an exciting stage. Results which have accumulated over the last few years have shown that there are very likely a number of "exotic" meson states. I am here using "exotic" to refer to those states that do not fit, in any obvious way, into standard $\bar{q}q$ multiplets. I am not ruling out that some of these states might be squeezed into such multiplets, but I would be very surprised if all can be so accommodated.

The data which suggest these new states come from high statistics studies in hadron collisions and $J/\psi$ decays. However, while the tip of the exotic iceberg has been exposed, it is still surrounded by an impenetrable fog of theoretical uncertainty. Exotic mesons are indeed expected in the spectrum of Quantum Chromodynamics (QCD) - glueballs, meiktons (a.k.a. hybrids, hermaphrodites), $\bar{q}^2q^2$ states - but so far there are no reliable theoretical predictions of their masses and properties. There is some rough theoretical guidance as to what quantum numbers to expect, and for the ordering of the different multiplets, but little else. Thus it is hard to try to fit the candidates into a scheme that has to made up as one goes along.

What this situation demands is further guidance from experiment. This it has been receiving in good measure, but more is needed. And here low energy $\bar{p}$-s can be of great help. Annihilation at rest provides a clear window on exotic states with masses up to $\sim 1.7$ GeV. Specific spin-parities can be selected by combining the constraints on the quantum numbers of initial and final states. The initial state quantum numbers are constrained because the annihilation occurs in certain atomic $\bar{p}p$ states. The final state quantum numbers can be restricted by looking at simple final states such as $\eta\pi^0$. All the interesting channels can be looked at in this way. Annihilation in flight allows higher mass states to be studied. If a very low spread in the beam energy can be achieved, then a scan for states will be very interesting. Provided the luminosity is high enough, and the detectors can measure photons with good resolution, and have good $K/\pi$ separation, a low
energy $\bar{p}p$ machine will be an excellent laboratory for exotic mesons.

The remainder of this talk expands upon these claims. I first summarize the theoretical status. Then I enlarge upon why the present experimental situation is so interesting and intriguing. I comment upon some of the possible ideas for interpreting the data. Thirdly, I run through some case studies of final states that I think are particularly interesting for the search for exotics at a $\bar{p}p$ machine. I close with some conclusions.

I have benefitted greatly from the extant reviews of this subject\textsuperscript{11}. I have tried to make this paper self contained, but of necessity details have been omitted, and can be found in these reviews, along with additional references.

2. THEORY

QCD is the only candidate for a theory of the strong interactions. Its stature is based upon a few, somewhat indirect, quantitative tests\textsuperscript{11}, and upon a large body of semi-quantitative evidence. A clear example of the latter is the appearance of quark and gluon jets at high energy colliders. Nevertheless, there are no tests which come close to those we have for QED. We cannot, to date, predict the spectrum of the theory from first principles. We cannot even prove that quarks are confined.

Our ignorance about QCD is almost exclusively in the low momentum, long distance regime of particle masses, form factors, reaction cross sections, etc.. Of course, we do know something about this region, based on the $SU(3)$ flavor symmetry, and upon the associated chiral symmetry. We understand why particles come in multiplets, and why the pions and kaons are light, and how the latter couple. What we do not understand is why the spectrum of states, and to some extent their decays, can be explained by relatively simple quark models\textsuperscript{11}. This is worth stressing: though most of the existing mesons and baryons fit well into a scheme in which constituent quarks and anti-quarks interact by a confining potential, we cannot show from first principles why this should be so. In particular,
the constituent quarks of these models are much heavier – ~ 300 MeV – than the bare current quark masses which we put into the QCD Lagrangian. Constituent quarks must be thought of as blobs of glue and \( \bar{q}q \) pairs surrounding the bare quark.

Given the success of the quark model many people have speculated that there should be particles in the spectrum other than normal mesons (\( \bar{q}q \)) and baryons (\( qqq \)). If there are constituent quarks, why not constituent gluons, and the glueballs composed of such constituents. There are two levels of objection to this extrapolation. The deepest objection is that gluons have already been accounted for in turning bare quarks into blobs: glueballs are not different from \( \bar{q}q \) states. I think this is wrong for two reasons. First, one can make operators out of glue alone with quantum numbers not allowed for \( \bar{q}q \) states – spin-parity exotics such as \( 0^- \). However, these operators could simply couple to the continuum, rather than create resonances, so this is only suggestive. The second reason is that there are two limits of QCD in which glueballs are certainly distinct from \( \bar{q}q \) states: the number of colors \( \to \infty \), and the quark masses \( \to \infty \). The limit of infinite quark masses is pure gauge theory – glue alone – and lattice simulations of this theory have shown fairly conclusively the existence of a spectrum of glueballs of non-zero mass. As one goes from these limiting cases back to QCD, the \( \bar{q}q \) states can mix with these glueballs, but both should be present in the spectrum. The weaker objection allows the existence of glueballs, but not of the notion of constituent gluons. Neither of the limits just discussed tells us about the structure of glueballs. They may be hideously complicated entities, requiring numerical simulations to predict their properties. This seems quite possible to me, and though in the following I will often use the language of constituent gluons, this caveat should be borne in mind.

A different path to exotica is to add together more \( \bar{q}q \) pairs. The simplest examples are \( \bar{q}^2q^2 \) states\(^a\). The question of whether such states exist gets to the core of the problem with constituent quarks. For if \( \bar{q}^2q^2 \) states do exist, then there should also be \( \bar{q}^3q^3 \) states, etc.. A neat answer was provided by
Jaffe\textsuperscript{[4]} who found in the bag model that nearly all such states would be able to decay classically into two $\bar{q}q$ mesons. Only a few exceptions, most notably the $a_0(980)$ and $f_0(975)$, would be stable. A similar conclusion has been reached within the quark model by Isgur and collaborators\textsuperscript{[4]}, who think of such states as molecules of mesons. Most of these molecules are not bound, the exception being the $\bar{K}K$ system, giving rise to the $a_0$ and $f_0$ just below the $\bar{K}K$ threshold. I will discuss this interpretation in the next section. The point I want to make here is that two quite different approaches agree that $\bar{q}^2q^2$ resonances will not be abundant in the spectrum.

The same need not be true of $\bar{q}qg$ states, i.e. meiktons\textsuperscript{[6]}. These take the notion of constituent gluons to its logical conclusion: if they exist they can combine with a color octet $\bar{q}q$ pair. There are no fall apart decays, and thus the possibility of a rich spectrum. Indeed, some of the meiktons have spin-parities not available to $\bar{q}q$ mesons. There is another way of thinking about meiktons, which does not depend upon the notion of constituent gluons, and so strengthens the case for the existence of meiktons. To the extent that mesons can be thought of as $\bar{q}q$ pairs bound by a string of color electric flux, one can imagine exciting the string. This gives rise to a meikton, with the string excitation energy playing the role of the constituent gluon mass. Such a picture makes sense in the limit of heavy quarks, and it is possible to do lattice calculations of the excitation energy. The best numbers so far are 1.3 GeV for $b$ quarks and 0.9 GeV for $c$ quarks\textsuperscript{[7]}. An unfortunate corollary of this result, not directly relevant here but worthy of mention, is that $\bar{b}bg$ and $\bar{c}cg$ states will be above their respective open flavor thresholds.

In summary, I would say that it is almost certain that there is a rich spectrum of exotic states out there waiting to be found. The questions are: Where are they? What do they look like? and How are we to find them? The most important issue is their mass, and this depends on the mass of the constituent gluon. Here, it seems to me, we must depend upon numerical calculations as our major guide. The bag model\textsuperscript{[4]}, the flux tube model\textsuperscript{[9]}, and the QCD sum
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rules\cite{10}, all purport to answer this question, but they do not agree. This is perhaps not surprising, since all these methods are being extended beyond the limits within which they are known to work. Lattice QCD allows a calculation from first principles, limited only by computer resources. In the pure gluon theory, methods have matured enough to give a prediction for the $0^{++}$ and $2^{++}$ glueball masses\cite{11}. The $0^{++}$ is the lightest state, with mass about 1400 MeV, the $2^{++}$ being about 1.6 times heavier. Addition of dynamical quarks, a next generation calculation, may change these values somewhat, and will allow the states to mix and decay. So these numbers are only rough guides, but it looks to me like a constituent gluon mass of 800 MeV is reasonable. Here I have allowed spin splittings to lower the mass of the scalar glueball from twice the constituent gluon mass. This number is consistent with the extrapolation to light quarks of the string excitation energy discussed above. It should be compared to the 300 MeV constituent mass of light quarks.

Given the constituent gluon mass one can attempt to predict the spectrum of exotic mesons. I shall follow Jaffe et al\cite{12}, who extract some general features common to all models, but be a little bolder (foolhardy?) and give some masses. All numbers are to be taken as uncertain by at least a few hundred MeV.

In addition to the glueballs mentioned above, glueballs with quantum numbers $0^{-+}$ and $2^{-+}$ should be among the lightest, with masses higher than their positive parity counterparts. This brings us to about 2 GeV, beyond which there may lie many states, including the exotic spin-parities $1^{-+}$ and $0^{--}$.

The lightest meiktons should appear around 1300 MeV. This is the sum of the constituent masses, less a bit for hyperfine splitting. The quantum numbers of the lightest meiktons are less clear, but among the lightest should be those with $J^{PC} = 0^{-+}, 1^{-+}, 1^{--}, 2^{-+}$. In the bag model, the mass increases along this list, reaching close to 2 GeV at the end. All models find excited states coming in at around this mass, with more and more states appearing as the mass increases further. Each of these $J^{PC}$s is a nonet of states.
It seems to me, then, that there may be a window of opportunity in the mass range \(1300 - 2000\) MeV. Above this range, there will be a growing number of exotics, as well as of \(\bar{q}q\) mesons. Most will be broad and so states will be hard to identify and to disentangle. Within the window, on the other hand, there are a manageable number of states, both exotic and ordinary. Having fewer states in each channel also makes it more likely that some of the exotics will not be significantly mixed with ordinary mesons. It is in this region that a \(\bar{p}p\) machine is particularly powerful, and it is here too that a growing number of experimental candidates for exotics have been collecting. To these I now turn.

3. THE PRESENT EXPERIMENTAL STATUS

Exotics must stand out against a background of filled \(\bar{q}q\) nonets. Below \(1\) GeV there are the ground state \(0^{--}\) and \(1^{--}\) nonets, both of which are filled and well understood. Above \(1\) GeV, there are the radially excited pseudoscalars and vectors, neither of which are filled, and the orbitally excited nonets with spin-parities \((0,1,2)^{++}\) and \(1^{+-}\). The \(2^{++}\) has long been filled, and, thanks to the efforts of the last 18 months or so, both spin 1 nonets are complete too. Quite a number of higher spin states – higher orbital excitations – are also known, particularly the strange states. But the lightest exotics probably have low spin, and so I shall concentrate on \(\bar{q}q\) states of low spin.

Now I come to my list of candidate exotics. This list is not meant to be complete, but rather to indicate that there are a growing number of well documented, though poorly understood, exotics. I use the new notation for particles throughout. First on my list is the \(\eta(1460)\) (was iota). This isoscalar, pseudoscalar is very prominent in radiative \(J/\psi\) decays, decaying into \(KK\pi\) with a width \(\Gamma \sim 100\) MeV. It appears not to decay into \(\eta\pi\pi\) and \(\rho\gamma\)\(^{[13]}\). It has not been seen in the hadronic decays of the \(J/\psi\), in \(\gamma\gamma\) production, or in high energy \(\pi p\), \(\bar{p}p\), or \(Kp\) production. It may have been discovered in 1966 in \(\bar{p}p\) annihilation at rest\(^{[14]}\). Thus is appears to be a quarkless state – a prime glueball candidate.
Close by, there is growing evidence for an additional pseudoscalar – the \( \eta(1400) \) (known to some as \( \eta(1420) \)). It is produced in \( \pi p \) scattering, decaying into \( \bar{K}K\pi \) and \( \eta\pi\pi \). Its status in \( Kp \) scattering is less clear. LASS sees no signal\(^{14}\), while Lepton-F finds evidence for a state at around 1400 MeV\(^{17}\). They interpret this a \( 1^{++} \) state, but Caldwell\(^{18}\) suggests that it may be the \( \eta(1400) \). It is not seen in two photon production, but may explain part of the \( \eta\pi\pi \) signal in radiative \( J/\psi \) decay.

All this is rather puzzling. The radially excited pseudoscalar nonet is expected in this mass region, and indeed there is the isovector \( \pi(1300) \), and the isoscalar \( \eta(1275) \). The \( 3s \) isoscalar is thus expected at \( \sim 1550 \) MeV\(^{19}\). There are two possibilities that I can see. (1) Lepton-F is seeing the \( \eta(1400) \), which is the required \( 3s \) state, explaining its weak production in two photon and radiative \( J/\psi \) decay. (2) LASS is right, and we have another exotic on our hands, leaving no candidate for an \( 3s \) state. In either case, the \( \eta(1460) \) remains a prime glueball candidate.

Actually, even the \( \eta(1275) \) and \( \pi(1300) \) are not completely understood. Crystal ball has looked for both in \( \gamma\gamma \) production, the former in \( \eta\pi\pi \), the latter in \( \pi\pi\pi \). They see no sign of either, and quote the limit\(^{19}\)

\[
\Gamma(\gamma\gamma \to \eta(1390)) \times B(\eta(1390) \to \eta\pi\pi) < 0.27KeV.
\]

In fact they see nothing in \( \eta\pi\pi \) above the \( \eta' \). The 2 photon widths of radially excited \( \bar{q}q \) states are expected to be of \( O(KeV) \), so these limits are beginning to be worrisome for the entire nonet.

I should also mention that in some quark models the second radial excitation of the \( \eta \) also lies in this mass region. Lipkin has pointed out that the mixing of this state with the \( 3s \) radial excitation could be large and obscure flavor tagging arguments\(^{20}\). Nevertheless, I find it hard to see how the present data, and in particular the very large production of the \( \eta(1460) \) in radiative \( J/\psi \) production, can be explained solely with \( \bar{q}q \) states. In any case, \( \bar{p}p \) experiments can play a
crucial role in resolving this confusion. Annihilation at rest should be a source of both $\bar{q}q$ and glue-rich states, and so may be a way of producing both $\eta(1460)$ and $\eta(1400)$ at once.

The second exotic is the $1^{++} f_1(1420)$, a.k.a. the E. This has been centrally produced in $\bar{p}p$ and $\pi p$ $^{[21]}$, though not seen in forward production. More recently, a spin 1 state has been seen in $\gamma\gamma^*$ collisions, where the * means off-shell $^{[22]}$. Although the exotic negative parity is not ruled out in $\gamma\gamma^*$, positive parity is preferred, and the most economical explanation is that the new state is the $1^{++}$ state seen earlier.

This assignment leads to a very puzzling problem. The orbitally excited $1^{++}$ nonet appears now to be filled with the $a_1(1270)$ (was $A_1$), $K_1(1280/1400)$, $f_1(1285)$ (was D), and the newly added $f_1'(1530)$. This latter state has been seen in $Kp$ production by LASS decaying into $K^*\bar{K}$. It is thus a strong candidate for the $\bar{3}s$ member of the nonet, though its mass is somewhat high. If it does complete the nonet, then the $f_1(1420)$ is an odd-meson-out sitting right in the middle of the nonet.

However, the experimental situation is by no means clear. In some ways the $f_1(1420)$ looks like a light quark state: it is produced in hadronic decays of the $J/\psi$ in association with an $\omega$ but not a $\phi$ $^{[23]}$; the rate of $\gamma^*\gamma$ production suggests considerable light quark content $^{[22]}$; and LASS does not see it in $Kp$ production $^{[14]}$. However, Lepton-F does see structure in $Kp$ production at the right mass $^{[17]}$. This could be $0^{-+}$ and/or $1^{+\pm}$, as discussed above. So the flavor content of the $f_1(1420)$ is unclear. Furthermore, there is evidence that the $f_1(1285)$ has $\bar{3}s$ content: the decay $J/\psi \rightarrow \phi f_1(1285)$ has been seen $^{[23]}$, and $f_1(1285) \rightarrow \phi\gamma$ has been measured $^{[24]}$.

The bottom line here is that there appears to be an extra state, and that no such state is expected in the quark model. It is also hard to think of an explanation for this state even as an exotic $-\bar{q}^2q^2$ has been suggested $^{[18]}$, but the mass seems somewhat low. If it were a $1^{-+}$ state, on the other hand, then it
would fit nicely into the exotic spin-parity meikton nonet. Or there may be both positive and negative parity states, which would be even more interesting. Clearly, something is going on, but clarification is essential.

Next I turn to the only isovector on my list, the \( \rho(1490) \) (was C). This has been seen by the Lepton-F collaboration in \( \pi\rho \) scattering, decaying into \( \phi\pi^0 \) in a p-wave. Such a decay should set alarms ringing, since it has long been argued that \( \bar{q}^2q^2 \) states with hidden strangeness should decay in this way. Similarly, \( \bar{q}qg \) states may decay significantly into this final state. The \( \rho(1490) \) sits close to the mass expected of the radially excited vector states. The Particle Data Tables show a \( \rho(1600) \), and there may be a \( \phi(1680) \). LASS has confirmed the \( K_1^*(1790) \) which also fits into this nonet. So an second isovector, particularly with such a strange decay (recall that the \( \rho(1600) \) decays into \( 4\pi \) and \( \pi\pi \) with a large width of \( \Gamma \sim 250 \text{ MeV} \), is probably an exotic.

LASS has also turned up another vector exotic – the \( K_1^*(1410) \). This seems too light to be part of the radially excited vector nonet. If the \( \rho(1490) \) contains an \( \bar{s}s \) pair, then the \( K_1^*(1410) \) could be related to it by changing an \( s \) quark to a \( d \) quark. This is possible in either \( \bar{q}^2q^2 \) or \( \bar{q}qg \) interpretations. Both would also predict other states nearby: the rest of a nonet if the \( \rho(1490) \) is \( \bar{q}qg \); the rest of two decuplets of opposite G-parity if it is \( \bar{q}^2q^2 \). The \( \bar{q}qg \) option seems more plausible to me, since a vector \( \bar{q}^2q^2 \) state is orbitally excited and would be expected to be heavier. In either case, it is clearly essential to confirm these new states and study their properties, and a \( pp \) machine can do this for the \( \rho(1490) \).

Another possible exotic is the scalar \( f_0(1590) \) (was G). In fact, I do not have very strong reasons to single out this state, as the scalar spectrum is very confused. The quark model predicts an \( L=1 \) \( \bar{q}q \) nonet somewhat above 1 GeV. In addition, \( \bar{q}^2q^2 \) states are expected close to the \( K\bar{K} \) threshold. Finally, there should be the elusive scalar glueball. The isoscalars, including the glueball, should be broad, given the enormous phase space for \( \pi\pi \) decay. This is a theoretical
recipe for a mess, and a mess we indeed have.

The only established isovector is the $a_0(980)$ (was $\delta$), but this is right at the $KK$ threshold, which makes it difficult to establish its parameters. Most likely it is a $KK$ molecule, or $q^2q^2$, state, but more study is needed. As for the strange states, there is the $K^*_0(1350)$. The $q^2q^2$ hypothesis does not expect stable states above 1 GeV – there should be broad regions of attraction in $K\pi$ and $\pi\pi$ scattering below 1 GeV – so the $K^*_0(1350)$ is most likely a $\bar{q}q$ state. But now to the isoscalars. Two detailed K-matrix analyses have been done, one published$^{[27]}$, and one preliminary$^{[28]}$. Both use essentially all available data pertaining to the scalar isoscalar channel. They agree on $f_0(988)$ (was $S^*$), and on $f_0(1300)$ (was $\epsilon$). This $f_0(988)$ fits well with the $q^2q^2$ hypothesis, and is the partner of the $a_0(980)$, since both contain a hidden $\bar{s}s$ pair. The $f_0(1300)$ is the broad $\pi\pi$ resonance that has been with us for a long time, and which could be the light quark isoscalar of a $\bar{q}q$ nonet. Ref. 27 find another narrow state close to the $KK$ threshold: the $f_0(991)$, decaying into $KK$ and $\pi\pi$, which they claim is a candidate for a glueball. On the other hand Ref. 28 find a broad state at around 900 MeV, the ancient $\epsilon$ resonance. This might be the remnant of a light quark $q^2q^2$ state, a very broad scalar glueball, or be part of a much distorted $\bar{q}q$ nonet.

Extending their analysis higher up in mass Ref. 28 come to the $f_0(1590)$ (was $G$). This is a much cleaner state, seen in $\pi\rho$ production decaying into $\eta\eta$, $\eta\eta'$ and $4\pi^0$$^{[24]}$. It is definitely not seen in radiative or hadronic $J/\psi$ decays, which suggests that it is not a glueball. Since it decays predominantly to the $\eta$ and $\eta'$, it might be an $\bar{s}s$ state, but then why does it not decay into $KK$? Maybe it is an excited meikton, for which decays to $s$ quarks may dominate, or a $q^2q^2$ state with hidden strangeness, but then why does it not fall apart?

At even higher mass Ref. 28 find a possible $f_0(1650)$ and $f_0(1750)$, and they mention that their final fit may need an additional $f_0(1240)$. Altogether, a lot of isoscalars, but no coherent pattern into which to fit them. Any possible
clarification would be very helpful.

Another possible scalar or tensor exotic is the $X(1480)^{[22]}$ seen in $\bar{p}p$ and $\bar{p}n$ annihilations, and decaying mainly into $\rho\rho$.

This completes the list of states that can be seen in $\bar{p}p$ annihilation at rest. There are more oddities at higher mass which would be accessible from annihilation in flight. The first is the $f'_2(1720)$ (was $\theta$), which remains a prime candidate for a glueball. It has not been seen so far in hadronic production. It is quite broad, and to search for it the large $\eta\eta$ mode would probably be most effective.

Higher in mass, there are the three tensor states seen in $\pi p \rightarrow \phi\phi$ $^{[30]}$. These are at masses 2.01, 2.30 and 2.34 GeV, and are all broad. One might expect radially excited $L=1$ tensors at this mass, but not three, and not with this decay. The OZI forbidden nature of the process suggests glueballs, but three states so close in mass seems hard to accommodate in any theoretical scheme. To search for these states in low energy $\bar{p}p$ annihilation will be tricky, since they are so broad, but it is very important to have confirmation of them. They are not seen in $J/\psi$ decays, which goes against the glueball hypothesis.

Conversely, the $\xi(2200)$ is seen in radiative $J/\psi$ decay, possibly in $\pi p$ production, possibly in $Kp$ production, but not so far in $\bar{p}p$ at LEAR or BNL $^{[15-31]}$. It maybe either a $2^{++}$ or $4^{++}$ state, which allows me to use its colloquial name. It is very narrow, and thus well suited to a $\bar{p}p$ scan, as long as the momentum spread is small enough. This state may well be a orbitally excited $\bar{q}q$ state $^{[32]}$, though the meikton hypothesis, and even the Higgs hypothesis, are still possibilities.
4. CASE STUDIES IN $\bar{p}p$ ANNIHILATION AT REST

The particular strengths of $\bar{p}p$ annihilations are two. For annihilation at rest, one can select the spin-parity of particular final states by using information about the initial atomic state. This reduces backgrounds, but will require searching in channels with small branching ratios. The second advantage is that annihilation in flight can scan in mass with very high precision, and thus search for narrow states such as the $\xi(2220)$. Of course, at higher masses one can study the charmonium states, and in particular some states not previously reached. Such scans are straightforward in principle, however, so I focus my attention on the annihilation at rest. This is also where I have argued that there is the best possibility for unravelling the exotic spectrum of QCD.

Let me begin with some general comments about final states. There seems to be a growing experimental trend to find new states in channels involving mesons containing $s$ quarks: $\eta$-$s$, $\eta'$-$s$, and $\phi$-$s$. This is also where one would expect theoretically that the signal to background for exotics would be best. The signal may be enhanced because most exotic states contain gluons, which may have at least equal coupling to $u$, $d$ and $s$ quarks. In contrast, $\bar{q}q$ states have to either overcome the OZI rule, if they are made of light quarks, or the difficulty of popping an $\bar{s}s$ pair out of the vacuum, if they are $\bar{s}s$ states, in order to reach final states containing these particles. I am not suggesting that other channels should not be looked in, but I think these channels should be concentrated on when planning detector capabilities.

The beauty of annihilations from rest is that they occur from atomic states with definite $J^{PC}$. In a liquid target, where there is substantial Stark mixing, nearly all annihilations are from the $s$-wave, with $J^{PC} = 0^{-+}, 1^{--}$. In a gas target, roughly half of the annihilations come from p-wave states, with $J^{PC} = (0,1,2)^{++, 1^{+-}}$. It may be practical to tag the p-wave annihilations by their associated X-rays, and thus separate them from s-wave decays on an event by event basis, with some loss of efficiency. Even if this is not possible, a comparison
of gas and liquid target data should allow a partial extraction of the p-wave component.

Kinematics restricts the search for exotics to the reactions (1) $\bar{p}p \rightarrow \pi X$ and (2) $\bar{p}p \rightarrow \pi \pi X$. In reaction (1) the allowed quantum numbers of X are $0^{++}, 1^{+-}$ from the s-wave atomic states, and $(0, 1, 2)^{--}, 1^{--}$ from the p-wave states. I am assuming here that lack of phase space restricts the decay to zero orbital angular momentum. Masses for X of up to 1700 MeV can be studied. Reaction (2) yields quantum numbers for X that are the same as those of the initial $\bar{p}p$ state, assuming that the $\pi \pi$ pair in the final state is in a relative s-wave. Here, only masses up to 1550 MeV can be probed. In all cases, the isospin of the initial $\bar{p}p$ can be either 0 or 1, and so the same is true of X.

These considerations mean that decays from atomic s-wave states can search for exotic scalars, pseudoscalars and vectors. Addition of decays from p-wave atomic states allows study of the $J^{PC} = 1^{--}, 1^{+-} + 1^{++}$, as well as pushing up the mass available in the pseudoscalar and vector channels. The $\bar{q}q$ exotic $1^{--}$ is particularly interesting. Thus annihilation from rest allows study of all the spin-parities in which the lightest exotics are expected. For the rest of this section I discuss some final states that seem particularly promising.

$X \rightarrow K\bar{K}\pi$ This decay is allowed for $J^{PC}X = 0^{--}, 1^{+-}$, and includes the two body decays $K\bar{K}^*$ and $a_0 \pi$. One can use it to search for exotic pseudoscalars and axial vectors. If one produces X in association with $\pi \pi$ from an initial s-wave, reaction (2S), then X must be a pseudoscalar, as pointed out by Chanowitz. Indeed this is the classic channel in which the old E was found. It would be very nice to have more data in this channel, to see if both the $\eta(1400)$ and $\eta(1460)$ are present.

Utilizing initial p-wave states, and reaction (1), one can extend the mass available. One can also, using reaction (2), study $1^{++}$ states. If the tagging of initial p-wave states is possible, one then has a very nice method of switching between $0^{-+}$ and $1^{++}$. It is harder to make a $1^{-+}$, for this requires two units of
orbital angular momentum.

$X \to \eta\pi\pi$ This is very similar to the previous decay. Since there is uncertainty in the present data on the branching ratios into $\bar{K}K\pi$ and $\eta\pi\pi$, it is very important to do an analysis of both final states.

$X \to \eta\eta', \eta\eta'$ These final states can only come from scalars or tensors, or from $1^{--}$ states for $\eta\eta'$. Unfortunately, the latter channel, which is a good one for meiktons, is very close to the kinematic limit. We can select only the scalars by considering reaction (1S), which is here $\bar{p}p \to \pi^0\eta\eta(')$. This is a particularly nice final state because all the conceivable backgrounds are of interest. These are $a_0\eta$, which allows one to study the $a_0$, and $f_2\pi^0$, which is interesting to confirm the $f_2 \to \eta\eta$ decay. It should be possible to separate $f_0$ states from $f_2$ states from the Dalitz plot of the final state.

$X \to \eta\pi^0$ These decays select appear for isovector particles, with quantum numbers $0^{++}, 1^{--}, \ldots$. By choosing reaction (1S) we again pick out the scalar. This allows one to study the $a_0$. To select the exotic quantum numbers one must use reaction (1P). The final state is $\eta\pi^0\pi^0$, which again has few backgrounds. The choice of neutral pions removes any $\rho$ contamination. This leaves the only background as $\eta f_0$. This may be quite large, but is of interest in its own right as a complementary view of the scalar channel as compared to the $\eta\eta$ decay discussed above.

$X \to \phi\pi^0$ This is the channel in which the $\rho(1490)$ has been seen. It allows the quantum numbers $1^{++}, (0, 1, 2)^{--}$. Reaction (1S) selects from these the $1^{+-}$, which is of interest because the $h_1(1400)$ may decay to $\phi\pi$. Reactions (2S) and (1P), on the other hand, select out the vector channel. The final state is $\phi\pi^0\pi^0$ for the latter, and in this case the only background is from low mass $\pi\pi$ structure. This is a particularly clean channel. It would also be interesting to replace the $\phi$ by an $\omega$, though this will be a harder channel to study.
All of these channels will have small branching ratios, perhaps in the range $10^{-4} - 10^{-5}$. Thus high statistics will be essential. It is worth remembering that both the DM2 and Mark III groups have studied over 5 million $J/\psi$ decays, 10% of which are in the intensively studied radiative decay mode. This has allowed these groups to discover a lot of new physics, but is not enough for detailed analysis of all interesting channels. So at least this number of $\bar{p}p$ annihilations will be needed to extract comparable physics.

5. CONCLUSIONS

I hope I have made the case for detailed further study of this exciting mass region. It seems to me reasonable that such study would yield a handful of glue-balls and maybe a few partial nonets of meiktons. This study should be carried on with as many different production mechanisms as possible. $\bar{p}p$ annihilations at low energy or at rest can play a central role in these studies.
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Tests of CP Violation at LEAR

James Miller
Department of Physics
Boston University

Our group at Boston University has joined a collaboration which plans to measure CP violation parameters in the neutral kaon system using the Low Energy Antiproton Ring (LEAR) at CERN, Geneva, beginning in 1988 (experiment # PS195). The plan is to use stopped p's in hydrogen at LEAR to produce \( K^0 \)'s and \( \bar{K}^0 \)'s. We will then measure the interference effects in the decay amplitudes to improve current values or in some cases measure for the first time several parameters describing CP violations in the neutral kaon system.

A description of this experiment is appropriate at this conference since a very large number of stopped antiprotons will be required. I will discuss those measurements which can be made at LEAR, and I will also suggest the need for more antiprotons than are currently available in order to extend our knowledge of CP violation.

It is useful for the following discussion to mention the qualitative features of the symmetry operators \( C, P, \) and \( T. \)

\( C \) refers to the operation of charge conjugation, which changes a particle into its antiparticle. For example, a reaction is invariant under charge conjugation if the rate of a reaction and the corresponding reaction with every particle replaced by its antiparticle is the same.

\( P \) is the parity operator, in which the direction of each of the three coordinate axes is reversed. The parity operator reverses the direction of vectors like \( r \) and \( p \), but not pseudovectors like orbital angular momentum or spin. Parity invariance implies, for example, that the rate for a reaction is the same as for the parity-reversed reaction.

\( T \) is the time reversal operator, which essentially reverses the direction of a reaction. A reaction is invariant under \( T \) if the reverse of the reaction, apart from phase space factors, has the same rate.

The combined symmetry \( CPT \) is known experimentally to hold to a high degree. It predicts for example that the magnitude of the masses, charges, magnetic moments, and lifetimes are the same for particles and antiparticles. All existing field theories require this symmetry, since any field theory which satisfies Lorentz invariance, hermiticity, local commutativity, and spin statistics must be \( CPT \) invariant. These assumptions are so basic to our understanding of physics that an observation of \( CPT \) violation would be earth-shaking indeed. It is not yet clear whether string theories require \( CPT \) invariance.

Before the mid-1950's, \( C, P, \) and \( T \) were thought to be separately conserved in every reaction. It is the usual approach to assume as many symmetries as possible in order to simplify the theories of an interaction, unless experiment shows these symmetries to be incorrect. Parity invariance seemed like a reasonable symmetry, since no one had observed it being violated prior to 1956 (although too much credence had been given to parity invariance and therefore physicists didn't look very hard to check it) and there was no reason to expect that a reaction which could occur in a right handed coordinate system couldn't also occur in a left handed coordinate system. On the other hand, the need for parity invariance was never as compelling as the need for \( CPT \) invariance from a theoretical point of view. It was then discovered experimentally that there was a very large (maximal) parity violation in weak interactions (Ambler and Wu). An example is in the beta-decay of tritium

\[ ^3H \rightarrow ^3He + e^- + \bar{\nu} \]

In this type of reaction, it is found that the probability for the electron to be emitted along the direction of the \( ^3H \) spin is different from the probability to be emitted opposite the spin direction. Applying the parity operator, the directions of the momenta are reversed but
the spin is not. In the parity-reversed reaction we expect the probabilities of production along
and opposite the spin direction to be reversed, which is of course not observed, therefore
parity is violated. The theories of weak interactions had to be completely reformulated. It is
safe to say that since parity violation was discovered, the symmetries which underly theories
of reactions have been under much closer scrutiny.

Since CPT is believed to be a good quantum number, and in the 1950's T was known
within experimental errors to be invariant to a fairly high accuracy (certainly much better
than P), one concluded that C was violated at the same level as P, so that CP, like T, was
invariant within experimental errors.

Then, in 1964, an experiment\(^1\) studying the decays of neutral kaons showed that the
combined symmetry CP was slightly violated, slightly in the sense that the violation is very
small compared to P violation, and in the sense that it is so small that it is hard to measure.
In fact, to this day, CP violation has only been detected in the neutral kaon system.

The current understanding of the symmetries is as follows:

- CPT is invariant.
- For weak interactions:
  - C and P are maximally violated, and CP has a small measured violation, observed only
    in \(K^0, \bar{K^0}\) decays. T must be violated at the same level as CP if one assumes CPT, but this
    has never been directly measured.
- The decay pattern of the neutral kaons is unusual. Decays via the strong interaction are
  not possible since there are no lighter strangeness = ±1 particles. Consequently, they decay
  weakly by the following modes (ignoring for the moment the rarer decay modes which are
  discussed later): About half the time, they decay into 2 pions

\[
K^0 \text{ or } \bar{K^0} \rightarrow \pi^+\pi^- \ (69\%) \text{ or } \pi^0\pi^0 \ (31\%)
\]

with a lifetime \(\tau = .9 \times 10^{-10}s\). This is the K-short (\(K_s\)) component. The rest of the time,
they can decay into three pions or semileptonically with the much longer decay time \(5 \times 10^{-8}s\)

\[
K^0 \text{ or } \bar{K^0} \rightarrow \pi^+\pi^-\pi^0 \ (12\%) \text{ or } 3\pi^0 \ (21\%)
\]

\[
K^0 \text{ or } \bar{K^0} \rightarrow \pi^\pm\mu^\mp\nu \ (27\%) \text{ or } \pi^\pm\bar{\nu} \ (39\%)
\]

This is the K-long (\(K_L\)) component.

This decay scheme is actually required by CP invariance, and it was the observed small
deviations from this scheme, namely two pion decays at very late times, which first indicated
CP violation.

The explanation for this decay scheme is now a familiar one. The most common way to
produce neutral kaons is in a reaction involving a strong interaction, which produces states
of definite strangeness \(K^0\) or \(\bar{K^0}\). The kaon has spin 0. The final state consisting of two pions
with \(J=0\) must be an eigenstate of \(CP=+1\). Therefore, if we see a \(K^0\) decay into two pions,
and if CP is invariant, then only that portion of the \(K^0\) which has \(CP=+1\) can decay into
two pions.

Given the property of CP acting on neutral kaon states, \(\bar{K^0} = (CP)K^0\), we can form CP
eigenstates:

\[
K_1 = \frac{1}{\sqrt{2}}(K^0 + \bar{K^0}), \quad K_1 = +(CP)K_1
\]

\[
K_2 = \frac{1}{\sqrt{2}}(K^0 - \bar{K^0}), \quad K_2 = -(CP)K_1
\]

\[
K^0 = \frac{1}{\sqrt{2}}(K_1 + K_2)
\]

\[
\bar{K^0} = \frac{1}{\sqrt{2}}(K_1 - K_2)
\]
Assuming CP is invariant, \( K_S = K_1 \) is the mass eigenstate with a short lifetime decaying to two pions, while \( K_L = K_2 \) is the mass eigenstate with a long lifetime and cannot decay to two pions. In the pioneering experiment of Christiansen, Cronin, Fitch, and Turlay\(^1\), they allowed the \( K_S \) component of a neutral kaon beam to decay almost completely. They then detected a small probability of two pion decays from the remaining \( K_L \), a clear indication of CP violation. It has since been established that most of the CP-violation in the 2 \( \pi \) decays is due to the CP-impurity of the mass states themselves. Let this be represented by the small number \( \epsilon \):

\[
K_S = K_1 + \epsilon K_2 \\
K_L = K_2 + \epsilon K_1
\]

It is interesting to see the time progression of, for example, the \( K^0 \) (in the approximation \( \epsilon << 1 \)):

\[
\Psi(t) = \frac{1}{\sqrt{2}} (K_S e^{-M_{K_S}t} + K_L e^{-M_{K_L}t}) \\
\Psi(t) = \frac{1}{\sqrt{2}} ((K_1 + \epsilon K_2)e^{-M_{K_1}t} + (K_2 + \epsilon K_1)e^{-M_{K_2}t}) \\
\Psi(t) = \frac{1}{2} ((K^0 + (1 - 2\epsilon)\tilde{K}^0)e^{-M_{K^0}t} + (K^0 - (1 - 2\epsilon)\tilde{K}^0)e^{-M_{\tilde{K}^0}t})
\]

where \( M = \text{Im} + \frac{1}{2} \), \( m = \text{rest mass} \), \( \gamma = \text{width} \).

Then, a typical observable is the rate \( R \) for \( K^0 \to 2\pi \) as a function of time:

\[
R(t) = \text{constant} \times \left\{ (1 \mp 2\text{Re}\epsilon)e^{-\gamma t} \\
\pm 2(1 \mp 2\text{Re}\epsilon)\text{Re}\eta_{\pi\pi} e^{-2(\gamma + \gamma_L)t}\cos(\Delta mt) \\
\pm 2(1 \mp 2\text{Re}\epsilon)\text{Im}\eta_{\pi\pi} e^{-2(\gamma + \gamma_L)t}\sin(\Delta mt) \\
\mp (1 \mp 2\text{Re}\epsilon)|\eta_{\pi\pi}|^2 e^{-\gamma t}\right\}
\]

where the upper (lower) signs refer to \( \psi(t) (\tilde{\psi}(t)) \),

\[
\eta_{\pi\pi} = \frac{<\pi\pi|2|K_L>}{<\pi\pi|2|K_S>}
\]

\[
\Delta m = m_L - m_S = .5 \times 10^{10} s^{-1}
\]

\[
\frac{1}{\gamma_S} = .9 \times 10^{-10} s, \quad \frac{\gamma_L}{\gamma_S} = 581
\]

Because \( \gamma_S \) and \( \Delta m \) have comparable amplitudes, it is possible to observe interference in the decay rate \( R(t) \) due to CP violation, in the range \( 0 \to 20\tau_S \). It is the several unique aspects of the neutral kaon system which allow CP violation to be seen in their decays and, to this point, in no other system.

The \( \eta \)'s are the ratios of the CP-forbidden \( K_L \to 2\pi \) amplitudes to the CP allowed \( K_S \to 2\pi \), which is just \( \epsilon \). To allow for the possibility that there is a CP violation in the decay matrix, the parameter \( \epsilon' \) is introduced,

\[
\epsilon' = \frac{1}{\sqrt{2}} <\pi\pi, I = 2|K_1> \\
\epsilon' = \frac{1}{\sqrt{2}} <\pi\pi, I = 0|K_1>
\]

where I refers to the isospin state of the 2 \( \pi \)'s and we have

\[
\eta_{\pi\pi} = \frac{<\pi^+\pi^-|2|K_L>}{<\pi^+\pi^-|2|K_S>} = \epsilon + \epsilon' = (2.275 \pm 0.021) \times 10^{-3} e^{i(44.8 \pm 1.2^\circ)}
\]
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In the superweak hypothesis (Wolfenstein)\(^2\), \(\epsilon' = 0\), while milliweak theories predict a range of values. The standard model predicts a non-zero \(\epsilon'\) of a few \(\times 10^{-3}\) via the so-called penguin diagrams. From a theoretical standpoint, it is of paramount importance to establish whether \(\epsilon'\) is non-zero in order to understand its source and the mechanism responsible for CP violation. Early experiments measured \(\epsilon' = 0\) within rather large errors, until a recently announced measurement from CERN, experiment NA31, using \(K_L - K_S\) beams,

\[
|\frac{\epsilon'}{\epsilon}| = (3.5 \pm 0.7 \pm 0.4 \pm 1.2) \times 10^{-3}.
\]

This is consistent with predictions based on the standard model. This measurement needs to be confirmed since it is only 2 standard deviations from 0, preferably by another technique. Our CERN experiment (discussed below) will perform the measurement with comparable accuracy by a completely different technique with different sources of systematic errors.

Given the known small value of \(\epsilon'\), the difference in phases between \(\eta_{\pm}\) and \(\eta_{00}\) should be nearly 0 if CPT is invariant, but the measured value of the difference is \(8 \pm 5^0\). This is almost two standard deviations from 0, which is uncomfortably large if one is to continue to believe in CPT invariance (see the review by Barmin, et al). Remember the above measured value for \(\epsilon'\) is only a little more statistically different from 0! The CERN NA31 experiment expects to measure this difference to better than \(1^0\) in 1988, and our LEAR experiment will produce a measurement with similar precision.

In order to draw a distinction between the proposed LEAR measurement and other measurements of CP violation, I will discuss briefly the two general experimental approaches.

Most experiments to date have involved \(K_S - K_L\) beams. To get \(\epsilon'\) from \(K_S - K_L\) beams, one measures a ratio of ratios:

\[
R = \frac{|\eta_{\pm}|^2}{|\eta_{00}|^2} = 1 + 6 \text{Re}(\frac{\epsilon'}{\epsilon})
\]

\[
= \frac{(\frac{N_{K_L}}{N_{K_S}})}{b} \quad \text{or} \quad \frac{(\frac{N_{K_L}}{N_{K_S}})}{d}
\]

Here, \(N\) is the number of decays per unit time. In a given experiment, one measures separately \(a\) and \(b\), or \(c\) and \(d\). There have been a number of types of measurements which were cleverly designed to circumvent the systematic problems that are encountered, such as uncertainties in the regeneration amplitude for \(K_S\), or the difficulties of knowing the acceptance of a detector over the extended region where particle decays are being observed, or the difficulty of normalizing the acceptance for neutral decay channels to the charged decay channels.

The approach at LEAR is quite different. Neutral kaons are produced by stopping antiprotons on hydrogen in the following reactions:

\[
\bar{p} + p \rightarrow K^+ + \pi^- + \bar{K}^0, \quad BR = 1.5 \times 10^{-3}
\]

\[
\bar{p} + p \rightarrow K^- + \pi^+ + K^0, \quad BR = 1.5 \times 10^{-3}
\]

\[
\bar{p} + p \rightarrow K^{0*}\bar{K}^0 \rightarrow K^+ + \pi^- + \bar{K}^0, \quad BR = .5 \times 10^{-3}
\]

\[
\bar{p} + p \rightarrow \bar{K}^{0*}K^0 \rightarrow K^- + \pi^+ + K^0, \quad BR = .5 \times 10^{-3}
\]

The neutral kaons are produced in a well defined state at a well defined time and point in space, and \(K^0\)'s and \(\bar{K}^0\) are produced in exactly equal numbers. The systematic advantages are obvious, since all decays can be observed simultaneously by the same detector in the same region of space, there are no uncertainties introduced by \(K_S\) regeneration, and the \(K_0\)
or $K^0$ are tagged. This experimental approach has not been pursued in the past due to the low branching ratios which make large numbers of antiprotons mandatory. PS195 depends heavily on the LEAR upgraded flux of $2 \times 10^6 \bar{p}/s$.

We can for example minimize the uncertainty in normalization between the $2\pi^0$ decay measurements and the charged $2\pi$ decay measurements by determining the $\eta$'s from the time-dependent asymmetries:

$$A_{2\pi} = \frac{R[K^0 \to \pi\pi] - R[K^0 \to \pi\pi]}{R[K^0 \to \pi\pi] + R[K^0 \to \pi\pi]}$$

$$= \frac{2|\eta_{2\pi}|e^{2\eta_{2\pi}} \cos(\Delta m t - \Theta_{2\pi})}{1 + |\eta_{2\pi}|^2 e^{2\eta_{2\pi}}} - 2Ree$$

We can see, from a couple of examples, how the systematic problems from background are minimized by this experimental approach. In the production channel, the main background comes from the numerous

$$\bar{p} + p \to \pi^+\pi^+\pi^-\pi^-.$$ 

This background has the same effect on both the $K^0$ and $K^0$ channels. In the $2\pi$ decay channel, a major background arises from the semi-leptonic neutral kaon decays. Again, however, the effect is the same for both $K^0$ and $\bar{K}^0$ decays.

The apparatus for the proposed LEAR experiment consists of a 2m diameter x 3m long solenoidal magnet with a field of 0.5 T. At the center is a liquid or compressed gas hydrogen target, where $\bar{p}$'s can be stopped in a very small volume due to the small momentum spread in the LEAR antiproton beam. The target is surrounded by cylindrical proportional and drift chambers to provide momentum analysis for charged particles. These in turn are surrounded by streamer tubes to provide position information along the axis of the solenoid, then time-of-flight counters and cerenkov counters to identify charged kaons, pions, and electrons, then finally an electron-photon shower sampling calorimeter.

The LEAR experiment is approved for a total of $10^{13}$ stopped antiprotons, which can be obtained in a couple of months running time if the upgrade at LEAR provides the anticipated increase in flux. In addition to providing competitive measurements of $\epsilon'$ and $(\phi_{oo} - \phi_\pm)$, we will also measure a number of other parameters, as shown in the table.

### Expected Precision, $10^{13}\bar{p}$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Present Precision</th>
<th>Precision, CP-LEAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon'$</td>
<td>$\approx 1.4 \times 10^{-3}$</td>
<td>$1.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>$\phi_{\pm} - \phi_{oo}$</td>
<td>$5^\circ$</td>
<td>$1^\circ$</td>
</tr>
<tr>
<td>$</td>
<td>\eta_{++0}</td>
<td>$</td>
</tr>
<tr>
<td>$</td>
<td>\eta_{000}</td>
<td>$</td>
</tr>
<tr>
<td>$Re x$</td>
<td>$&lt; 2 \times 10^{-2}$</td>
<td>$&lt; 6 \times 10^{-4}$</td>
</tr>
<tr>
<td>$Im x$</td>
<td>$&lt; 2.6 \times 10^{-2}$</td>
<td>$&lt; 7 \times 10^{-4}$</td>
</tr>
<tr>
<td>$A_T$</td>
<td>$6.4 \times 10^{-2}$</td>
<td>$6.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>$\Delta m$</td>
<td>$4 \times 10^{-3}$</td>
<td>$1.2 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

* indicates relative error

Here,
\[ \eta_{\pi \pi} = \frac{<\pi \pi | T | K_S>}{<\pi \pi | T | K_L>} \]
\[ z = \frac{a(\Delta S = -\Delta Q)}{a(\Delta S = \Delta Q)} \]
\[ \Delta S = -\Delta Q : \quad K^0 \to \pi^+\nu^- \quad \bar{K}^0 \to \pi^-\bar{\nu}^+ \]
\[ \Delta S = \Delta Q : \quad K^0 \to \pi^-\bar{\nu}^+ \quad \bar{K}^0 \to \pi^+\nu^- \]

CP violation has been observed only in the 2 \( \pi \) and semi-leptonic decay modes. We expect to observe it in a new decay channel, the 3\( \pi \) decay modes, with an error several standard deviations smaller than the expected level of CP violation.

\( \Delta S = -\Delta Q \) is forbidden via weak interactions in the standard model. Currently, the experimental upper limit is only a few percent. The LEAR experiment will produce a much improved upper limit.

T violation has never been directly observed. The LEAR experiment plans to measure T violation directly for the first time. Although observation of the T violation does not require the \( \Delta S = \Delta Q \) rule, it is easiest to understand the argument if we assume it to hold exactly. Then, if we observe the decay products \( \pi^+\nu^- \), a \( K^0 \) has decayed, while if we observe \( \pi^-\bar{\nu}^+ \), a \( K^0 \) has decayed. Then, if we tag the production of a \( K^0 \) and measure the decay products \( \pi^+\nu^- \), then this is equivalent to measuring the rate \( K^0 \to K^0 \). Similarly, if we tag the production of a \( K^0 \) and measure the decay products \( \pi^-\bar{\nu}^+ \), then this is equivalent to measuring the rate \( \bar{K}^0 \to K^0 \). Therefore, it becomes possible to compare the rates for the time reversed reactions \( K^0 \to K^0 \) and \( K^0 \to K^0 \). With the known level of CP violation and assuming CPT invariance, T is not conserved, and these rates must differ by a few tenths of a percent. We expect to measure this T violation quite precisely, through the asymmetry

\[ A_T = \frac{P_{K-K} - P_{K-K}}{P_{K-K} + P_{K-K}} \]

The errors in several of these parameters, for example \( \epsilon' \), are dominated by statistical errors, and would benefit from a more powerful antiproton source.

Also of interest are the two photon decays of the neutral kaons,

\[ K_S \to \gamma + \gamma, \quad B.R. = (6.05 \pm .04 \pm .08) \times 10^{-4} \]
\[ K_L \to \gamma + \gamma, \quad B.R. = (2.4 \pm 1.2) \times 10^{-9} \]

(These are new CERN-NA31 measurements). In the helicity basis, the photon states are

\[ |++>,|-->,|+->,|--> \]

The latter two helicity states are forbidden in the kaon decays by angular momentum conservation.

In order to form eigenstates of CP, we write eigenstates of definite parity:

\[ |1> = \frac{1}{\sqrt{2}}(|++> +|-->\quad (CP)|1> = +|1> \]
\[ |2> = \frac{1}{\sqrt{2}}(|++> -|-->)\quad (CP)|2> = -|2> \]

One can define a set of parameters analogous to the 2 \( \pi \) decays:

\[ \epsilon_1 = \frac{A_L(1)}{A_S(1)}, \quad \epsilon_2 = \frac{A_L(2)}{A_S(2)}, \quad \lambda = \frac{A_L(2)}{A_S(1)} \]
If there is CP violation in the mass matrix only, then

\[ \epsilon_1 = \epsilon_2 = \epsilon \]

This decay channel is particularly interesting because it involves CP violation in a new decay matrix. The CP violation in the decay matrix is potentially larger than for the 2 π decay modes where there is a large suppression due to the \( \Delta I = \frac{1}{2} \) rule; some theories predict that it may be as large as \( 0.1 \).

Both the \( K_S \) and \( K_L \) can decay into two photons without violating CP. Therefore, it is very difficult to see the interference effects between \( K_S \) and \( K_L \) two photon decays in regenerated beams. The ideal approach would be to use tagged \( K^0 \)'s and \( \bar{K}^0 \)'s from stopped antiprotons.

Since the 2 photon decay branching ratios are several orders of magnitude smaller than the for 2 π decay modes it is clear that many stopped antiprotons are required. To see CP violation in the mass matrix, \( 10^{13} \) and \( 10^{14} \) stopped \( p \)'s are required for 1 \( \sigma \) and 3 \( \sigma \) measurements, respectively, using decays in the time range 0 \( \to \) 2\( \tau_S \). 1 \( \sigma \) accuracy in the measurement of CP violation in the decay amplitude will require \( 10^{13} - 10^{14} \) antiprotons using decays in the time range 0 \( \to \) 2\( \tau_S \). The practical limit with the upgrade is about \( 10^{13} \) stopped antiprotons at LEAR.

If the expected systematic advantages of using antiprotons to produce tagged neutral kaons are borne out in the LEAR experiment, then many of our measurements will be limited by the statistics afforded by \( 10^{13} \) stopped antiprotons. Given the theoretical importance of understanding CP violation in detail and the fact that the neutral kaon system, after 25 years, is still the richest source of information on CP violation, there will then be a compelling case for building a more powerful stopped antiproton source.
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ABSTRACT

Quite general arguments based on the principle of equivalence and modern field theory show that it is possible for the gravitational acceleration of antimatter to be different than that for matter. Further, there is no experimental evidence to rule out the possibility. In fact, some evidence indicates there may be unexpected effects. Thus, the planned experiment to measure the gravitational acceleration of antiprotons is of fundamental importance.
Perhaps the main thrust of elementary particle physics is the effort to unify, in a quantum field theory, what we call the four forces of nature: the strong nuclear, the electromagnetic, the weak nuclear, and the gravitational forces. Of course this type of effort is not new.

In the last century the experimental work of Faraday and Ørsted laid the foundation for the theoretical work of Maxwell, showing that electricity and magnetism are not two separate forces, but just different aspects of the same force. Also, the last part of Einstein's career was devoted to unsuccessfully trying to unify classical electromagnetism with classical gravity. From our viewpoint, he was doomed to failure because there were other forces that needed to be taken account of, the strong and weak forces.

The 1970's saw the next stage in this drama. Weinberg, Glashow, and Salam devised the electroweak theory, which unifies electromagnetism and the weak interactions. This theory was vindicated in the discovery of the W and Z particles at CERN.

Simultaneously, a model of the strong force, "quantum chromodynamics" or QCD, was developed. Therefore, the next logical step was to try to unify QCD with the electroweak theory. This led to the "standard model" and it simplist unification. One of the main predictions is that the proton is unstable with a lifetime of order $10^{30}$ years. This long lifetime is because the "X" particle, the particle which typifies the unification mass scale, is so large ($10^{15}$ GeV). Therefore, a process which would occur in the 100's of MeV region (proton decay), would be probing physics at the $10^{15}$ GeV scale. Unfortunately, proton decay has not been seen at the $10^{32}$ year lifetime level, so this idea.
remains unverified.

However, theoretical physicists have remained undaunted, and are trying to unify gravity with the other three forces, even though the other three have yet to be completely unified among themselves. Such theories are in a class called theories of "quantum gravity".2

As we come to in more detail below, these quantum gravity theories may show macroscopic effects at the $10^{-12}$ eV level due to a Planck mass ($10^{19}$ GeV) unification scale. This is the same type of effect as was hoped for with proton decay: that it would be mediated at the X-mass unification scale. The difference is that here the energy scale stretches over an even larger regime. In fact, it approaches the 50 orders of magnitudes of energy which defines the field of elementary particle physics. (See Fig. 1.)

In quantum theory one has to look for a new type of gravity because standard Einsteinian gravity (general relativity) cannot be quantized. The divergences obtained in trying to make Einstein's classical theory into a quantum theory are simply too severe. It is to be hoped that any new theory will be renormalizable, or perhaps even finite.

Further, one knows as a matter of principle that metric gravity must be incompatible with quantum mechanics at some level.3 General relativity is a world-line (metric) theory whereas quantum mechanics is a many-path point of view.

The above ali emphasizes, as we pointed out in the introduction article to this section,4 that our ideas on gravity are really an interesting mixture of classical and quantum physics. The weak equivalence principle states that the inertial mass is equal to the gravitational mass:
Figure 1. Physics over 50 orders of magnitude in energy. Particle masses are indicated by thick lines, accelerator energies by thin lines, and phenomena by dashed lines. The left-hand sides show established objects and concepts, whereas the right-hand sides show speculated objects and concepts.
\[ m_I = m_G \]  \hspace{1cm} (1)

The inertial mass is the kinematic object in Newton's law of force

\[ F = m_I a \]  \hspace{1cm} (2)

Contrariwise, the gravitational mass is the charge in Newton's law of gravitation

\[ F = -G m_G m_G / r^2 \]  \hspace{1cm} (3)

Now even though CPT tells us that the inertial mass of a particle is equal to the inertial mass of the antiparticle,

\[ m_I = m_{\bar{I}} \]  \hspace{1cm} (4)

this does not imply that

\[ m_G = m_I = m_{\bar{I}} = m_{\bar{G}} \]  \hspace{1cm} (5)

That is, \( m_G \neq m_{\bar{G}} \) does not necessarily mean that CPT is broken.

If an apple falls to the earth in a certain way CPT only implies that an antiapple falls to an antiearth in the same way. CPT says nothing about how an antiapple (that is to say an antiproton or a positron) falls to an earth. Thus we see that there is nothing wrong, as a matter of quantum principle, for these new theories of quantum gravity to exhibit a violation of the principle of equivalence.

Theories of quantum gravity start from a number of different motivations, such as dimensional reduction, supersymmetry, or string theory. They remain incomplete mathematically and physically. But they do have a common, generic, new prediction: the usual spin-2
graviton now has spin-1 (graviphoton) and spin-0 (graviscalar) partners. These partners are expected to have finite ranges and to couple with approximately gravitational strength to some conserved quantity, such as a fundamental Fermion number. For the static case, this means one would expect a phenomenological gravitational potential to be of the form:\(^5\)

\[ V = -G m_1 m_2 \left[ 1 - \frac{ae^{-r/v} + be^{-r/s}}{r} \right] . \quad (6) \]

In Eq. (6), \(a\) and \(v\) (\(b\) and \(s\)) are the coupling strength normalized to ordinary gravity and the range of the graviphoton (graviscalar). Now tensor and scalar forces are always attractive. However, spin-1 vector forces are attractive between opposite charges and repulsive between like charges. (This is familiar from electromagnetism.) Here the charges are matter and antimatter. Therefore, the \((-)\) sign in front of the vector term of Eq. (6) represents the repulsion of matter to matter and the \((+)\) sign represents the attraction of antimatter to matter.

These theories are saying that there are new vector and scalar gravitational forces which could be macroscopic in their effects. They could approximately cancel in the ordinary world (matter-matter interactions),\(^6\) and so not have been noticed because there they produce very small second-order effects. However, if one were to measure the gravitational acceleration of antimatter, then the new terms would both add to the normal attraction, and thus could produce a very large first-order effect.\(^7\)

Whether or not a large effect would ensue depends, of course, on the magnitudes of the two ranges \(v\) and \(s\) and also on the sizes of the coupling constants \(a\) and \(b\). As to the coupling constants, they would be
expected to be of order unity since they are normalized to normal gravity. A symmetry breaking could well make them slightly different.

As to the ranges, there are as yet no firm predictions. However, qualitative statements can be made. For very small ranges, of order of the Planck length \((10^{-33} \text{ cm})\), although new effects would be produced as a matter of principle, they would not produce effects which could be measured. If the ranges were on the order of 200 m, as advocates of a new "fifth-force" scenario would have, then there still would be nothing to be seen in the current antiproton gravity experiment. However, in this case there might be measureable effects in precise matter-matter experiments, if the coupling constants \(a\) and \(b\) and/or the ranges \(v\) and \(s\) were different.

Finally, ranges on the order of many 10s to 100s of km could yield positive, unexpected results in the antiproton gravity experiment. The question is, "Are such ranges allowed by the data?" The answer, perhaps surprisingly, is, "Yes."

Many people are familiar with the work of Stacey, Tuck, and coworkers analyzing gravity down mine shafts in Australia. Beginning in 1978 and culminating in their recent RMP paper, they reported an anomalous repulsion which, if analyzed in terms of a single new Yukawa potential, yielded a new term with relative coupling constant of order 0.01 and a range of order 100-1000 m.

They emphasized that their data was not precise enough to restrict the fit to a particular functional form. So, for our program, we requested that they do an analysis in terms of the two new forces predicted by quantum gravity. Stacey, Tuck, and Moore did this. They found that a good fit was allowed as long as \((a-b) = 0.01\). Given this,
ranges up to ~450 km were allowed. This result was put into the PREM model of the earth and integrated out to see what the effect would be on the antiproton. The predictions, with $a=b=1$, are shown in Fig. 2.

The idealized uniform sphere earth is off by a factor of 2, essentially because of the difference in density near the surface of the earth. The real earth's curve is wavy, the waviness corresponds to the fact that you're seeing the different shells become significant. Note that at a 40 km length scale one would obtain a 1% effect in the antiproton experiment, which should be measurable. At 450 km one would have a 14% effect, which definitely would be measurable. This is with $a=b=1$, and the effect scales with $a=b$.

If you add to this the analysis of rapidly-rotating pulsars, which allows values of $(a,b)$ up to $O(100)$ then one can say the expected difference in $g$ for the antiproton could be

$$\frac{\Delta g}{g} = a \left(0.14\right) \left(v/450 \text{ km}\right).$$

But that is not all the evidence. A number of other experiments have been reported, some finding anomalous results. The most illustrative, for our purposes, are the seemingly contradictory Eötvös experiments by Thieberger and by Adelberger's group. Thieberger found that on top of the New Jersey Palisades, a copper sphere neutrally buoyant in water is repelled outward normal to the cliff. Adelberger's group looked for gravitational effects of a small hill on the University of Washington campus. They suspended two pairs of cylinders from a torsion fiber, each pair being of distinct material. Rotating the suspension, they tried to measure a differential torque, caused by one material being closer or farther from the hill. They found
Figure 2. The size of the new effect due to the graviphoton and graviscalar interactions for antimatter as a function of the length scale $v=s=\lambda$. This result is for new coupling constants $a=b=1$, and scales with their values. The lower, solid line is for the earth's real mass distribution, whereas the dashed line is for a uniform mass distribution of the same total mass.
no effect.

If one thinks in terms of a single short-ranged new Yukawa force, as in the fifth force point of view, then these two results appear contradictory. However, if one thinks in terms of two long-ranged forces which approximately cancel, then by geologic accident, the two results are consistent. As observed by Ander, et al., the Palisades cliff is the edge of a diabase sill which extends all the way into Pennsylvania. This sill has a density of $2.9 \text{ g cm}^{-3}$, which gives a contrast of $+0.2 \text{ g cm}^{-3}$ with the other rock in the region. Taking $(a-b)=0.01$, this sill could account for the effect of Thieberger for a range $v=200 \text{ km}$.

We mention that another University of Washington group has suspended a ring made of two materials from a torsion fiber. They looked for differential oscillations caused by a mountain near Index, Washington. They found a small, anomalous effect. Even so, this experiment is not inconsistent with the long-range scenario. The geology is not known well enough deep under the Index site to rule out this possibility.

Also, a group from the National Bureau of Standards has performed a modern day Galileo experiment by letting two different materials undergo free fall in a special, evacuated apparatus. They found no effect, but their results are consistent with the positive effect found by the Australians.

From a preliminary version of the ideas expressed above it was proposed that an experiment be done to measure the gravitational acceleration of antiprotons at LEAR (the Low Energy Antiproton Ring) at CERN. Since then a collaboration has been formed to do the
experiment, and the experiment has been approved (PS 200).

Figure 3 is a schematic diagram of the experiment. The output of LEAR (antiprotons of approximate energy 2 MeV) will be decelerated either with an RFQ or by passing through a foil. Then the antiprotons will be captured, cooled, and transferred through a series of electromagnetic traps. Finally, the antiprotons, at approximately 100 K, will be launched up a superconducting shielded drift tube, guided in the axial direction by a magnetic field.

The actual measurement is a time of flight measurement. For a given length of drift L, the arrival time of the last antiproton which has enough energy to go up a drift tube of length L is given by

$$t = \left(\frac{2L}{g}\right)^{1/2}.$$  (8)

This value of "g" for the antiproton will be compared to that of the negative hydrogen ion, a particle with the same charge and almost the same mass as the antiproton.

The drift tube used in the antiproton experiment will be an updated version of the tube used by Witteborn and Fairbank to measure the gravitational acceleration of electrons. In this context, we point out that Fairbank is considering doing a modern gravity experiment using positrons. Because such an experiment would test for anomalous gravitational coupling to lepton number instead of baryon number (quark number), it would complement the antiproton experiment. It is to be encouraged.

Ultimately, one would hope someday to be able to do a gravity experiment using neutral antimatter; more specifically, antihydrogen. With electric forces neutralized, such a gravity experiment could be orders of magnitude more precise. The problem, of course, is how to
Figure 3. A possible schematic diagram\textsuperscript{18} for the antiproton gravity experiment. The diagram is not to scale. The region inside the dotted lines represents a "thermal source" of low to very-low energy antiprotons that would be available for a variety of experiments.
make, let alone contain, antihydrogen. We refer you to the article in these Proceedings by Mitchell. He discusses programs aimed at producing antihydrogen. Once antihydrogen is made, the advent of laser storage and velocity selection techniques for single atoms and magnetic trap devices open up the possibility for doing a gravity experiment.
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ABSTRACT

Various simple issues connected with the possible storage of \( p \) in relative proximity to normal matter are discussed. Although equilibrium storage looks to be impossible, condensed matter systems are sufficiently rich and controllable that nonequilibrium storage is well worth pursuing. Experiments to elucidate the \( p \) interactions with normal matter are suggested.

INTRODUCTION

Although it is technically possible, the confinement of \( p \) as a unneutralized plasma in electromagnetic traps makes no sense for energy storage because the energy density of the required magnetic field is equal to or greater than the rest mass energy density of the confined \( p \). This is called the Brillouin limit.\(^1\) (Of course, such storage of \( p \) for other purposes, as discussed elsewhere in this workshop, makes a great deal of sense.) Therefore, energy storage must be achieved by neutralizing the \( p \) charge, either directly with \( e^- \) (antihydrogen formation) or indirectly in condensed matter. Both methods confront challenging scientific questions of intrinsic interest. (See the papers by J. B. A. Mitchell and W. C. Stwalley for antihydrogen formation.)
BENEFITS

A. Space charge screening (dense storage)

The density of unneutralized \( \bar{p} \) that can be stored in macroscopic electromagnetic traps is ultimately limited by space charge, which must be confined by a magnetic field. A \( \bar{p} \) density of only \( 2.5 \times 10^{13} \) cm\(^{-3} \) will create a pressure of 100 atmospheres at the surface of a spherical volume 1 cm in radius. Of course, adding positrons to create charge neutrality would be a solution, but, in principle, a deficit of electrons in condensed matter would achieve the same thing, so long as the integrity of the normal matter structure was not affected. Removing only one electron per 100 atoms would be enough to neutralize a \( \bar{p} \) storage density of about \( 10^{22} \) cm\(^{-3} \) in normal matter.

B. Low energy

Although any efficient \( \bar{p} \) production process now imagined produces the product at very high kinetic energies, this is an impractical state for storing \( 10^{22} \bar{p} \) at any density, and especially so at high density. Even at the modest energy of 10 keV the kinetic energy of \( 10^{22} \bar{p} \) is equivalent to a gram of matter moving at a velocity of 178 km/sec, about 16 times the escape velocity from earth. Should the end use of the \( \bar{p} \) require kinetic energies higher than thermal it is a relatively simple matter to accelerate them compared to deaccelerating them, for which a well-defined beam requires the controlled compression of phase space. Condensed matter storage of \( \bar{p} \) would be intrinsically low energy storage as would be condensed anti-hydrogen, an attractive alternative.

C. Robustness (vacuum requirements)

Without a specific mechanism in mind it is impossible to predict how robust condensed matter storage would be with all the attendant equipment. However, experience has shown that the condensed matter version of devices, from VLSI chips
to IR detectors, exhibit high reliability. Paradoxically, condensed matter storage would eliminate the requirement for ultra high vacuum since the migration of impurities through a solid is easier to control than their migration through empty space. This is particularly important for low-energy $\bar{\nu}$ storage for which the vacuum requirements become severe because of the increased cross section for annihilation.

**KNOWN LIMITS TO STABILITY**

A. Lieb’s theorems

Are there any fundamental reasons why no possible combination of matter and antimatter can be stable, i.e., stable intrinsically and in equilibrium? The answer, unfortunately, is yes, and is provided by Elliott Lieb's theorems on the stability of normal matter. Lieb proves that atoms are stable because of the uncertainty principle, that bulk matter is stable because of the Pauli principle for fermions (which leads to a stronger uncertainty principle), and that thermodynamics is possible because of screening (which permits charge neutrality in bulk matter). These theorems apply with equal force, of course, to antimatter, so that is stable, too. However, combinations of matter and antimatter necessarily involve an interface where there is no Pauli principle between the electrons and positrons and, hence, no stability.

There are two ways around Lieb’s theorems. One way is to note that the role of the Pauli principle was crucial only for the leptonic component of matter, not the hadronic. (Solids containing only nuclei having integral spin (bosons) are quite stable.) The fact that protons and neutrons are fermions may be relevant to the stability of neutron stars, but not to ordinary matter. Therefore, the theorems do not strictly address the problem of $\bar{\nu}$ stability in normal matter. The other escape is to accept the impossibility of equilibrium stability but work for either nonequilibrium
stability in steady state (the basis of p storage rings) or a long decay time (the basis of some electromagnetic traps).

B. Intrinsic attraction through induced polarization

If p without e⁺ avoid Lieb's objections, what is the problem? The problem is not only that Earnshaw's theorem³ prohibits trapping in a static electric field but that a p induces attractive electric dipole forces in all neutral, equilibrium matter. Therefore, a thermalized p will be attracted to the nearest positive ion in a solid, or to a neutral atomic site, where it will become captured in an atomic orbit and then cascade down the atomic energy levels until annihilation occurs with the nucleus.

C. The question of feasibility

In view of these daunting obstacles what hope can there be for p storage in condensed matter? Without its technological importance, shared with H condensation, as the ultimate means for energy storage, the problem would be dismissed as too difficult. However, until it can be proven impossible, with the rigor of Lieb's theorems or the second law of thermodynamics, it must be assumed possible because of the astonishing variety of complex and subtile effects that condensed matter continues to reveal. Once a p reaches thermal energies its behavior can be dominated by these electromagnetic effects as long as it remains outside the vicinity of nuclei. From another viewpoint, every mole of condensed matter contains $10^{24}$ force-free positions for p -- unstable, though, in one or more directions. To dynamically stabilize a small fraction of these is "all" that is needed.

DOWN-SCALING MACROSCOPIC TRAPS

A. Penning traps to microfabrication to Stark saddles

Can proven macroscopic traps be scaled down to microscopic size? The reduction in size may be carried quite far, although true atomic analogs are not yet known.
Consider a standard Penning trap with electrodes along equipotential lines of the electric potential
\[ \phi = A(x^2 + y^2 - 2z^2) \]
in an uniform magnetic field \( H \) the \( z \) direction. If \( z_0 \) and \( x^2 + y^2 = r_0^2 \) are the locations of the electrodes then \( A \) is related to the applied voltage \( V \) by
\[ A = \frac{V}{2z_0^2 + r_0^2} \]
The three characteristic frequencies are
\[ \omega_m = \frac{2cA}{H}, \text{ magnetron } (c = \text{velocity of light}) \]
\[ \omega_s = 2 \frac{eA}{m}, \text{ harmonic} \]
\[ \omega_c = \frac{eH}{mc}, \text{ cyclotron} \]

There will be a maximum number of charges the trap can hold. For simplicity; take this number \( N \) to be that which would cancel a fixed fraction \( f \) of the applied field at \( z_0 \) when all charges are at the center of the trap,
\[ \frac{N\epsilon}{z_0^2} = f4Az_0 \]
The effective charge density \( \rho \) is then
\[ \rho = \frac{N}{2nz_0^2} = \frac{f2z_0^2V}{ne(2z_0^2 + r_0^2)} \]

Consider how this density scales with size. The voltage \( V \) must not produce an electric field strength above the value for dielectric or vacuum breakdown, so the scaling of \( V \) will be taken as
\[ V = E_0z_0 \]
where \( E_0 \) is a (safe) constant. Taking the ratio \( z_0/r_0 \) to be constant it is seen that \( \rho \) scales as \( 1/z_0 \), which implies smaller is better. Assuming constant \( H \), the frequencies
scale as

$$\omega_m \propto 1/z_0$$

$$\omega_z \propto 1/\sqrt{z_0}$$

$$\omega_c = \text{const.}$$

One limit to smaller traps is the lower critical field for stability,

$$H_c = c \frac{2mV}{e^2}$$

This is equivalent to requiring $$\omega_m \leq \omega_z/\sqrt{8}$$ if $$r_0 = \sqrt{2} z_0$$. Clearly, $$H_c$$ scales as $$1/\sqrt{z_0}$$, so the maximum attainable magnetic field will set a lower limit on the trap size, and an upper limit on the density. If $$E_0 = 10^4$$ volts/cm and $$H_c = 10^6$$ gauss (thanks to the new superconductors), then

$$(z_0)_{\text{min}} = 2 \cdot 10^{-4} \text{cm}$$

and

$$(\rho)_{\text{max}} = f2.6 \cdot 10^{13} \text{cm}^{-3}.$$ 

This is in the realm of microfabrication, but not quite quantum mechanics. Note that the space charge in each small trap can be neutralized, so there is no build-up of charge as the number of traps is increased. If the total volume of a small trap is five times its storage volume and $$f = 0.2$$, then a cubic meter of these would contain $$10^{18} \rho$$. (The Brillouin limit corresponds to $$f = 1$$.) The required voltage would be a very modest 2v.

Although miniaturized, these traps are still classical and therefore require a high vacuum and a high, externally imposed magnetic field whose energy density is comparable to the rest energy of the trapped $$\rho$$.

Quantum mechanics does enter for further miniaturization, where an atomic analog to the Penning trap exists, as pointed out by Charles Clark, et al. The so-called Stark saddle is the force-free location of a charge subject to both an external
electric field and the electric field of an ion. This position is unstable only in the
direction toward (or away) from ion. Applying a magnetic field perpendicular to the
unstable direction leads to closed, classical orbits for the charge's motion around the
saddle point. Unlike the Penning trap, in which a magnetic field \( H \) perpendicular to
a plane with \( E \) field instability results in stability, the Stark saddle trap has \( H \)
perpendicular to a plane with an \( E \) field saddle, and the result is metastability. That
is, the classical orbits are unstable to small perturbations and correspond to
resonances rather than true bound states. For an external field of 5 kV/cm the Stark
saddle lies over 600 Å from the ion, so this a phenomenon for gases, not solids.

B. Storage ring to channel ring

The other common macroscopic storage medium for \( p \) is the storage ring. In
principle, it, too, can be down-sized, and this important subject is covered by
D. Cline.\(^6\) Going to even smaller scales, is there an atomic analog? An obvious one
would be channeling in a crystal, which would demand some unusual fabrication to
make a closed path. It is also possible to imagine (but undoubtedly more difficult to
realize) channeling in a straight path with perfect reflection at each end. If lossless
channeling occurs for only certain ranges of \( p \) energy the reflection region would
have to be tailored with a varying impedance to minimize turning-point losses.
Although no \( p \) channeling experiments have been done, \( n \cdot \) channeling has been
observed in the curious configuration of a helical spiral around lines of atoms.\(^7\)

CONDENSED MATTER TRAPS

A. Generic leakage

Whatever the mechanism for achieving \( p \) traps there will be a relationship
between the size and depth of the trap and the leakage rate to neighboring nuclei
where annihilation will occur. This relationship is illustrated here with a simple
model.
Let the trap be an equivalent three-dimensional square well of depth \(-V_0\) and radius \(r_0\). Bound states of energy \(-eV_0\) will exist if
\[
g = r_0 \sqrt{2mV_0/\hbar} > n/2
\]
where \(m\) is the \(p\) mass. The wavefunction of the lowest bound state (s wave) will extend outside the well leading to a probability density
\[
|\psi(r)|^2 = \frac{A^2}{r_0^3} \left(\frac{r_0}{r}\right)^2 \sin^2 \theta e^{-2\sqrt{e\theta V_0}} e^{-\theta r_0}
\]
for \(r > r_0\), where \(A\) is a normalization constant and \(\theta = \sqrt{1-e}\).

This probability density will extend to the nearest nucleus and give an annihilation decay rate. To estimate the distance \(r_d\) at which the decay rate is 1 per year assume for simplicity that the proton at \(r\) does not change \(|\psi|^2\), i.e., the Born approximation, and compare the density \(|\psi|^2\) with the 1s state density at the origin of protonium \(|\Psi_{10}(0)|^2\), which has a decay rate\(^8\) of \(5 \times 10^{18}\) s\(^{-1}\). That is, solve the following equation for \(r_d\):
\[
|\psi(r_d)|^2/|\Psi_{10}(0)|^2 = 5 \times 10^{18} = 10^{-8}
\]
The results for \(r_d\) corresponding to various well strengths are shown in the table below where a trap of radius \(r_0 = 10^{-8}\) cm is assumed

<table>
<thead>
<tr>
<th>(g)</th>
<th>(V_0)(ev)</th>
<th>(e_{\text{min}})</th>
<th>(r_d) (\times 10^{-8}) cm</th>
<th>(r_d' \times 10^{-8}) cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>0.81</td>
<td>0.458</td>
<td>8.9</td>
<td>9.5</td>
</tr>
<tr>
<td>3/2(n)</td>
<td>1.82</td>
<td>0.704</td>
<td>5.3</td>
<td>5.6</td>
</tr>
<tr>
<td>(3n)</td>
<td>7.3</td>
<td>0.909</td>
<td>2.9</td>
<td>3.0</td>
</tr>
<tr>
<td>10(n)</td>
<td>80.8</td>
<td>0.991</td>
<td>1.5</td>
<td>1.6</td>
</tr>
</tbody>
</table>

The table shows that a physically reasonable trap could hold \(p\) for a year within a few Angstroms of normal matter, although there is the obvious trade-off between shallow traps (easier to achieve) and larger spacings (harder to achieve).
Actual annihilations will most likely proceed through the capture of a $\bar{p}$ in an atomic state rather than by direct annihilation. To estimate the critical radius $r_a$ for an atomic capture of 1 per year, set the particle flux leaving the well equal to $(\psi(r))^2$ times $\hbar k/m$, where $k$ is the wavenumber of the $\bar{p}$ in the atomic potential, $k = \sqrt{2m\Delta E/\hbar}$, $\Delta E = me^4/4\hbar^2$ (energy of lowest $\bar{p}p$ state). This flux multiplied by the protonium area $2na_0^2 = 2n(2\hbar^2/me^2)^2$ gives the approximate rate of capture (a quantum mechanical engineering estimate!). That is, solve the following equation for $r_a$,

$$i\psi(r)^2 \hbar k/m \ 2na_0^2 = 10^{-8},$$

which has the same form as the previous equation used to find the critical radius $r_d$ for direct $\bar{p}p$ annihilation. Numerically, atomic capture is 10 times more likely, which results in slightly larger $r_a$ as shown in the previous table.

Electrons will not be trapped in these wells unless $\sqrt{m_e/m_p} \ g > n/2$, i.e., $g > 21.4 \ n$, much larger than considered above. Even then the traps could not be "poisoned" by electron filling because the heavier particle always wins the competition for the same trap, otherwise the stability of $\bar{p}$ in normal matter would be easier to achieve. Likewise, muons can not be trapped until $g > 1.5n$ which is reasonably close to optimum trap depths for $\bar{p}$. Therefore, $\mu$ would be a relatively cheap substitute for $\bar{p}$ when testing trap concepts.

3. Polaron

A polaron is a charged particle in a crystal with the accompanying lattice distortions it induces. In the extensive literature on polarons the particle is usually an electron, but, in principle, it could be an interstitial proton or $\bar{p}$. The heavier the particle the more dense the phonon cloud around it, and it is known that protons can even be trapped. By itself, the observed phenomenon of proton trapping does not prove that $\bar{p}$ trapping will likewise occur, but it is a promising entree for theorists into the behavior of $\bar{p}$ in alkali halide crystals. The polaron phenomenon is
responsible for the effective attraction between electrons that leads to superconductivity, which demonstrates its capability for non-trivial effects.

C. Excitons

Excitons are electron-like bound states\(^9\) and are of interest to the \(\phi\) system because they are the quantum unit of the polarization field, and it is precisely on questions of induced polarization that the \(\phi\) storage problem hangs. If excitons were large objects spread over many lattice spacings their relevance would be minimal, but, in fact, they may occur localized on one atom. Again, as with polarons, the exciton is a concept with a rich literature of special relevance to theoretical studies of \(\phi\) trapping concerned with nonlinear polarization or screening of the \(\phi\) charge by holes.

SPECIAL EFFECTS

The following mechanisms are examples of new discoveries and ideas that could lead to a breakthrough in the \(\phi\) storage problem.

A. Suppressed barrier penetration

In a study of quantum mechanical tunneling Michael Nieto, et al.,\(^10\) have found that a wave function in a higher-energy well will not necessarily tunnel to a lower-energy well, even in an arbitrarily long time, if there is not dissipation or coupling to other modes. The probability of quantum tunneling is a critical function of the shape of the barrier potential, not just its average height. Temporal modulation of the barrier would seem to be another promising means to control tunneling rates.

B. Quenched decay

E. J. Robinson\(^11\) has shown that the well-known exponential decay rate of unstable states can be changed substantially, and even approach zero, if the product of the decay belongs to a continuum that is itself unstable.
C. Self-trapping

Using a model relevant to the quantum diffusion of muons and protons inside metals and at surfaces, F. Guinea, et al.,\textsuperscript{12} discovered a transition from diffusive dynamics to a self-trapped state at a critical value of coupling to the environment. This trapping is not related to the self-trapping of polarons mentioned above.

D. Dynamic localization

D. Dunlap, et al.,\textsuperscript{13} calculated the quantum mechanical motion of a charged particle in a lattice under the action of time-dependent electric fields and found a new phenomenon whereby the moving particle became localized within one lattice spacing. Since this localization occurs exactly at a lattice site, it is not directly applicable to \( p \), which need to avoid lattice sites. Nevertheless, the concept of dynamic localization, or creating effective traps by parametric modulation, seems a promising mechanism to apply to energy saddle points of \( p \) in normal matter.

E. Two-level systems

The properties of the two-level quantum system have been recently studied by many people (see the review by A. J. Leggett, et al.\textsuperscript{14}) and many exact results are known about the tunneling of a particle between two wells in a dissipative environment. The conditions for the particle being localized in one well, decaying, or oscillating between the wells have been delineated in detail.

EXPERIMENTS WITH \( p \) IN CONDENSED MATTER

The easy availability of low-energy \( p \) will be a strong impetus to perform experiments in condensed matter. Although most of these will not be intended to test proposed storage mechanisms, the experience gained will build, nevertheless, an invaluable technical base for the critical evaluation of storage feasibility. Predictions of the benefits of condensed matter experiments have consistently missed the most wonderful discoveries, a recent example being the high temperature
superconductors, so the best strategy is to encourage experimentation. The role for theory should be to suggest and interpret, not to proscribe.

A. Atomic decay and strong interactions

The x-rays emitted as a p cascade down the atomic states when it is captured by a nucleus are recognized as a powerful diagnostic for studying the pp and pN interactions at low energies.\textsuperscript{15} The effect of the strong interaction shows up as a reduction in the intensity of the last observable transition and as a shift (of order 1 keV) in the low lying atomic states.\textsuperscript{16-19} There is also a hyperfine splitting between singlet and triplet s-states (of order 1/4 keV) due to the spin-dependent pN interaction.\textsuperscript{20,21} X-rays from np→1s and nd→2p transitions of protonium have been seen\textsuperscript{16} and they confirm predictions of strong interaction effects. Other groups have seen strong interaction effects in pN.\textsuperscript{18,19} Also, the preferential capture and different atomic cascades of the various negative particles, p–, K–, Σ–, and p reveal much about low energy cross sections and metastable states.\textsuperscript{22,23} If the atomic deexcitation energy is resonant with an appropriate nuclear E2 excitation it is also possible for radiationless transitions to occur (the atom deexcites by exciting the nucleus).\textsuperscript{24,25} This can provide otherwise inaccessible information about the nuclear potential.

B. Channeling

Unlike the case with μ+ there is little known about μ– channeling,\textsuperscript{26,27} which would give useful information about the prospects with p. The reason for this is the lack of a μ– beam or a μ– source within the solid. The obvious source, a π–, is captured by a nucleus (as a p would be, normally). However, channeling of π– themselves has been observed and the paths appear to be helical spirals, as mentioned above.\textsuperscript{7} The fact that π– can channel is most interesting because it is doing so in a lattice of absorbers rather than repellers, and therefore falls outside the usual analysis of channeling.\textsuperscript{28}
C. Potpourri

Because condensed matter is so complicated, many of the scientific breakthroughs arise from unexpected experimental results rather than theoretical discoveries. Therefore, as low-temperature $\phi$ became cheaper they undoubtedly will be inserted in various materials if only "to see what happens." Some of the materials that have been suggested are discussed below.

1. Superfluid $^4$He

Superfluid $^4$He is one of the most studied and best understood of condensed matter systems. The atoms are the most quiescent of all, with about 10% of them being in a Bose condensate having strictly zero momentum. The atoms also have the highest ionization potential, 24.6 eV, and are correlated into a macroscopic quantum state from the size of the container to an interatomic spacing.

What would $\phi$ do in such an exotic material? It has been suggested they might form "bubbles" or self-containing cavities in the liquid, as other impurities do, such as electrons$^{29}$ and even positronium.$^{30}$ Bubble formation, however, does not seem likely because (1) there is no help from the Pauli principle (as with electrons) in pushing away the electron densities of nearby helium atoms and (2) the larger $\phi$ mass reduces the $\phi$ localization energy (zero-point motion) to a scale comparable with the interatomic spacing. Perhaps there will be a barrier to $\phi$ atomic capture because the intermediate state involves a free electron which must form a bubble, which costs 1.3 eV? Alas, there seems no reason to exclude He$^-$ as an intermediate state, for which there is no significant barrier. Impurities are also attracted to the cores of quantized vortex lines, but there is no obvious advantage for $\phi$ stability at such a location. Nevertheless, it will be interesting to see what does happen to $\phi$ in superfluid $^4$He.

Another interesting facet of $^4$He behavior is its surface, which is microscopically smooth, adjoins a vacuum of arbitrary "hardness" at sufficiently low
temperature, and can support sheets of surface charge on either side. In particular, electrons on the vapor side can be held against the helium surface by applying an electric field; they do not penetrate the surface because of the relatively high energy required to make the bubble state mentioned earlier. Because this electronic surface charge density can be substantial and can be excited in various plasma modes, the possibility exists of finding electron-\(\bar{p}\) states that are bound to the surface but have negligible \(\bar{p}\) density at the surface. In effect, the \(\bar{p}\) would be trapped between the external electric field and the electronic surface charge, which in turn is repelled from the surface by the Pauli principle. One could also introduce other charged species of heavier mass, such as H\(^-\) or D\(^-\). As mentioned in the general remarks above, such trapping would have to occur in an excited state.

Even quite small or dilute trapped surface states would be interesting as possible nucleation sites for cluster ion formation, for which the problem is to find a coupling (to normal matter) that can carry away the condensation energy. (See the paper in these proceedings by W. C. Stwalley.)

2. Degenerate liquid \(^3\)He

This is mentioned more to illustrate a general approach to trapping -- prohibit the formation of intermediate states necessary for decay -- than to suggest it will work in this specific instance. At low temperature, the \(^3\)He atoms are in the ground state of a Fermi liquid, which means that all momentum states less than the Fermi momentum, \(k_F \approx 0.3 \text{ Å}^{-1}\) are filled. To the extent that intermediate states of the \(\bar{p}\) decay process require the scattering of \(^3\)He atoms into states with \(k < k_F\) the decay will be suppressed. The problem is that \(\bar{p}\) is a localized perturbation, and it would seem to have no difficulty in confining its interactions to wavelengths \(\lambda < 2\pi/k_F\).

3. Superconductors

Many of the features of quantum coherence apply to both superconductors and superfluids, i.e., a superconductor is a charged superfluid in solid, neutralizing
background. Electric and magnetic fields are shielded quite effectively in superconductors over distances comparable to the penetration depth, a length scale present only in charged superfluids and typically having a magnitude of many lattice spacings. Thus, one cannot expect known superconductors to shield and stabilize a \( p \) in any obvious way on an atomic scale, but what will happen is not clear either since the origin of the effective electron attraction, which gives rise to superconductivity, is a subtle and delicate interplay of electronic and lattice properties, both of which are disturbed by a \( p \). A best guess now is that the influence of a \( p \) impurity will be too local to probe superconductivity, although it could give information on other electronic structure.

4. Semiconductors

A \( p \) is attracted to positive charge. If there were an effective source of positive charge, other than protons, one could expect \( p \) trapping. In many respects, especially involving dynamics and transport, the absence of electrons is equivalent to positive charge. This "positive" charge can be either delocalized as holes in a conduction band or localized at ionic lattice vacancies and certain crystal imperfections. Of course, such pseudo positive charge cannot violate the laws of electrostatics, and the earlier remarks on the absence of ground state stability still hold. Nevertheless, the existence of localized exciton states of the \( p \)-hole system seem possible, in principle, and the model could serve as a fruitful paradigm.
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ABSTRACT
A number of suggested techniques for antihydrogen production are reviewed. These include stimulated radiative recombination, positronium charge exchange and high density recombination in a trap. With moderate technical advances a production rate of $10^8$ H per second seems attainable. A normal matter simulation experiment is discussed.

REPORT

The production of neutral antihydrogen has been recognized as a goal of importance in such diverse areas as Quantum Electrodynamics, Gravitation and rocket propulsion. Nuclei of antimatter can be produced in high energy collisions at a number of accelerators throughout the world. In order to form atoms of antimatter however it is necessary for these nuclei to capture positrons. With normal matter electron capture is easily achieved through charge transfer collisions between the nuclei and a gaseous or solid target, e.g.

$$H^+ + X \rightarrow H + X^+. $$

For non-resonant charge transfer, the cross section\(^1\) for this process peaks at a few tens of keV falling off at higher energies as $\log E$. This means that the cross section is very small at MeV energies and the probability of subsequent reionization in a thick target is high. By reducing the beam energy to low keV energies however it is possible to achieve about 90% neutralization. With antinuclei the situation is very different since one does not have a convenient antimatter target from which to capture positrons. A number of schemes for neutralizing antinuclei are currently proposed employing either the radiative recombination of antinuclei and free positrons or charge exchange between antinuclei and positronium 'atoms'. The purpose of this paper is to analyze the feasibility of these schemes with particular emphasis being given to the former process. A recent review of antihydrogen production techniques has also been given by Rich et al\(^1\).

RADIATIVE RECOMBINATION

An experiment is under consideration at the LEAR facility at CERN\(^2\) to use merged beams of positrons and antiprotons to generate antihydrogen atoms via the radiative recombination process:

$$\bar{p} + e^+ \rightarrow \bar{H} + h\gamma.$$
A detailed description of the theoretical analysis of this experiment has been given by Neumann et al. The intensities of available antiproton and positron beams are low and are likely to remain so for the foreseeable future so it is imperative that the rate at which positrons and antiprotons recombine be optimized.

When an atom is ionized it must absorb energy in order to eject an electron. The recombination of an ion and an electron therefore involves the removal of some of this energy by some means. For molecular ions, energy can be efficiently removed by conversion of potential energy into kinetic energy. This is achieved through the dissociation of the neutral molecule formed in the recombination, i.e.

\[ e + AB^+ = AB^{**} \rightarrow A + B. \]

and the process is known as dissociative recombination. At thermal energies the time for interaction between an ion and electron in collision is of the order of \(10^{-15}\) seconds. Once formed however the excited intermediate complex \(AB^{**}\) has a lifetime against autoionization of \(10^{-13}\) secs. Since this is of the same order as the vibrational period, \(AB^{**}\) it can dissociate within this time period thus stabilizing the neutralization process very efficiently. The dissociative recombination processes therefore generally exhibit very large cross sections \((10^{-13} - 10^{-16} \text{ cm}^2)\) at thermal energies.

Dissociative stabilization of course is not an available option for a bare nucleus and so the only way in which excess energy can be removed is via the emission of a photon, i.e.

\[ e + H^+ \rightarrow H(n) + \nu \nu \]

where \(n\) is the principal quantum number of the level into which the electron is captured. The problem here is that photon emission is typically a slow process with a characteristic time of \(10^{-9}\) seconds. It is therefore very unlikely to happen during the short electron-ion collisions time and so radiative recombination exhibits a small cross section at thermal energies.

The cross section for radiative recombination of protons into a given level \(n\) of \(H\) can be calculated using Menzel's expression:

\[ \sigma = A \frac{\nu}{\nu} \frac{\nu_0}{\frac{\nu_0}{\nu_0}} \frac{g}{\frac{g}{g}} \]

where \(A = 2.11 \times 10^{-22} \text{ cm}^2\), \(g = 1\) \(\nu_0 = 13.6 \text{ eV}\). \(\nu\) is the frequency of the emitted photon and

\[ \nu = \frac{\nu_0}{n^2} + \frac{\nu_0}{n^2} \]

It can be seen that \(\sigma\) is inversely proportional to \(\frac{m e^2}{\nu}\), the kinetic energy of the electrons and so it is imperative that low interaction energies be achieved in order to have a respectable recombination rate.
MERGED BEAM KINEMATICS

In a merging beam configuration the collision energy in the center of mass frame is given by:

\[ E_{\text{cm}} = \frac{1}{2} \mu v_r^2 \]

where \( v_i \) and \( v_e \) and \( v_r \) are the ion, electron and relative velocities respectively, and \( \mu \) is the reduced mass of the collision system, given by:

\[ \mu = \frac{m_i m_e}{m_i + m_e} = m_e. \]

In terms of beam energies \( E_i \) and \( E_e \) this can be written as:

\[ E_{\text{cm}} = \mu \left[ \frac{E_i}{m_i} + \frac{E_e}{m_e} - 2 \left( \frac{E_i E_e}{m_i m_e} \right)^{1/2} \cos \theta \right] \]

If we define the reduced ion energy \( E_+ \) thus:

\[ E_+ = \left( \frac{m_e}{m_i} \right) E_i \]

then

\[ E_{\text{cm}} = E_+ + E_e - 2 \left( E_+ E_e \right)^{1/2} \cos \theta \]

In merged beam experiments \( \theta = 0 \) and so equation (5) can be written:

\[ E_{\text{cm}} = (E_+^{1/2} - E_e^{1/2})^2 \]

Thus when \( E_+ = E_e \), \( E_{\text{cm}} = 0 \).

In practice \( \theta \) can not be made exactly zero due to beam spreading and this limits the lowest achievable collision energy.

By taking partial derivatives of equation (8) with respect to \( E_e \), \( E_+ \) and \( \theta \) and assuming a gaussian distribution for the uncertainties \( \Delta E_e \), \( \Delta E_+ \) and \( \Delta \theta \) in these quantities, an expression for the energy resolution in a merged beam experiment can be shown to be:

\[ \Delta E_{\text{cm}} = \left[ \left( \left[ 1 - \left( E_+ / E_e \right)^{1/2} \right] \Delta E_e \right)^2 + \left( 1 - \left( E_e / E_+ \right)^{1/2} \right) \Delta E_+ \right]^2 \right]^2 \]

\[ + \left[ 2 \left( E_+ E_e \right)^{1/2} \Delta \theta \right] \]

When \( E_+ = E_e \), the spread in the centre of mass energy is governed primarily by \( \theta \) and \( \Delta \theta \).

An unpublished analysis of merged beam kinematics performed at U. W. O. based upon studies by Taylor et al. at JILA has shown that the most serious limitation to the achievable energy resolution arises from the method of formation of the electron beam. In our experiments at U. W. O. the electrons are produced
from an indirectly heated barium oxide coated cathode which operates at a temperature of \( \sim 1000 \text{K} \). This means that the electrons are formed with an initial energy spread of about 0.1 eV. In the longitudinal direction this contribution is not a problem as it can be shown using equation (10) that this is significantly deamplified in the center of mass when \( E_r = E_0 \) and can be essentially neglected. The problem arises however due to transverse velocities of the electrons due to their thermal spread. This gives rise to a non-zero value of \( \Delta \theta \) thus limiting the energy spread given by equation (10).

It is however possible to eliminate electrons with large transverse velocity components and so reduce \( \Delta E_{\text{cm}} \). The collimation must be carefully designed for if the electron beam is magnetically confined spiralling electrons can manage to pass through small, thin apertures unhindered. This can be prevented by using thick apertures.

Recent results for \( e - H^1 \) dissociative recombination\(^6\) taken using the merged beam facility at U.W.O. are shown in Fig. 1.

*Figure 1:* Measured cross sections for \( e - H^1 \) recombination\(^6\) showing narrow resonant structures which can be resolved using the merged beam technique. The energy resolution is better than 20 meV.
This process exhibits narrow resonances due to capture into autoionizing, vibrationally excited Rydberg states of $H_2$ and these have been seen in our experiment. The results shown are very preliminary and much more extensive studies are planned. By examining the resonance at 0.1 eV however it can be seen that the energy resolution achieved in the apparatus is better than \( \pm 20 \) meV. This is the first time that the predicted high resolution capability of a merged beam experiment has been demonstrated experimentally.

Other electron-ion merged beam experiments have been performed at Oak Ridge National Lab\(^7\), CERN\(^8\) and Novisibirsk\(^9\), the latter two being electron cooling experiments. In these cases however high current electron beams (\( \sim 0.1 - 1 \)A) are used and the resulting space charge depression limits the lowest achievable interaction energy and the energy spread. The apparatus at U.W.O. employs low current beams, (\( E_e \sim 20 \) \( \mu \)A, \( I_i \sim 1 \)A) and space charge effects are not important.

Antihydrogen experiments will inevitably employ low current beams so again the performance should be considerably better than experienced in electron cooling experiments.

The rate of product formation in a binary collision between reagents A and B is given by:

\[
\frac{dN_0}{dt} = \alpha N_A N_B
\]

where \( N_A \), \( N_B \) and \( N_0 \) are the densities of A, B and the product respectively and \( \alpha \) is the rate coefficient which is related to the collision cross section via the relationship:

\[
\alpha = \int \sigma(v) f(v) \, dv
\]

where \( v \) is the relative velocity of A and B and \( f(v) \) is the velocity distribution function.

Since in a merged beam experiment the velocity distribution is quite narrow it is acceptable for the purposes of estimating the signal to approximate this expression by:

\[
\alpha = \sigma \bar{v}
\]

where \( \bar{v} \) is the average collision velocity.

If we consider the situation of \( N_p \) antiprotons circulating in a storage ring and interacting with a beam of positrons with a particle density \( n_e^+ / \text{cm}^3 \) in a merging configuration then using equation (11), the rate of formation of antiprotons is given by:

\[
N_{-p} = \eta N_p \eta_e^+ \alpha = \eta N_p \eta_e^+ \sigma \bar{v}
\]

where \( \eta \) is the fraction of the storage ring circumference over which the positrons and antiprotons interact.

For relativistic beams this is amended to:

\[
N_{-p} = \frac{\eta}{\gamma^2} N_p \eta_e^+ \alpha
\]
where \( \gamma^2 = 1/(1-\beta^2) \) and \( \beta = v/c \), where \( v = v_e = v_i \) is the velocity of the beams in the laboratory frame.

**STIMULATED RECOMBINATION**

Neumann et al (3) have discussed the possibility of enhancing the electron proton recombination by stimulating the photon emission using a laser beam with the appropriate wavelength. One can define a gain factor \( g \) as the ratio of the stimulated \( \alpha_{\text{STIM}} \) to spontaneous \( \alpha_{\text{SPON}} \) recombination coefficient.

\[
g = \frac{\alpha_{\text{STIM}}}{\alpha_{\text{SPON}}} = \frac{u(v) B}{A}
\]

where

\[
u(v) = \frac{P}{(cP\Delta\nu)}
\]

is the spectral energy density of the radiation field of power \( P \) and photon beam cross sectional area \( F \). \( A \) and \( B \) are the Einstein coefficients for spontaneous and stimulated emission which are related by:

\[
A = \frac{8\pi\hbar v^3}{c^3} B
\]

\( \nu \), the frequency of both the emitted photon and the stimulating photon is related to the velocity of the electrons by:

\[
\frac{mv_0^2}{2} + \frac{E_0}{n^2} = h\nu
\]

and

\[
\Delta\nu = \frac{h}{mv_0} \Delta\nu
\]

where \( \Delta\nu \) is the spread in the electron velocity. \( n \) is the principal quantum number into which the electron is captured and \( E_0 \) is the ionization potential of the proton from the \( n = 1 \) level.

By combining 16, 17, 18 and 20, one gets

\[
g = \frac{PC^2}{P\Delta\nu 8\pi\nu^3}
\]

In table I the first twelve energy levels for atomic hydrogen are given together with the energy of the photons required to stimulate the recombination of zero energy electrons.
TABLE I

Energy levels for atomic hydrogen

<table>
<thead>
<tr>
<th>n</th>
<th>E(ev)</th>
<th>Wavelength (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-13.6</td>
<td>919.1</td>
</tr>
<tr>
<td>2</td>
<td>-3.4</td>
<td>3676.5</td>
</tr>
<tr>
<td>3</td>
<td>-1.5</td>
<td>8333.0</td>
</tr>
<tr>
<td>4</td>
<td>-0.85</td>
<td>14706.0</td>
</tr>
<tr>
<td>5</td>
<td>-0.54</td>
<td>23148.0</td>
</tr>
<tr>
<td>6</td>
<td>-0.37</td>
<td>33088.0</td>
</tr>
<tr>
<td>7</td>
<td>-0.28</td>
<td>45036.0</td>
</tr>
<tr>
<td>8</td>
<td>-0.21</td>
<td>58824.0</td>
</tr>
<tr>
<td>9</td>
<td>-0.168</td>
<td>74448.0</td>
</tr>
<tr>
<td>10</td>
<td>-0.136</td>
<td>91911.0</td>
</tr>
<tr>
<td>11</td>
<td>-0.11</td>
<td>111213.0</td>
</tr>
<tr>
<td>12</td>
<td>-0.09</td>
<td>132352.0</td>
</tr>
</tbody>
</table>

PROPOSED CERN EXPERIMENT

The CERN group has considered the use of a pulsed dye laser to stimulate capture down to the n = 2 state of atomic hydrogen.

Using equation 1 the cross section for spontaneous radiative capture in n = 2 at an interaction energy of 0.01 eV is calculated to be:

\[ \sigma = 1.4 \times 10^{-19} \text{ cm}^2 \]

corresponding to a rate coefficient of

\[ \alpha = 8.3 \times 10^{-13} \]

Assuming the electrons to have an energy spread of 0.01 eV and the interaction volume to be cylindrical with a diameter of 1mm then: –

\[ P = 3.14 \times 10^{-6} \text{ m}^2 \]
\[ \Delta v = 5 \times 10^{12} \text{Hz from equation 20} \]
\[ \nu(n=2) = 8.18 \times 10^{14} \text{Hz from equation 19} \]

and equation 21 yields a gain of: –

\[ g = 6 \times 10^{-4} P \]

where P is the laser power in watts.

Neumann et al have pointed out that although high powered pulsed dye lasers are available, the possibility of reionization of the neutralized atom by a subsequent photon limits the maximum useful power.
If $\sigma^h_{n}$ is the photoionization cross section from a given $n$ level of atomic hydrogen then the photoionization rate for one hydrogen atom is

$$Z = \phi \sigma^h_n$$

where $\phi = P/Ph\nu$ is the photon flux.

If the atom is irradiated for a time $\tau$ then

$$Z\tau = \phi \sigma^h_n < 1$$

hence

$$\phi \leq \frac{1}{\tau \sigma^h_n}$$

in order that the atom is not reionized. $\tau$ is either the lifetime or the laser pulse length, whichever is shorter.

Photoionization cross sections for given $n$ states of atomic hydrogen or hydrogenic ions can be calculated exactly and can be expressed in the form

$$\sigma = 7.91 \times 10^{-18} \frac{n}{Z^2} \left(\frac{\epsilon_n}{\epsilon}\right)^3 \text{cm}^2$$

where $\epsilon_n = Z^2/n^2$; $\epsilon$ is the photon energy in rydbergs, $Z$ is the atomic number. At threshold, the photoionization cross section for the $n = 2$ level is $1.58 \times 10^{-17}\text{cm}^2$. The lifetime of the $n = 2$ level against spontaneous decay is $2 \times 10^{-9}\text{s}$ and so substituting into equation 24 yields a maximum usable photon flux of

$$\phi \leq 3 \times 10^{25} \text{photons cm}^{-2}\text{sec}^{-1}.$$

This corresponds to a maximum usable power density of 16 MW cm$^{-2}$. For the 1mm diameter cylindrical interaction region already considered this corresponds to a 0.5 MW power laser pulse.

Using equation 22 and a 1mm diameter interaction region, the maximum gain is 30 yielding a stimulated recombination rate coefficient of:

$$\alpha = 2.5 \times 10^{-11}\text{cm}^3\text{s}^{-1}.$$

Typical experimental parameters are

$$N_p = 10^{10}$$

$$n_e = 1 \text{ cm}^{-3}$$

and so this would give an antihydrogen production rate of:

$$N_H = 0.25 \text{s}^{-1}.$$
The cross sections for radiative recombination to and photo-
ionization from the \( n = 10 \) level are:

\[ \sigma_{\text{RAD}} = 2.86 \times 10^{-20} \text{cm}^2 \]

\[ \sigma_{\text{PH}} = 8 \times 10^{-17} \text{cm}^2 \]

The lifetime of the \( n = 10 \) level is:

\[ \tau = 2 \mu\text{s} \]

and using this value in equation (24) yields a photon flux of

\[ 6 \times 10^{21} \text{ photons cm}^{-2} \text{s}^{-1} \]

This corresponds to a power density of 135 Watts cm\(^{-2}\) or for the 1 mm diameter interaction region, to

a maximum usable power of 4.2 Watts. This would result in a gain of 42 leading to a stimulated recombination coefficient of:

\[ \alpha_{\text{STIM}} = g \sigma_{\text{RAD}} \nu = 7 \times 10^{-12} \text{cm}^3 \text{s}^{-1} \]

The experimental parameters for the MEIBE experiment are
listed in Table II and with these it is estimated that the count rate of neutral H atoms will be \( \sim 0.25 \text{ s}^{-1} \). The primary background comes from neutralization of the proton beam through charge exchange. At 400 KeV the cross section for

\[ \text{H}^+ + \text{H}_2 \rightarrow \text{H} + \text{H}_2^+ \]

is \( 4 \times 10^{-20} \text{cm}^2 \) and at an operating pressure of \( 10^{-11} \text{ torr} \) a count rate of \( \sim 0.3 \text{ background counts/second} \) is expected. Thus the signal to background ratio will be approximately unity.

For the case of antihydrogen formation in a storage ring the situation is much better as pulsed beams can be used. The lifetime of the level in equation 24 can then be replaced with the pulse length which can be very short (\( \sim 1 \text{ ns} \)). Thus the maximum usable power density will increase to \( 2.7 \times 10^{5} \text{ Watts cm}^{-2} \) or a power of 8.1 KW for a 1 mm diameter interaction region. Given the parameters used earlier this would given an enhanced cross section of \( 2.3 \times 10^{-15} \text{cm}^2 \) corresponding to a recombination rate coefficient of \( \alpha = 1.38 \times 10^{-8} \text{cm}^3 \text{s}^{-1} \) at a mean energy of 0.01 eV.

If we consider a 100 KeV, 1 mm diameter positron beam with \( 10^8 \text{ e}^+/\text{l ns bunch} \), and a repetition rate of 10 Hz then the mean positron density will be \( \sim 2 \text{ s}^{-1} \). With \( \eta N_p 10^{10} \) this would give an antihydrogen production rate of

\[ N_H \sim 276 \text{ s}^{-1} \]
The neutral count rate is given by:

\[ C_n = \sigma \cdot \frac{I_e}{e^2} \cdot \frac{v_{ei}}{v_{ei}^2} \cdot \frac{1}{I_i} \cdot \frac{1}{F} \cdot \frac{1}{\eta} \]

<table>
<thead>
<tr>
<th>( E_i ) (KeV)</th>
<th>( v_i ) (cm s(^{-1}))</th>
<th>( E_e ) (eV)</th>
<th>( v_e ) (cm s(^{-1}))</th>
<th>( E_{cm} ) (eV)</th>
<th>( v_{cm} ) (cm s(^{-1}))</th>
<th>( I_e ) (A)</th>
<th>( I_i ) (A)</th>
<th>( L ) (cms)</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>400</td>
<td>8.785 ( \times 10^8 )</td>
<td>214.92</td>
<td>8.725 ( \times 10^8 )</td>
<td>0.01</td>
<td>5.95 ( \times 10^6 )</td>
<td>2 ( \times 10^{-5} )</td>
<td>1 ( \times 10^{-7} )</td>
<td>10</td>
<td>1</td>
</tr>
</tbody>
</table>

\( L \) is the length of the interaction region. \( \eta \) is the detection efficiency for neutrals.

The background count rate is given by

\[ I_B = \frac{I_i}{e} \cdot n \cdot \sigma_{10} \]

\( n = 3.2 \times 10^6 \) P cm\(^{-3}\)

\( l = 30 \) cms.

\( \sigma_{10} = 4 \times 10^{-20} \) cm\(^2\) for 400 KeV \( \text{H}^4 \) in \( \text{H}_2 \).

\( l \) is the length of region through which the ion beam moves that can be seen by the neutral detector.

Rich et al. have proposed the use of a storage ring to produce a recirculating positron beam. This would allow the mean positron density to be increased by about a factor of \( 10^6 \) and so an antihydrogen production rate of \(-10^6 \) s\(^{-1}\) could be achieved.

**POSITRONIUM CHARGE EXCHANGE**

The positron group at University College, London, England has performed theoretical calculations\(^4\) for the charge exchange process:

\[ \cdots \]
\[ p + e^+ e^- \rightarrow H + e^- \]

and have designed an experiment to demonstrate this experimentally in conjunction with the atomic physics group at Aarhus in Denmark. Initially the experiment will be performed using protons although ultimately the intention is to perform the experiment at LEAR with antiprotons.

The experiment involves inserting a hollow cylinder of aluminum axially into the proton or antiproton beam path. A beam of positrons enters the cylinder through a hole in the side and when it strikes the inside wall positronium 'atoms' are formed with energies ranging from a few meV to 2.6 eV. Para positronium rapidly decays \((\tau = 0.125 \text{ ns})\) but ortho positronium \((\tau = 142 \text{ ns})\) is longer lived and so can diffuse through the cylinder. About 75\% of the positronium created is in the ortho form.

For a 1 cm diameter cylinder and a positron beam with intensity \(10^9 \text{s}^{-1}\) then the average density of positronium atoms is \(100/\ell \text{ cm}^{-2}\) where \(\ell = 1 \text{ cm}\), is the average axial drift distance over which the positronium atom travels during its lifetime.

Humberston et al have calculated that at 100 KeV (the projected operating energy of LEAR) the cross section for \(p - ps\) charge exchange into the ground state of H is \(10^{-18} \text{cm}^2\). If we assume that \(10^{10}\) antiprotons can be stored in the ring then

\[
R_H = \eta \frac{N_{p+e^-}}{\ell} \sigma \nu = 0.44
\]

where \(\eta\), the ratio of the interaction region to the ring circumference is \(10^{-4}\) in this experiment.

Recent calculations by Darewych which include capture into excited states of H yield a cross section 2-3 times that quoted above thus raising the formation rate to \(1 \text{ s}^{-1}\).

Other ways to raise the antihydrogen formation rate would be:

(a) Lower the collision energy.
   A decrease in the antiproton beam energy to \(20 \text{ KeV}\) would increase the capture cross section by two orders of magnitude.
(b) Decrease the collision cross sectional area.
   The antiproton beam at LEAR is of the order of 1 mm diameter so in principle an increase in positronium density would result from decreasing the diameter of the aluminium containment cylinder. It is not clear however if this would be successful in practice as the positronium could be quenched upon contact with the vessel walls. Investigation of this effect should be one of the goals of the Aarhus experiment.
(c) Increasing the positron and antiproton beam intensities.
   This of course is common to all methods of antihydrogen production. The primary disadvantage however is that there is no possibility for increasing the target density using recirculating techniques.
TRAP FORMATION OF ANTIHYDROGEN

Gabrielse et al.\(^7\) have experimentally demonstrated the capture and confinement of antiprotons produced at LEAR, in an electromagnetic trap. Studies of positron, electron and ion trapping have been carried out at a number of centres and the technology is fairly well established.

It would appear to be possible within the confines of today's technology to store electrons (positrons) and protons (anti-protons) in traps with a density of \(\sim 10^{10}\) particles cm\(^{-3}\) at a temperature of about \(10^9\)K\(^1\). One can envisage a nested trap which can store positrons and antiprotons simultaneously.

Bates, Kingston and McWhirter\(^9\) have investigated the competition between recombination and collisional ionization in cool hydrogenic plasmas and have deduced rate coefficients for the net "collisional-radiative recombination" of the plasma. At low densities radiative recombination dominates the plasma neutralization. At high densities three body recombination, i.e. 

\[ e + e + H^+ \rightarrow H + e \]

becomes more important.

More recent theoretical treatments of this process have been given by Johnson and Hinnov\(^2\), Mansbach and Keck\(^2\) and Stevelfelt et al.\(^2\).

The latter have expressed the rate coefficient in the form

\[ \alpha = \left\{ 1.55 \times 10^{-10} T^{-0.63} + 6.0 \times 10^{-9} T^{-2.1} n(e)^{0.37} \right\} \text{ cm}^3\text{s}^{-1} \]

for \(250 \leq T \leq 4000\) K and \(10^9 \leq n_e \leq 10^{13}\) cm\(^{-3}\). It can be seen from this expression that at low temperatures and moderate densities the rate coefficient exhibits at \(T^{-4.5}\) temperature dependance and so becomes very large at low temperatures. If extrapolation beyond the limits quoted here is valid then at 10K the recombination rate would be \(\sim 1 \times 10^{-3}\) cm\(^3\) s\(^{-1}\). For a trap therefore containing \(n_p \approx n_e^+ = 10^{10}\) cm\(^{-3}\) at 10K the rate of formation of H would be \(\sim 10^{17}\) s\(^{-1}\). What this means of course is that \(10^{10}\) antihydrogen atoms would be produced very rapidly. the ultimate rate of antihydrogen production would therefore be limited by the trap loading time.
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I. Overview

The past century has seen the emergence of a fascinating variety of technological developments. Initially, in developments such as the airplane and telephone, the commercial sector played the primary role in these developments. More recently, however, major governments have had the enormous resources required for such major developments and thus have taken the primary role in activities such as fission and fusion weapons, fission and fusion power, rocket development and space exploration, etc. These national priorities have recognized the multifaceted and critical significance of high density energy storage, in particular, with multi-order-of-magnitude improvements in each evolutionary step from chemical energy storage densities to fission to
fusion. There is to the best of my knowledge only one conceivable further multi-order-of-magnitude improvement step possible: antimatter.

Accompanying each of these evolutionary steps, there has been an increase in the magnitude of the scientific and engineering research and development needed to bring the concept to (or closer to) practical reality. In each case, a multidisciplinary approach was essential, combining diverse areas, principally high energy physics (clearly "high" gets higher with time); physics at all lower energies, including nuclear, plasma, atomic, molecular and optical, and solid state; chemistry; electrical and optical engineering; and materials science and engineering. Many feel strongly that it is now appropriate to initiate a similar basic research effort in the area of antimatter. Already, with modest resources at best, antiprotons have been cooled to thermal energies and trapped in an ion trap. This workshop and many other workshops in the past few years (see [FOR 87]) have clearly brought antimatter from the realm of science fiction (à la "Star Trek") to a scientifically credible area in which specific near term goals can be pursued. This article attempts to examine one specific sub-area of antimatter research, namely, the possible production of bulk antimatter by the "cluster ion" approach [BAH 87].

It is important to realize that "antimatter science" very much needs a specific "home" in the federal bureaucracy, such as a program in the Department of Energy. Already, it is clear that the foremost antiproton source in the world (LEAR at CERN near Geneva) is being used primarily to advance the goals of elementary particle physics, which overlap only slightly with the goals of "antimatter science". Likewise, antimatter studies are considered peripheral at best by most atomic and molecular physicists. To obtain acceptable progress in such an evolving field which "falls in the cracks", a specific sponsor is urgently needed.

It is also important to realize that antimatter studies are of
considerable fundamental significance as well as simply a source of high energy density, as documented in these proceedings.

II. Introduction

The goal we have before us is an unprecedented one: to "synthesize" from atomic ("nanoscopic" as opposed to microscopic) constituents bulk macroscopic substances. Moreover, we are to do this for low density antimatter (\( \bar{p} \) and \( e^+ \)) in the absence of contact with ordinary matter, whether in the form of walls, background gas or even radioactive decay fragments. And moreover, we are to do this at technically challenging low temperatures and at unprecedentedly low pressures (not only under static conditions, but also as valves are opened, lasers sent through windows, etc.). Moreover, it is not sufficient merely that each step in the synthesis be scientifically feasible; we must begin to examine questions of rate (throughput) and efficiency (and losses) related to temporal feasibility and financial feasibility as well.

We adopt a single major strategy in addressing the problem of synthesis of bulk quantities of antimatter, the antimatter cluster ion concepts of Bahns, myself and coworkers [BAH 87]. Other strategies include such concepts as storing antimatter in ordinary matter (explored by Larry Campbell in these proceedings); mass production of ultralight ion traps (\( m_{\text{trap}} << 10^9 \) Nmp), each of which contains a small number N of antiprotons; trapping of antihydrogen atomic gas using lasers and/or magnetic fields [FOR 85]; and magnetic levitation of an antihydrogen molecular solid [FOR 85].

Below we first give an overview of normal matter ion synthesis (Section III) and then discuss the various synthetic steps (Section IV). We then examine complications when antimatter is used (Section V). Finally we discuss rate and throughput issues (Section VI) and efficiency and loss issues (Section VII), and summarize the primary issues which should be studied initially (Section VIII). Note that normal matter ions are of considerable interest.
not only scientifically, but also in connection with ionized or neutral beams for directed energy, fusion, solid state, medical and other applications.

III. The Cluster Ion Synthesis Process

Before examining individual steps in the cluster ion synthesis process [STW 87], it is worth giving a brief overview of the steps involved. Our initial assumptions are as follows:

1. A source of perhaps $10^7 \overline{p}/s$ is available at energies $<1$ eV.
2. A source of perhaps $10^7 e^+/s$ is available at energies $<1$ eV.
3. Intense sources of photons (microwave through vacuum ultraviolet) are available.
4. Intense sources of $e^-$ of $<1$ eV energy are available.
5. Normal matter can be used to fully simulate antimatter in advance of antimatter experiments.
6. High densities of $\overline{p}$ and $e^+$ (say $\geq 10^{12}/cm^2$) are unavailable, so most steps must be second order or less in these antimatter constituents. If high density $\overline{H}$ can be achieved, third order processes become possible.

It should also be noted that existence of the proper formation steps for the various intermediate products is insufficient; one must also be able to trap and rapidly cool the intermediate product in the absence of collisions and also rapidly transfer the intermediate product to the next reaction chamber. While these latter steps are not too difficult for charged particles, they are quite difficult for neutral species ($H$ and especially $H_2$). An overview of important reactions, and trapping, cooling and transfer techniques is given in Table I. Note the convention that the bar over an ion implies a change of all particles to antiparticles; thus $\overline{H}_2^+$ is positively charged while $\overline{H}_2$ is negatively charged. Most of these processes have been examined in one or more papers in the Proceedings of the Cooling, Condensation and Storage
Table I. Overview of Particle (and Antiparticle) Properties and Characteristics.

<table>
<thead>
<tr>
<th>particle</th>
<th>e^-</th>
<th>H^+ (#1P)</th>
<th>H^-</th>
<th>H^+</th>
<th>H_2^+</th>
<th>H_2^-</th>
<th>H_3^+</th>
<th>H_3^-</th>
<th>H_4^+</th>
<th>H_4^-</th>
<th>...</th>
<th>H_N^+</th>
<th>H_N^-</th>
</tr>
</thead>
<tbody>
<tr>
<td>antiparticle</td>
<td>e^+</td>
<td>H^+ (#1P)</td>
<td>H^-</td>
<td>H^+</td>
<td>H_2^+</td>
<td>H_2^-</td>
<td>H_3^+</td>
<td>H_3^-</td>
<td>H_4^+</td>
<td>H_4^-</td>
<td>...</td>
<td>H_N^+</td>
<td>H_N^-</td>
</tr>
</tbody>
</table>

| binding energy in eV | - | - | 13.6 | 0.75 | 2.6 | 4.5 | 4.1 | 0 | 0.1 | <0.01 | ... | 0.008 | 0.008 |

| products | H^+, e^- | H, e^- | H^+, H | H, H | H^+, H_2 | H, H_2 | H, H_3 | H_2, H_2 | H_2, H_3 | H_2, H_4 | ... | H_N-2, H_2 | H_N-2, H_2 |

| sensitivities‡: | | | | | | | | | | | | | |
| λ < 0.2 µ VUV | - | - | x | x | x | x | x | x | x | x | x | x | x |
| 0.2-0.4 µ UV-VIS | - | - | x | x | x | (x) | (x) | (x) | (x) | (x) | (x) | (x) | (x) |
| 0.7-100 µ IR | - | - | x | x | x | x | x | x | x | x | x | x | x |
| λ > 100 µ microwave | - | - | x | x | x | (x) | (x) | (x) | (x) | (x) | (x) | (x) | (x) |
| radiative recomb. (e^-) | * | x | x | (x) | (x) | (x) | (x) | (x) | (x) | (x) | (x) | (x) | (x) |
| disso. recomb. (e^-) | * | - | - | x | x | x | x | x | x | x | x | x | x |
| assoc. detach. (H^-) | - | x | x | - | x | - | x | - | - | - | - | - | - |
| rmx. (H) | - | - | - | x | x | x | (x) | (x) | x | x | - | - | - |
| rmx. (H_2) | - | - | - | - | x | - | x | - | - | - | - | - | - |
| neutralization (H^-) | - | x | x | - | x | - | x | - | - | - | x | x | x |
| radiative assoc. (H, H_2) | - | - | - | - | - | - | - | - | - | - | - | - | - |

trapping:

Penning/Peau | x | x | x | x | x | x | x | x | x | x | x | x | x |

laser | - | - | x | (x?) | x | x | - | - | - | - | - | - | - |

inhomogeneous magnet | - | - | x | - | - | - | - | - | x | x | x | x | x |

cooling:

radiative | - | - | x | - | - | x | x | x | x | - | - | - | - |

laser | - | - | x | x | x | - | - | - | - | - | - | - | - |

e^- | x | x | x | - | - | - | - | - | - | - | - | - | - |

transfer:

electrostatic | x | x | x | x | x | x | x | x | x | x | x | x | x |

magnetic | - | - | x | - | x | - | - | - | - | - | - | - | - |

eraser | - | - | x | (x?) | (x?) | - | - | - | - | - | - | - | - |

‡ N assumed large (> 10^3).

§ All collision partners assumed to be cold.

* Reactant.
of Hydrogen Cluster Ions Workshop, J. T. Bahns, Editor [BAH 87], and extensive references are given there. In addition, a bibliography of several hundred manuscripts (published since 1966) dealing with the positive and negative hydrogen cluster ions is available from the author [STW 87A] and was available at the October 1987 Rand Workshop.

Finally, before enumerating the synthetic steps, we note the catalyst ("seed crystal") strategy in our synthesis [STW 87]. Initially we must synthesize a single cold ($T \leq 1$ K) large cluster ion $H^+_N$ such that radiative stabilization via photon ($\gamma$) emission

$$H^+_N + H \rightarrow H^+_{N+1} + \gamma$$

(1)

is highly efficient compared to loss processes such as

$$H^+_N + H \rightarrow H^+_{N-1} + H_2.$$ 

(2)

We then grow the ion at a rapid rate to $H^+_{-2N}$. The $H^+_{-2N}$ ion is then fragmented e.g. using

$$H^-_{-2N} + H^+ \rightarrow 2H^+_{-N}$$

(3)

(or $H^-_{-2N} + \gamma \rightarrow 2H^+_{-N} + e^-$)

(4).

Thus our $H^+_N$ "seed crystal" has served as a catalyst and rapidly converted $N$ H atoms and 1 $H^+$ into a $H^+_{N+1}$ ion.

If good methods for synthesizing and manipulating $H_2$ can be found, equations analogous to (1)-(4), but with $H_2$ in place of H, could be used even for very small $N$ ($N \leq 27$ was estimated in [BAH 86]; recent measurements [KIR 87] suggest a smaller $N \leq 19$). [This is because only $\sim 0.008$ eV in binding energy must be dissipated when $H_2$ is added to $H^+_N$, versus $\sim 4.5$ eV when H is added to $H^+_N$ with N even. (Figure 1b)]

It is essential to stress the importance of this initial chunk of antimatter (like the caveman's "first flame", the alchemist's "philosopher's stone" or ice-IX in Cat's Cradle). Assuming equations (1)-(4) are correct, once that chunk has been produced (and backups produced and stored), the
temporal and financial feasibility questions are reduced greatly (Figure 1). One is then only concerned with $\bar{p}$, $e^+$, $H$ and the "seed crystal" (and possibly $H_2$ (figure 1b)). This is not true of other storage concepts (see Section II) except the magnetic levitation of antihydrogen "ice" (molecular solid). For this reason, the single most important issue in bulk storage via ions is to establish that equations (1) and (3) (or (4)) do in fact occur rapidly and efficiently for a reasonable $N$ ($10^3$-$10^6$?), with no significant side reactions (such as $H_2$ boil off) (or $N \sim 19$ if $\bar{H}_2$ is used). Of course, some other catalyst might be used if one can be found: some extraordinary form of ordinary matter such as $H^+$-coated liquid helium; or "pseudowalls" of photons, positrons or other particles which do not rapidly destroy the cluster.
IV. Individual Reaction Steps

How then will we produce this first "seed crystal"? As discussed in [BAH 86], there are a number of conceivable options involving cluster ions: addition of H to positive ions (A⁺), addition of H₂ to positive ions (M⁺) and analogous processes for negative ions (A⁻ and M⁻ respectively). However,
although \( H^- \) is stable, \( H_2^- \) is not (yielding \( H_2 + e^- \) spontaneously) and \( H_2^+ \) is now thought to be unstable on both experimental [BAE 84] and theoretical [MIC 87] grounds. Although for some larger \( N \), \( H_N^- \) must be stable (as \( N \rightarrow \infty \), the processes \( H_N^- \rightarrow H_N + e^- \) and \( H_N^- \rightarrow H_N^+ + e^- \) require the same positive energy), the value of that \( N \) is not established. Thus only the positive ion processes will be considered here.

In what follows, we first list (Table II) the possible options for production and storage of five potentially useful simple reagents: \( H, H^-, H_2^+, H_2 \) and \( H_3^+ \). We then list synthetic sequences involving \( H^+, e^-, \) photons and these reagents which lead potentially to the production of \( H_N^+ \). It should be noted that there is a wide variety of possibilities, so we shall emphasize the simplest (e.g. Figure 2, involving \( H \)); determination of the optimal process deserves considerable further study.

A. Formation of \( H \)

Formation of \( H \) is relatively straightforward by means of spontaneous or stimulated photorecombination; charge transfer from positronium to a proton; or three-body recombination of \( H^+ \) with a high \( e^- \) density. Brian Mitchell in these proceedings reviews the photorecombination and positronium charge transfer options in detail. He finds the stimulated photorecombination to be superior, and finds recombination to high \( n \) states possibly superior to the recombination to the \( 2p \) state. However, there is one important other option. This three-body recombination option was recently examined by Kells [KEL 87]. Based on the low temperature high \( e^- \) density device at La Jolla (\( n_{e^-} = 10^{10}/ \) \( \text{cm}^3 \), \( T = 10^{-3} \) eV) described e.g. in [DRI 86], he finds a production rate of \( \geq 10^8 \) \( \text{H/s} \) possible using a LINAC source with \( e^+ \) accretion in a nested Penning trap.

B. Formation of \( H^- \)

Two-body recombination of an \( e^- \) with \( H \) to form \( H^- \) plus emission of a
Table II. Overview of possible steps in the "seed crystal" cluster ion synthesis process (* on numbers indicate a currently favored process). For simplicity, substeps are given only in part A.

A. Formation of H

1. * Stimulated Recombination
   a. Cooling of \(H^+\)
   b. Cooling of \(e^-\)
   c. Stimulated recombination to H (2p or higher state)
   d. Radiative Decay of H (2p or higher state)
   e. Cooling of H
   f. Trapping of H
   g. Transfer of H

2. Positronium Charge Transfer
   a. Cooling of \(e^+\)
   b. Formation of positronium \((e^+e^-)\)
   c. Charge Transfer of \(H^+\) with \((e^+e^-)\)
   d. Cooling of \(H\)
   e. Removal of \(e^+\)

3. * High Density \(e^-\) Recombination
   a. Formation of high density low temperature \(e^-\)
   b. Injection of \(H^+\) into nested trap with \(e^-\)
   c. Formation of \(H^*\) (possibly \(H^-\) also)
   d. Decay of \(H^*\)

4. Spontaneous Recombination (analogous to but also inferior to A. 1.)

B. Formation of \(H^-\)

1. High \(e^-\) Density Recombination (see A. 3. above)
2. Photodissociation of \(H_2\) to \(H^+ + H^-\)
3. Spontaneous Recombination of \(H + e^-\) (unlikely)
Table II (continued).

C. Formation of \( \text{H}_2^+ \)
   1. * Associative Ionization
   2. Indirect Radiative Association

D. Formation of \( \text{H}_2 \)
   1. * Reaction of \( \text{H}_2^+ + \text{H} \)
   2. * Indirect Radiative Association
   3. Associative Detachment (\( \text{H}^- + \text{H} \rightarrow \text{H}_2 + \text{e}^- \))
   4. Direct Radiative Association (unlikely)

E. Formation of \( \text{H}_3^+ \)
   1. * Reaction of \( \text{H}_2^+ \) with \( \text{H}_2 \)
   2. * Laser-Assisted Association of \( \text{H}_2^+ \)
   3. Laser-Assisted Association of \( \text{H}^+ + \text{H}_2 \)
   4. * Three-Body Recombination (\( \text{H}_2^+ + \text{H} + \text{H} \rightarrow \text{H}_3^+ + \text{H} \))

F. Formation of \( \text{H}_N^+ \)
   1. * Laser-Assisted Association of \( \text{H}_{N-1}^+ \) and \( \text{H} \)
   2. * Laser-Assisted Association of \( \text{H}_{N-2}^+ \) and \( \text{H}_2 \)
   3. * Sequential Three-Body Recombination

A photon is presumably a very slow and unlikely process. However, three-body recombination (\( 2 \text{e}^- + \text{H} \rightarrow \text{H}^- + \text{e}^- \)) should occur fairly rapidly at high \( \text{e}^- \) density (although not so rapidly as (\( 2 \text{e}^- + \text{H}^+ \rightarrow \text{H} + \text{e}^- \))). An alternate scheme is the known ion-pair photodissociation process for \( \text{H}_2 \) (\( \text{H}_2 + \gamma \rightarrow \text{H}^+ + \text{H}^- \)) [see e.g. CHU 75]. If \( \text{H}^- \) is an unwanted by-product to \( \text{H} \) formation by three-body recombination, it can be readily destroyed by photodetachment.

C. Formation of \( \text{H}_2^+ \)

The two leading processes for \( \text{H}_2^+ \) formation are indirect radiative
association (e.g. $H^+ + H + \gamma \rightarrow (H_2^+)^* \rightarrow H_2^+ + \gamma'$, where $^*$ indicates an electronically excited state [BAH 86]) and associative ionization (e.g. $H(3p) + H \rightarrow H_2^+ + e^-$ [WEI 87]). In both cases, $H_2^+$ cooling will be needed.

D. Formation of $H_2$

$H_2$ is the most difficult of the simple species to form and especially to manipulate (trap, cool, transfer). Magnetic traps are difficult (only very
small nuclear and rotational magnetic moments) and there are many vibration- 
al-rotational levels, so laser schemes are inherently complex. Radiative as- 
association [WEI 87] is possible, especially through an excited electronic state 
(e.g. \(2H + \gamma \rightarrow H_2^*\) (e.g. \(B^1Σ_u^+ \rightarrow H_2 + \gamma'\)), if cold, high density H is avail- 
able. Alternatives include the well known processes \(H_2^+ + H \rightarrow H_2 + H^+\) (react- 
tion/charge transfer) and \(H^- + H \rightarrow H_2 + e^-\) (associative detachment).

E. Formation of \(H_3^+\)

The common way in which \(H_3^+\) forms is via the reaction \(H_2^+ + H \rightarrow H_3^+ + H\), 
but this assumes the availability of \(H_2\). Alternatively, the laser-assisted 
association reaction [BAH 86, SAX 87] \(H_2^+ + H + \gamma \rightarrow (H_3^+)^* \rightarrow H_3^+ + \gamma'\) or three- 
body recombination in high density H (\(H_2^+ + H + H \rightarrow H_3^+ + H\)) might be used.

F. Formation of \(H_N^+\) ("Seed Crystal")

The same laser-assisted processes proposed for \(H_3^+\) should work for \(H_N^+\), but 
knowing the spectroscopy in detail for each N is a major undertaking. Concep- 
tually simpler is an additional possibility which arises for the case of a 
high H density, namely sequential three-body recombination 

\[
\begin{align*}
H^+ + H + H & \rightarrow H_2^+ + H \\
H_2^+ + H + H & \rightarrow H_3^+ + H \\
& \vdots \\
H_{N-1}^+ + H + H & \rightarrow H_N^+ + H 
\end{align*}
\]

for which there are many competing and complicating reactions such as 

\[
\begin{align*}
H_2^+ + H & \rightarrow H^+ + H_2 \\
H_2^+ + H_2 & \rightarrow H_3^+ + H. 
\end{align*}
\]

However, a net growth in ion size is expected regardless and collisional re- 
laxation of vibrational energy can be significant. A particularly promising 
trapping technique for high H density (spin-polarized) is an inhomogeneous 
magnetic field [PRI 83, HES 86]; this was experimentally realized for Na in 
[MIG 85]. Alternatives include laser traps [CHU 86] and hybrid laser-magnet 
traps [STW 84], but for H they require a high power Lyman alpha source [McI
and include a "recoil heating" mechanism for which cooling provisions must be made. The recently proposed microwave cooling technique [SIL 87] complements well known laser techniques (since the short wavelength laser radiation required can potentially destroy the molecular ions being produced).

Alternatively, if high density H2 can be used, H2 addition in growing the Hn+ cluster will provide a much smaller thermal load than H addition.

V. Modifications for Antimatter

The discussion in Sections III and IV was primarily for ordinary matter. However, the energetics, spectroscopy, dynamics, etc. for antiparticles and particles of ordinary matter should be virtually identical. The only exception is that the mass of the antiproton may be slightly different from the mass of the proton (currently they agree to 1 part in 10^4). If this is true, there will be scalable differences such as molecular vibration and rotation frequencies, velocities for a given collision energy, small Born-Oppenheimer corrections to potential energy curves and surfaces, changes in zero point energies, etc.

The other difference is that now some matter-antimatter collisions and annihilations can potentially take place. Forward has made a preliminary examination of the topic [FOR 85] and finds that "since the annihilation gamma rays and pions have such great penetrating power, failure of the antihydrogen trap will probably result in a "meltdown" of the antihydrogen container and shielding rather than a violent explosion. A trap failure would be extremely serious, however, and further studies need to be done on antimatter trap failure modes". Experimental studies of cold p, H, H2, etc. annihilations are clearly called for.

VI. Temporal Feasibility

The emphasis in this section is on examination of the potential rate of
converting $\bar{p}$ into bulk antimatter ($H^+_N$) assuming a "seed crystal" is available. The time (and effort) to synthesize the "seed crystal" itself is impossible to predict at this time since there are many possible routes and almost no information about rates except for the smallest clusters.

Referring to Figure 1 and the assumptions at the beginning of Section III, the questions are whether (a) we can produce $10^7 \bar{H}/s$ from $10^7 \bar{p}/s$ and $10^7 e^+/s$ and (b) we can add $10^7 \bar{H}/s$ to our "seed crystal". Based on Kells' analysis [KEL 87], a cold (4.2 K) high density $(10^{10}/cm^3)$ $e^+$ plasma can probably produce the $10^7 \bar{H}/s$ via three-body recombination if the plasma can be achieved (the corresponding $e^-$ plasma has been [DRI 86]). Clearly an experimental program is needed to conclusively answer this question, but it does look promising.

The addition of $\bar{H}$ atoms to a "seed crystal" is limited by the rate of energy removal. In particular as $N \to \infty$, $H^+_N$ should be very similar to solid molecular hydrogen with a very low temperature ($\leq 2$ K) being necessary to prevent significant vaporization of $H_2$ molecules. At those temperatures, $H_2$ (solid) has an extremely low heat capacity and radiates minute amounts of blackbody radiation [FOR 85]. Thus special cooling techniques must be developed to remove heat ($\approx 4.5 \text{ eV}/2 \bar{H}$ atoms added). If only blackbody radiation provides cooling, then $N \geq 10^9$ is needed before $1 \bar{H}/s$ can be added (this number $N$ is $10^6$ if $H_2$ is added instead of $\bar{H}$). Clearly cooling techniques for $H^+_N$ ions should be studied (e.g. the ion and laser cooling techniques in [WIN 84], [FOR 85], [BRO 86], [JAV 86] and [WIN 87A]). "Sympathetic" cooling [LAR 86, WIN 87] with $e^+$ is probably ruled out by dissociative recombination, but might work using $\bar{p}$ ions. As noted above, the addition of $H_2$ rather than $\bar{H}$ greatly simplifies the energy removal problem; the temporal feasibility then shifts to a question of the production rate of $H_2$, but an analysis of the alternatives in Table II.D. has not yet been carried out.
VII. Financial Feasibility

The catalytic or "seed crystal" approach assumes an initial substantial investment in a "seed crystal". The magnitude of that investment is highly uncertain, as in Section VI. However, the operating costs of the "fuel factory" in Figure 1 do not appear to be prohibitive and will probably be significantly less than the accelerator costs. However, the low temperatures and ultralow pressures will not be inexpensive and may generate serious costs. In addition, the safety/failure issues could generate limiting costs.

VIII. Summary of Major Issues

The most important issues in the cluster ion approach from my perspective are summarized in Table III. The appropriate response in terms of research effort is then estimated in Table IV. I have not included critical "engineering" issues such as how to maintain low temperature and ultralow pressure while carrying out a variety of manipulations (trapping, cooling, transferring, diagnosing, etc.) and how to provide for safety and obtain minimal failure rates.

Table III. Summary of Major Issues

1. Given a recyclable "seed crystal", how can bulk antimatter best (throughput, efficiency) be grown from added \( \overline{\text{H}} \) (or \( \overline{\text{H}}_2 \))? (i.e. do equations (1)-(4) hold? for what N? what is the best (fastest) cooling method for \( \overline{\text{H}}_N^+ \)?)

2. How can a "seed crystal" best be grown? (i.e. can \( \overline{\text{H}} \) be stored at high density \( 10^{18} \text{ H/cm}^3 \) have been stored at low temperature), e.g. in a magnetic trap? are there important advantages to using \( \overline{\text{H}}_2 \) or \( \overline{\text{H}}^+ \), and, if so, how best are these species produced and manipulated?)

3. How best can \( \overline{\text{H}} \) be produced from \( \overline{\text{p}} \) and \( \overline{\text{e}}^+ \)? (i.e. is the Kells' approach \([\text{KEL 87}]\) with \( 10^{10} \text{ e}^+/\text{cm}^3 \) at 4.2 K feasible?)
Table IV. Recommended Initial Research Efforts Corresponding to the Major Issues in Table III.

<table>
<thead>
<tr>
<th>normal matter</th>
<th>antimatter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. &quot;Seed Crystal&quot; Process <strong>(Figure 1)</strong></td>
<td></td>
</tr>
<tr>
<td>a. $H_N^+$ growth demonstrations [equations 1, 2] with $H$, $H_2$</td>
<td></td>
</tr>
<tr>
<td>b. $H_N^+$ fragmentation demonstrations [equations 3, 4] with $H^+$, $\gamma$</td>
<td></td>
</tr>
<tr>
<td>c. $H_N^+$ radiative/nonradiative cooling rates determination</td>
<td></td>
</tr>
<tr>
<td>2. &quot;Seed Crystal&quot; Growth <strong>(e.g. Figure 2)</strong></td>
<td></td>
</tr>
<tr>
<td>a. $H_N^+$ stepwise growth (for small $N$) optimization using $H$ only and using both $H_2$ and $H$</td>
<td>d. cold high density $\bar{H}$ production</td>
</tr>
<tr>
<td>b. $H^+$ injection into cold high density $H$</td>
<td>e. cold $\bar{H}_2$ production</td>
</tr>
<tr>
<td>c. $H_2$ indirect radiative association</td>
<td></td>
</tr>
<tr>
<td>3. $\bar{H}$ formation</td>
<td></td>
</tr>
<tr>
<td>a. $H^+$ injection into cold high density $e^-$</td>
<td>c. cold high density $e^+$ production</td>
</tr>
<tr>
<td>b. $\bar{H}^+ + e^- + \gamma$ stimulated recombination experiment</td>
<td>d. $p$ injection into cold high density $e^+$</td>
</tr>
</tbody>
</table>
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ABSTRACT

Antinuclei heavier than antiprotons, such as antideuterons, antitritons, antihelium-3, and larger antinuclei, might be useful in the initial phases of the nucleation and growth of antihydrogen cluster ions from antiprotons and antielectrons (positrons). The heavier antinuclei could possibly be used as seed catalysts to initiate the growth of a cluster ion, or to broaden or increase the number of infrared emission lines for radiation cooling purposes, or to break the symmetry of the smaller cluster ions, thus changing the large difference in binding energy between clusters with even versus odd numbers of atoms. There also may be other uses for heavy antinuclei, antiatoms and excited antiatom species that will be discovered once it is realized that small quantities can be obtained using variations on present antiproton production, capture, and trapping techniques. This paper summarizes the experimental work to date on the production of antideuterium, antitritium, and antihelium nuclei, and the prospects for production of heavier antinuclei such as antilithium. The general experimental trend is that the ratio of production of antideuterons to antiprotons is $10^{-4}$, antitritium and antihelium-3 to antiprotons is $10^{-8}$, and each added baryon lowers the production rate by another factor of $10^{-4}$. A typical facility using high energy protons striking metal targets can produce about $10^{12}$ antiprotons per day (about a nanogram), of which only 0.1% or $10^{12}$ (about a picogram) is captured. Thus, if special collection apparatus were used to separate out these heavier antiparticles and the collection efficiency was the same as that for antiprotons (0.1%), then along with the $10^{12}$ antiprotons being captured there would be $10^{8}$ antideuterons, $10^{4}$ antitritons and antihelium-3 nuclei, and 1 antihelium-4 nuclei. In addition, there are alternative proposals for producing antideuterium through colliding beams of antiprotons that may ultimately prove to be more effective in producing significant quantities of captured antideuterons. Extension of these techniques to colliding beams of heavy antinuclei may even allow fabrication of small amounts of very heavy antinuclei that are not feasible using the straight proton-target production approach.
INTRODUCTION

The availability of small numbers of heavy antinuclei may be useful in certain scientific and technological areas. Some examples would be the use of antideuterium and antitritium in the initial phases of antihydrogen cluster ion nucleation and growth, or the use of antihelium or antilithium with their multiple ionization states as a catalyst for antihydrogen cluster ion or antihydrogen ice crystal growth. Muon catalyzed fusion of antideuterium and antitritium to produce antihelium and an antineutron could also be attempted to search for any anomalous results from the use of antiparticles.

This paper is a brief review of the experimental results reported in the literature on the relative formation rates of heavy antinuclei. Most of this work was done in the 1970s, soon after the particle accelerator energies were sufficient to produce heavier antiparticles than antiprotons. After a brief flurry of papers, interest in production of heavy antinuclei dropped off and later papers only mention the production of heavy antinuclei in passing with the major emphasis being on searches for more exotic particles with approximately the same masses.

The threshold for production of antiprotons in pp collisions is 5.6 GeV, for antideuterons it is 15 GeV, for antihelium-3 it is 28 GeV, for antihelium-4 it is 45 GeV, etc. For the efficient production of antinuclei it is necessary that the incident proton energy be considerably greater than these threshold values. For example, as the incident particle energy is increased from 30 to 70 GeV, the yield of antideuterons increases by more than an order of magnitude.

The production rate of heavy nuclei varies with a large number of parameters, the incident particle type and energy, the target type, and the output heavy antinuclei type, energy (momentum), and production angle. The variations with incident particle type, target nuclei type, and production angle turn out to be small (<50%). Even e+e− beam collisions give almost the same rates as proton-target interactions at the same center of mass energy. The major variation in production rate is the variation with output antiparticle type, with the antiproton production rate being a few percent of the pion production rate, the antideuteron production rate being 10−4 of the antiproton production rate, and succeeding antinuclei being down another factor of 10−4 for each additional antibaryon.

The simple model that seems to fit the data is that it is necessary that several antinucleon-nucleon pairs be produced simultaneously, and that the antinucleons travel off in nearly the same direction at the same speed so they are close enough to "stick" together to form an antinucleus.

Most of the experimental measurements surveyed are reported as a ratio of the production of the heavy antinuclei at a given
momentum and production angle compared to the number of negative pions with the same momentum and production angle, because this is an easy measurement to make. Sometimes this ratio is (or can be) converted to the number of heavy antinuclei at a given momentum and production angle compared to the number of antiprotons at the same momentum and production angle. Less seldom the absolute production rate of pions is also determined (or estimated) and an absolute production cross section for the heavy nuclei from the given target nucleus is given. There are small but significant differences in production rates from different target materials.

HEAVY ANTINUCLEI EXPERIMENTAL RESULTS

The first report of the production of antideuterons seems to have been in 1965 at the Alternating Gradient Synchrotron (AGS) at Brookhaven National Laboratory by a team from Columbia University. They used the 30 GeV (BeV in 1960s notation) proton beam from the AGS on a beryllium target. About 200 heavy antinuclei events were reported and the ratio of antideuterons to negative pions at this low energy was only $5.5 \times 10^{-8}$. No firm evidence was found for antitritium. This team barely beat out another group in Europe who also observed antideuterons using the 19.2 GeV/c proton beam from the CERN Proton Synchrotron. Their antideuteron to negative pion production ratio was $8 \times 10^{-9}$.

In 1969 an IHEP-CERN Collaboration made measurements at incident proton energies of 43, 52, and 70 GeV, and a number of antideuteron energies and production angles. This was followed in 1971 by further measurements at low antideuteron momenta by an IHEP team, again using 70 GeV protons on aluminum targets. The results of all the IHEP experimental measurements at 70 GeV is shown in Figure 1. At the peaks of the 70 GeV production curves, which occurred around 13 GeV/c secondary particle momentum, the ratio of antiprotons to pions was about $3 \times 10^{-2}$, and the ratio of antideuterons to pions was about $3 \times 10^{-8}$, giving a ratio of antideuterons to antiprotons of about $10^{-2}$.

The same IHEP team also reported in 1971 the first observation of antihelium-3 from 70 GeV protons on aluminum. A total of five antihelium-3 particles were observed out of $2.4 \times 10^{11}$ particles (mostly negative pions) passing through the apparatus. The ratio of the differential cross section for the production of doubly ionized antihelium-3 nuclei at a momentum of 20 GeV/c compared to the negative pion at a momentum of 10 GeV/c was measured as $2 \times 10^{-11}$. In 1974, essentially the same group reported the production of four antitritium nuclei with 70 GeV protons on aluminum. The production ratio of antitritons to negative pions was about $10^{-11}$. Although the statistics of the heavier nuclei are bad, it is possible to draw a trend curve of the relative production ratio. The (sparse) data for 70 GeV proton on aluminum production ratios of antideuterons, antitritons, and antihelium-3 nuclei with respect to antiprotons (instead of negative pions) is shown in Figure 2.
Figure 1 - Secondary particle production ratios as a function of secondary particle momentum for 70 GeV protons and 200 GeV protons on aluminum targets.
Figure 2 - Heavy antinuclei production ratio compared to the antiproton production ratio as a function of secondary antinucleus baryon number.
With the advent of the 200 GeV SPS machine at CERN, experiments were initiated in 1978 that produced copious quantities of antideuterons, ten antihelium-3 nuclei, and three antitritium nuclei. The production ratio of antideuterons to negative pions was measured as a function of the secondary particle momentum and as shown in Figure 1, a broad peak was found at 30 GeV/c compared to the 13 GeV/c for antideuterons produced by 70 GeV protons. Later experiments in 1979 increased the number of heavier antinuclei to 99 antitritons and 94 antihelium-3 nuclei. From this data the relative production ratio compared to negative pions is $3 \times 10^{-2}$ for antiprotons, $4.6 \times 10^{-6}$ for antideuterons, $1.3 \times 10^{-9}$ for antitritium, and $3 \times 10^{-10}$ for antihelium-3. This is also plotted in Figure 2 with the heavier antinuclei production ratios given as the production rate with respect to antiprotons rather than negative pions. At that time all the available data on the production of antideuterons at low transverse momentum seemed to show a smooth trend as shown by the open data points in Figure 3 taken from Bozzioli, et al. There was an increase in antideuteron production rate with increasing incident proton energy, leveling off at about $5 \times 10^{-6}$ antideuterons per negative pion above 200 GeV. The solid line drawn through the data points is the square of the production ratio for antiprotons to negative pions at half the antideuteron momentum, as a simple model for the antideuteron production ratio.

Measurements in 1978 of the ratio of production of deuterons to antideuterons in proton-proton beam collisions at the CERN ISR Collider at a center-of-mass energy of 53 GeV (1400 GeV equivalent $p\rightarrow N$ energy) gave a value of 3.8 deuterons to antideuterons, which is close to the square of the ratio of protons to antiprotons. This gives credence to the simple model that if (anti)deuterons are produced as the result of the overlap of two produced (anti)nucleons, then the deuteron to antideuteron ratio should equal approximately the square of the ratio of protons to antiprotons at the same transverse momentum per (anti)nucleon.

Later experiments in 1985 that included correction factors for relative absorption of negative pions and antideuterons gave a value of $5.8 \times 10^{-8}$ antideuterons per negative pion. Then more data points were generated by other experiments with the highest energies being reached by experiments that involved protons colliding with protons. The data for the antideuteron to negative pion production ratio as a function of the equivalent incident beam momentum in many different experiments with different targets and different secondary momentum is shown as the filled spots in Figure 3 taken from Thron, et al. The smooth trend with a leveling off above 200 GeV is now not so clear, and there could be a possibility that the production ratio of antideuterons (and presumably the heavier antinuclei) is increasing with increasing production energy above 200 GeV.
Figure 3 - Antideuteron to negative pion production ratio as a function of effective incident proton beam momentum.
Antideuterons have also been observed in electron-positron annihilation collisions at 10 GeV center-of-mass energy in the ARGUS detector at the DORIS II storage ring at DESY in Hamburg, Germany. A total of six candidates passed the selection criteria for antideuterons. The production rate for antideuterons was about $2 \times 10^{-5}$ per hadronic event compared to a production rate for antiprotons of $2 \times 10^{-1}$ per hadronic event, or a ratio of antiprotons to antideuterons of $10^{-4}$, similar to that observed in proton-proton or proton-target interactions.

**PRODUCTION CROSS SECTIONS**

A few production cross sections have been given in some of the papers. To convert production cross sections per target nucleus (usually $^{27}$Al or $^9$Be) to production cross sections per nucleon, the accepted procedure is to divide by $A^{2/3}$, which is 9 for Al and 4.33 for Be.

For 30 GeV/c protons on Be:
- Antideuterons at 5 GeV/c: $7 \times 10^{-33}$ cm$^2$/sr*(GeV/c)*Be

For 70 GeV/c protons on Al:
- Antideuterons at 13 GeV/c: $3 \times 10^{-36}$ cm$^2$/sr*(GeV/c)*Al
- Antitritons at 25 GeV/c: $1.0 \pm 0.6 \times 10^{-35}$ cm$^2$/sr*(GeV/c)*Al
- Antihelium-3 at 20 GeV/c: $2.0 \times 10^{-35}$ cm$^2$/sr*(GeV/c)*Al

For 200 GeV/c protons on Be:
- Antihelium-3 at 21 GeV/c: $1.3 \pm 0.3 \times 10^{-34}$ cm$^2$/sr*(GeV/c)*Be
- Antihelium-3 at 47.4 GeV/c: $1.9 \pm 0.3 \times 10^{-34}$ cm$^2$/sr*(GeV/c)*Be
- Antitritons at 23.7 GeV/c: $7.6 \pm 0.9 \times 10^{-34}$ cm$^2$/sr*(GeV/c)*Be

**SUMMARY OF EXPERIMENTAL RESULTS**

If we extrapolate the data to date on the production of heavy antinuclei as shown in Figure 2, we can predict that at machine energies above 200 GeV, that for $10^{12}$ antiprotons captured (roughly one day's production at CERN or Fermilab) we could expect to capture $10^8$ antideuterons, $10^5$ antitritons, $10^4$ antihelium-3 nuclei, and 1 antihelium-4 nucleus. Antilithium will have to wait for higher machine energies, greater beam currents, and especially better collection efficiencies.

Since machines exist that make large numbers of antiprotons using proton-target interactions, it is relatively simple to consider the installation of a diverter and a collection ring after the target and focusing lens to capture other particles than antiprotons. It might even be possible to make such an installation without significantly affecting the collection of antiprotons. It was estimated in 1982 that the Antiproton Accumulator could store 2 antideuterons per production pulse at 3.5 GeV/c. At 7 GeV/c this number would be increased by a factor of 40. Another factor of 80 could be gained in the production rate if antideuteron beams of 30 GeV/c were produced from 200 GeV.
primary protons. Thus, for planning purposes, it is probably best to assume that if antideuterons or heavier antinuclei are urgently needed for some critical scientific experiments or to overcome some bottleneck in the development of antimatter technology, that they can be obtained using the same machines that are presently producing antiprotons. There are alternate methods for producing heavy antinuclei, however, and they may have some advantages.

ALTERNATE HEAVY ANTINUCLEI PRODUCTION CONCEPTS

Since cooled antiproton beams are now available at low energy at CERN and high energy at Fermilab, it is possible to consider using these beams for the production of antideuterons through the reaction $\bar{p} + \bar{p} \rightarrow \bar{d} + \pi^-$. The process occurs in 8% of all $\bar{p}\bar{p}$ reactions. The details of arranging the reactions and capturing the resulting deuterons are discussed in two papers\textsuperscript{15,16}. In principle the reaction could be iterated to produce antihelium ions and perhaps heavier antinuclei, although there have been no publications discussing this concept in any detail.

It is also well known that negative muons can be used as a catalyst to initiate fusion of a DT molecule to produce $\text{He}^+$ and an energetic fusion neutron. Once we have copious amounts of trapped neutral antihydrogen molecules with a large component of antitritium and antideuterium nuclei, we could attempt the formation of antihelium-4 by subjecting the trap to a positive muon beam.
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ABSTRACT

The particles and the interaction structures of the standard model of the strong and electroweak interactions are introduced. This systematization of all known particle physics phenomena raises new questions regarding repetitions of the particle types and regarding their masses. These questions are discussed and some of the experiments which seek to illuminate them, and to provide precision tests of the standard model, are described.
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1. INTRODUCTION

Particle physics has advanced tremendously in the past 40 years. The strong and weak forces have been "solved" in a sense similar to the status of quantum electrodynamics in the late 1940's; that is, we have field theories with so much beauty and phenomenological backing that enormous calculational and experimental efforts are now considered warranted to test their detailed predictions.

The "standard model" consists of the SU(3)C gauge field theory called quantum chromodynamics and the spontaneously broken SU(2)W x U(1)B gauge field theory known as the "electroweak model". These theories define spin 1 (vector) gauge fields which describe the transmission of the strong and weak forces, just as the photon transmits the electromagnetic force. The eight massless "gluons" fill an adjoint representation of the SU(3)C group, and the three massive intermediate vector bosons of the weak force: the W±, W0 and Z, fill the adjoint representation of the SU(2)W group.

In addition to these vector bosons, the standard model includes several fermions, and one scalar field, called Higgs' boson. This last is an as yet unobserved remnant of the spontaneous symmetry breaking which is the technical means used to generate masses for the W and Z bosons. The fermions come in repeating sets, called families (or generations). This repetitiveness forms the basis of the serious and completely unresolved puzzle which is one of the most important problems that an Advanced Hadron Facility can address. In this paper, the standard model will be described, with some reference to the successes, which have led to its broad acceptance. More importantly, the problems with it and the unanswered questions which it raises will also be indicated, especially those which can be addressed by experiments at an Advanced Hadron Facility.

2. THE FUNDAMENTAL PARTICLES AND GAUGE BOSONS

The Standard Model is defined by a product of three symmetry groups: SU(3)C x SU(2)W x U(1)B. It is a non-Abelian gauge field theory based on these groups. The quantum rules for such theories require that they contain

†These are, in general, complementary to experiments at the proposed Superconducting Super Collider, which are primarily directed at questions which have answers lying beyond the standard model.
eight vector bosons (gluons) from the SU(3)_{C} factor, three from SU(2)_{W} and one from U(1)_{B}. The completely specify the theory, we must also specify that other representations of particles are present.

All of the fermions of the Standard Model are shown in Table I and their masses are shown in Table II.

### TABLE I Fermion Families of the standard model.

\[
\begin{align*}
\left\{u^{*}, u^{b}, u^{g}\right\} & \quad \left\{\nu^{e}\right\} & \quad \left\{d^{*}, d^{b}, d^{g}\right\}_{R} & \quad \left\{u^{*}, u^{b}, u^{g}\right\}_{R} & \quad \left\{e^{-}\right\}_{R} \\
\left\{d^{*}, d^{b}, d^{g}\right\}_{L} & \quad \left\{e^{-}\right\}_{L} & \quad \left\{u^{*}, u^{b}, u^{g}\right\}_{R} & \quad \left\{e^{-}\right\}_{R}
\end{align*}
\]

- \(u\) = up quark, \(d\) = down quark, \(e\) = electron, \(\nu_{e}\) = electron-type neutrino

\[
\begin{align*}
\left\{c^{*}, c^{b}, c^{g}\right\} & \quad \left\{\mu^{-}\right\} & \quad \left\{s^{*}, s^{b}, s^{g}\right\}_{R} & \quad \left\{c^{*}, c^{b}, c^{g}\right\}_{R} & \quad \left\{\mu^{-}\right\}_{R} \\
\left\{s^{*}, s^{b}, s^{g}\right\}_{L} & \quad \left\{\mu^{-}\right\}_{L} & \quad \left\{c^{*}, c^{b}, c^{g}\right\}_{R} & \quad \left\{\mu^{-}\right\}_{R}
\end{align*}
\]

- \(c\) = charm quark, \(s\) = strange quark, \(\mu\) = muon, \(\nu_{\mu}\) = muon-type neutrino

\[
\begin{align*}
\left\{t^{*}, t^{b}, t^{g}\right\} & \quad \left\{\tau^{-}\right\} & \quad \left\{b^{*}, b^{b}, b^{g}\right\}_{R} & \quad \left\{t^{*}, t^{b}, t^{g}\right\}_{R} & \quad \left\{\tau^{-}\right\}_{R} \\
\left\{b^{*}, b^{b}, b^{g}\right\}_{L} & \quad \left\{\tau^{-}\right\}_{L} & \quad \left\{t^{*}, t^{b}, t^{g}\right\}_{R} & \quad \left\{\tau^{-}\right\}_{R}
\end{align*}
\]

- \(t\) = top quark, \(b\) = bottom quark, \(\tau\) = tau, \(\nu_{\tau}\) = tau-type neutrino

\(r\) = red, \(b\) = blue, \(g\) = green: the three colors of QCD

- \(u, c, t\) have electric charge \(+2/3\ e\).
- \(d, s, b\) have electric charge \(-1/3\ e\).

In addition, a weak (SU(2)_{W}) isodoublet of Higgs scalars is required to describe the symmetry breaking evident in the electroweak (SU(2)_{W} × U(1)_{B}) sector. These Higgs scalars provide the mechanism to generate masses for the fermions and for three of the vector bosons. There is, as yet, no direct experimental evidence for these scalars. There is indirect evidence from the \(W\) and \(Z\) masses, which suggest that three of the four scalars have been absorbed into these vector bosons.

Except for these scalars, all of the basic interactions of the standard model are produced by the exchange of vector bosons between the fermions. Gluon exchanges bind quarks into hadrons and are ultimately the origin of the strong interactions. Meson exchange pictures of hadron-hadron interactions are higher order effects from this point of view.
TABLE II

Members of the three known quark-lepton families and their masses. Each family contains one particle from each of the four types of fermions: charged leptons with an electric charge of -1 (the electron, the muon, and the tau); neutral leptons (the electron neutrino, the muon neutrino, and the tau neutrino); quarks with a electric charge of 2/3 (the up, charmed, and top quarks); and quarks with an electric charge of -1/3 (the down, strange, and bottom quarks). Each family also contains the antiparticles of its members. Family membership is determined by mass, with the first family containing the least massive example of each type of fermion, the second containing the next most massive, and so on. What, if any, dynamical basis underlies this grouping by mass is not known, nor is it known whether other, heavier families exist.

<table>
<thead>
<tr>
<th>First Family</th>
<th>Second Family</th>
<th>Third Family</th>
</tr>
</thead>
<tbody>
<tr>
<td>electron, e</td>
<td>muon, (\mu)</td>
<td>tau, (\tau)</td>
</tr>
<tr>
<td>0.511 MeV/c^2</td>
<td>105.6 MeV/c^2</td>
<td>1782 MeV/c^2</td>
</tr>
<tr>
<td>electron neutrino, (\nu_e)</td>
<td>muon neutrino, (\nu_\mu)</td>
<td>tau neutrino, (\nu_\tau)</td>
</tr>
<tr>
<td>&lt;0.00002 MeV/c^2</td>
<td>&lt;0.3 MeV/c^2</td>
<td>&lt;56 MeV/c^2</td>
</tr>
<tr>
<td>up quark, u</td>
<td>charmed quark, c</td>
<td>top quark, t</td>
</tr>
<tr>
<td>=5 MeV/c^2</td>
<td>=1500 MeV/c^2</td>
<td>&gt;40,000 MeV/c^2 (?)</td>
</tr>
<tr>
<td>down quark, d</td>
<td>strange quark, s</td>
<td>bottom quark, b</td>
</tr>
<tr>
<td>=10 MeV/c^2</td>
<td>=170 MeV/c^2</td>
<td>=4500 MeV/c^2</td>
</tr>
</tbody>
</table>

The electroweak bosons include the photon, and the recently discovered \(W^+, W^-\) and Z vector bosons (at 81 and 93 GeV/c^2). It is the exchange of these massive bosons which is responsible for all known weak interactions, such as nuclear \(\beta\)-decay and neutrino scattering.

What follows are more detailed, separate descriptions of the strong and electroweak factors of the Standard Model.

3. STRONG INTERACTIONS

Let us first present the physics of the strong interactions. In the minimal standard model, mesons (\(\pi, \rho, K, \ldots\)) and baryons (\(N, N^+, \Delta, \Lambda, \ldots\)) are to be completely described in terms of quarks combining to make color-singlet composite states. To satisfy the spin-statistics theorem, each of these quarks must come in three states of an internal symmetry called color. Each set of these three states forms a triplet representation of the SU(3)\(c\) group, as indicated by the r.b.g subscripts in Table I. (This is a different SU(3) from the "Eight-fold Way" based on the u, d, and s..."
quarks.) The gauge theory based on this group is called Quantum Chromo Dynamics.

3.1 The QCD Lagrangian

The assumption of local symmetry leads to a Lagrangian whose form is highly restricted. Only the quark and gluon fields are necessary to describe the strong interactions, and so the most general Lagrangian is

\[ L_{\text{QCD}} = -\frac{1}{4} F_{\mu\nu}^a F^{a\mu\nu} + i \sum_i \bar{\psi}_i \gamma^\mu D_\mu \psi_i + \sum_{ij} \bar{\psi}_i M_{ij} \psi_j , \]  

(3.1)

assuming CP invariance, and where

\[ F_{\mu\nu}^a = \partial_\mu A_\nu^a - \partial_\nu A_\mu^a + g_s f_{abc} A_\mu^b A_\nu^c . \]  

(3.2)

The sum on \( a \) in the first term is over the eight gluon fields \( A_\mu^a \). The second term represents the coupling of each gluon field to an SU(3) current of the quark fields, called a color current. This term is summed over the index \( i \), which labels each quark type and is independent of color. Since each quark field \( \bar{\psi}_i \) is a three-dimensional column vector in color space, the covariant derivative, \( D_\mu \psi_i \), is defined by

\[ D_\mu \psi_i = \partial_\mu \psi_i - \frac{1}{2} i g_s A_\mu^a \bar{\psi}_i \psi_i , \]  

(3.3)

where \( \lambda \) is a generalization of the three \( 2 \times 2 \) Pauli matrices of SU(2) to the eight \( 3 \times 3 \) Gell-Mann matrices of SU(3), and \( g_s \) is the QCD coupling. Thus, the color current of each quark has the form \( \bar{\psi}_i \gamma^\mu \psi_i \). The left-handed quark fields couple to the gluons with exactly the same strength as the right-handed quark fields, hence parity is conserved in the strong interactions.

The gluons are massless because the QCD Lagrangian has no spinless fields and therefore no obvious possibility of spontaneous symmetry breaking. Of course, if motivated for experimental reasons, one could add scalars to the QCD Lagrangian and spontaneously break SU(3) to a smaller group. For the remainder of the discussion, we assume that QCD is not spontaneously broken.
The third term in Eq. 3.1 is a mass term. In contrast to the electroweak theory, this mass term is allowed, even in the absence of spontaneous symmetry breaking, because the left- and right-handed quarks are assigned to the same multiplet of SU(3). The numerical coefficients $M_{ij}$ are the elements of the quark mass matrix; they can connect quarks of equal electric charge. The $L_{QCD}$ of Eq. 3.1 permits us to redefine the QCD quark fields so that $M_{ij} = m_i \delta_{ij}$. The mass matrix is then diagonal and each quark has a definite mass, which is an eigenvalue of the mass matrix. We will re-appraise this situation when we describe the weak currents of the quarks.

3.2 The QCD Coupling Strength

Successfully extracting detailed predictions of the $L_{QCD}$ of Eq. 3.1 is very difficult. Analysis of the electroweak theory is simple because the couplings are always small, regardless of the energy scale at which they are measured, so that a classical analysis is a good first approximation to the theory. The quantum corrections are, for most processes, only a few percent.

In processes that probe the short-distance structure of hadrons, the quarks inside the hadrons interact weakly, and here the classical analysis is again a good first approximation because the coupling, $g_s$, is small. However, for Yang-Mills theories in general, the renormalization group equations of quantum field theory require that $g_s$ increases as the squared-momentum transfer, $q^2$, decreases until the momentum transfer equals the masses of the vector bosons. For large $q^2$,

$$\alpha_s(q^2) = g_s^2/4\pi = \frac{\alpha_s(\mu^2)}{1 + b\alpha_s(\mu^2)\ln(q^2/\mu^2)},$$  \hspace{1cm} (3.4)

where $\mu^2$ is some reference scale usually chosen to be greater than 1 GeV$^2$. and Eq. 3.4 describes the variation of $\alpha_s$ away from that reference value. (The quantity $b$ is a pure number calculated from one-loop Feynman diagrams.) For $q^2 < \mu^2$, however, the logarithm is negative and $\alpha_s(q^2)$ grows as $q^2$ decreases. It quickly exceeds the range of validity of the perturbation theory used to derive Eq. 3.4. It is widely speculated that this growth produces the confinement of quarks (and gluons), so that only color neutral hadronic states are observed in nature. This speculation is
now receiving support from lattice QCD calculations. Lacking spontaneous symmetry breaking to give the gluons mass, QCD contains no mechanism to stop the growth of $g_s$ and the quantum effects become more and more dominant at larger and larger distances (smaller $q^2$ values). Thus, analysis of the long-distance behavior of QCD, which includes driving the hadron spectrum, requires solving the full quantum theory implied by Eq. 3.1. This analysis is proving to be very difficult.

### 3.3 Phenomenology from QCD

Even without the solution of $L_{QCD}$, however, some conclusions can be drawn. The quark fields $\psi_i$ in Eq. 3.1 must be determined by experiment. Phenomenological analyses determine their masses (as they appear in the QCD Lagrangian), which are given in Table II. If these results are substituted into Eq. 3.1, we can derive a beautiful result from the QCD Lagrangian. In the limit that the quark mass differences can be ignored, Eq. 3.1 has a global $SU(3)$ symmetry that is identical to the Eightfold-Way $SU(3)$ symmetry. Moreover, in the limit that the u,d, and s masses can be ignored, the left-handed u,d, and s quarks can be transformed by one $SU(3)$ and the right-handed u,d, and s quarks by an independent $SU(3)$. Then QCD has the "chiral" $SU(3) \times SU(3)$ symmetry that is the basis of current algebra. The sums of the corresponding $SU(3)$ generators of chiral $SU(3) \times SU(3)$ generate the Eightfold-Way $SU(3)$. Thus, the QCD Lagrangian incorporates in a very simple manner the symmetry results of hadronic physics of the 1960s. The more recently discovered c (charmed), b (bottom), and t (top) quarks are easily added to the QCD Lagrangian. Their masses are so large and so different from one another that the $SU(3)$ and $SU(3) \times SU(3)$ symmetries of the Eightfold-Way and current algebra cannot be usefully extended to larger symmetries. (The predictions of, say, $SU(4)$ and chiral $SU(4) \times SU(4)$ are not easy to reconcile with experiment.)

### 3.4 Quark Masses in QCD

It is important to note that the quark masses are undetermined parameters in the QCD Lagrangian and therefore must be derived from some other more complete theory or inserted phenomenologically. These arise from coupling to Higgs scalars in the electroweak Lagrangian (see later), which are also free parameters. Thus, the Standard Model provides no
constraints on quark masses, so they must be obtained from experimental data.

The mass term in the QCD Lagrangian (Eq. 3.1) has led to new insights about the neutron-proton mass difference. The quark content of a neutron is "udd" and that of a proton is "uud." If the u and d quarks had the same mass, then we would expect the proton to be more massive than the neutron because of the electromagnetic energy stored in the "uu" vs. the "dd" system. Since the masses of the u and d quarks are arbitrary in both the QCD and the electroweak Lagrangians, they can be adjusted phenomenologically to account for the fact that the neutron mass is 1.293 MeV/c² greater than the proton mass. This experimental constraint is satisfied if the mass of the d quark is about 3 MeV/c² greater than that of the u quark. In a way, this is unfortunate, because we must conclude that the famous puzzle of the n-p mass difference will not be solved until the Standard Model is extended enough to provide a theory of the quark masses.

3.5 Experimental Evidence for QCD

The long distance behavior of QCD is dominated by the growth of the coupling, g₅. The absence of experimental observations of free quarks and gluons is consistent with the extrapolation of this growth beyond the perturbative regime. Many nonperturbative models have been developed to describe this confinement of the color degrees of freedom: linearly rising potentials, strings, flux tubes, and bags. These all do reasonably well at reproducing the mass splittings of mesons and baryons. Even hadron sizes, however, are much more difficult to calculate. The meson-baryon coupling strength, and the momentum dependence of their vertices, are not reliably obtained. Although direct calculations of the QCD path integral by lattice techniques offer significant promise, they are still in a primitive state.

In view of this, one might well ask what experimental basis exists for accepting QCD. This is actually better founded than the tenuous relation between the putative confinement property of QCD and the absence of observed free quarks, or even the qualitative correspondence with the observed hadron spectrum. There is a very good semi-quantitative agreement between QCD calculations (including an inferred effective potential) and the properties of states composed of heavy quarks and antiquarks, such as
the c and b quarks. This is due to the fact that in these heavy quark-antiquark systems, all of the dynamics occur at short distances, with the separation always being within a few tenths of a fermi (fm).

The best evidence for QCD is found in scattering involving short distance dynamics. This includes the hadron jets predicted and found in $e^+e^-$ annihilation into quarks and antiquarks (which appear experimentally as several hadrons moving in similar directions -- a "jet") and especially the quark, antiquark, gluon three-jet final states. In the latter, the measured angular distributions accurately confirm the predictions of QCD. Jet distributions in high momentum transfer hadron-hadron scattering also support QCD predictions, but are less definitive as quantum loop corrections produce significant, but not precisely calculated, corrections. Finally, the pattern of scaling violations in deep inelastic lepton-hadron scattering is consistent with the predictions of QCD.

3.6 The Problem with QCD

The problem of QCD is that it is not understood beyond the perturbative, short distance regime. It must be extended to longer distance scales. In none of the above, however, has QCD been applied directly to nuclei. Deep inelastic lepton scattering results have suggested that the quark distributions in nuclei are not just the sum of distributions in nucleons. This raises the prospect that QCD can be studied at long (>>1 fm) distance scales in nuclei, and that there are new effects to be studied.

An Advanced Hadron Facility provides secondary beams of mesons (pions and kaons) and of nucleons and antinucleons at energies appropriate for such studies of QCD at longer ranges. In the nuclear medium, for instance, the changes in the properties of baryon and meson states from their free space characteristics depend on the degree to which quark propagation is enhanced beyond 1 fm. Although first family mesons and baryons will provide a great deal of information (via formation and propagation of deltas and $N^*$'s), it is already apparent that this will not be sufficient, of itself.

Tremendous advantages in clarity of interpretation and understanding of experiments can be afforded by the "radioactive tracer" of strangeness. Introducing the strange quark (lightest quark of the second family) into the systems under study, especially nuclei via kaon beams, or by associated production using first family beams at higher energies, provides a
distinguishable marker with which to follow energy, momentum, and quantum number flow within the nuclear medium. (Any of the quarks from the second or third families could be used, but the extreme masses of the c, b and t make them much harder to produce in experimentally useful quantities.)

Thus, the propagation of a particular quark may be followed, elucidating the properties of QCD in its most interesting (non-perturbative) regime. This is a problem of great interest within the standard model (as material properties remain of interest within the electrodynamic theory of atoms). For problems that primarily involve new physics beyond the standard model, we must turn to the electroweak interactions.

4. THE SU(2)×U(1) ELECTROWEAK MODEL

Before the electroweak model was proposed over twenty years ago, the electromagnetic and charge-changing weak interactions were well known. If the weak interactions can change electrons to electron neutrinos, then the group representations must at least include doublets, so that SU(2) is the smallest possible group. Various schemes were tried that did not agree with experiment. The hypothesis of the extra U(1) factor was challenged many times until the discovery of the weak neutral current at CERN in 1972 in a neutrino scattering experiment. That discovery established that the local symmetry of the electroweak theory had to be at least as large as SU(2)×U(1), despite the theoretical awkwardness of having two factors.

4.1 The Electroweak Lagrangian

The Lagrangian includes many pieces. The kinetic energies of the vector bosons are described by $L_{\text{YM}}$. The three weak bosons $W^+, W^-$, and $Z$ have masses acquired through spontaneous symmetry breaking, so we need to add a scalar pieces $L_{\text{scalar}}$ to the Lagrangian in order to describe the observed symmetry breaking. The fermion kinetic energy $L_{\text{fermion}}$ includes the fermion gauge boson interactions, analogous to the electromagnetic interactions. Finally, we add terms that couple the scalars with the fermions in a term $L_{\text{Yukawa}}$. The significance of the Yukawa term is that it provides for a description of the masses of the quarks and charged leptons.

Thus, the electroweak Lagrangian has the form
$$L_{\text{electroweak}} = L_{\text{Y-M}} + L_{\text{scalar}} + L_{\text{fermion}} + L_{\text{Yukawa}}$$  \hspace{1cm} (4.1)$$

(The reader may find this construction to be \textit{ad hoc} and ugly. However, it is important to remember that, at present, the Standard Model is the pinnacle of success in theoretical physics and describes a broader range of natural phenomena than any theory ever has, which is not to say that it is the end.)

The Yang-Mills piece is completely analogous to that for QCD, with only the structure constants for SU(2) replacing those for SU(3) in Eq. 3.2.

The scalar Lagrangian requires inclusion of a representation of scalar fields, called Higgs' bosons. These develop a nonzero vacuum expectation value to break the symmetry similar to the way a spontaneous magnetization field breaks rotational symmetry in a ferromagnetic system. In the minimal version of the theory, these scalars form a complex doublet with four degrees of freedom. After the spontaneous symmetry breaking, three of the four scalar degrees of freedom are "eaten" by the weak bosons. Thus, just one scalar should be observable as an independent neutral particle, called the Higgs particle. It has not yet been observed experimentally, and is the most important particle in the standard model that does not yet have a direct phenomenological verification. (The minimum number of scalar fields in the standard model are these four. Experimental data could eventually require more.)

4.2 The Electroweak Coupling Constants

SU(2)×U(1) has two factors, and there is an independent coupling constant for each factor. The coupling for the SU(2) factor is called $g$, and the U(1) coupling is $g'$. The two couplings can be written in several ways. The U(1) of electrodynamics is a linear combination of the U(1) factor and the third component of the weak isospin. The electromagnetic coupling is, as usual, denoted by $e$ and its value is $\sqrt{4\pi a} = 0.3$. The other coupling can then be parameterized by an angle $\theta_w$. The relations among $g$, $g'$, $e$, and $\theta_w$ are

$$e = gg' / \sqrt{g^2 + g'^2} \text{ and } \tan \theta_w = g' / g$$  \hspace{1cm} (4.2)
In the electroweak theory, both couplings must be evaluated experimentally and cannot be calculated in the standard model. (This is also true for the strong coupling constant.)

4.3 Vector Boson Masses

Under the spontaneous symmetry breakdown, the vacuum expectation value of the scalars produces mass terms for the vector bosons. If we call the vacuum expectation value $v/\sqrt{2}$, then the charged ($W^+, W^-$) bosons have a mass squared of

$$M_W^2 = g^2 \frac{v^2}{4}$$  \hspace{1cm} (4.3)

A combination of the remaining two vector bosons will also have a mass; this is the $Z^0$. The $Z^0$ mass squared is

$$M_Z^2 = (g^2 + g'^2) \frac{v^2}{2}$$  \hspace{1cm} (4.4)

and the photon is, of course, massless. The ratio of the squares of the $W$ and $Z$ masses satisfies

$$\frac{M_W^2}{M_Z^2 \cos^2 \theta_W} = 1$$  \hspace{1cm} (4.5)

The ratio is termed $\rho$ and its deviation from 1 is a test of the standard model. Values for $M_W$ and $M_Z$ have recently been measured at the CERN proton-antiproton collider: $M_W = (80.8 \pm 2.7)$ GeV/c$^2$ and $M_Z = (92.9 \pm 1.6)$ GeV/c$^2$. The ratio $M_W/M_Z$ calculated with these values agrees well with that given by $\cos \theta_W$. (The angle $\theta_W$ is usually expressed as $\sin^2 \theta_W$ and is measured in neutrino-scattering experiments to be $\sin^2 \theta_W = 0.224 \pm 0.015$.)

4.4 Weak Interactions of Leptons

The form of $L_{\text{fermion}}$ is analogous to that for electrodynamics. There is no mass term. Mass terms violate the SU(2)$\times$U(1) symmetry. We will see later that the electron mass will reappear as a result of modification of $L_{\text{Yukawa}}$ due to spontaneous symmetry breaking, just as the vector boson masses arise from coupling to the Higgs' scalars.
After simplifying some expressions, we find that $L_{\text{lepton}}$ for the electron lepton and its neutrino is

$$L_{\text{lepton}} = i \bar{e} \gamma^\mu \partial_\mu e + i \bar{\nu}_L \gamma^\mu \nu_L - e \bar{e} \gamma^\mu e \mu$$

$$+ \frac{g}{2} [\bar{\nu}_L \gamma^\mu e \mu + \bar{\nu}_L \gamma^\mu \nu_L \mu]$$

$$- \frac{g \cos \theta_w}{2} \left[ \tan^2 \theta_w (2 \bar{e} L \gamma^\mu e_R + \bar{\nu}_L \gamma^\mu \nu_R) - \bar{\nu}_L \gamma^\mu \nu_L \right] Z_\mu$$

$$- \frac{g}{2 \cos \theta_w} \bar{\nu}_L \gamma^\nu \nu_L \mu$$ \hspace{1cm} (4.6)

The first two terms are just the kinetic energies of the electron and the neutrino. (Note that the electron field $e = e_L + e_R$.) The third term is the electromagnetic interaction with electrons of charge $-e$, where $e$ is defined in Eq. 4.2. The coupling of $A_\mu$ to the electron current does not distinguish left from right, so electrodynamics does not violate parity. The fourth term is the interaction of the $W^+$ bosons with the weak charged current of the neutrinos and electrons. Note that these bosons are blind to right-handed electrons. This is the reason for maximal parity violation in beta decay. The final terms predict how the weak neutral current of the electron and that of the neutrino couple to the neutral weak vector boson $Z^0$.

If the left- and right-handed electron spinors are written out explicitly, with $e_L = (1 - \gamma_5)e/2$, the interaction of the weak neutral current of the electron with the $Z^0$ is proportional to $\bar{e} \gamma^\mu [(1 - 4 \sin^2 \theta_w) - \gamma_5] e \mu$. This prediction provided a crucial test of the standard model. Since $\sin^2 \theta_w$ is very nearly 1/4, the weak neutral current of the electron is very nearly a purely axial current, that is, a current of the form $\bar{e} \gamma^\mu \gamma_5 e$. This crucial prediction was tested in deep inelastic scattering of polarized electrons and in atomic parity-violation experiments. The results of these experiments went a long way toward establishing the standard model. The test also ruled out models quite similar to the standard model. There are many more tests and predictions of the model based on the form of the weak currents, but this would greatly lengthen our
discussion. The electroweak currents of the quarks will be described after fermion masses.

4.5 Fermion Masses

We now discuss the last term in Eq. 4.1, $L_{\text{Yukawa}}$. The interaction between the scalars and spinors has the form:

$$L_{\text{Yukawa}} = G_Y \bar{\psi} \phi \psi$$

$$= G_Y (\bar{\psi}_L \phi \psi_R + \bar{\psi}_R \phi^\dagger \psi_L).$$

(4.7)

where $\phi$ is the Higgs' doublet. We first discuss the case where $\psi$ describes the electron and its neutrino. If the neutrino has no right-handed component, then it is massless. If $\nu_R$ is included, then the neutrino mass is another free parameter; it is excluded in the minimal model. When the neutral Higgs' boson is replaced by its vacuum expectation value, the Yukawa terms for the electron produce the electron mass term,

$$m_e = G_Y \nu / \sqrt{2},$$

(4.8)

so the electron mass is proportional to the vacuum expectation value of the scalar field. The general Yukawa coupling $G_Y$ has been replaced by the particular one for the electron, $G_e$.

As the $G_Y$-values are free parameters in the electroweak theory, they must be determined phenomenologically from $\nu$ and the fermion mass. The value of $\nu$ can be obtained from the value of $g$ and the $W$-mass, by using Eq. 4.3. The value of $g$ may be inferred from the electromagnetic coupling and the weak angle $\theta_W$, by using Eq. 4.2. Using $m_e = 0.000511 \text{ GeV}$, we find $G_e = 2.8 \times 10^{-6}$ for the electron.

There are more than nine Yukawa couplings, including those for the $\mu$ and $\tau$ leptons and the three quark doublets as well as terms that mix different fermions of the same electric charge. The standard model in no way determines the values of these Yukawa coupling constants. Thus, only extensions of the standard model address the full fermion mass matrix.

The electroweak theory predicts, to very high accuracy, all of the interactions of leptons. For example, aside from electromagnetic phenomena, the electroweak theory predicts the detailed structure of $\nu$ and
r decay, and the neutral and charged current scattering of neutrinos on electrons. These predictions are absolute, given the W and Z masses, and the value of $\sin^2 \theta_W$ inferred from them. In fact, accurate predictions require the inclusion of radiative corrections which intrinsically depend on the renormalizability of the theory. There are no observed deviations from these predictions at the present levels of accuracy. Further tests require a knowledge of the electroweak properties of quarks, which we describe next.

4.6 Weak Interactions of Quarks

The weak currents of the quarks are determined in the same way as the weak currents of the leptons. Let us begin with just the u and d quarks. Their electroweak assignments are as follows: the left-handed components $u_L$ and $d_L$ form an SU(2) doublet and the right-handed components $u_R$ and $d_R$ are SU(2) singlets.

The charged currents of quarks are entirely analogous to those of leptons (see section 4.4). The contribution to the Lagrangian due to interaction of the weak neutral current $j^{(nc)}_\mu$ of the u and d quarks with $Z^0$ is

$$L^{(nc)} = \frac{e}{\sin \theta_W \cos \theta_W} j^{(nc)}_\mu Z^0,$$

where

$$j^{(nc)}_\mu = \left[ \frac{1}{2} - \frac{2}{3} \sin^2 \theta_W \right] u_L \gamma_\mu u_L - \frac{2}{3} \sin^2 \theta_W u_R \gamma_\mu u_R$$

$$+ \left[ - \frac{1}{2} + \frac{1}{3} \sin^2 \theta_W \right] d_L \gamma_\mu d_L + \frac{1}{3} \sin^2 \theta_W d_R \gamma_\mu d_R.$$  \hspace{1cm} (4.10)

This pattern is repeated when we include the other quarks.

4.7 Family Repetitions and Quark Masses

So far we have emphasized the construction of the QCD and electroweak Lagrangians for just one lepton-quark "family" consisting of the electron and its neutrino together with the u and d quarks. Two other lepton-quark families are established experimentally: the muon and its neutrino along with the c and s quarks and the $r$ lepton and its neutrino along with the t
and b quarks. Just like \((\nu_e)_L\) and \(e_L\), \((\nu_\mu)_L\) and \(\mu_L\), and \((\nu_\tau)_L\) and \(\tau_L\) form weak-SU(2) doublets: \(e_R\), \(\mu_R\) and \(\tau_R\) are each SU(2) singlets. Similarly, the weak quantum numbers of c and s and of t and b echo those of u and d: \(c_L\) and \(s_L\) form a weak-SU(2) doublet as do \(t_L\) and \(b_L\). Like \(u_R\) and \(d_R\), the right-handed quarks \(c_R\), \(s_R\), \(t_R\), and \(b_R\) are all weak-SU(2) singlets.

This triplication of families cannot be explained by the standard model, although it may eventually turn out to be a critical fact in the development of theories which extend the standard model. (The quantum numbers of the quarks and leptons are summarized in Tables I and II.)

All these quark and lepton fields must be included in a Lagrangian that incorporates both the electroweak and QCD Lagrangians. It is quite obvious how to do this: the standard model Lagrangian is simply the sum of the QCD and electroweak Lagrangians, except that the terms occurring in both Lagrangians (the quark kinetic energy terms \(i\bar{\psi}_i\gamma_\mu\psi_i\) and the quark mass terms \(i\bar{\psi}_iM_{ij}\psi_j\)) are included just once. Only the mass term requires comment.

The quark mass terms appear in the electroweak Lagrangian in the form from Yukawa analogous to Eq. 4.8. In the electroweak theory quarks acquire masses only because SU(2)xU(1) is spontaneously broken. However, when there are three quarks of the same electric charge (such as d, s, and b), the general form of the mass terms is the same as in Eq. 3.1, \(i\bar{\psi}_iM_{ij}\psi_j\), because there can be Yukawa couplings between d, s, and b. Nevertheless, there is no reason for the fields obtained directly from the electroweak symmetry breaking to be these mass eigenstates, and in fact they are not.

We illustrate this for the case of two families of quarks. Let us denote the quark fields in the weak currents with primes and the mass eigenstates without primes. There is freedom in the Lagrangian to define \(u = u'\) and \(c = c'\). If we do so, then the most general relationship among \(d, s, d',\) and \(s'\) is

\[
\begin{bmatrix}
d' \\
s'
\end{bmatrix} = \begin{bmatrix}
\cos \theta_c & -\sin \theta_c \\
\sin \theta_c & \cos \theta_c
\end{bmatrix}
\begin{bmatrix}
d \\
s
\end{bmatrix}
\]

(4.11)

The parameter \(\theta_c\), the Cabibbo angle, is not determined by the electroweak theory (it is related to ratios of various Yukawa couplings) and is found experimentally to be about 13°.
(When the b and t(-t') quarks are included, the matrix in Eq. 4.11 becomes a 3 x 3 matrix involving four parameters that are evaluated experimentally. The fourth parameter permits a description of CP violation in the standard model. The standard form of this [Kobayaski-Maskawa (KM)] mixing matrix is:

\[
\begin{pmatrix}
\begin{array}{ccc}
1 & \frac{s_1 c_3}{c_1} & \frac{s_1 s_3}{c_1} \\
-s_1 c_2 & c_1 c_2 c_3 - s_2 s_3 e^{i\delta} & c_1 c_2 s_3 + s_2 c_3 e^{i\delta} \\
\frac{s_1 s_2}{c_1} & c_1 s_2 c_3 - c_2 c_3 e^{i\delta} & -c_1 s_2 s_3 + c_2 c_3 e^{i\delta}
\end{array}
\end{pmatrix}
\]

\[
c_i = \cos \theta_i, \quad s_i = \sin \theta_i, \quad i = 1, 2, 3
\]

where \(\theta_1, \theta_2, \) and \(\theta_3\) are three real mixing angles and \(\delta\) is a CP violating phase parameter.)

The correct weak currents are then given by Eq. 4.10 if all quark families are included and primes are placed on all the quark fields. (See Table I.) The weak currents can be written in terms of the quark mass eigenstates by substituting Eq. 4.11 (or its three-family generalization) into the primed version of Eq. 4.10. The ratio of amplitudes for \(s \rightarrow u\) and \(d \rightarrow u\) is the \(\tan \theta_c\); the small ratio of the strangeness-changing to strangeness-nonchanging charged-current amplitudes is due to the smallness of the Cabibbo angle. It is worth emphasizing again that the standard model alone provides no understanding of the value of this angle.

If the neutrinos have masses, then similar effects to Eq. 4.11 must be discussed in the lepton sector, also. This leads to the phenomena of neutrino oscillations, and neutrino decays.

This discussion of the electroweak properties of quarks has been very brief; they are just like leptons, except for a slightly different weak hypercharge. Yet the whole host of weak nuclear and particle decays is, in principle, now understood. We say, in principle, because QCD can produce significant corrections to the basic interactions.

4.8 Strong Interaction Corrections to the Electroweak Interactions

The charged-current weak interactions described above are purely left-chiral. Figure 1a shows a Feynman graph which produces an innocuous renormalization of these left-chiral fermions (such as \(u_L\) and \(d_L\)) in the pure electroweak theory. However, for quarks, there are also gluonic
couplings. Figure 1b, called a "penguin" diagram, shows a strong interaction correction to Fig. 1a. The gluon couples another quark to the first one, and detailed calculation shows that, to a good approximation, this produces an effective four-fermion coupling of electroweak strength. However, because the gluon couples equally to left- and right-chiral quarks (the strong interactions conserve parity), the result in an effective parity-violating, left-right current-current interaction. This is different from that found for fermions with no strong interactions (leptons). Thus, nonleptonic decays of hadrons appear to involve a more complicated weak Hamiltonian. Furthermore, the usual large QCD effects at large distances (due to the growth of the coupling constant) make large contributions to these decays and so they are difficult to analyze precisely.
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**Figure 1.** One-loop Feynman diagrams for (a) weak interaction corrections to quark propagation, and (b) combined weak and strong interaction effect in quark-scattering. This latter is called a "penguin" diagram. The straight lines represent quarks, the sawtooth represents a weak interaction vector boson (W, Z, and A), and the curly line represents a gluon.

Other areas where QCD must have significant effects include: the axial vector nucleon coupling \( \left( \frac{g_A}{g_V} = -1.262 \pm 0.005 \right) \), which differs from the bare quark value \( \left( \frac{g_A}{g_V} = -1 \right) \); and the enhancement of 1/2 unit isospin changing weak decays over 3/2 unit ones (\( \Delta I = 1/2 \) rule).
Thus, it has been nuclear decays, with their effect of quantum number filtering, which have dominantly confirmed the systematics of the electroweak theory. In general, only semileptonic interactions have been useful. One particularly noteworthy case is the parity violating asymmetry in deep inelastic polarized electron-nucleon scattering which confirms the value of $\sin^2\theta_W$.

5. PROBLEMS OF THE STANDARD MODEL AND EXPERIMENTAL TESTS

All of the mesons and baryons and their strong, weak, and electromagnetic interactions, and the nuclei and atoms formed from them, can be described, in principle, by combinations of these fermions and their couplings to the gauge bosons, but many physicists feel that a set of 58 fundamental elements is still too many. There are other problems as well. Why are there three "gauge groups", $SU(3)_C$, $SU(2)_W$, and $U(1)_B$, instead of one? Where does gravity fit in? Are the quarks and leptons really separate, or is there a dynamics that relates them? Do they have a common substructure, that is, are they composite also? Why are there three families, or are there more?

Theories that identify the known dynamical symmetry groups as subgroups of a larger, encompassing group are known as Grand Unified Theories (GUTs). Here both quarks and leptons appear in the same representation of this "unifying" group, and so one predicts dynamical relations between them. The most startling of these predictions is that a proton will decay into leptons and mesons. Major non-accelerator experiments are searching for evidence of proton decay.

Inclusion of gravity is a sort of "super" unification; it requires the introduction of "supersymmetry", a dynamical symmetry between bosons and fermions. Technical problems with this approach (it has too few degrees of freedom) led to serious consideration of composite quarks and leptons where the multiplicity of families reflects the existence of a substructure.

The questions raised here can go well beyond the standard model, but there are still problems closer to home. In Sec. 3.6, the problem of QCD was briefly discussed. There is great hope that this is indeed a problem of understanding a known, correct theory in greater depth. The electroweak problems of family and fermion mass, however, like grand unification, intrinsically take us beyond the standard model. The principle tools for
this effort are searches for decays between families which are not predicted by the standard model, and precision tests of amplitudes, especially for rare processes, which are predicted to occur.

The high fluxes of kaons and other mesons, hyperons and neutrinos provided in the secondary beams of an Advanced Hadron Facility naturally provide great opportunities for precision tests of the standard model and for rare decays searches. In both cases, raw statistical power is improved. But even more so, the quality (brightness and lack of contamination) of these beams, or of even specially built tertiary beams, can be crucial for further advances. In this section, we describe a few of the processes of greatest interest.

5.1 Family Problems and Their Mass Scales

Decays from one family to another, which depend on presumed "family gauge bosons", analogous to those of the standard electroweak model, but inducing transitions between members of different families with the same electric charge, have not been observed. Table III lists a few representative processes that could provide the needed information and the present experimental limits for them.

TABLE III Experimental limits on some family nonconserving processes. The branching ratio is the fraction of the total number of decays, occurring to a specific final state. [From the Particle Data Group, LBL.]

<table>
<thead>
<tr>
<th>Process</th>
<th>Branching ratio limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu^+ \rightarrow e^+ \gamma$</td>
<td>$&lt;1.7 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\mu^+ \rightarrow e^+ \gamma \gamma$</td>
<td>$&lt;3.8 \times 10^{-10}$</td>
</tr>
<tr>
<td>$\mu^+ \rightarrow e^+ e^-$</td>
<td>$&lt;2.4 \times 10^{-12}$</td>
</tr>
<tr>
<td>$\pi^+ \rightarrow \mu^+ e^-$ or $\mu^- e^+$</td>
<td>$&lt;7 \times 10^{-8}$</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^+ \mu^+$</td>
<td>$&lt;7 \times 10^{-9}$</td>
</tr>
<tr>
<td>$K^+ \rightarrow \pi^+ \mu^-$</td>
<td>$&lt;5 \times 10^{-9}$</td>
</tr>
<tr>
<td>$K^+ \rightarrow \mu^+ e^-$ or $\mu^- e^+$</td>
<td>$&lt;2 \times 10^{-9}$</td>
</tr>
</tbody>
</table>

The observation of one of the decay modes listed in Table III would constitute direct evidence for a family-nonconserving interaction. It would also provide a measurement of the mass scale associated with family
symmetry breaking. The weak interactions are rare processes with slow rates due to the large (~100 GeV) dynamical scale set by the $W$ and $Z$ boson masses. We can interpret the absence of observed family changing decays as being due to a similar, but larger, dynamical scale associated with the breaking of "family symmetry", that is the mass, $M_F$, of the "family gauge vector boson" is large. The stringent limit on $K_L - \mu e$ shown in Table III allows us to put a lower bound on $M_F$.

If we assume that the strange and (anti)down quarks in the kaon annihilate to form a virtual massive family boson that emits the final observed muon and electron, the rate ($\Gamma$) for this decay process will be given (roughly) by

$$\Gamma \approx \frac{4\pi}{M_F^4} M_K^5.$$

The fourth power of $M_F$ appears just as $M_W$ and $M_Z$ do in ordinary weak processes (in $G_F^2$, the Fermi constant squared). A "grand unification" prejudice appears in the assumption that the "family coupling constant" is similar to that for the weak $(g)$ and electromagnetic interactions.

The branching ratio limit in Table III can be used in Eq. (5.1) to obtain a lower bound on $M_F$:

$$M_F > 10^8 \text{ GeV}.$$

The scale in Eq. 5.2 is not directly accessible by high energy accelerators in the foreseeable future. The Superconducting Super Collider (SSC), which is presently being considered for construction in the next decade, will reach $10^4$ GeV and is estimated to cost several billion dollars. We cannot expect to be able to do something yet ten times larger for a long time.

Our experimental knowledge of the scale in Eq. 5.2, however, does not arise from such a brute force approach but rather from a precise measurement at a level of a few parts in $10^8$. Since $\Gamma$ varies as $M_F^{-4}$, it is necessary to improve the present branching ratio limit by four orders of magnitude.

*Certain chirality properties of the family interaction could require that two of the five powers of $M_F$ in Eq. 5.1 be replaced by the muon mass, $m_{\mu}$. However, after taking a fourth-root to obtain Eq. 5.2, there is little difference.
magnitude to search for a value of $M_F$ in the $10^3$ TeV ($10^6$ GeV) range. This will be quite feasible at an AHF where kaon fluxes on the order of $10^8$/sec will be produced. (Raw fluxes would be larger but some flux will be traded for higher quality beams to reduce backgrounds and minimize systematic errors.) A typical solid angle times efficiency factor for an inflight decay experiment is on the order of 10%. Thus, $10^7$ K's per second could be examined for the decay mode of interest. A branching ratio larger than $10^{-12}$ could be found in one day of running. A full year of beam time would be sensitive down to the $10^{-14}$ level. Of course, we do not know if a positive signal will be found at even this tiny level. Nonetheless, the need for such an observation to elucidate family dynamics drives us to make the attempt.

We must also investigate the possibility that family symmetry is governed by a massless scalar boson, which has been called the familon. As is generally true for such scalars, the strength of its coupling falls inversely with the mass scale ($F$) at which the family symmetry is spontaneously broken. Cosmological arguments suggest a lower bound on $F$ very near to its upper bound from laboratory experiments:

$$10^9 \text{ GeV} < F < 10^{12} \text{ GeV} \quad (5.3)$$

The familon should appear in the two-body decays such as $\mu \rightarrow e + f$ or $s \rightarrow d + f$. The latter appears in $K^+ \rightarrow \mu^+ + f$, where the familon is unseen and the $\pi^+$ appears at a momentum of 227 MeV/c. This is a special case of the class of experiments called $K \rightarrow \pi +$ nothing. Improved searches for the familon will require very precise and high resolution measurements of meson-decay spectra.

The neutrino sector offers another arena to search for evidence of nonconservation of family quantum numbers. Neutrino radiative decay has been sought in $\nu_\mu$ beams with the result of a bound on the lifetime of $\tau_\nu > 10^5$ sec (MeV/MeV) for decay into a lighter neutrino plus a photon. If the muon family were not distinct from any other, the naive expectation for $\tau$ would be $10^3$ sec (MeV/$m_\nu$)$^5$.

Better evidence may be found in neutrino scattering experiments. The decay of positive muons produces muon-family anti-neutrinos and electron-family neutrinos as long as family quantum numbers are preserved. If these neutrinos are subsequently scattered in nuclear targets, they should...
produce only positive muons and electrons, respectively. A LAMPF experiment has confirmed that no negative muons or positrons are produced at a level of about 5%. Since positive pions decay overwhelmingly \((10^4:1)\) into positive muons and muon-family neutrinos, subsequent scattering of these neutrinos should produce only negative muons; this, too, has been accurately confirmed.

From the above, it is clear that at present no evidence exists in any (electric charge) neutral process mediated by a \(Z^\ast\)-like boson for a nonconservation of a family quantum number, i.e., neutral family-changing interactions. Is it possible that these quantum numbers are exactly preserved? Are the family superselection rules as inviolate as those for electric charge and angular momentum? The answer to this is unequivocally NO! We know beyond a shadow of a doubt that family must be a broken symmetry. To see this, one needs only to examine the mass spectrum of the fermions in Table II.

5.2 Family Problems and Fermion Masses

All of the fermion masses violate the electroweak symmetry. However, the pattern of mass splittings within each family and between families all show that family symmetry is also broken. More importantly, because we do not know the mass scale or understand the pattern of the family symmetry breaking, we also cannot determine the mass scale for the electroweak breaking in the fermion sector. If the interactions responsible for family symmetry breaking subtract from the electroweak masses, the scale of the latter could be consistent with the \(W\) and \(Z\) masses.

Other evidence for family symmetry breaking can be found in weak decays mediated by the charged bosons \(W^+\) and \(W^-\). We know from \(\pi\) and \(K\) decays that both the strange quark \(s\) and the down quark \(d\) decay into the up quark but with significantly different strengths; the down quark has the greater strength. This was discussed in Sec. 4.7 (see Eqs. 4.11-12). This difference between the mass and weak-interaction eigenstates shows that the full Hamiltonian (of the world) cannot be diagonalized in a manner that defines conserved family quantum numbers.

The generalization of this formalism to the three-family case produces an important relation between family nonconservation and CP nonconservation (time reversal noninvariance). [Recall Eq. 4.12.] If family symmetry were exact, the angles in the KM matrix would vanish; then the CP-violating
phase $\delta$ would be absorbed in the $b$-quark field and could not contribute to the observed CP nonconservation. Detailed studies of CP violation in the neutral kaon system are feasible to unprecedented levels at an AHF.

Returning to the discussion of fermion masses, the neutrino masses are especially interesting, as they appear to be very small. The question of neutrino mass is complicated by their lack of electric charge and a peculiarity of the CPT theorem. The latter guarantees the existence of a spin-down (negative helicity) anti-particle state as a partner for every spin-up (positive helicity) particle state but it does not require a spin-down particle state. (We choose the spin quantization axis parallel to the momentum.) When the particles are massless, we can speak of positive and negative helicity or, equivalently, chirality, which just refers to the handedness (as in the right hand rule for the Poynting vector) of the combination of spin rotation and linear momentum. However helicity is not a Lorentz invariant quantity for a massive state, as the particle may be brought to rest and then accelerated in the opposite direction thus changing the sign of its helicity. The chirality, on the other hand, is a Lorentz invariant. Thus, if a particle has mass it requires that either an additional spin down particle state exists (Dirac case) or that particle and antiparticle are indistinguishable (Majorana case).

The latter is impossible when there is a conserved charge, such as electric charge, which distinguishes the particle and antiparticle. Neutrinos, however, carry only weak charge, which is not conserved due to the spontaneous breaking of electroweak symmetry. Indistinguishability of the neutrino and its antineutrino means that lepton number is not conserved; the mass term reflecting this indistinguishability is termed a Majorana mass. Because of the possibility of this Majorana mass in addition to the standard Dirac mass, the neutrino mass matrix is more complicated than that for the other fermions.

Thus the question of neutrino mass is very important and different types of searches are being undertaken. One class of experiment looks for massive neutrinos in decays such as $\pi \rightarrow \mu \nu$ and $K \rightarrow \mu \nu$; the effect appears as a small spike in the lepton energy distribution above the background of multibody decays. Another possibility is to detect a distortion of the $+^+$ spectrum in $K^+ \rightarrow \pi^+ \nu_1 \bar{\nu}_1$ caused by the closing of phase space due to the $\nu_1$ mass. This method is sensitive to neutrino masses in the range 50 to 150
MeV/c$^2$, independent of the overall rate normalization. These experiments also afford precision tests of predictions of the standard model.

Another consequence of massive neutrinos is the possibility of neutrino oscillations. If the neutrino types have mass and mix in the same general manner as quarks, beams of neutrinos will oscillate from one type into another as one moves away from the neutrino source, just as occurs in the $K^0 - \bar{K}^0$ system. The probability of finding the neutrino state $|b\rangle$ orthogonal to $|a\rangle$ at a distance $x$ is:

$$P_{a-b} = \sin^2(2\theta) \sin \left( \frac{\pi x}{L} \right) \quad (5.4)$$

for relativistic neutrinos with mixing angle $\theta$, where the neutrino oscillation length, $L$, is given by

$$L = \left( 2.5 \text{ metres} \right) \left[ \frac{E}{\text{MeV}} \right] \left[ \frac{\Delta m^2}{\text{eV}^2} \right]^{-1} \quad (5.5)$$

and $\Delta m^2 = m_a^2 - m_b^2$.

Although the general case of three neutrino types is more involved, Eqs. (5.4-5) already contain the generally important implications for experiments that attempt to discover neutrino mass effects in this way. From (5.4) it is clear that the largest signal is obtained at $x = L/2$. Even there, the signal is small if $\theta$ is small. Thus, experiments require many neutrino scattering events and as small a background as possible for maximum sensitivity to small values of $\theta$. However, the flux of neutrinos always falls off as $x$ increases for any fixed size detector due to the declining solid angle subtended. Thus, for a given $\Delta m^2$, the smallest value of $E$ (and so, $L$) is desirable. Unfortunately, neutrino cross sections fall rapidly with decreasing energy. For any observation process with an energy threshold, the optimum energy will be not far above that threshold. For example, to detect muon neutrinos, they must have sufficient energy to produce muons. Finally, as for small $\theta$, small $\Delta m^2$ reduces the signal strength at any given distance, $x$. This again puts a premium on maximizing the number of detectable events using the high flux available from an AHF.
5.3 Precision Tests of the Standard Model

The questions about family have been considered in the context of possible extensions to the minimal standard model. However, even if we were completely convinced of the validity of the standard model it would be necessary to subject it to the most detailed test possible. (This is also a classic way to look for new physics.) Three such tests are highlighted here. Perhaps the most outstanding precision test is $\nu_\mu$ scattering. It would allow a clean, high precision measurement of $\Theta_W$, which would test the electroweak theory at the one-loop level of quantum field theory; this is a stringent test, analogous to the Lamb shift or $g-2$ for quantum electrodynamics.

The problem of CP nonconservation is one of the great mysteries of our generation. It has been seen only in the neutral kaon system and the experimental evidence does not dictate a unique theoretical interpretation. One of the strengths of the standard model is a natural parameterization of CP nonconservation. It is very important, therefore, to make measurements with adequate precision to see if this represents the proper explanation.

In principle, CP nonconservation can be studied in other, heavier quark systems, namely $D^0$, $\bar{D}^0$, $B^0$, $\bar{B}^0$, and $T^0$. But there are two obstacles to this. One problem is that the CP-nonconserving effects arise only in communicating channels between particle and antiparticle, which are a smaller fraction here of the total decay amplitude than for kaons. The $K^0$ and $\bar{K}^0$ both largely decay to two and three pions, so that unitarity promotes $K^0 - \bar{K}^0$ mixing. Such modes are Cabibbo (or KM) suppressed for the heavier mesons, and the dominant channels do not communicate to this order in the weak interaction; e.g., $D^0 - c\bar{u} - s\bar{d}$, while $\bar{D}^0 - \bar{c}u - s\bar{d}$ and the $s$ and $\bar{s}$ do not mix under the strong interaction. The other problem is a small production rate, $< 10^9$/yr vs. the $10^9$ K's/sec possible at an AHF. Thus, one must search for a smaller fractional effect in a smaller available data set. Clearly, the strange quark offers the better window on family symmetry and CP nonconservation.

The process $K^+ - \pi^+ + \text{"nothing else seen"}$ was introduced as a way to search for the familon. It is also an important test of the standard model via the rate for the allowed mode $K^+ - \pi^+ + \nu_1 + \bar{\nu}_1$ for all light neutrino types, i. As for CP violation this process occurs through a one-loop quantum field theoretic correction to the standard electroweak theory. It
is interesting in itself for two reasons: 1) it depends on quark mixing differently from CP nonconservation and so allows independent study of the quark mixing matrix elements; 2) it depends on the number of light neutrino types, $N_\nu$. Because the latter number is expected to be determined in $Z^0$ decay studies, an uncertainty in the hadronic overlap matrix element can be determined. Present estimates place the branching ratio in the range $N_\nu \times (10^{-9} - 10^{-10})$. If this experiment yielded a discrepancy with the $N_\nu$ value determined from $Z^0$ decay it would be evidence for new physics or that at least one of the neutrinos has a mass greater than about 200 MeV/c$^2$.

6. CONCLUSION

The experiments referred to above will require a variety of high quality beams to be available at an AHF just as muon beams at LAMPF have enabled the world-leading searches for family nonconservation in the decays $\mu\to e\gamma$ and $\mu\to e\gamma\gamma$. Of particular importance are the high flux and high quality stopping kaon beams for QCD studies and the high flux and well defined multi-GeV kaon beams for electroweak studies. The extra flux at an AHF also provides unique opportunities to obtain desirable experimental conditions for other meson decay studies. For example, a momentum-analyzed $K^+$ beam could be used to produce, by charge exchange scattering, a narrow momentum bite neutral kaon beam with a flux in the latter comparable to present day unanalyzed beams. Similarly, a narrow-band neutrino beam at an AHF could equal or exceed the flux in present wide-band beams.

For neutrino oscillation experiments, the high flux of neutrinos at modest energies allows maximization of the statistical power of experiments while minimizing backgrounds. An AHF complex can provide high flux, low-energy $\nu_\mu$ beams with exceptionally little $\nu_e$ contamination for experiments searching for $\nu_\mu \rightarrow \nu_e$ clean beams at the intermediate energies optimum for studying $\nu_\mu$ disappearance, and unparalleled intensities of $\nu_e$ and $\bar{\nu}_e$ at energies suitable for studying $\nu_\mu$ appearance.

In addition to the need to deepen our understanding within the standard model, extensions may be well required. The example that has been concentrated on here is the family symmetry problem, which is as fundamental and important a problem as Grand Unification, and it may well be a completely independent one. The known bound of 100 TeV on the scale of family dynamics is an order of magnitude beyond the direct reach of even
foreseeable accelerators, such as the Superconducting Super Collider. These dynamics, however, may be accessible in studies of rare kaon decays, meson and hyperon decays, neutrino oscillations, and careful studies of CP nonconservation. This high-precision frontier is complementary to the high-energy frontier. To undertake these experiments at the required levels of precision requires intense fluxes of particles from the second or later families. Only particles from the second family can be produced at the required intensities. The high intensity, medium-energy accelerator complex of an AHF is a highly cost-effective means to meet these experimental needs.
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On Experiments at an Advanced Hadron Facility:


PRÉCIS OF GROUP III ACTIVITIES

(Note: Group III discussions generally used as upper bounds for the numbers of antiprotons available the amounts an initial U.S. low energy antiproton source can deliver \(-10^{14}\) antiprotons per year. Exceptions occur in papers 5 and 7.

Paper (1) - Hynes, et al - discusses the principles of a design for a large portable ion trap storing \(-10^{13}\) antiprotons at 25-50 KeV. The particles are confined in a cylindrical plasma volume 100 cm. long, 4 cm. in diameter; the vacuum is \(<10^{-12}\) Torr, giving a storage time of \(-30\) to 100 days or better; the magnetic field is 10T. A complete installation, including all support equipment, can easily fit into a large truck. The point design can be scaled to smaller storage levels and storage assemblies.

Paper (2) - Solem - discusses the general theoretical basis for opacity and equation-of-state measurements. The basic question here is whether antiprotons can be used for experiments in extreme states of matter without the current needs for large and expensive centralized facilities available to relatively few researchers. A "table-top" tool using antiprotons from a portable storage device would open up this research area to a much wider audience. The main areas of interest include high temperature, high pressure, high secondary particle (pions, \(\gamma\)s, etc.) flux research, and work such as described in several papers of Group II.

Paper (3) - Morgan - discusses some of the information base necessary if one is to evaluate critically, and perform realistic conceptual and implementation designs for, antimatter propulsion engines (rocket or air-breathing). The promise of using antiprotons in propulsion awaits not only orders-of-magnitude increase in antiproton production, but also a detailed understanding of how antiprotons and their annihilation products interact with matter.
The two main issues for these engines are: 1) getting the antiprotons to annihilate where they are wanted, and 2) getting the annihilation energy deposited where desired. A variety of experiments is described which contribute to full scale engine model design, assess basic feasibility, allow code verification and calibration, and permit design optimization.

Paper (4) - Callas - describes a generic experimental apparatus with which many antiproton engine-related processes could be investigated, using modifications of current high energy particle detector technology. The paper identifies key research issues, and uses the proposed experimental apparatus with quantities of antiprotons consistent with quantities deliverable from assumed low energy antiproton facilities.

Paper (5) - Cassenti - discusses the underlying calculations and the systematic attributes of a specified class of antimatter engines, and establishes the efficiencies attainable with magnetic deflection in a vacuum, effects of propellant density, etc. A parametric study is presented, showing effects of propellant choice, mass ratios, and magnetic fields, over wide ranges.

Paper (6) - Takahashi - describes fundamental aspects of antiproton annihilations interacting in a DT mixture, using the muons produced by decay of the annihilation produced pions and exploiting muon catalyzed fusion in several propulsion schemes. The reaction chains possible here can substantially amplify the basic annihilation energy release. Schemes are also suggested for non-accelerator production of heavy antinuclei, using muons from annihilation produced pions. Heavy antinuclei are of basic physics interest, as well as being potentially useful as condensation sites for antimatter, one of the uses suggested here.

Paper (7) - Takahashi and Powell - speculates on possibilities which might serve to increase significantly antiproton production yields and lower costs for producing these antiprotons. Paper (7) suggests substantial increases in antiproton production when multiple collisions are taken into account, with estimated total yields increasing almost
linearly with incident proton energy above 200 GeV. These estimates depend on a number of simplifying assumptions whose validity and degree of optimism need further suggested testing and analysis. Antiproton production costs are estimated for a range of power costs and accelerator/target costs.

Paper (8) - Kalogeropoulos et al - introduces what may be one of the most compelling near-term and high payoff applied science uses for low energy antiprotons.

Imaging appears to be perhaps the most promising single near-term application for antiprotons. As an example of the potential of antiprotons, $10^7$ antiprotons could give the same quality image as a CT scan, with 1/15 the dose and none of the artifacts that can clutter a CT image.

For therapy the doses must be increased one or two orders of magnitude, and at those levels more information is needed about the local energy deposition in biological targets. One potential immediate application for antiprotons in therapy is as a tool for testing, monitoring, simulating, and improving proton and heavy ion therapies.

The third interesting area for medical experimentation with antiprotons, using x-ray emissions or nuclear gammas, is in the general area of "mesic chemistry" or imaging elemental atoms in-vivo or in-vitro.

Preliminary experimental trials of these biomedical applications can be undertaken at BNL (or LEAR).

Paper (9) - Greszczuk - reviews suggested uses of antiprotons for quantitative non-destructive evaluation (NDE) of materials, measuring local densities and density gradients; new material processing techniques; defect healing in materials; identification of material compositions. Comparing use of CT and antiprotons for inspecting a critical component suggests that use of antiprotons might speed up this process by a very large factor.

The contents of paper (10) - F rward - are self-explanatory. The paper reflects an intensive bibliographic search on the 10 major topics identified, brought up to a date of August, 1987. Interested readers and researchers can thus access antimatter information of direct interest.
Some Major Observations from Group III Activities

- The technology is ripe for developing a family of portable ion traps, complementary to use of portable storage rings, storing antiprotons in various amounts up to \(10^{13}\) particles, and allowing transport to and use at laboratories removed from FNAL, BNL.

- A number of potential applied science and applications-related uses for antiprotons employ antiproton amounts deliverable by a first U.S. low energy antiproton source \((-10^{14}\) antiprotons per year\) and appear attractive and worthy of further study.

- Basic tools, experimental procedures, instrumentation, etc. for a great deal of applied science research are comparable to those needed for basic science work, so that these two streams of effort should reinforce each other.

- As with the basic science case, the possibility of pursuing near-term, useful applied science research emphasizes the vital needs for a U.S. low energy antiproton source and development of associated enabling tools, such as portable storage devices.

- Joint pursuit of basic and applied science at levels allowed by a first U.S. low energy antiproton source \((-10^{14}\) antiprotons/year\) gives prospects for fast progress in assessing feasibility and utility of concepts requiring much larger antiproton amounts.
Portable Pbars, Traps that Travel

S. D. Howe, M. V. Hynes, and A. Picklesimer

Los Alamos National Laboratory
Los Alamos, NM 87545

Abstract

The advent of antiproton research utilizing relatively small scale storage devices for very large numbers of these particles opens the possibility of transporting these devices to a research site removed from the accelerator center that produced the antiprotons. Such a portable source of antiprotons could open many new areas of research and make antiprotons available to a new research community. At present antiprotons are available at energies down to 1 MeV. From a portable source these particles can be made available at energies ranging from several tens of kilovolts down to a few millielectron volts. These low energies are in the domain of interest to the atomic and condensed matter physicist. In addition such a source can be used as an injector for an accelerator which could increase the energy domain even further. Moreover, the availability of such a source at a university will open research with antiprotons to a broader range of students than possible at a centralized research facility. This report focuses on the use of ion traps, in particular cylindrical traps, for the antiproton storage device. These devices store the charged antiprotons in a combination of electric and magneto fields. At high enough density and low enough temperature the charged cloud will be susceptible to plasma instabilities. Present day ion trap work is just starting to explore this domain. Our assessment of feasibility is based on what could be done with present day technology and what future technology could achieve. We conclude our report with a radiation safety study that shows that about $10^{11}$ antiprotons can be transported safely, however the federal guidelines for this transport must be reviewed in detail. More antiprotons than this will require special transportation arrangements.
1 Introduction

Antiprotons have been available for research in high energy physics since their discovery in 1955 (Ref. [1]). The advent of the new cooling technology at CERN [2] and later at FermiLab [3] has made these particles available at energies down to a few MeV [4] and has opened many new research avenues in nuclear and particle physics. Through a series of additional deceleration stages, the energy of the antiprotons can be lowered to a few tens of kilovolts (or lower). These energies are suitable for storage in ion traps.

Ion traps have been in use in atomic physics for several decades and are commonly very compact structures [5,6]. A number of large ion traps, those capable of storing large numbers of ions have been in use in the United States [7] and in Japan [8]. These structures are still compact when compared with the very large storage rings commonly used in high energy physics. Recently, the possibility of storing very large numbers of antiprotons in ion traps has been discussed [9,10,11]. The fact that these structures will be relatively compact raises the additional possibility of their being portable. Such a portable source of antiprotons could be filled at a production facility and then transported to a remote university or other research laboratory. In addition the antiprotons could be made available at a variety of energies from several tens of kilovolts down to a millivolt. These energies are of interest to the atomic, condensed matter, or chemical physicist. Thus a low energy source of antiprotons could make these particles available to a new research community. Moreover, the fact that the source can be made available at the home institution of the researchers will allow for a wider research community involvement than would be possible at the production facility itself. In addition there will a broader range of student involvement in this research. If the remote research lab has an accelerator, the portable antiproton source can serve as an injector so that much higher energies can be obtained. These higher energies are those of conventional interest to nuclear physics. However, there is not much known at present about the nucleon-antinucleon interaction. This too would be a new frontier of research.

Two review articles have already very thoroughly discussed the storage of very large numbers of ions in traps [12,13]. In this report we build on the foundation laid by these works and explore specific design considerations for such a portable source. In outlining the design problem there are three main issues:

- How many antiprotons are required for a significant research program?
- How long do the antiprotons have to be stored?
- How safe is the transport and storage of the source?

Evidently these three issues have interlocking answers. Some research in atomic and condensed matter physics requires only a handful of antiprotons, whereas other research in these areas or in nuclear physics requires enormous quantities. Transporting a handful of antiprotons is an almost trivial safety problem whereas a very large number could present a hazard.

In the sections that follow each of these major design issues are discussed and their impact on the design is assessed.
2 How Many

2.1 How Many Do You Want?

Because much of the research that would be done with a portable source is in areas that have not had antiprotons available before, it is difficult to assess how many antiprotons they could need. In a typical experiment at LEAR between 100 — 1000 hours of beam time are allocated depending on the experimental requirements. These experiments are generally in nuclear and particle physics with a few in atomic physics. With the flux at LEAR of $10^9$ per hour the total number of antiprotons used ranges from $10^{11} - 10^{12}$. Thus to keep even with this current beam availability for experiments total storage capacities in this range are required. Because the portable source technology could become available a few years from now and because much of the research that could be done is not well defined at present, it is probably prudent to plan a system for about an order of magnitude larger than this range. Thus we will consider as the upper limit to the question of “how many do you want”, the range $10^{12} - 10^{13}$.

Naturally for some research programs several orders of magnitude fewer may be required. Thus we will also consider the impact on the point design of storing fewer particles.

2.2 How Many Can You Get?

The answer to the question of “how many can you get” at present is zero. No accelerator facility in the world today is in the business of filling storage bottles with antiprotons for transport to a remote research site. They are in the business of providing beams of antiprotons for basic research on-site. Moreover, this research is peer reviewed by a program advisory committee which recommends to the director of the facility beam allocations on the basis of scientific merit and technical competence. In addition every facility requires experimenters to design according to a well defined safety code and has standard practice for radiation hazards. Ultimately the liability rests with the facility. It must show a path of diligence directed at avoiding accidents. These issues will be difficult enough to resolve for the case of a facility in the United States providing antiprotons to a remote research site also in the United States. Trying to resolve them in an international arena is probably near impossible. Because there is no facility in the United States that can provide the low energy beam suitable for additional deceleration to ion trap energies, the answer to how many can you get really waits on the building of such a facility and the setting in place of the proper agreements of responsibility, research oversight, etc..

Recently, the building of such a low energy facility at Fermilab has been discussed. Such a facility, given funding, could be operational early in the next decade. The antiproton flux at such a facility could be as high as $10^{16}$ per hour. To obtain the $10^{12} - 10^{13}$ antiprotons would still take 100 — 1000 hours of beam. This would represent an enormous impact on the on-site research program. It is unlikely that this many antiprotons would be allocated to off-site research. Unless there is a significant increase in the flux at the discussed facility at Fermilab, or yet another facility is built, any off-site research program will have to settle for fewer antiprotons.

Thus to answer the question how many can you get, at least early in the next decade, if the Fermilab facility is built, and if there is no new technical breakthrough at Fermilab, and if no other facility is built, and if the impact on the on-site research program is to be minimized, is probably between $10^{11} - 10^{12}$ antiprotons. This would take at a flux of $10^{10}$ per hour between 10 — 100 hours. Normally a facility is in operation about half of the year. This is in part to
reduce operating costs but also to effect repairs on equipment that is down or to make facility modifications. We propose that a viable off-site research program would involve about 10 locations with bottles to fill. If a week at the start and end of the operating schedule were allocated to fill all the bottles, then each facility would have about $10^{11}$ antiprotons for its research program. This amount of commitment to an off-site program is probably within the capability of such a facility as that discussed at FermiLab without impacting the on-site research in a serious way. Efficient utilization of this schedule requires that the storage time for the particles at the off-site location be about 6 months.

2.3 How Many Can You Store?

Regardless of how many total particles you can get, for portability the design will always be driven towards smaller storage devices. This means ultimately that the density of the antiprotons in the storage device will be as high as possible. There are physical limits, however, to how high a density is possible. There are also considerations based on what has been achieved with current day technology. Thus there are two paths through the question “how many can you store”. What can be done in principle and what can be done as a reasonable extension of existing technology. The path through what can be done in principle requires that a research program addressing the technical issues to which we have no answers, be initiated. The path through existing technology is much more reliable for a practical design that we would build tomorrow. Because the actual use of portable traps is a few years away we try to address both paths.

2.3.1 What Can You Store in Principal?

Ion traps use a combination of electric and magnetic fields to achieve confinement. Electric fields are used to achieve axial confinement whereas magnetic fields are used for the radial confinement. In the radial direction a force balance must be achieved between the Lorentz force and the centrifugal force so that the particle orbits can be stable. The details of this radial force balance have been discussed in previous review articles and the reader is referred to them for more information. The exact balance of the radial forces is termed the Brillouin Limit [14]. The Brillouin limit obtains in detail at zero temperature, or at low enough temperatures so that the Debye length is short compared to the dimensions of the charge cloud. Nevertheless, you can not do any better than this limit for the density of the charge cloud. This limit is given by

$$n_o \lessapprox \frac{B^2}{8\pi mc^2}$$  (1)

where $n_o$ is the ion density, $B$ is the magnitude of the applied magnetic field and, $mc^2$ is the rest mass energy of the stored particle. To stay below this limit the total energy in the magnetic field must exceed that contained in the rest mass energy of the contained particles. As a design guide and to provide a more visual appreciation of the magnitudes involved we display the Brillouin limit in Fig. 1. In the figure the limiting density in units of AMU/cm$^3$ is plotted as a function of magnetic field. For systems with densities and field strengths above the contour, the orbits of the stored particles will be unstable. For systems that locate below the contour the orbits will be stable. The plotted points are a selection of reported values of density and field strengths reported in the literature in Refs. [12,15] (by no means a complete survey). These points show that the closest anyone in this limited survey has come to the limit at high field strengths is about within
Figure 1: The Brillouin limit on the density in ion traps is shown as a function of magnetic field strength and density. Below the contour shown the particle orbits will be stable, whereas above the contour the orbits will not be. The density is in units of AMU/cm$^3$. The points represent reported values of density and magnetic field strength reported in the literature.
orders of magnitude. Thus, for our storage system we must stay well below the limit to achieve
stability with a high degree of confidence.

Recently, it has been suggested that ion traps could be used for large scale storage of antiprotons
for energy source applications [16]. The Brillouin limit on the storage density in ion traps requires
that the energy in the magnetic confining field be greater than or equal to the energy contained
in the rest mass of the stored particles. Because the rest mass energy is what can in principle be
extracted for these applications, massive storage in ion traps is simply not very attractive: you'll
have more energy stored in the form of the magnetic field. For these applications a technology
beyond ion traps is required. However, ion traps can provide an intermediate technology that will
allow the research in higher density storage concepts to move forward.

The relationship between the rest mass energy and the magnetic field energy at the Brillouin
limit suggests a figure-of-merit for storage concepts for energy applications. In ion traps, because of
the Brillouin limit, the ratio of the rest mass energy to the magnetic field energy must be less than
1. More advanced storage concepts will have to exceed this value. For realistic energy applications
the energy in the fields used to confine the particles or to achieve some sort of dynamic equilibrium
must be very small compared to the rest mass energy of the stored particles. The figure-of-merit
would thus be much greater than 1.

2.3.2 Plasma Physics Considerations

An important break point in the number density stored in a trap is determined by the onset of
collective effects. This onset is characterized by comparing the Debye length with other lengths in
the system. If the Debye length is larger than the dimensions of the charge cloud, no collective
effects should be present. In fact, by definition, we do not even have a plasma, only a collection
of charged particles behaving independently [17]. For Debye lengths less than the dimensions of
the charge cloud there will be collective effects. Although the original work by Debye was for the
shielding of a charge in an electrolyte (an overall neutral system), the concept of the Debye length
for a nonneutral plasma has much utility [18].

The Debye length can be written as

$$\lambda_D = \left[ \frac{kT}{4\pi e^2 n_o} \right]^{\frac{1}{2}} \tag{2}$$

where \(T\) is the temperature of the particles and \(n_o\) is the number density. To visualize the quantities
involved, this expression is plotted in Fig. 2. In this figure are plotted contours of constant Debye
length on a grid of number density and plasma temperature. Three values of the Debye length are
shown, 0.1, 1.0, and 10.0 cm. For cylindrically shaped charge clouds the dimension of interest will
be the radius of the cylinder. This dimension will be smaller than the length of the cylinder (for
the cases we envision here) and will provide us with a worst case scenario. Because the cylinders
of interest will be between 1 - 10 cm in diameter the onset of collective effects should lie between
these two contours shown in Fig. 2.

2.3.3 Electrostatics

A final limitation on the number of particles that can be stored is given by their space charge
potential. The geometry of the cylindrical traps considered here is shown in Fig. 3. In the figure
three electrodes are shown with the location of the plasma column also indicated. The central
Figure 2: Contours of constant Debye length are plotted on a grid of number density and plasma temperature.

Figure 3: Schematic geometry of cylindrical traps.
electrode is shown grounded whereas the outer two electrodes are at a potential that will confine
the particles. For the cylindrical traps considered here the potential at r=0 is given by [12]

$$\Phi_o = -1.4 \times 10^{-7} \frac{N_T}{L} (1 + 2 \ln \frac{R_w}{R_p}) (\text{Volts})$$

where $N_T$ is the total number of stored charges in cm$^{-3}$, $L$ is the length of the cylinder in cm, $R_w$ is the radius of the grounded cylindrical electrode, and $R_p$ is the radius of the plasma. To achieve axial confinement the potential applied to the outer two electrodes shown in Fig. 3 must exceed this potential by several times the kinetic energy of the stored particles. To store $10^{12}$ antiprotons in a 100 cm long trap with $R_w = 1.5R_p$ would require voltages in excess of 2500 Volts. This seems initially a modest voltage. However, this voltage scales as the number of stored particles. The likelihood of storing as much as a milligram of unneutralized antiprotons ($\sim 6 \times 10^{20}$) seems rather remote.

2.4 Impact on Point Designs
The Brillouin limit gives a relationship between the number density and the applied magnetic field. To achieve high densities in the trap, high magnetic fields will be required. Magnetic fields of up to 10 Tesla can be achieved in solenoids from a number of manufacturers and even higher fields may be possible with a design effort. However, there is a limit to the maximum field given by the strength of materials.

The Debye length gives us a relationship between the transverse size of the charge cloud, the temperature of the stored particles, and the number density. To avoid collective effects which could lead to instabilities for charge clouds between 1 - 10 cm in radius the design is driven to higher temperatures to achieve larger number densities. If we ignore the importance of the Debye length compared to the size of the charge cloud we eventually must do something about the possibility of instabilities in the plasma. The physics of nonneutral plasmas is not very well understood. Only recently with the work of the UCSD [12] and NBS [13] groups has some of the physics started to come to light. The design decision is between keeping the charged cloud single particle in nature which drives us to higher temperatures or to wrestle with the collective effects which are at present not well understood. Ultimately to achieve higher densities the physics of the collective effects will have to be understood. This is a critical issue in the design and will require a research effort to resolve.

The electrostatics of the plasma require modest voltages for storage of $10^{12} - 10^{13}$ particles. However, the actual voltages used must exceed the space charge potential by several times the kinetic energy of the stored particles. Storage of very large quantities of unneutralized antiprotons seems rather remote.

3 How Long?
3.1 Introduction
The storage time for particles in a Penning trap is ultimately limited by the loss rates arising from collisions with residual gas molecules and from collisions among the ions themselves. These loss rates depend on the collision frequency and on the size of the cross sections for these reactions that
lead to particle loss from the trap. However, the frequency of collisions (per ion) with residual gas molecules depends solely on the density of the residual gas, whereas the self-collisions of the ions depend solely on the density of the stored ions. At sufficiently high densities where the Debye length is small compared to the dimensions of the contained plasma, the ion-ion collisions will lead to collective effects and possible plasma instabilities.

The collisions with residual gas is a vacuum issue whereas the collective effects are a plasma physics issue. As stated earlier the physics of the collective effects must be ultimately understood to achieve very high densities in the storage system. In addition there will be instabilities associated with the mechanical alignment of the system with the magnetic field. These fabrication difficulties have been discussed in Ref. [12] where it is suggested that active feedback could be used for defeating this loss process. These loss processes also require a research effort for resolution before an informed design can move forward. Here we focus on the vacuum issue, the design consequences arising from simple collisions with residual gas molecules, and the limitations imposed by the space charge potential.

3.2 Vacuum Requirements

The density of the residual gas can be written using the ideal gas law as

\[ \frac{N}{V} = \frac{P}{RT} \]  

In this expression the density is proportional directly to the pressure and inversely to the temperature. Thus if the gas temperature is 10 or 100 times less than room temperature, the pressure has to be reduced 10 or 100 times also just to keep a constant density level. Thus it is the ratio of the pressure and temperature that is the important quantity that determines the density and it is the density that is a determining factor for the loss rates. In our calculations we have evaluated the loss rates for room temperature and liquid nitrogen temperature to illustrate the importance of this point.

The density of particles in the ion trap can be evaluated using rather specific assumptions about the trap geometry and potential settings. This is important only for the self-collision loss rates. For residual gas collision losses, only the total number of ions is important. For the antiproton there are no measurements of these cross sections. There are however good calculations from which we can make a worst case estimate. For all these processes hydrogen is the gas that is the subject of the calculation. In the ultra-high vacuum required for long storage times this gas will be the most abundant. However, the cross section for helium and other gases were uniformly lower than for hydrogen when the data was available. Thus the hydrogen cross section is the worst case. For the antiproton the cross section calculation is for atomic hydrogen. However this can be extended to molecular hydrogen due to the similarities in the ionization potential. The details of our calculations for the loss rates for antiprotons are presented in Ref. [19].

3.2.1 The p + H₂ Cross Section.

Measurements of the total annihilation total cross section in H₂ have been reported down to a lab energy of 2 MeV in the hydrogen bubble chamber work of Ref. [20]. To estimate our vacuum requirements, the cross section for energies below 50 keV is needed. Because of the lack of data, our estimate must be guided by theory. At very low energies the scale for the annihilation cross
section is set by an atomic process in which the antiproton replaces an electron in an atom as it approaches and is thus captured in a bound state. Once in a bound state, the antiproton cascades to an ultimate annihilation at the nucleus. Two calculations are available in the literature for the very low energy antiproton capture cross sections of interest for the storage/cooling trap [21,22]. These calculations are valid for antiproton capture on hydrogen for center-of-mass energies $10^{-5} \leq E \leq 1 \text{ eV}$. They agree to about a factor of $\sqrt{2}$, the work reported in Ref. [21] being higher. To obtain a worst case estimate, we use this higher cross section which is written as

$$\sigma_A = 3\pi a_o^2 \left( \frac{T_0}{T} \right)^{\frac{1}{2}},$$

where $a_o$ is the Bohr radius ($0.519 \times 10^{-8} \text{ cm}$), $T_0 = \alpha m_e c^2$, $\alpha$ is the fine structure constant, and $T = \frac{1}{4} m_p v_{12}^2$ is the total center-of-mass energy in the $p - \bar{p}$ system.

Because of the ultra-high vacuum we expect in the design and the high bake-out temperature ($\sim 400^\circ\text{C}$) that will be used, most of the residual gas will be hydrogen. However, this hydrogen will be in molecular form, i.e., $H_2$. Using the above cross section ignores some of the physics involved in the capture by the $H_2$ molecule. For the purpose of our estimate, however, this approximation is justified based on the similarity of the ionization potential for $H$ (13.6 eV) and $H_2$ (15.6 eV) [23], which is the principle feature driving the physics of the cross section quoted above. Although the $H_2$ molecule has twice as many electrons as the $H$ atom, the differing reduced mass compensates. For the storage trap system, the particle energies could be between $1 \leq E \leq 50,000 \text{ eV}$, and the cross section of Eq. 5 is not valid in this energy regime. The work of Ref. [21] gives an approximate cross section for $1 \leq E \leq 13 \text{ eV}$ as

$$\sigma_A = \pi R_o^2 \left( 1 - \frac{V(R_o)}{T} \right),$$

where $R_o = 0.64a_o$ (Ref. [24]). $V(R_o) = -e^2/R_o + T_0$ and $T$ again is the center-of-mass energy of the collision. However, the cross section for higher energies is still required. At present no estimates exist for this cross section. However, for the purpose of estimating the vacuum requirements for the storage trap, this cross section can be crudely bounded. Near 2 MeV the cross section behaves as

$$\sigma_A = \pi \lambda^2$$

where $\lambda = \hbar/p$ [20]. This cross section scales as $1/v_{12}^2$, just as in the 1-13 eV cross section scales, but with a different magnitude. Certainly at these low energies the true value of the cross section is bounded from below by $\pi \lambda^2$. To estimate an upper bound, observe that for energies above $\sim 13 \text{ eV}$, there is considerable extra energy available after ionization and the antiproton is so energetic that capture into a bound state becomes very unlikely, even allowing for an additional radiative process [21]. Thus, the cross section is certainly bounded from above by a simple continuation of the $1/v_{12}^2$ slope already established by the behavior in the 1-13 eV regime. The cross sections at issue are plotted in Fig. 4 for the center-of-mass energy range of interest. The curves illustrate the upper and lower bounds under discussion. The atomic cross section of hydrogen, $\pi a_o^2$, is plotted as well for reference.

To obtain “worst case” estimates of the vacuum requirements for the storage trap, we parameterized the upper bound as shown in the figure as

$$\sigma_A = \frac{\kappa}{v_{12}^2},$$

To get a worst case estimate, we use this higher cross section which is written as

$$\sigma_A = 3\pi a_o^2 \left( \frac{T_0}{T} \right)^{\frac{1}{2}}.$$
and evaluate the rate integrals [19].

3.2.2 Results

For a binary gas system the loss rate can be expressed as

$$\frac{dN}{dt} = \frac{N}{t_{1/e}}$$  \hspace{1cm} (9)

where $t_{1/e}$ is the time required for the number of particles to fall to $1/e$ of the initial value. We refer to this time as the "time constant" in the plots that follow which display our results using the formalism derived in the first section of this report. In Fig. 5 we show the time constant for the $\bar{p} + H_2$ reaction using the worst case cross section discussed earlier. In the figure we show this time constant plotted versus the laboratory "temperature" of the stored antiprotons over a range of energies appropriate for the storage trap system. Also in the figure we show the time constant for several different vacuum situations ($10^{-11}, 10^{-12}, 10^{-13}$ Torr) and two different values for the background gas temperature (77 K, 300 K).

The overall trend in this figure is for the time constant to decrease with decreasing energy. This simply reflects the trend of the cross section which is to increase with decreasing energy (see Fig. 4). Another overall feature from the plot is that for a fixed pressure, a lower background gas temperature makes for a shorter time constant. Although the lower temperature for the gas does lower the overall energy of the collisions and thus samples a bigger cross section, the dominant effect that leads to lower time constants is the increase in gas density at the lower temperature but fixed pressure (see Eq. 4). The difference between the results for different pressures is also driven by the change in density.
3.3 Electrostatics

Finally we return again to the issue of the electrostatics of the trap and stored particles. In an earlier section we discussed the space charge potential of the charge cloud in the trap and how the potential on the confinement electrodes had to exceed this value by several times the kinetic energy of the stored particles. Because the velocities (we assume) can be described by a Boltzmann distribution, some of the particles will always be in the high velocity tail. We are concerned with these particles escaping over the potential barrier provided by the voltage on the outer electrodes (see Fig. 3) which provides the confinement in the axial direction.

The one dimensional distribution function of interest for the axial velocities can be written as

\[ P(v) = N \exp\left(-\frac{mv^2}{2kT}\right) \]  

where \( N \) is a normalization constant, \( v \) is the particle velocity, and \( T \) is the temperature. From this distribution we know that the expectation value of the energy in the axial direction is

\[ <E_z> = \frac{1}{2} kT \]  

whereas the expectation value for the total energy in all three directions is given by

\[ <E_T> = \frac{3}{2} kT \]  

By setting the potential at the outer electrodes at some value equal to or greater than the average energy of the stored particles in the z-direction we allow the particles with energies above this value to escape over the potential barrier. Two questions become important: How many particles...
are above a given cutoff in energy and how fast does this tail of the distribution get repopulated with particles? How many particles are above a given cutoff is a matter of integrating the above distribution function from the cutoff out to infinity. A summary of results on this question is shown in the following table:

<table>
<thead>
<tr>
<th>Cutoff</th>
<th>Remainder</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2x &lt; E_z &gt;$</td>
<td>3.17E-1</td>
</tr>
<tr>
<td>$4x &lt; E_z &gt;$</td>
<td>4.55E-2</td>
</tr>
<tr>
<td>$6x &lt; E_z &gt;$</td>
<td>2.70E-3</td>
</tr>
<tr>
<td>$8x &lt; E_z &gt;$</td>
<td>6.25E-5</td>
</tr>
<tr>
<td>$10x &lt; E_z &gt;$</td>
<td>5.88E-7</td>
</tr>
</tbody>
</table>

In this table the cutoff is taken to be a multiple of the energy in the $z$-direction and the result is shown as the remaining fraction of particles above the cutoff. For example if we take the cutoff to be 4 times the energy in the $z$-direction then 4.55% of the particles will be lost.

The question of how long it takes for this to happen is an issue of how long it takes for the distribution function to repopulate the tail. This issue was addressed by Spitzer [25] who derived a "self-collision time" for this process as

$$ t_c = \frac{11.4A^{1/2}T^{3/2}}{n_oZ^4\ln\Lambda} $$

where $A$ is the mass of the ion in AMU, $T$ is the plasma temperature in K, $n_o$ is the particle density in cm$^{-3}$, $Z$ is the atomic number of the ion, and $\ln\Lambda$ is the natural log of a shielding length ratio that is about 20 for the cases of interest here (see [25] for more details). We can naively take this "self-collision" time to be representative of the time it will take for the distribution to repopulate the tail.

From these two considerations we can derive a loss rate for the particles escaping over the potential barrier at the end of the trap to be

$$ \frac{dN}{dt} = \frac{\kappa N}{t_c} $$

where $\kappa$ is the fraction of the tail that remains over the potential barrier (see previous table) and $t_c$ is the "self-collision" time derived by Spitzer. We can express the time constant, as before for the vacuum losses, by defining the $t_{1/e}$ time for this process to be

$$ t_{1/e} = \frac{t_c}{\kappa} $$

Thus we find that the $t_{1/e}$ time for this loss process is considerably longer than the "self-collision" time because only a fraction of the distribution is being acted upon.

### 3.4 Impact on Point Design

The "bottom line" from all of these considerations is that for long term storage of antiprotons, high energies are preferred to low energies because the cross section for capture and subsequent annihilation decreases with increasing energy. From the results in Fig. 5 the time constant for
storage at 20 keV in a room temperature system at $10^{-12}$ Torr is about $10^6$ seconds, whereas for storage at 1 eV in the same conditions the time constant is about $1.5 \times 10^4$ seconds. This rather dramatic difference in the time constants is simply due to the change in the cross section with energy; cross sections are larger for lower energies.

Let us assume that we store the antiprotons at 20 keV in a room temperature system at $10^{-12}$ Torr. The time constant of $10^6$ seconds corresponds to only 11.5 days. This is far short of the 6 month storage time that we arrived at earlier based on how many antiprotons could be supplied from a production facility for an off-site research program (see Section 2.2). If the storage vacuum system operated between $10^{-14} - 10^{-13}$ Torr, the storage time would be about 6 months. However, this is an extremely difficult vacuum to achieve in a large system. In small completely sealed systems operating at cryogenic temperatures it has been suggested that extreme vacuums beyond the $10^{-14}$ range could be possible [26]. Measurements using a residual gas analyzer on such a system confirmed this possibility down to $10^{-14}$ Torr [27]. Very recently, a vacuum of $10^{-17}$ Torr has been reported in a liquid helium system [28]. This pressure at liquid helium temperature is roughly equivalent to $10^{-15}$ Torr at room temperature in terms of the gas density. At Los Alamos we have designed a room temperature system which we calculate will operate in the $10^{-13}$ Torr range. All these results are tantalizingly close to the operating range we require for long term storage, but have not been engineeringly demonstrated for a large system. Before we get too far a field with designing a vacuum system beyond the edge of present day technology we point out that our estimate of the cross section for capture-annihilation is a “worst case” value. The true value could be as much as 2 orders of magnitude smaller in the energy regime above ~ 100 eV. A two orders of magnitude smaller cross section would bring the required operating range of the system for 6 months storage times to between $10^{-12} - 10^{-11}$ Torr. This vacuum range is achievable with present day technology for large systems at room temperature with careful design.

There is no doubt that the cross section for capture/annihilation decreases with increasing energy. The crucial design information we require is what is the true value of this cross section. From our “worst case” estimate for the 6 months storage time we require a system that is beyond the demonstrated performance of present day systems. If the cross section is significantly smaller the system can be built without a development program researching new vacuum techniques. Before we can make a serious design decision for the vacuum system we need to know how big these cross sections are. This is a critical measurement that our systems require.

4 How Safe

In the event that the confining electric fields fail in the trap, the antiprotons will annihilate rapidly producing a very short rise-time burst of energetic pions and gamma-rays. The energy spectra of the emitted particles are shown in Fig. 6. The average energies of the pions and gamma-rays are 243 MeV and 196 MeV respectively. The corresponding range of the pions in lead is 100 g cm$^{-2}$. To stop 90% of the pions with a spectrum as shown in the Figure would require ~ 1000 g cm$^{-2}$.

A potential problem exists, however, in the generation of secondary neutrons and gamma-rays from p(X,n)Y reactions. Typically, the cross sections for these reactions are hundreds of millibarns. Consequently, significant secondary fluxes can be produced if high Z shield material is used around the annihilation point. Addition of more shielding to stop the secondary particles may raise the shield mass to unacceptable levels. Thus, a low Z material to stop the pions with reduced neutron production may also be incorporated inside of the lead shield to reduce radiation levels.
Preliminary calculations of the radiation dose as a function of standoff distance is shown in Fig. 7 for different thicknesses of lead. The calculations were made using a modified version of the High Energy Transport Code (HETC) and the Monte Carlo Neutron Photon (MCNP) transport code. The HETC was changed to allow emission of pions and gamma-rays according to the spectra in Fig. 6. The spectra were generated at a point source inside of a simulation of the ion trap components. The results seen in Fig. 7 show that the dose increases with lead thickness up to a point and then decreases as expected. These results indicate that approximately 20-30 cm of lead are needed to shield individuals at a distance of 5 m (approximate distance to the next lane of traffic on a highway) to safe levels for a trap containing $10^{11}$ particles. Also plotted in the figure is a single calculation for a composite borated/graphite/lead shield. The mass of the composite was about $\sim 60\%$ of the lead required to allow an equivalent dose. These calculations indicate that a shield mass of approximately 10 tons of lead is needed to safely transport the portable source.

5 Point Designs

5.1 Introduction

Finally we are at the point where we can start to investigate specific designs for the storage traps. Because there are several physics and engineering related unknowns in the design choices we have at hand, the designs we generate here must be regarded as rather speculative. Nevertheless, we can make an assessment on the relative difficulty, as far as we can estimate at present, of implementing a given design. The biggest engineering uncertainty is in the attainable vacuum for the storage system. In moderate size systems $10^{-12}$ – $10^{-13}$ Torr are possible. However, if vacuums of $10^{-16}$
can be achieved, much of the design can be simplified; the energy of the stored particles can be lowered which will lower the required voltages on the electrodes and the storage times can be substantially longer than the 6 months we are aiming for. Naturally, there is a trade-off between the number of particles stored, the space charge potential they generate and the required voltages on the electrodes. Thus for very large numbers of particles, the required voltages will still be high, even though the vacuum problem is minimal. The biggest physics issues involved are the value of the annihilation/capture cross section as a function of energy, and our understanding of the plasma physics issues associated with high density storage at low temperature.

Two design paths are presented here; either we can assume that we stay within existing or reasonable extensions of engineering practice for the vacuum system and other components, and we avoid all dealing with the plasma physics uncertainties, or we presume that we can achieve arbitrarily good vacuums and have solved all the plasma physics problems. Naturally the first path will lead to a system that we can more accurately estimate the cost and scale of whereas for the second path the system cost and scale is just an educated guess. For both paths we will assess the storage of $10^{12}$ and fewer antiprotons.

5.2 The Cautious Design

Here we assume that we can achieve vacuums of $10^{-12} - 10^{-13}$ Torr and that we operate in a density/temperature regime that will make the properties of the stored cloud single particle in nature (no plasma problems). As mentioned previously we have designed a system at Los Alamos that we estimate can achieve these vacuums. Although this system has not been built we have confidence that about $10^{-13}$ Torr will be attained. From Fig. 5 we see that a $t_{1/4}$ time of about
115 days is possible with $10^{-13}$ Torr at a storage temperature of 20 keV. Although this does not meet our design goal of 6 months, it is almost certain that the cross section we have used for the 115 days estimate is much too large. Thus we could achieve the 6 months storage time with reasonable certainty perhaps even with less stringent vacuum requirements. This points again to how important a measurement of these cross sections is to the design. Because we will mount the trap inside the bore of a reasonably sized solenoid, we know that the radius of the charge cloud must be about 1 - 2 cm. Let's select 2 cm and refer to Fig. 2 to determine what density is required to keep the Debye length larger than this value. From the figure, we can estimate that the Debye length for a charge cloud at a temperature of 20 keV at a density of about $10^9$ is about 3 cm. With this density and temperature we can assume that the radial plasma effects will be small.

The confining fields for the storage of the particles is the next step. Because we wish to minimize the plasma effects, we select using Fig. 1, a magnetic field that will keep us a factor of 100 away from the Brillouin limit. At a density of $10^9$ a 6 Tesla field will provide this factor of safety. The “self-collision” time for a charged cloud with this density and temperature is (see Eq. 13) about 1100 seconds. To keep the loss rate from particles penetrating the potential barrier at the ends of the trap on the same scale as the losses from the vacuum we need to use a voltage that is 53.3 kV larger than the space charge potential. This numerical value is $8 \times <E_z>$ (see the preceding Table). Recall that $E_z = \frac{1}{2} ET$. To calculate the space charge potential we use Eq. 3. First to keep within the density limitations for a cloud at $10^9$ density and for storing $10^{12}$ particles we require a length of about 80 cm. To keep things easy let’s just make this length 100 cm. Using Eq. 3 we then calculate that the charge cloud will generate about 2.5 kV of space charge potential. If we simply design the electrostatic system for 60 kV we will easily keep the penetration loss rate to a minimum. Voltages of 60 kV are readily available and are rather typical of the voltages that are used in ion sources. Thus standard design practice for sources can be used.

A schematic view of this design is shown in Fig. 8. In the figure we show the solenoid, major vacuum system components, beam dumps/plugs, and beam extraction section. These components along with support electronics, cryogenic support equipment and liquefied gases, and a portable power system make up a portable source. The source and support equipment can fit into the back of a rather standard trailer. The total weight of the source is about 5 tons. The total weight of the shielding is about 10 tons giving a total weight of 15 tons, well within the load capabilities of normal tractors that we envision hauling the source. We estimate very roughly that the cost for equipment only (excluding the tractor trailer) will be about 250 K$.

If we want to store and transport $10^{11}$ antiprotons the source just described just get about 1 meter shorter. All of this length is taken up in the solenoid. The remaining support equipment remains basically the same. Thus for $10^{11}$ particles the source looks basically the same although a bit smaller. The radiation hazard is less and the shielding could be reduced but this is only a small factor in the overall size. For still fewer particles the solenoid will not get smaller, only the density will diminish bringing us further from the plasma instabilities that we have avoided originally. We estimate the cost for this source to be about 150 K$.

5.3 The “Pie-in-the-Sky” Design

Here is where we throw all caution to the wind and design based on achieving arbitrarily good vacuum and having solved all the problems associated with the plasma physics unknowns. Otherwise we stick to standard good engineering practice for the other components.
Let's not fool around and go right for the Brillouin limit at 10 Tesla which gives us a storage density of $2.6 \times 10^{11} \text{ cm}^{-3}$. We don't worry about the Debye length for this plasma because we have solved all those problems in our imaginary scenario. To store $10^{12}$ antiprotons we need a mere $4 \text{ cm}^3$ approximately. If we make the plasma column about 3 cm long, the space charge potential generated by the stored particles is about 47 kV, well within the 50 - 60 kV voltage practice from ion sources. So if we design for 50 kV we should be safe. Remember that because we can achieve arbitrarily good vacuum we have no concern about losses and can store the particles at very low kinetic temperatures.

The only way we can conceive of a vacuum system capable of extreme vacua is through using a totally enclosed cryogenic system. Thus the two vacuum pump stations present in the previous design can be eliminated, although some pumping is required to keep the vacua between the dewar walls at a reasonable level and to provide roughing on the main system. The dewar itself will only be about 0.5 meter long and only 1 feedthru section will be needed. The beam stops and radiation shielding, and beam extraction optics sections remain basically the same. These changes reduce the length of the source itself by about 3 m. Thus the overall length of this imaginary source would be about 6.5m. For fewer numbers of particles the required equipment will largely remain the same. The overall length of the source does not change.

6 Conclusion and Summary

Because of the limitations imposed by the Brillouin limit on the density of charged particles in an ion trap, the use of such traps in energy source applications presently seems very remote. However, the use of ion traps in a broad range of basic research offers many new avenues of investigation. In particular antiprotons can now be made available at energies of interest to the atomic and condensed matter physicist. Because it is in this area that higher density storage may be possible, the development of ion traps is an enabling technology.
Although preliminary prototype traps can and should be designed now, the complete final design of a portable source of antiprotons suitable for basic research at an off-site location is at present not possible. The design process has too many uncertainties associated with our lack of knowledge of the plasma physics issues, of the capture/annihilation cross sections, and the engineering uncertainties associated with designing ultra-high vacuum systems. Nevertheless we have attempted to study some of the problems of the design and have generated a skeleton outline of what such a source could look like. In the process we have identified several critical issues that must be addressed if the fabrication of such a source is to be carried out.

The first critical issue is the input from the research community of users of such a source on what will constitute a research program at their home institution and how many particles are needed for such a program. We have schematically presented several sources scaled to the particle number and estimated quantities based on availability from such a facility as that discussed at Fermilab. Because of safety requirements in transportation the size of such a source does not continue to get much smaller below about $10^{11}$ particles. Although the radiation hazard for this many antiprotons or less is very small, the guaranteed safe arrival of the source requires these measures. The size of the sources we have discussed fit into a rather modest size trailer easily hauled by standard tractors.

The next critical issue in the design is how long does the off-site research location need to store the particles. We estimated that about 6 months is reasonable but even this time was uncertain because of the lack of knowledge of the capture/annihilation cross sections and uncertainties associated with plasma instabilities and fabrication and alignment of the system. To address the cross section uncertainties requires an experimental program of measurement. This program must be completed before the final design and fabrication of portable sources for basic research at off-site locations is possible. To address the plasma issues will require another research program in non-neutral plasma physics. We feel that the design of sources can be accomplished to avoid many of the problems of plasma instabilities, however the source we presented as our cautious design is still beyond the existing state of the art. A program directed at studying these issues so that the state-of-the-art can be extended must be carried out.

The final critical issue is associated with the transportation of hazardous material on the Nation's highways. The radiation hazard from $10^{12}$ antiprotons is acceptable for a radiation worker, however for the average citizen it is over the federal guidelines. The hazard from fewer antiprotons is at the natural background level, however the guidelines, we understand, are for no additional dose for the average citizen, period. All this points toward the requirement of establishing new federal regulations for the transport of the source, at least on the highway. Other means of transport are naturally possible, and should be considered by a working group specifically charged with studying this problem.

The full design of a portable source is possible with an effort in the areas just described. The final ingredient that is required is a production facility in the United States to fill the sources. The facility discussed at Fermilab could meet this requirement. Such a facility would be unique in the world in that it would have both an on-site and off-site research program in antimatter physics. With the support of such a potentially broad and multidisciplinary research community, such a source could be built, given funding, by the early part of the 1990's.
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ABSTRACT

I discuss the use of antiproton-driven fission to measure high-temperature opacities and to obtain Hugoniot points for high-pressure equations of state (EOS). The best experimental techniques utilize a unique property of antiproton beams: their ability to penetrate matter and deposit their energy at an occluded location. This property combined with the promise of small portable antiproton traps could make antiproton drivers competitive with more mature technologies, some of which require costly centralized facilities not available to most researchers.

I compare techniques for opacity measurement and find that experiments using the heat capacity of the target for energy storage, as opposed to black-body radiation, are most feasible within the scope of foreseeable technology. Measurements in the 100 eV regime require about two orders of magnitude increase in antiproton number and about three orders of magnitude reduction in pulse length* (compared with values suggested by a previous author—see text). Substantial relaxation of these requirements could be achieved with less-than-ideal experiments that necessitate numerical simulation for their interpretation.

I find that EOS experiments are possible today and that two orders of magnitude improvement in both antiproton number and pulse length* could make antiproton drivers competitive with nuclear-explosive drivers for conducting EOS experiments at ultrahigh pressure.

*Note: See the Epilogue to this paper to update the most recent information on these possibilities.
INTRODUCTION

Polikanov has suggested that the high beam quality and high capacity of the LEAR storage ring could be used to produce high-specific-energy-microexplosions. He suggests that the stored antiprotons be dumped in a fissile-isotope target to obtain local amplification of the annihilation energy by fission. The author's estimates suggest that $6 \times 10^{11}$ antiprotons, whose total annihilation energy is 180J, should deposit about 16J locally by the fission-enhanced process, the rest of the energy being carried away by the pions and subsequent electromagnetic cascade. A 300 MeV-c$^{-1}$ beam would stop in 0.2 - 0.5 mg of uranium, the dump time is ~1μs, resulting in $-5 \times 10^4$ MW·gm$^{-1}$. Presently LEAR can store $-10^9$ antiprotons and will be upgraded to $10^{10}$, so the estimate of $6 \times 10^{11}$ is not unreasonable.

It has been suggested that such microexplosions could be used to study extreme states of matter. If antiprotons were available in portable traps or storage rings, perhaps such studies could be carried out in small laboratories. Such "table-top" tools would allow research to be conducted almost anywhere and without the need for large centralized facilities.

The properties most often mentioned in connection with extreme states of matter are opacity and equation-of-state (EOS). This paper addresses the fundamental requirements for opacity and EOS experiments and compares the potential antiproton source with other energy sources. I do not address use of this table-top tool as a source of energetic particles and gammas interacting in interesting ways with external targets. This is an exciting possibility and worthy of further investigation.

OPACITY

The paucity of experimental opacity data at temperatures above an eV reflects the fundamental difficulty of conducting laboratory experiments. It is both expensive and arduous to space-time compress enough energy for good measurements. Fusion lasers had been proposed as laboratory instruments to supply the requisite energy densities, but as
will be shown, the total energy requirements are very costly if not prohibitive.

Rosseland Mean Opacities
Classical Experiment

The most straightforward method of measuring mean opacities is to fill the center of a spherical cavity with black-body radiation and observe the emergence of a radiation diffusion front. Figure 1 shows how this classical method of opacity measurement could be adapted to an antiproton driver. The fissile target is small compared to the cavity volume and its heat capacity is small compared to the vacuum radiation field at the temperatures of interest. Because of its size, the target can expand a great deal (explode) without disturbing the cavity wall.

The energy of the black-body radiation is

\[ E_{bb} = \frac{4\sigma}{c} VT^4. \]  

(1)

where \( \sigma \) is the Stephan Boltzman constant, \( V \) is the cavity volume and \( T \) is the temperature inside. Because of the fourth-power dependence, the driving temperature is expected to diminish only slightly as the diffusion front travels through the cavity wall -- it is a very stable power supply. For a good experiment there are several requirements: (1) the wall must be many mean free paths (mfp) thick; (2) the energy in the wall \( E_w \) at temperature \( T \) must be much less than \( E_{bb} \); (3) the thickness of the wall \( \Delta r \) must be a small fraction of the cavity radius \( r \) in order to avoid significant effects from spherical divergence of the diffusion wave; (4) the port that admits the antiprotons must either close before much radiation energy leaks out or have a small area compared to the whole sphere; and (5) the preheating that occurs in the wall, owing to the pion shower and subsequent electromagnetic cascade that accompanies the annihilation, must be small compared to the energy from the diffusion front.
First we consider the energy requirement. Say we want the wall to be \( n \) mfp thick. Then

\[
\Delta r = \frac{n}{\kappa \rho},
\]

where \( \kappa \) is opacity and \( \rho \) is density. The energy in the wall when the diffusion wave has propagated through is

\[
E_w = \frac{4\pi^2 C_v T}{\kappa} n,
\]

where \( C_v \) is the wall specific heat. The temperature in the cavity will drop as the wall heats up. If \( T_i \) and \( T_f \) are the initial and final radiation temperatures in the cavity, then

\[
\frac{T_i}{T_f} = \left[ \frac{E_{bb} + E_w}{E_{bb}} \right]^{1/4} = \left[ 1 + \varepsilon \right]^{1/4},
\]

where \( \varepsilon = E_w/E_{bb} \). Combining Eq(1) and Eq(3), we find the radius of the cavity

\[
r = \frac{3cC_v}{4\sigma kT^3} \frac{n}{\varepsilon}.
\]
To use a concrete example, let us consider an experiment to measure the opacity of lead. A good measurement would require several mfp, so say $n=10$. Also assume we want no more than a 1% drop in the cavity temperature, which would make $\varepsilon = 0.04$. The lead opacity is approximately $2 \times 10^5 T^{-1}$ cm$^2$gm$^{-1}$, where $T$ is in eV, and its specific heat is $5 \times 10^{11}$ erg gm$^{-1}$eV$^{-1}$ and $4\sigma/c = 1.37 \times 10^2$ erg cm$^{-3}$eV$^{-4}$. For a temperature of 1 KeV, we find $r = 13.6$ cm, an enormously large sphere. Needless to say, the energy required for this ideal experiment is well beyond that which can be supplied by a table-top antiproton source. The requisite energy is large, even if we dramatically reduce our requirements. For example, if we allow the temperature to drop 10% and require only 5 mfp, we obtain $r = 5.2$ mm for $T = 1$ KeV, which corresponds to a total deposited energy of $E_{bb} + E_w = 1.2 \times 10^7$ J. Thus it is reasonable to conclude that schemes using energy stored in the vacuum radiation field are not amenable to a table-top power source.

At higher temperatures the approximation of Eq(3) does not hold and the energy requirement can be dominated by the wall. Also, the wall becomes so thick as to violate the spherical divergence requirement.

The pulse of energy from the antiproton reaction must occur on a time-scale that is short compared to the time for sound to traverse the shell. Otherwise the measurement of the diffusion wave will be complicated by hydrodynamic motion. At high temperature, the sound speed in lead is about $6.8 \times 10^4$ T cm s$^{-1}$. From Eq(2), the transit time is $6.5 \times 10^{-12} n$ T s. If $n = 10$ and $T = 1$ KeV, the transit time is about 2 ns. This means the antiproton pulse must annihilate in less than a nanosecond.
Non-Classical Opacity Experiment

The classical experiment described above requires too much energy for measurements at low temperature and spherical divergence considerations as well as extreme spatial compression of the antiprotons makes it appear exceedingly difficult at high temperatures. These difficulties derive from the peculiar nature of occluded black-body radiation used for energy storage.

An alternative is to use the specific heat of a material for energy storage. Figure 2 shows an opacity experiment that might be within the reach of near-future technology if the pulse length were short enough. The inner sphere is uranium. The antiproton beam is focused on the inner sphere and its energy distribution is adjusted so that the Bragg peak of all the antiprotons is within the inner sphere and it is heated uniformly. Minimal heating will occur in the spherical shell. To heat the 100 μ-radius inner sphere to 100 eV will require about 400 J or about $1.5 \times 10^{13}$ antiprotons, using Polikanov’s estimate for deposited/annihilation energy ratio. The outer shell is $10^{-1}$ mfp thick at 100 eV, which for lead is only 4.4 μm. The heat capacity of the shell is 12% of the sphere, so the temperature will drop, but not dramatically. The sound transit time of the shell is only 0.6 ns. Hydrodynamic motion may be a problem.

Monochromatic Opacities

In the discussions above we have considered measuring Rossland mean opacity by the rate of radiation diffusion. If the difficulties described above could be overcome, we could also measure monochromatic opacities.

One method of monochromatic opacity measurement is analogous to an astrophysical technique commonly referred to as "limb darkening". This technique has been studied extensively in connection with laser-driven opacity experiments by Hoffman, et al\(^4\). The underlying theory is that the intensity observed from a radiator is a function of the angle of view, hence the sun appears darker at its limbs because the radiation passes through more of the solar atmosphere\(^5\). The intensity observed at an angle $\theta$ and frequency $\nu$ is given by
where \( L \) is the Laplace transform of the Planck function \( B_v \) which is a function of optical depth \( \tau_v \). From \( B_v(\tau_v) \) we can determine the temperature \( T(\tau_v) \). If we make a careful measurement at many different frequencies, we could calculate \( dT/d\tau_v \) at fixed temperature and obtain relative opacities.

\[
\frac{\kappa_{v_1}}{\kappa_{v_2}} = \frac{dT/d\tau_{v_1}}{dT/d\tau_{v_2}}.
\] (7)

This method does not measure absolute opacity, another technique must be employed to provide a benchmark. It is also very susceptible to experimental error because it relies on calculated derivatives. Laser-driven experiments were found difficult to interpret because of roughness on the plasma surface.

Another monochromatic opacity measurement technique has been described by Zel’dovich and Raizer\(^6\). They suggest observing the brightness temperature \( T_{br} \) as a strong shockwave emerges from a material surface. The radiating layer is somewhat behind the vacuum interface but not very deep. It provides a measure of the opacity by the equation

\[
\frac{\gamma+1}{2(\gamma-1)} \int_0^{T_w} \rho \kappa_v(T) \frac{c_v(T)}{T} dT = 1,
\] (8)
where $\gamma$ is the usual ratio of specific heats ($\gamma = C_p/C_v$). The generalization from a polytropic gas EOS to a real EOS will require numerical techniques and fairly good understanding of the EOS in the region of interest. Absolute measurement of $T_{br}$ as a function of $t$ will require very clever instrumentation. But this technique does not require storage of energy. In principle, any emergent shockwave could yield opacity information and could be coupled with the EOS experiments described later in this paper.

By time-resolved spectroscopy of the emergent radiation diffusion wave, it also may be possible to acquire opacity information when the medium is out of local thermodynamic equilibrium (LTE). In fact, such spectroscopy will be required to ensure LTE when we are attempting Rosseland mean opacity measurements.

**Less-Than-Ideal Opacity Experiments**

The experiments described here attempt to minimize competing process in an attempt to produce clean opacity measurements with little additional calculation. If the pulse length and antiproton number are not practically achievable, it is possible to relax the requirements by accepting more complicated, less-than-ideal experiments. The three requirements that could be relaxed to greatest profit are: (1) that spherical divergence be kept to a minimum; (2) that there be little hydrodynamic motion; and (3) that the energy be deposited in a time that is short compared to the time for the diffusion wave to propagate through the wall. The relaxation of any or all of these requirements will make it necessary to use a hydrodynamics and radiation flow computer code for interpretation of the data. But if the experiments are simple enough to execute, a great deal of data may become available for many different materials at many different temperatures, which will constrain the uncertainties introduced by computer code interpretation.

It may also be possible to use less-than-ideal geometries to obtain higher radiation temperatures. If we depart from spherical symmetry, a number of more complicated geometries become available that might achieve higher energy densities. For example, we could use the phased-
conical collapse of a cylindrical shell to obtain a smaller volume of higher temperature radiation. All such mechanisms require larger total energies but can tolerate longer pulses. They convert a lot of low-grade heat into a bit of high-grade heat with concomitant increase in entropy.

Summary

Conversion of annihilation and fission energy into black body radiation would provide the best experimental arrangement for measuring Rosseland mean opacities, but the energy requirements are prohibitive. Storing the energy in specific heat may be feasible and could be used for measuring opacities up to ~100eV. This technique utilizes a unique property of the antiproton energy source: the ability to penetrate outer layers and deposit energy predominantly inside a target. In addition to measuring Rosseland means, monochromatic opacities might be measured by limb-darkening techniques or by observing brightness temperature at shock emergence. Less-than-ideal opacity experiments could extend the measurement ranges or reduce requirements on antiproton number or bunch space-time compression, at the cost of added computational complexity.

Understanding EOS is important to solving a multitude of problems in geophysics, astrophysics, the theory of solids, the behavior of high explosives and nuclear explosives, and a wide range of related sciences. Static studies, now with high-precision diamond anvil presses, are limited to less than one Mbar (1 bar = 10^6 dyn.cm^-2 = 1 atm). For higher pressures, it is necessary to study the shock compression of the materials. High-explosive and chemical-propellant experiments can extend the pressure range up to about 7 Mbar. Two-stage light gas guns can reach as far as 10 Mbar. Techniques using nuclear explosives have further extended the range of dynamic pressures, most recently to over 60 Mbar. But these experiments are expensive and infrequent. In an effort to reduce cost and increase the repetition rate a variety of laboratory-scale shock driving techniques have been developed.
including rail guns, magnetically accelerated foils, and laser ablation targets. Also, not all interested researchers have access to nuclear explosives.

**Theory of Measurement**

When a material is shocked, the following conservation laws must be obeyed:

\[
\frac{\rho}{\rho_0} = \frac{D}{(D - u)} \quad \text{mass}
\]

\[P - P_0 = \rho_0 Du \quad \text{momentum}
\]

\[
\left[ (E - E_0) + \frac{1}{2} u^2 \right] \rho_0 D = Pu \quad \text{energy}
\]

where the subscript \(0\) refers to the initial (unshocked) state, \(E\) is specific internal energy, \(u\) is particle velocity, \(P\) is pressure, and \(D\) is shock velocity. These shock-jump conditions are known as the Rankine-Hugoniot equations, and the locus of all possible states that can be reached from a given initial state is called the Hugoniot. Measurement of any two of the quantities \((P, \rho, E, D, u)\) locates a point on the Hugoniot.

Early nuclear explosive experiments\(^9\) obtained points on the Hugoniot of molybdenum by measuring \(D\) and \(u\). Shock velocity \(D\) was obtained by determining the transit time between two points: the luminescence of shock emergence was observed through light pipes at two depths. Particle velocity was obtained by observing Doppler shifts of neutron resonances in a gold foil embedded in the moving molybdenum. This technique produced a well defined Hugoniot for molybdenum, which is now used as a standard.
Once the standard was established, it was only necessary to measure one variable, the shock velocity, to determine Hugoniot points for other materials by a method called impedance matching\textsuperscript{10-12}. In impedance-matching experiments, the shock passes first through the standard (molybdenum) and then into the test material. The shock velocities in the standard $D_s$ and the test material $D_t$ are measured by transit time. Conservation of momentum and the measured $D_s$ establish straight lines in the $P-u$ plane with slope $\rho D$. The intersection of the line for the standard with the known Hugoniot determined its pressure and particle velocity. At the interface, the shock propagates into the test material and simultaneously generates a backward moving wave in the standard, which can be either a rarefaction or a shock. Particle velocity and pressure are continuous across the interface. A point on the Hugoniot of the test material in the $P-u$ plane is then established by the intersection of the straight line $P = (\rho_0 D)u$ either with the reflected shock Hugoniot or the release isentrope of the standard.

Laser Experience

By far the greatest experience with ultrahigh pressure shocks in the laboratory has been gained through the use of high-energy short-pulse lasers developed for the Inertial Confinement Fusion Program. Preliminary experiments\textsuperscript{14-17} used ultrafast streak cameras\textsuperscript{18} to measure shock velocity by observing the luminescence of emerging shocks on stepped targets 10-50 $\mu$m thick (see Figure 3). The laser spot size was adjusted to have a large diameter compared to the target thickness. Pulses from Nd-glass lasers at 1.06 $\mu$m were used in all early experiments and pressure as high as 18 Mbar\textsuperscript{17}, in aluminum were obtained at an intensity of $3 \times 10^{14}$ W cm\textsuperscript{-2}. This was well within the domain previously accessible only to nuclear explosives.

A series of exploratory impedance-match experiments\textsuperscript{19-22} followed. Experiments with gold overlays on aluminum\textsuperscript{20} produced data at 3 Mbar in the aluminum and 6 Mbar in the gold. Similar experiments with copper overlays\textsuperscript{22} measured shock velocities corresponding to 2-8 Mbar in aluminum and 4-8 Mbar in copper. Error limits on the latter data were
established within 10%\textsuperscript{22}. A problem that was anticipated at an early stage was the possibility of preheating\textsuperscript{21,23} the shocked materials with suprathermal electrons produced in the laser-generated plasma. The problem was mitigated, if not completely eliminated, by inserting a thin layer of high-z material (gold)\textsuperscript{21,22} between the laser plasma end of the target and the shock speed measurement end of the target. This layer would also tend to stabilize the shock as it traversed the shock-speed-measurement region. Later experiments\textsuperscript{25} showed that higher pressures would be obtained with shorter wavelength (0.35\textmu m) laser. This was owing to increased light absorption and reduced preheating from suprathermal electrons.

**Antiproton-Driven Experiments**

The laser-driven experiments can be used as a paradigm for antiproton-driven experiments. Many of the concepts and problems are similar: (1) both must be executed on a microscopic scale; (2) recording and target fabrication techniques are similar; (3) we must account for suprathermal electron preheat in laser experiments, we must account for energetic meson and electromagnetic cascade preheat in antiproton experiments. One conspicuous difference is the pulse length. Antiprotons are fermions and do not benefit from Bose condensation. Furthermore, antiprotons are charged, making it even more difficult to achieve high densities in the same portion of phase space.

**Estimates of Shock Pressures**

What kind of shock pressure can we expect? To answer this question, let us look at an idealized experiment emphasizing the unique features of an antiproton source. The most conspicuous feature is the ability to deposit energy predominantly deep within a target, specifically where the residual range\textsuperscript{1} is less than 10 mg-cm\textsuperscript{-2}. In laser driven experiments the shock is generated by blow off from the laser-heated region. This has been analyzed extensively\textsuperscript{28,29} and is not a very efficient way of converting driver energy into shock energy. Using the penetrating feature of an antiproton beam allows us to utilize nearly all the fission energy. Imagine we are trying to generate a
shockwave in uranium by focusing the antiprotons to the center of a sphere. Let us assume that all the fission energy is deposited in an embedded sphere of initial radius $R_0$. The sphere will expand during the pulse, but to a good approximation the energy continues to be deposited in the same uranium that was initially enclosed in $R_0$. We will call this the "heated sphere". The expanding heated sphere compresses the uranium ahead of it with a shockwave. The mass of the compressed region is

$$M = \frac{4}{3} \pi (R^3 - R_0^3) \rho_0,$$

where $R$ is the shock radius. The equation of motion is

$$\frac{d}{dt} (MU) = 4\pi R^2 p_h,$$

where $p_h$ is the pressure in the heated sphere. The shock is assumed to be strong, so

$$U = \frac{2}{\gamma + 1} \frac{dR}{dt},$$

and

$$p_s = \frac{2}{\gamma + 1} \rho_0 (\frac{dR}{dt})^2,$$
where $P_s$ is the shock pressure. If we can relate the pressures by a constant

$$P_h = \alpha P_s,$$  \hspace{1cm} (14)

then substituting Eqs(10) and (12) in the left of Eq(11) and Eqs(13) and (14) into the right, and integrating we obtain

$$\frac{dR}{dt} = a(WR'R^{a-1}).$$ \hspace{1cm} (15)

where $a$ is a constant of integration. We now evaluate the two constants. The total energy is approximately

$$E = \frac{1}{2} MU^2 + \frac{4}{3} \pi R^3 \frac{P_h}{\gamma - 1},$$ \hspace{1cm} (16)

if we take only internal energy in the heated sphere and only kinetic energy in the shocked region. Substituting Eqs(10) and (12) in the kinetic term and Eqs(13) and (14) in the internal term and using Eq(15) for the derivatives, we get

$$E = a^2 \frac{8}{3} \pi \rho_p \frac{(R^3 - R_o^3)^{a-1}}{(\gamma + 1)^2} + \alpha R^3 \frac{(R^3 - R_o^3)^{a-1}}{\gamma^2 - 1}$$ \hspace{1cm} (17)
The constants can now be evaluated at two limits: early time \((R < R_0)\) and late time \((R >> R_0)\). For each we want the energy to increase linearly with time.

**Early Time**

Define \(x = R - R_0\). Ignoring the kinetic term Eq\((17)\) becomes

\[
E = a^2 \frac{8}{3} \pi \rho_0 \alpha R^2 \frac{(3R_0^2 x)^{2\alpha - 2}}{\gamma^2 - 1}.
\]  
(18)

Integrating Eq\((15)\), we find the energy is proportional to time if \(\alpha = 4/3\), so

\[
x = \frac{\sqrt{8a^2}}{9} R_0^{3/2},
\]  
(19)

and Eq\((18)\) becomes

\[
E = a^3 \frac{64\pi}{9} \frac{\rho_0 R_0^5}{\gamma - 1} t,
\]  
(20)
and

\[ a^3 = \frac{3E}{16m} \frac{\gamma-1}{R_o^2}, \quad (21) \]

where \( m \) is the mass of the heated sphere. The shock radius is

\[ R = R_o + \left[ \frac{\gamma-1}{6m} \frac{\dot{E}}{E} \right]^{1/2} t^{3/2}, \quad (22) \]

and the shock pressure is given by Eq(13) as

\[ P_s = \frac{3}{4} \left[ \frac{\gamma-1}{\gamma+1} \right] \frac{\dot{E}}{m} \rho_o t. \quad (23) \]

The radius of the sphere is found from Eq(12);

\[ R_h = R_o + \left[ \frac{2}{3} \frac{\gamma-1}{(\gamma+1)^2} \frac{\dot{E}}{m} \right]^{1/2} t^{3/2}. \quad (24) \]

**Late Time**

If we neglect \( R_o \) compared to \( R \), the total energy in Eq(17) increases directly with time when \( \alpha = 7/4 \). The radius of the shock is found to be

\[ R = \left[ \frac{25}{4} \frac{(\gamma + 1)(\gamma^2 - 1)}{(8\gamma - 1)(\gamma - 1)} \frac{\dot{E}}{m} \right]^{1/5} (R_o t)^{3/5}, \quad (25) \]
and the shock pressure is

\[ P_s = \frac{18}{25} \left[ \frac{25}{4} \frac{\gamma - 1}{(8\gamma - 1)\gamma + 1} \frac{\dot{E}}{m} \right]^{2/5} R_o^{6/5} \rho_o t^{-4/5}. \quad (26) \]

From the density behind the shock \( \rho = \rho_o (\gamma+1)/(\gamma-1) \), we find the radius of the heated sphere:

\[ R_h = \left[ \frac{2}{\gamma + 1} \right]^{1/3} \left[ \frac{25}{4} \frac{(\gamma + 1)(\gamma^2 - 1)}{(8\gamma - 1)} \frac{\dot{E}}{m} \right]^{1/5} (R_o t)^{2/5}, \quad (27) \]

which completes the analysis\(^2\).

**Example EOS Experiments**

We are now in position to look at some concrete examples. Polikanov\(^1\) asserts that LEAR could dump \( 6 \times 10^{11} \) antiprotons into a uranium target in \( 10^{-6} \)s, and this would deposit \( 16J \) resulting in \( 5 \times 10^4 \) MW-gm\(^{-1}\). This is consistent with a heated-sphere radius \( R_o = 0.16 \) mm, weighing about 0.3 mg. If we assume \( \gamma = 1.2 \) for uranium at the temperature and pressures we are dealing with, then at the end of the 1 \( \mu \)s pulse, the heated sphere (Eq.27) reaches a radius \( R_h = 0.66 \) mm and the shock (Eq.25) reaches a radius \( R = 0.68 \) mm. The shock pressure (Eq.26) is a feeble \( P_s = 2.84 \times 10^{10} \) erg-cm\(^{-3}\) = 28 Kbar, easily reached with black powder.
If we make the pulse much shorter, say a factor of 10 so that \( t = 0.1 \mu s \) and \( E/m = 5 \times 10^{18} \text{ erg g}^{-1} \text{ s}^{-1} \), we get into the region of the early time solution. For this case, at the end of the pulse, the heated sphere will have expanded (Eq.24) to \( R_h = 0.276 \text{ mm} \) and the shock will have expanded (Eq.24) to \( R = 0.288 \text{ mm} \) and the shock pressure (Eq.23) will have reached a respectable 650 Kbar. Further decrease in the pulse length will not help. Equation (23) shows that the shock pressure is proportional to \( E_t \), which is the total energy deposited. Thus unless we increase the number of antiprotons, we are stuck with 650 Kbar -- not enough to do anything new.

If we could keep the pulse short enough to stay in the early-time regime, the shock pressure (Eq.23) will be proportional to the number of antiprotons. If we have enough energy to get into the late-time regime, the shock pressure (Eq.26) is proportional to the 0.4 power of the number of antiprotons and the -1.2 power of the pulse length.

Retaining a heated sphere \( R_0 = 0.16 \text{ mm} \), which is primarily determined by specific ionization along the antiproton path, we examine the dependence of the shock pressure on the number of antiprotons and pulse length. If we retain \( E_t^2 < 5 \times 10^{-3} \text{ m} \), we will stay in the regime of early-time solutions, and for fixed pulse length, the shock pressure Eq. (23) will be proportional to the antiproton number. Thus with \( E/m = 5 \times 10^{20} \) and \( t = 1 \mu s \), we could obtain 6.5 Mbar, which is competitive with early laser-driven experiments\(^{15,17}\). In the near term, shortest pulse at 300 MeV C\(^{-1}\) is probably 0.01\( \mu s \) and for the intermediate term we may be limited to about \( 10^{14} \) antiprotons, which would give a shock pressure of about 55 Mbar, quite competitive with nuclear-explosive-driven experiments. But to achieve this is a formidable technical challenge, perhaps worth the expenditure if antiproton based tabletop tools can get into interesting experimental regimes with less investment in facilities and apparatus.
Caveat to Guide or Thinking

Why has the laser-driven EOS work stopped? Changing programmatic needs is one answer. But more importantly the nuclear-explosive work has been so successful¹² in verifying the SESAME EOS library²⁷ that there seems little motivation to continue. Rumor holds that laser-driven EOS work continues in Israel and France, and has reached the 100 Mbar regime. But such work is apparently classified.

Summary

Rather substantial improvements over Polikanov's¹ assumptions for pulse length and total number of antiprotons must be realized for this technology to compete with extant technologies for obtaining ultrahigh pressure EOS data.** The capabilities projected by Polikanov¹ are barely competitive with high-explosive drivers. We must wrestle with the difficult question of whether EOS research with antimatter is sufficiently motivated when it is not now being actively pursued by other means.

Conclusions

Two qualitative features of the projected antiproton energy source make it attractive for microscale opacity and EOS experiments.

- If small portable storage rings or traps with capacities of $10^{14}$ particles become available, such experiments could be conducted almost anywhere with minimum investment in facilities.
- The unique energy-deposition profile that allows antiprotons to deposit energy deep within a target substantially simplifies both opacity and EOS experiments and enhances their efficiency.

Substantial technical advances are needed to obtain the pulse lengths required by such experiments. But if antiproton sources become

**See the Epilogue for newer information.
readily available and inexpensive, they will undoubtedly be used to study
these aspects of the extreme states of matter. In addition, use of such
a table-top as a powerful source of particles and radiation for
phenomenology studies external to the source merits additional
investigation.

EPILOGUE

As a result of the RAND Workshop on Antiproton Science and
Technology, some of the conclusions of this paper are slightly modified.

I. The research\textsuperscript{30} reported by Professor Smith suggests that the
quantity of antiprotons required in each of the examples above
may be somewhat less. Energetic light nuclei (d, t, He\textsuperscript{3}, He\textsuperscript{4})
and pre-equilibrium protons produced in \textit{p} - \textit{U} reactions
increase estimates of local energy deposition by a factor of
1-1/2 to 2 over the estimates given by Polikanov\textsuperscript{1}, which
include fission fragments only. Thus estimates of the number
of \textit{\pi} protons required for each experiment might be reduced
by as much as a factor of two.

II. With clever storage ring technology\textsuperscript{2} it appears possible to
produce pulse lengths of 10 ns and perhaps as short as 1 ns in
the near future. The availability of antiproton pulses in
this range makes opacity experiments considerably more
tractable and within the scope of near term technology.

III. Preliminary calculations had shown that preheating of the test
material, owing to the flux of neutrons, photons, and pions,
was not serious enough to worry about. However, Professor
Smith reported that about 9 MeV of the energy of each fission
is imparted to pre-equilibrium protons\textsuperscript{30}. These protons could
deposit a substantial fraction of their energy in the test
material. Understanding of the preheat, which in principle
could be calculated to a high degree of accuracy, is
imperative to the design of each experiment. While it is
unlikely to prohibit any of the experiments described above,
preheat will add complexity to their interpretation.
More research is certainly in order. Transport calculations will be required to refine estimates of both local deposition and preheat. These should be combined with numerical calculation of the hydrodynamics and radiation flow in each experiment. More accurate estimates of pulse-length limitation would greatly enhance our capability to delineate the parameter space accessible to these experiments.
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Fig. 1. Classical Opacity Experiment  Single beam of antiprotons is passed through a port in cavity wall and heats fissile target in center. Exploding target fills cavity with black-body radiation. Diffusion wave passes through cavity wall.

Fig. 2. Non-Classical Opacity Experiment  Antiproton beams converge on target and deposit energy primarily in central region where Bragg peak and annihilation occur. Energy reservoir is specific heat of fissile material, not radiation. Diffusion wave passes through cavity wall.

Fig. 3.a. Typical Experimental Setup for Laser-Driven EOS Measurement (from Ref. 19) Laser light is focused onto target in vacuum chamber. Rapid heating drives shockwave into foil. Streak camera records luminosity as shock emerges at different steps on back of foil. Time intervals give shock velocities.

Fig. 3.b. Typical Streak Camera Trace  Shock emerges at different times giving shock velocity in gold and aluminum. If aluminum EOS is well known, a point on the gold Hugoniot is determined. This same technique can be used to conduct impedance-match experiments in antiproton-driven experiments.
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ABSTRACT

Investigation of the physics relevant to the design and feasibility of antiproton annihilation propulsion engines reveals a lack of knowledge in some crucial areas. The stopping rate of antiprotons in matter is not known for energies below about 10 KeV (some possible models are presented here). The annihilation rate for antiprotons in some relevant materials has never been measured, and it is not known for antiproton energies below a few tens of MeV in nearly all others. Experiments to obtain this knowledge could probably be carried out with no more than about $10^7$ antiprotons.

The amount and distribution of annihilation energy deposited within hypothetical engines is difficult to predict. Experiments requiring roughly $10^7$ or $10^8$ antiprotons could measure this deposition. Some of these experiments use actual, full scale models of the engines that are capable of simulating engine performance in a number of ways. For roughly $10^8$ antiprotons the experiments could provide useful information on engine design, verify modelling codes, and help determine feasibility of the engine concepts.
A. INTRODUCTION

The design of engines and systems to achieve propulsion from the annihilation energy of antiprotons is largely determined by how antiprotons and their annihilation products interact with matter. Investigation of these interactions reveals a number of pertinent physical processes and quantities relevant to engine design that require experimentation for their understanding and determination. The interactions also determine some of the conditions (e.g. antiproton energy) under which experiments pertinent to other parts of the propulsion system should be conducted.

In designing an annihilation engine there are two main issues to consider. First, how does one get the antiprotons to annihilate only where desired (Section C of this report), and second, how does one transfer the energy of the annihilation products to the working medium that provides thrust (Section D). Consideration of these issues reveals a number of pertinent gaps in our knowledge (e.g. stopping and annihilation of antiprotons with energies from about 1 eV to a few KeV), and experiments to fill these gaps are suggested in Section E. That section also contains suggestions for full scale engine simulation experiments. It appears that the suggested experiments can be conducted with numbers of antiprotons that are orders of magnitude within the $10^{14}$ antiprotons per year that might be produced by a postulated U.S. low energy antiproton production facility. Section B of this report is a brief review of possible engine types and how these engine concepts deal with the two issues.

The production and storage of antiprotons and antihydrogen, which are necessary for annihilation propulsion, are dealt with in other reports of this workshop.

Background information on the use of antiproton annihilation for propulsion may be obtained from the references, including my JBIS article [1] and, in particular, Forward's comprehensive work [2]. Among other articles containing shorter reviews are those by Augenstein [3], Pace [4], and Howe and Hynes [5]. Section B of this report is intended to provide some background information. It may be important to point
out here that particle-antiparticle annihilation provides, according to present-day physics, the greatest conceivable amount of on-board stored energy per unit mass ($9 \times 10^{16}$ Joules/kg) and that use of this "ultimate" form of propulsion may be possible within a few decades.

B. ENGINE TYPES

Proposed annihilation engine types may be categorized according to the physical state of the predominant substance within the engine. Hence the types: solid core, gas core, plasma core, and beam core. The substance may be one or both of annihilation medium and propellant. The distinction, in this manner, of the first three types is principally related to the ease with which the annihilation energy is transferred to the propellant. Thus, it is a density distinction with transferral being "easiest" in the solid core case.

In their overall appearance, annihilation engines resemble rocket engines (or a jet engine in the case of an air-breathing variety of solid-core engine). There is a combustion chamber wherein annihilation and transferral of energy to the propellant occur and an exhaust nozzle. In some cases the combustion chamber and nozzle consist of magnetic fields.

The annihilation products referred to are mainly positive and negative pions and gamma rays (each with a few hundred MeV of kinetic energy) when antiprotons annihilate with the protons of hydrogen. The same products are produced, along with protons and neutrons (with kinetic energies around 100 MeV each) and some light nuclei of lower energy, when antiprotons annihilate in the nucleus of a heavier element. The annihilation energy of an antiproton is 1876.5 MeV, twice its mass energy since it annihilates with a proton of equal mass or with a neutron of nearly equal mass. The annihilation energy goes into both the kinetic energies and mass energies of the annihilation products. When an antiproton annihilates with a proton, the average numbers and kinetic energies of products are: 1.5 positive pions with 235 MeV each, 1.5 negative pions with 235 MeV each, and four gammas with 200 MeV each. The gammas come from the decay, in about 10-16 seconds, of an average of two neutral pions which are initially produced. About 4% of the...
annihilation energy goes into the kinetic and mass energy of kaons. Annihilation of an antiproton with a neutron gives about the same result except that the number of negative pions is about one more than the number of positive pions.

1. Solid-Core Engines

For this engine type [3,5,6], a solid that is a heavy element with a very high melting point (e.g. tungsten) is the medium that absorbs the energy of the annihilation products. The antiprotons may annihilate in this solid or in another substance placed within the solid. The propellant is a gas (preferably hydrogen) which absorbs heat while passing through channels in the solid. The total distance intersecting the solid along the path of any particle (or gamma ray) from an annihilation point to the edge of the solid need only be a few to several centimeters for the solid to absorb a high fraction of the annihilation energy [2]. Roughly 75% of the annihilation energy can be converted to exhaust energy.

For suitable antiproton energies, the distance (range) from the point at which the antiproton enters the solid to the point at which it annihilates is much less than the distance that the annihilation products must travel to transfer their energy to the solid (see results of sections C and D). Thus the antiprotons are provided with an open channel into the solid so that they may annihilate near the center rather than near an edge. Solid-core engines as described above are limited in specific impulse to about 1000 s because the temperature of the propellant cannot exceed the melting point of the solid. Nevertheless, this value is about double that of the best chemical engines. Air breathing solid-core engines would be suitable as aircraft engines, and as rocket engines their specific impulse is ideal for many possible missions in the earth-moon environment. The use of such engines in single-stage, earth-to-orbit vehicles has been considered by Froning [7].

2. Gas-Core Engines

In gas-core engines [8] a gas serves as both annihilation medium and propellant. It follows from the stopping power formulae that the distances that must be travelled in a gas by annihilation products to
deposit their energy are considerably greater than any currently reasonable size of a rocket engine, so the engine is placed in a magnetic field of sufficient strength (a few to several tesla, depending on engine size, in a "bottle" configuration) to confine the charged annihilation products within the engine while they deposit their energy. (The antiprotons are injected along the symmetry axis where their direction is parallel to the magnetic field.) Thus, the energy of the annihilation gamma rays (and neutrons, if the gas is not hydrogen) is lost.

Because the walls of the engine can be cooled by propellant flow through them into the engine, the propellant can be heated to a much higher temperature than the highest melting point of solids. Howe and Hynes at Los Alamos National Laboratory have determined that a propellant temperature of 9000 K is possible [9], giving a specific impulse of about 2500 s (the authors of reference 9 use 1500 s, 2500s is the theoretical maximum for 9000 K). In gas-core engines the gas density is about ten to thirty times that at STP. Cassenti [10] has shown that for such densities and no leakage of the charged products through the magnetic field and out of the engine, nearly 47% (the theoretical maximum) of the annihilation energy goes to heat the gas. At lower densities, the time for energy transferral is long enough so that the charged pions decay into muons (and neutrinos) and the muons decay into electrons and positrons (and neutrinos). This leads to the loss of a substantial portion of the energy into neutrinos. At very low density (assuming no leakage) only 9% of the annihilation energy goes into heating (or 18% if the positrons from muon decay manage to transfer all of their kinetic energy to the gas before annihilating with electrons of the gas to form gammas). Gas-core engines are ideal for many high performance missions in the earth-moon environment and for transit to nearby planets. Assuming some of the heating of the gas when passing through the walls is from heat deposited in the wall by annihilation gammas, about fifty percent of the annihilation energy is converted to exhaust energy.
3. Plasma-Core Engines

Plasma-core engines [1] have some similarity to gas-core engines. Here, however, the propellant has a much lower density (on the order of $10^{16}$ to $10^{17}$ atoms or ions/cm$^3$) and is heated to temperatures at which it is highly ionized. Annihilation occurs within this plasma, but not necessarily with nuclei of the plasma itself. The annihilation medium may be a beam of neutral atoms or molecules injected from the side. The magnetic field ("bottle" plus connected "nozzle" configuration) serves the additional purpose of confining the plasma and directing the exhaust; the combustion chamber and nozzle do not necessarily have solid walls. Because of the low density, the charged annihilation products have a greater tendency to escape from the field before they have transferred their energy. It may therefore be necessary to pulse the magnetic field. In its "strong" configuration the field confines the products within the combustion chamber until energy transfer is complete. In its "weak" configuration the field strength at one end lessens to allow the plasma to proceed into the magnetic nozzle.

Depending on the specific design, the plasma density may be so low in these engines that the kinetic energy of the pions and their decay muons does not transfer to the plasma before decay of the muons into electrons or before leakage of the pions or muons. Thus much of the annihilation energy that resides in the pions can be lost. The kinetic energy of the charged nuclear fragments that result from antiproton annihilation in a heavy nucleus [11] transfers much more readily to the plasma because the mass of these fragments (mainly protons, with some deuterons, tritons, helions, alphas, etc.) is much greater than the pion and muon masses. Thus, whereas the inert propellant, which constitutes most of the plasma, may be chosen to be hydrogen, it might be advantageous to make the neutral cross beam in which the antiprotons annihilate be a heavy element.

Smith [12] has recently shown that about 15% of the annihilation energy goes into kinetic energy of charged fragments when antiprotons annihilate, at rest, in uranium. This figure is significantly above the previous estimate of 10% [11]. Smith also states that nearly 100% of
the annihilations result in fission of the nucleus, confirming an estimate of Polikanov [13]. When the kinetic energy of the fission fragments is added, the total kinetic energy of charged fragments is about 25% of the annihilation energy.

Plasma core engines appear capable of specific impulses of a few to several thousand seconds and are therefore suitable for high-performance missions within the solar system which are essentially impossible for chemical propulsion. Assuming no leakage of the pions or their decay daughters, but using Cassenti's 9% minimum figure for the pion energy transferred, about twenty five percent or thirty five percent of the annihilation energy is converted to exhaust energy when annihilation is in a heavy element cross beam, with the higher figure applying when a fissile element is employed.

4. Beam-Core Engines

In beam-core engines [1] the antiprotons annihilate in a vacuum with a crossing beam of atoms or molecules. Both beams have a density of about $4 \times 10^{12}$ particles or atoms per cubic centimeter. A magnetic field directs the charged annihilation products forming an exhaust that consists of the products themselves. If the crossing beam is hydrogen, the specific impulse is about $3 \times 10^7$ since the exhaust speed of the charged pions produced by annihilation of the antiprotons with the protons of hydrogen is nearly that of light. These engines are suitable for interstellar travel where spacecraft speeds near light speed are desirable. About forty percent of the annihilation energy is converted to exhaust energy.

5. Other Types

Augenstein has mentioned a concept for a liquid core engine [3] which bears some similarity to the solid-core concept. A liquid with a very high boiling point is heated by annihilation while being held in place by centrifugal force in a rotating solid of high melting point. The hydrogen propellant is bubbled from holes in the solid through the liquid, keeping the part of the liquid in contact with the solid cooler than the solid's melting point, but absorbing heat while it passes through and attaining a temperature approaching the boiling point of the liquid. Specific impulses around 2000 s may thus be possible.
not clear how the hot hydrogen exhaust avoids all solids, including the engine walls.

Engines with properties between those of a gas-core engine and a plasma-core engine are possible. In fact, a single engine type might be possible that could transform from one to the other through intermediate configurations, just by varying the propellant and antiproton flow rates and the magnetic field strength. The same is true for variation between plasma-core and beam-core engines, but with at least some of the intermediate types having dual exhaust velocities.

A pulsed, solid/plasma-core engine has been alluded to by Augenstein [3] and Vulpetti [14] and discussed by Howe and Hynes [15]. In this concept, a chunk of solid is converted into a plasma by a pulse of antiprotons. The plasma is then directed by a magnetic field to form an exhaust, and the process is repeated with other chunks. To demonstrate that this concept is feasible, it must be shown that an antiproton pulse of sufficient strength to vaporize and ionize the solid can be delivered into the chunk in a time less than the time it takes the plasma to expand to a density that is insufficient to absorb the annihilation energy. If a small crystal or a large cluster of antihydrogen is used in place of the pulse of bare antiprotons, then it must be shown that the annihilation will complete with a similar rapidity.

Vulpetti has proposed a solid/beam-core engine concept that differs from the beam-core engine in two main respects. It is pulsed, and the annihilation occurs in one of a number of sequential solid pellets, each small enough so that nearly all charged annihilation products escape from the solid and form the exhaust. Each pellet is shot crosswise through the engine and is hit at a point where there is a hole into the pellet by a pulse of antiprotons when it reaches the engine's symmetry axis. The pellet is then followed by others as each is captured and recycled (the annihilation energy absorbed is insufficient to melt a pellet). This concept permits annihilation levels of nearly 100% with antiprotons at KeV and MeV energies, while such a level requires antiproton energies of about 1 eV or less in the antiproton-hydrogen crossed beam annihilation of the ordinary beam-core engine. The low
energies, at the high antiproton currents required (several amps), may be difficult to achieve, due to the high charge densities involved. Depending on pulse duration and rate, the charge densities at the high energies might be significantly less.

Nordley has proposed an antimatter-electric power engine [16]. Here annihilation occurs in what has some similarity to a solid-core engine, but the power is used to generate electricity, which is then used to accelerate a propellant by electric propulsion techniques. Although this dual method adds complexity and weight, it offers a wide range of specific impulses that can be between those of the plasma- and beam-core engines, with roughly similar overall efficiencies. The engine thrust is fairly low (as with the beam-core engine), but with the high specific impulses available, it can accomplish deep space missions involving great distances (hundreds or thousands of a.u.'s to light years) in times much less than conventional means.

Billen [17], Takahashi [18], and Rafelski [19] have proposed that muon catalyzed fusion be employed to enhance the energy available in antiproton annihilation. Here one designs what is similar to a gas-core or plasma-core engine, but with deuterium and tritium constituting all or part of the propellant, and with a density and a magnetic field strength (values within the range for the current concepts of those engines would suffice) such that the charged pions decay to muons within the engine. The negative muons then catalyze fusion between deuterium and tritium nuclei (producing a neutron and an alpha particle). If one negative muon can catalyze 150 to 200 fusions (the approximate maximum currently observed) then an additional energy of about 5 GeV per antiproton is produced. Of this, most is in the kinetic energy of the neutron which will escape in ordinary sized systems without transferring much energy. Only about 3/4 GeV is in the kinetic energy of the alphas, which will be transferred rapidly to the inert propellant. This extra energy is, nevertheless, sufficient to at least double or triple the efficiency of a plasma-core engine. However, it is probable at the temperature of the plasma-core engine and possible at the temperature of a gas-core engine that the number of fusions per muon is considerably less than the maximum currently observed [9]. Another possible problem
is producing and handling the tritium (very radioactive) required, although it may be possible to breed it within the engine.

An annihilation engine operating at a temperature around $10^8$ (as with the specific concept for a plasma-core engine in reference 1) could cause fusions in any deuterium and tritium within it without help from muons. Thus one can imagine annihilation engines in which a substantial part of the energy is derived from fusion, or fusion engines in which antiproton annihilation acts as an initial trigger to start fusion and, possibly, help maintain it. Such ideas are mentioned in reference 9. Gsponer and Hurni [20] have conceived a means to obtain fusion energy in a bomb configuration by using antiprotons to initiate a pure fusion reaction.

C. SLOWING AND ANNIHILATION OF ANTIPROTONS

Considering the slowing and annihilation of antiprotons in matter and their relevance to engine design reveals an incomplete knowledge of relevant stopping and annihilation rates. This knowledge gap can be filled in by the experiments suggested in Section E.

The location of a region within a substance where annihilation occurs depends on the rates (per unit distance) at which antiprotons annihilate and at which they slow down in the substance. Both of these quantities depend on the energies of the antiprotons. At very high energies the antiprotons will pass through a given thickness of the substance with very little annihilation. At very low energies they will annihilate at the surface of the material, which reduces energy transferral for all but solid-core engines. It is shown below that for a hydrogen annihilation medium there is a range of antiproton energies between roughly 0.1 eV and 10 MeV that is most suitable for injection of antiprotons into the annihilation medium, with the exact energy depending on engine type and size and on the density and composition of the annihilation medium. For some heavier elements it is shown that this range may not exist; there may be no energy that allows penetration of the antiprotons to the point where annihilation is desired without a substantial portion of the antiprotons being annihilated on the way in.
Figure 1 shows the stopping rate \(-dE/d(px)\) for antiprotons in hydrogen as a function of their kinetic energy, \(E\), where \(\rho\) is the hydrogen density and \(x\) is the position of the antiproton. Integration of \(-[dE/d(\rho x)]-1/\rho\) between energies \(E_1\) and \(E_2\) gives the distance travelled by the antiproton while slowing down from energy \(E_2\) to energy \(E_1\). To obtain the stopping rate I used the Bethe formula with \(I=13.6\) eV for energies above 6.3 KeV where energy loss is predominantly due to ionization of the medium by antiproton-electron collisions. At lower energies I used formulae from models I developed for the processes: elastic collisions of antiprotons with atoms, adiabatic ionization of atoms by antiprotons, and rearrangement annihilation. The models and formulae are given in the appendix. For energies below the peak in the collision-ionization rate at 20 KeV, the rate drops off rapidly and is zero for the energy less than or equal to about 6.2 KeV. For these latter energies the other processes continue to slow the antiprotons. Although rates for these processes are initially much lower, they are working on a proton with much lower energy at this point, so the slowing is very rapid. This latter fact is illustrated in Table 1 where the values of \(D(px)\) (change in the value of \(px\)) traversed as the antiproton energy drops through chosen energy ranges is given. Also shown in the table are actual distances traversed for various densities of hydrogen for the same drops in energy.

Figure 2 shows the antiproton annihilation rate \(dP/d(px)\) as a function of \(E\). For energies above 27.2 eV the coulomb-corrected direct annihilation formula of Morgan and Hughes is employed [21]; for energies below 27.2 eV a formula based on their work on antiproton-hydrogen rearrangement annihilation is employed. At low energies the presence of the negatively charged antiproton reduces the effective charge of the proton binding the electron in a hydrogen atom. Thus the atom may adiabatically ionize. Below 27.2 eV the energy of the antiproton in the center of mass system is less than 13.6 eV (the binding energy of the electron) so if the hydrogen atom is adiabatically ionized, the antiproton must become bound to the proton to conserve energy. It then eventually annihilates with the proton. The cross section for this
rearrangement-annihilation process is orders of magnitude greater than the direct annihilation cross section.

The annihilation rate per energy loss is \(-dP/dE = (dP/d(\rho x))/(-dE/d(\rho x))\). The integral of this quantity between \(E_1\) and \(E_2\) (\(E_2\) greater than \(E_1\)) gives the value of DP for that energy range, and the probability that an antiproton starting at \(E_2\) has annihilated by the time it reaches \(E_1\) is \(1 - \exp(-DP)\). Values of DP are also given in Table 1. For determining annihilation probabilities over more than one range, the sum of the DP's is used in place of DP. For large numbers of antiprotons the annihilation probability is equal to the fraction that have annihilated.

Table 1 may be used to determine suitable injection energies for annihilation engines. For instance, the of about 55.4 cm in a hydrogen gas-core engine (with the density 20 times that at STP) before the annihilation rate becomes substantial. The value, 55.4 cm, is the sum of the Dx's in the gas-core column beginning at the range of \(10^7 - 10^6\) eV and continuing down until DP becomes substantial, and that value is suitable for an engine of a particular size for which 55.4 cm from the entrance point puts the annihilation region in the center of the combustion chamber. The annihilation history may be read from the DP column. For the first 54.5 cm of the path (i.e. most of it), while the antiproton energy is decreasing from 10 MeV to 1 MeV, about 1.5 percent of the antiprotons annihilate. In the next roughly 0.874 cm, the energy decreases to 27.2 eV, and about 0.5 percent of the remaining antiprotons annihilate. Then in the final 0.05 microns the remaining 90 percent of the antiprotons annihilate as their energy drops below 27.2 eV. This short distance for the final annihilation does not occur in reality because of straggling in the stopping distance, a phenomenon not considered here.

The "plasma..." column in Table 1 gives Dx's for ionized hydrogen atoms at a density of the plasma in a plasma-core engine and is intended as a rough approximation to that case. For the 6300 - 1000 eV energy range the value of Dx is much larger than adjacent values. In this energy range, slowing by collisional ionization has cut off to zero while the energy is still sufficiently high that the slowing due to
adiabatic ionization and elastic collisions is still relatively small. Whereas such a "coasting" effect would not occur in a fully ionized plasma, it would be present to some degree in partially ionized plasmas of hydrogen-medium engines midway between gas-core and plasma core. It would also be present, but at a higher energy, in plasma core engines with a heavy element for the medium, where the atoms would not be fully ionized. The proper injection energy can be very sensitive to the degree to which this phenomenon is present. Thus it is important to experimentally determine stopping rates at energies below the collisional-ionization cutoff. My models for the energy loss at such energies are only approximations, and it is not clear that I have included all processes that contribute to energy loss.

The last row of Table 1 shows that an injection energy of 0.1 eV results in about 90 percent of the antiprotons annihilating in a distance of about 12 cm within hydrogen at a density appropriate to a beam-core engine. Since the product of this distance (as the size of an annihilation region) with the density is a minimum value for annihilation engines, the 0.1 eV is approximately a lower limit for the injection energies. Thus, injection energies of about 0.1 eV to 10 MeV are required by annihilation engines, and this represents the antiproton energy range for any experiments that might be conducted on the transport and injection of antiprotons. (Such experiments might involve simulation of antiprotons with negative hydrogen ions, for which production facilities currently exist [22].)

Table 2 gives approximate values of DP, D(px), and Dx for antiprotons in a heavy element such as xenon, tungsten, or uranium. Values of DP are very approximate, being extrapolated from high energy data involving elements of medium atomic weight. That data is summarized in Figure 3 of reference 11. The extrapolation involves the use of the known electron-positron annihilation cross section and the assumption that the cross section is proportional to the area of the nucleus. The values of Dx are for a gas-core engine with the same atomic number density as for the hydrogen gas-core engine of Table 1. (The use of a heavy element in a gas-core engine might result in transferral of more annihilation energy to the propellant as it does in
a plasma-core engine. It may be seen that there is no injection energy that permits most of the annihilation to occur in a small region. If one aims for a distance to the annihilation region of about 120 cm for instance, DP is about 13, so essentially all of the antiprotons will have annihilated before reaching that point. Thus a substantial fraction of the annihilations will occur near the entrance point, resulting in energy leakage and problems associated with the deposit of large amounts of energy into the nearby portion of the engine wall. This circumstance arises because the direct annihilation rate rises faster with atomic number, for fixed number density of the atoms of the annihilation medium, than does the stopping rate. It is therefore important to experimentally determine the direct annihilation cross section for heavy elements at energies from about 1 to 100 MeV.

D. DEPOSITION OF ANNIHILATION ENERGY

A fundamental, but surmountable, difficulty with the energy transferral is that in any kind of homogeneous medium the range of all or most of the annihilation products (particles) is much greater than the range of antiprotons for all desirable antiproton energies. Thus if an antiproton is injected into a substance, the depth at which it annihilates is much less than the range of the annihilation products in the same substance. Therefore, at least about half of the annihilation energy escapes through the surface through which the antiproton entered.

This difficulty is overcome in the solid-core engine by providing a free pathway into the solid for the antiproton, so that when it annihilates it is nearly surrounded by a sufficient thickness of the solid so that nearly all of the annihilation products deposit their energy in the solid. It is overcome for the charged annihilation products in the gas-core and plasma-core engine types by use of a strong magnetic field that confines these particles within the propellant while they travel long distances in their orbits.

Essentially all of the pion energy will be transferred to the propellant in hydrogen gas-core engines after the pions have passed through about 100 gm/square cm [23]; for a heavy element the corresponding number is about 350 gm/square cm. In most cases the pions
will have decayed to muons before depositing all their energy, but in cases where a significant amount of the pion kinetic energy remains, the muons continue in about the same direction and have about the same stopping properties as pions. The figures correspond to a path length of about 1 kilometer and 40000 kilometers for the gas and plasma-core engines of table 1, where the propellant stopping medium is hydrogen, and about 3.5 kilometers and 140000 kilometers when it is a heavy element. Over the larger of these distances, the muons will decay into electrons and positrons (and neutrinos) before stopping. The electrons and positrons are strongly held by the magnetic field and the electrons rapidly transfer their energy to the propellant, while the energy of the neutrinos and perhaps the positrons (through annihilation with propellant electrons into gamma rays) is lost. Hopefully an appropriate calculation of stopping in a plasma will substantially reduce the distances. As pointed out in Section B3, the protons and other charged nuclear fragments produced when annihilation occurs in a heavy element transfer their energies in much shorter distances.

In any case, a strong magnetic field of a few to several tesla is required to keep the charged annihilation products within the combustion chamber while they circuit thousands of times. During this time the particles will undergo numerous collisions with propellant atoms leading to outward drift across the magnetic field lines. It is possible that avoidance of this drift will require fields that are prohibitively high. It is also possible that plasma instabilities will occur in the plasma-core engine. Investigation of these possibilities requires experiments that will simulate such engines with the numbers of transportable antiprotons that might be available in a few years.

E. PROPOSED EXPERIMENTS

In the following, I make rough estimates of the numbers of antiprotons required for the proposed experiments. I assume that the antiprotons to be used have been stored in a trap and that they can be extracted and accelerated or decelerated (if they come out at higher than the desired energy) to the energies necessary for the experiments (about 100 eV to 100 Mev).
1. Stopping of Antiprotons and Other Charged Particles

The rate \(-\frac{dE}{d(\rho x)}\), at which antiprotons lose energy in unionized matter needs to be determined for antiproton energies around and below about 10 KeV where slowing due to collisional ionization (and excitation) of the electrons drops off to zero. Knowledge of the rate is important, for low density neutral or partially ionized stopping media, in choosing an antiproton injection energy that places the annihilation region near the center of the engine. At the same time the energy loss rate has to be determined for antiprotons in a plasma for similar reasons, and the energy loss rates for charged pions and other charged annihilation products in a plasma must be determined to aid in modeling energy transferral. For the stopping of antiprotons and the other charged particles in plasmas, particle energies of a few eV to a few hundred MeV are of interest. Whereas protons could be used to simulate antiproton slowing at high KeV energies and above, they would not suffice for lower energies where the energy loss mechanisms are known to be or are likely to be charge dependent [24].

The experimental apparatus, in idealized form, for such an experiment might consist of a tube containing the stopping material in gaseous form. Antiprotons (or the other charged particles) of known energy and intensity are injected at one end while at the other end is a device that measures the intensity and energy distributions of the emerging particles. Varying the density of the gas in the tube thus allows energy loss (and attenuation, in case absorptive processes, like annihilation, are present) to be determined as a function of \(\rho x\). The gas can be ionized to make measurements as a function of ionization level by passing an electric current through the gas or by irradiating it.

For low energy particles, energy and angle straggling will be important and the apparatus may have to consist of a chamber with a number of detectors inside to account for the different paths followed by the different particles.
The effects of straggling are in themselves important to measure, since they affect the minimum volume within which antiproton annihilation can be made to occur. This is also relevant to using antiprotons for EOS experiments. If density is chosen so that the antiprotons come to rest and annihilate within the chamber, then detectors could determine the spatial distribution of annihilation points.

To estimate the number of anti-protons required to determine $dE/d(px)$ for antiproton energies from about 1 ev to 100 Mev, I assume four initial energies of $10^2$, $10^4$, $10^6$, and $10^8$ eV. For each of these energies, 10 values of $px$ are employed (giving 40 values of $E$ as a function of $px$) and for each combination of initial energy and $px$, an average of 50 angles (i.e., detection at 50 different annular locations perpendicular to the initial direction of the antiproton). Each measurement consists of the detection and energy determination of a single antiproton. If nine out of ten antiprotons are lost prior to detection and the measurements are made for ten combinations of material and ionization level, then $10^7$ antiprotons are required.

2. Antiproton Annihilation

The cross section for annihilation of antiprotons at energies in the low MeV range and below is poorly known. Theoretical predictions have not been checked. Knowledge of the cross section is important for knowing the ionization energies that make annihilation occur at the desired location and for knowing whether or not the ionization region can be localized. Measurements of the annihilation cross section could be made simultaneously with the experiment described above by placing an appropriate detector array along the tube to detect annihilation products. The number of annihilations per antiproton, per decrease in antiproton energy by one decade, varies from about $10^{-4}$ to 1 (Table 1). With an average of 2500 measurements for each $px$, $10^7$ antiprotons should more than adequate.
3. Annihilation Energy Deposition

To gain knowledge for design and feasibility studies of annihilation engines it is important to determine experimentally the distribution of energy deposited in substances by antiproton annihilation for a number of substances of different atomic weight. Such knowledge would also provide verification and calibration for computer codes that calculate the energy distribution.

Callas [25] has described an experiment to determine the spatial and spectral distribution of annihilation energy deposited in an engine-like geometry in a magnetic field. The detection apparatus for this experiment permits each annihilation product to be followed in space after it exits the annihilation and energy transferral regions. Thus, for each value of px upon exiting, and for each substance employed, a spatial-energy distribution can be obtained with a sufficient number of measurements. If we assume 100 values of px, 10 combinations of annihilation material and energy-transferral material, 10 values for the magnetic field, one hundred measurements each to get the energy distribution, and nine out of ten antiprotons lost, then $10^7$ antiprotons are required. It is presumed here that a single antiproton energy is chosen for each combination of materials and px such that the antiprotons annihilate within the annihilation region.

4. Solid-Core Engines

A full scale model, capable of variation, of a solid-core engine, or a large portion of it, should be constructed. A design for aircraft propulsion might be appropriate. Injection of relatively small numbers of antiprotons would allow measurement of where annihilation energy is deposited, and this information could be used to form or to calibrate the energy deposit portion of a computer code that simulates the engine. The code could then be used to suggest changes in the model. Other phases of the experimentation would involve heating the engine by means other than annihilation and flowing the inert propellant through it. The end result would be the demonstration that a solid-core engine could be constructed that is capable of producing a given thrust and specific impulse while remaining intact. It is important to demonstrate, in the process, that any radioactivity or radiation could be contained within
the engine or surrounding shields. If each trial with the model
required no more than the number of antiprotons as in the above
experiment, then about \(10^8\) would suffice for this experiment.

5. Gas and Plasma-Core Engines

These proposed experiments resemble the "Annihilation Energy
Deposition" experiment (no. 3), and in fact some of the information
sought here might be determined in that experiment if the medium were a
gas or plasma of controllable ionization level placed in a magnetic
field. Here, however, the intent is to construct fairly realistic
models of gas and plasma-core engines and to measure the annihilation
energy deposited with detectors placed within the model. Energy
deposition would be measured both as a function of location in the
engine and as a function of time after a pulse of antiprotons enters the
engine. Other important purposes for this experiment are to measure
drift of the charged products and plasma and to determine the presence
and nature of any plasma instabilities that might occur.

The models should be constructed with approximately those
dimensions (a size of a few meters) that currently exist for such
concepts [26], and should employ magnetic fields shaped as in those
concepts with strengths that vary from a few tesla up to values that are
as close as practical to the thirty tesla maximum appearing in the
concepts. Smaller scaled models would require proportionately larger
fields so that the radii of the charged particle orbits is the same
fraction of engine diameter.

For measuring energy deposition, the gas in the gas-core engine
need not be heated but only have densities (variable) appropriate to
those of the concept. In the plasma-core simulation, however, it is
necessary, in addition to choosing appropriate densities, to heat the
medium to form a plasma of controllable ionization level, since the
ionization level is likely to influence the energy deposition. Heating
could be accomplished by electric discharge or irradiation. Irradiation
might be preferable, since it is possible that an electric discharge
would cause instabilities that would not otherwise be present. To
achieve essentially full ionization in a hydrogen plasma, a temperature
much lower than in an actual engine would suffice, but if the heating
were sufficient to raise the temperature to that of a real engine, then plasma drift and instabilities also could be investigated.

Antiprotons are injected in pulses at appropriate energies and in numbers only sufficient to make the measurements. For both engine concepts the experiments will give the fraction of annihilation energy deposited in various media as a function of magnetic field strength and density. For the plasma-core concept, deposition as a function of ionization level is also determined and is additionally determined as a function of time. This piece of information is important for deciding what the pulse rate of the plasma-core engine should be if it must act in a pulsed mode.

The results of the experiments, if sufficiently high magnetic fields can be attained, will allow the determination of engine parameters that maximize the fraction of annihilation energy deposited, and thereby determine what that fraction is. Values of the fraction are important for evaluating the feasibility of these engine concepts.

Since the detectors must be placed within the apparatus, they must occupy a relatively small volume or else their presence would introduce significant perturbations on the results. Hence an overall detection efficiency that might be 10 to 100 times less than for the Callas apparatus. However, since the specificity of the designs being investigated is greater, fewer combinations of annihilation material and energy transferral material need be employed. Also, since statistical accuracy is not as important when working with an actual model, about $10^7$ antiprotons would suffice for each level of ionization, so that about $10^8$ would probably be required altogether.
CONCLUSIONS

There are a number of issues relevant to the performance and feasibility of the various concepts for rocket engines that provide propulsion from antiproton annihilation. Table 3 lists the issues that have been investigated or discussed in this report along with five of the engine types described in Section B. An entry in the table that connects an issue with an engine type indicates a relatively strong need for information to resolve the issue for the engine type. The experiments suggested in Section E can go a long way toward resolving most of these issues.

Current information on antiproton annihilation and stopping in matter is adequate to show that the annihilation region can be localized in solid-core and beam-core engines and is adequate to give good estimates of the antiproton energies required. It appears that localization in gas-core and plasma-core engines can be accomplished when the stopping medium (propellant) is hydrogen, but more information on the slowing of antiprotons is needed to predict the required injection energies. For unionized hydrogen, energy loss rates of antiprotons are needed for energies in the low keV energy range down to a few eV (models proposed here may not be adequate). For ionized hydrogen the rates are needed for MeV energies down to a few eV. For heavy elements it is possible that the annihilation region cannot be adequately localized in a uniform medium. Information on both energy loss and ionization rates of antiprotons in heavy elements is needed for eV through MeV energies.

The spatial distribution and energy spectrum of annihilation energy deposited in the solid of solid-core engines or in the gas or plasma propellant of gas-core or plasma-core engines is not known adequately to demonstrate the feasibility and/or capability of these engines. Experimental information is needed for the creation and calibration of computer codes that predict the deposition, in particular in the presence of a magnetic field. Energy deposition is of lesser importance
for a beam-core engine, where the charged annihilation products form the exhaust.

The performance, feasibility, and design specifics of a plasma-core engine depend greatly on how strong a magnetic field is needed to confine the plasma and on whether or not any possible plasma instabilities can be avoided. Investigation of these issues probably requires experimentation with a full scale model of the engine which needs only relatively small numbers of antiprotons while simulating some of their effects with external sources of heat.

It is principally the high specific impulses and in part the high thrusts, along with the high exhaust energy per unit mass of propellant, that provide large advantages for annihilation propulsion over other means. To achieve these characteristics requires high rates of energy production and consequently high temperatures and radiation levels. It must be demonstrated that such can be the case without damage to the engine components, and other parts of the vehicle, through the use of cooling, shielding, and obtaining a high temperature difference between the outer and inner portions of the combustion chamber. The experiments with full scale engine models would provide information for the calibration of computer codes that could predict possible damage.

The experiments suggested in Section E can provide much of the information needed to resolve most of the issues. Estimates of the numbers of antiprotons required for each experiment, about $10^8$ or less, are orders of magnitude less than the annual production rate of transportable antiprotons that is envisioned for a near-future, low-energy, U.S. antiproton production facility.
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Figure 1. Stopping power for antiprotons of lab energy $E$ in hydrogen.
Figure 2. Probability of annihilation per px for antiprotons in hydrogen.
Figure 3. Antiproton annihilation probability in hydrogen per decrease in energy.
### Table 1. Antiproton in Hydrogen

<table>
<thead>
<tr>
<th>E/keV Range</th>
<th>DP</th>
<th>( \frac{D(p)}{g} )/cm^2</th>
<th>( g = \frac{e}{2.9 \times 10^{-33}} )</th>
<th>( g = \frac{e}{3.5 \times 10^{-53}} )</th>
<th>( g = \frac{e}{6.5 \times 10^{-53}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^9 - 10^8</td>
<td>7.20</td>
<td>305</td>
<td>3.42 \times 10^5</td>
<td>1.22 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>10^8 - 10^7</td>
<td>0.309</td>
<td>3.68</td>
<td>4.13 \times 10^3</td>
<td>1.47 \times 10^4</td>
<td></td>
</tr>
<tr>
<td>10^7 - 10^6</td>
<td>0.0155</td>
<td>0.0486</td>
<td>54.5</td>
<td>1.94 \times 10^6</td>
<td></td>
</tr>
<tr>
<td>10^6 - 10^5</td>
<td>1.19 \times 10^{-3}</td>
<td>7.65 \times 10^{-4}</td>
<td>0.858</td>
<td>3.06 \times 10^{-4}</td>
<td></td>
</tr>
<tr>
<td>10^5 - 10^4</td>
<td>2.68 \times 10^{-4}</td>
<td>1.43 \times 10^{-5}</td>
<td>0.0140</td>
<td>572.</td>
<td></td>
</tr>
<tr>
<td>10^4 - 6300</td>
<td>1.30 \times 10^{-4}</td>
<td>1.36 \times 10^{-6}</td>
<td>1.53 \times 10^{-3}</td>
<td>54.5</td>
<td></td>
</tr>
<tr>
<td>6300 - 10^3</td>
<td>2.12 \times 10^{-5}</td>
<td>1.13 \times 10^{-5}</td>
<td>1.26 \times 10^{-2}</td>
<td>45.1</td>
<td></td>
</tr>
<tr>
<td>10^3 - 10^2</td>
<td>7.89 \times 10^{-6}</td>
<td>6.33 \times 10^{-7}</td>
<td>7.10 \times 10^{-5}</td>
<td>25.3</td>
<td></td>
</tr>
<tr>
<td>10^2 - 27.2</td>
<td>1.41 \times 10^{-5}</td>
<td>1.38 \times 10^{-5}</td>
<td>1.55 \times 10^{-3}</td>
<td>0.552</td>
<td></td>
</tr>
<tr>
<td>27.2 - 10</td>
<td>2.02</td>
<td>1.16 \times 10^{-3}</td>
<td>1.31 \times 10^{-3}</td>
<td>0.0466</td>
<td></td>
</tr>
<tr>
<td>10 - 1</td>
<td>4.61</td>
<td>1.23 \times 10^{-4}</td>
<td>1.38 \times 10^{-4}</td>
<td>0.0491</td>
<td></td>
</tr>
<tr>
<td>1 - 0.1</td>
<td>4.61</td>
<td>3.89 \times 10^{-6}</td>
<td>4.35 \times 10^{-6}</td>
<td>0.0155</td>
<td></td>
</tr>
<tr>
<td>0.1 - 0.0316</td>
<td>2.30</td>
<td>7.85 \times 10^{-8}</td>
<td>8.80 \times 10^{-8}</td>
<td>0.00314</td>
<td></td>
</tr>
<tr>
<td>27.2 - 20</td>
<td>0.637</td>
<td>4.22 \times 10^{-8}</td>
<td>65.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 - 15</td>
<td>0.575</td>
<td>3.40 \times 10^{-9}</td>
<td>52.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15 - 10</td>
<td>0.811</td>
<td>4.03 \times 10^{-10}</td>
<td>68.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 - 3.16</td>
<td>2.30</td>
<td>7.85 \times 10^{-10}</td>
<td>121.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.16 - 1</td>
<td>2.30</td>
<td>4.42 \times 10^{-10}</td>
<td>68.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 - 0.316</td>
<td>2.30</td>
<td>2.48 \times 10^{-10}</td>
<td>38.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.316 - 0.1</td>
<td>2.30</td>
<td>1.40 \times 10^{-10}</td>
<td>21.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1 - 0.0316</td>
<td>2.30</td>
<td>7.85 \times 10^{-11}</td>
<td>11.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Antiproton in Heavy Element

<table>
<thead>
<tr>
<th>E/eV Range</th>
<th>DP</th>
<th>D(9x)/gm/cm(^2)</th>
<th>DX/cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>(10^9 - 10^8)</td>
<td>192</td>
<td>1020.</td>
<td>6200.</td>
</tr>
<tr>
<td>(10^8 - 10^7)</td>
<td>13.0</td>
<td>19.4</td>
<td>118.</td>
</tr>
<tr>
<td>(10^7 - 10^6)</td>
<td>1.03</td>
<td>0.405</td>
<td>2.47</td>
</tr>
<tr>
<td>(10^6 - 10^5)</td>
<td>0.119</td>
<td>9.56 \times 10^{-3}</td>
<td>0.0583</td>
</tr>
<tr>
<td>(10^5 - 10^4)</td>
<td>0.0536</td>
<td>3.58 \times 10^{-4}</td>
<td>2.18 \times 10^{-3}</td>
</tr>
<tr>
<td>(10^4 - 6300)</td>
<td>0.0346</td>
<td>4.54 \times 10^{-5}</td>
<td>2.77 \times 10^{-4}</td>
</tr>
</tbody>
</table>
Table 3. Issues of greater importance for five engine concepts. Numbers are subsections of Section E suggesting an experiment that can help resolve the issue. Parentheses indicate experiments providing relevant information. "n.e." means no relevant experiment is suggested.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Engine Type</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>solid core</td>
</tr>
<tr>
<td>Localization of Annihilation in antiproton energy loss and annihilation rates</td>
<td>1,2</td>
</tr>
<tr>
<td>Annihilation Energy Deposition: Location and Spectrum</td>
<td>3,4</td>
</tr>
<tr>
<td>Effect of Mag. Field (orbital drift)</td>
<td>3,5</td>
</tr>
<tr>
<td>Desirability of Fission</td>
<td>5</td>
</tr>
<tr>
<td>Plasma Confinement and Stability</td>
<td>5</td>
</tr>
<tr>
<td>High Isp, Thrust w/o damage to: Core</td>
<td>4</td>
</tr>
<tr>
<td>Wall</td>
<td>5</td>
</tr>
<tr>
<td>Magnet</td>
<td>(3)</td>
</tr>
<tr>
<td>Vehicle, Payload, Environment</td>
<td>4</td>
</tr>
<tr>
<td>Injection of large no. of antiprotons low energy short pulse</td>
<td>n.e.</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>
APPENDIX

1. Stopping Power Formulae

The nonrelativistic Bethe formula is used, but the log term is integrated over a distribution of ionization potentials rather than putting in shell corrections (it is important to have the formulae valid below the cutoff of the simple Bethe formula). This distribution is such that I, the average ionization potential (adjusted slightly relative to standard definitions to remove the slight effect of the shell corrections on the choice of its value), is the geometric mean of an IMIN and an IMAX. IMAX is the ionization potential of the innermost electrons, IMAX = (N/2)^2*24.5 eV, where N is the atomic number of the stopping material. As with the standard definition, I = N*13 eV for most elements, and IMIN = (I/N)^2/(6.1 eV).

\[ \frac{dE}{dx} = \frac{dE}{dE_0} = -c_1 N \ln \frac{E}{c_2 I} \]

For \( c_2 \leq IMAX \),

\[ \frac{dE}{dE_0} = -c_1 N (\ln \frac{E}{c_2 IMIN})^2 \]

For \( c_2 \leq IMIN \), \( dE/dx = 0 \);

where \( c_1 = \frac{2\pi m_e}{e} (a_0)^3 \frac{e^2}{a_o^2} \), \( c_2 = \frac{1}{4} \frac{m}{m_e} \),

where \( e \) = the electronic charge

\( a_0 \) = the first Bohr radius

\( m \) = the antiproton mass

\( m_e \) = the electron mass

\( n \) = the number of atoms per volume
For hydrogen the above is not employed. In that case I used the ordinary Bethe formula (equivalent to the first equation above for $dE/dx$) with $I = 13.6$ eV. Some elements for which $I = N*13$ eV is off by more than 10% are He (I/N=24.5eV), Be (I/N=16eV), N (I/N=11.3eV), and Ca (I/N=11.3eV).

2. Energy Loss by Elastic Collisions with Atoms

Here I model the atom as one where all electrons are in a single hydrogenic orbital with ionization potential energy equal to the above $I$. The first order perturbation energy between an antiproton and such an atom is then fit with a cut-off coulomb potential energy,

$$V = -\frac{N}{r} + \frac{N}{r_c}, \quad V = 0 \text{ for } r > r_c,$$

and then I calculate classical scattering in this potential energy. The result is that

$$\frac{dE/(e^2/a_o)}{dx/a_o} = 6\pi \mu (a_o N)^2 N \sqrt{I_H/I} \ f \left[ \frac{A}{1-2A} \right]$$

where

$$f \left[ \frac{A}{1-2A} \right] = \frac{A}{1-2A} \left( 1 - 2 \frac{(1-A)^2}{1-2A} \ln \left| \frac{1}{A} - 1 \right| \right)$$

where

$$A = \frac{(1+\mu)N}{6} \sqrt{\frac{I_H}{I}} \frac{e^2/a_o}{E}$$

where $\mu = \frac{m}{M}$, $I_H = e^2/2a_o$ is the ionization energy of hydrogen

and $M$ is the mass of the atom.

3. Adiabatic Ionization

For the energy loss by adiabatic ionization above that which is automatically included in the elastic collision formula (the elastic effects of the adiabatic ionization interaction), I use for antiprotons in hydrogen,
\[ \frac{dP}{d(px)} = -2.94 \times 10^8 \text{ eVcm}^2 \left( 1 - \left( \frac{31.73}{E/\text{eV}+66.51} \right)^3 \right) \left( 1 + \frac{66.51\text{eV}}{E} \right) \]

The formula is obtained by modelling the wave function of the emitted electron as a time dependent gaussian in a time varying central field. That field, through various approximations and assumptions, represents the effect of the antiproton on the electron.

4. Rearrangement Energy Loss and Annihilation

Here it is assumed that the antiproton-atom potential energy is 
\[ -e^2a/(2r^4) \]
where \( a \) is the polarizability of the atom and \( r \) is the antiproton-atom separation, for \( r \) larger than a few Bohr radii and gradually changes to \(-N/r\) for small \( r \). Solving the classical orbits and assuming that whenever \( r < R_c \) (=0.63\( a_o \) for hydrogen) an electron is emitted and the antiproton is captured, gives the annihilation cross section equal to

\[ \sigma_a = \pi \sqrt{2(1+u)e^2a/E} \]

which gives

\[ \frac{dP}{d(px)} = 7.05 \times 10^9 \text{ cm}^2(\text{eV})^{1/2}/\text{gm} \]

for hydrogen where, as usual here, \( E \) is the antiproton kinetic energy in the lab frame.

Since these collisions are dominated by an inelastic process and because several angular momentum waves are involved, the elastic scattering cross section is equal to the annihilation cross section. Assuming hard sphere scattering,

\[ \frac{dE}{dx} = -n\sigma_a * 2uE/(1+u)^2 \]
I have estimated (last entry of reference 21) that for an antiproton on a hydrogen atom, the annihilation cross section should be multiplied by about 0.80 to account for the possibility of reversal of rearrangement. The corresponding factor for other than hydrogen has not been determined.

5. Direct Annihilation

Theoretical results for the electron-positron annihilation and experimental results for antineutron-proton annihilation [G. Smith, private communication, October 1987] suggest that the antiproton-proton annihilation cross section should have the form

\[ \sigma_a = \text{const.} \cdot \frac{c}{V} \]

where \( c \) is the speed of light and \( V \) is the relative velocity (=velocity in lab frame). Fitting this to data at around 20 Mev and above and adding the coulomb correction gives

\[ \sigma_a \approx 0.19 \frac{\gamma}{1-e^{-\gamma}} \frac{c}{V} \pi r_o^2 \]

with

\[ \gamma = 2\pi ac/V \]

where \( r_o \) is the classical electron radius and \( \sigma \) is the fine structure constant. For direct antiproton - hydrogen atom annihilation, the same formula is used since it appears that electron screening does not alter the coulomb correction for any energies of interest.
ANTIMATTER SPACECRAFT PROPULSION EXPERIMENTS
WITH CURRENT ANTI-PROTON PRODUCTION RATES

John L. Callas
Jet Propulsion Laboratory

ABSTRACT
Facilities for the production of anti-protons at the rate of \(10^{12}\) anti-protons per day could provide an opportunity for valuable experiments in antimatter propulsion research. Of critical importance to the viability of antimatter propulsion is the effective coupling of the antimatter annihilation energy to an expellant fluid to produce directed thrust. In addition, the possibility of induced secondary reactions (e.g., fusion, fission) might enhance energy production for propulsion by orders-of-magnitude, thereby reducing antimatter requirements for flight. This paper identifies the key research issues for antimatter spacecraft propulsion technology and outlines a series of antimatter propulsion experiments for their investigation utilizing current anti-proton production levels.
INTRODUCTION

For effective antimatter spacecraft propulsion (i.e., high thrust, high specific impulse), efficient use must be made of the antimatter annihilation energy. On average, anti-proton annihilations at rest produce three charged and two neutral pions [1]. Each neutral pion subsequently decays into two gamma rays. The average kinetic energies are 243 MeV and 196 MeV for the charged pions and gamma rays respectively [1]. The neutral particles result in a large fraction of the energy, from the matter-antimatter annihilation, to be lost directly without energy deposition to a working fluid/expellant. The remaining fraction of annihilation energy is distributed among energetic charged particles. The fraction of the annihilation energy distributed among charged particles as kinetic energy is estimated at approximately 0.38 [2]. These charged particles, because of their high kinetic energy, have to traverse large quantities of matter before transferring a significant fraction of their energy to the working fluid. Some current high specific impulse (Isp) designs harness only about 8% of the annihilation energy for propulsion [1].

Techniques must be developed to increase the coupling of the annihilation energy to an expellant fluid while maintaining high Isp in order for antimatter propulsion to be effective. These techniques might include the application of strong magnetic fields for charged particle confinement or the use of heavy elements for increased annihilation energy coupling. Heavy elements, such as tungsten or uranium, can be used either as solid core targets which absorb the annihilation energy and heat and expellant fluid or as the target/expellant material itself. In addition, the possibility of inducing secondary reactions (e.g., fusion, fission) to enhance energy production must be investigated.

This paper identifies the key research issues for an antimatter spacecraft propulsion system and describes an apparatus for antimatter propulsion research which makes use of quantities of antimatter consistent with current anti-proton production levels.

Anti-Proton Facilities

The Low-Energy Anti-proton Ring (LEAR) at CERN currently produces $10^{12}$ anti-protons per day [3]. Individual experiments receive $5 \times 10^5$ anti-protons per second with beam momentum continuously scannable from 100 MeV/c to 2 GeV/c and beam lifetime of up to 3 hours [3]. In addition, plans exist for a proposed U.S. low energy anti-proton facility at either Fermilab or Brookhaven National Laboratory (BNL) [4]. This facility is envisioned to produce $10^{14}$ to $10^{15}$ anti-protons per year with momenta less than 200 MeV/c. These facilities (either current or planned) could provide antimatter production levels sufficient to address some of the research issues associated with antimatter propulsion technology.
Research Issues

The primary research issue associated with the feasibility of an antimatter propulsion system is the effective use of the annihilation energy. The physics which determines the effective energy coupling is primarily dependent on the cross sections and their respective branching ratios for annihilation, the spectra of the products from annihilation, and the energy deposition of these products in various materials.

Many experiments at LEAR have made initial determinations of the cross sections and branching ratios for anti-proton annihilation with protons and neutrons at various incident beam energies [5]. However, the cross sections and branching ratios for reactions of interest to propulsion have not been investigated and need to be determined. These reactions include the annihilation at rest of anti-protons with protons and various nuclei which compose the target/expellant.

The coupling of the annihilation energy to the working fluid is directly related to the energy deposition of the annihilation products. Development of effective energy coupling techniques requires the understanding of the energy deposition profiles for each of the annihilation products. The rate of energy deposition in a material of incident particles is proportional to the density of the material. Therefore, the energy deposition can be increased through the use of heavy elements in the working fluid or by increasing the distance spent in the working fluid by magnetic confinement.

Additional energy production might be produced by induced secondary reactions. Some possible concepts for these secondary reactions include fission, thermally induced fusion and muon catalyzed fusion [1]. If heavy elements are used to compose the expellant fluid, induced fission with a net energy release might be realized. In addition, the heavy fission products will couple energy more effectively to bulk of the working fluid [2].

Thermally induced fusion reactions involving D-T fuel require plasma temperatures of 10 KeV. For the small antimatter quantities envisioned for this experiment, it might be possible to observe a limited number of induced fusion reactions in the locality of the annihilation site in the target where temperatures might become sufficient. If fissile material is added to the plasma, a staged reaction of antimatter initiated fission followed by fission initiated fusion might proceed.

Each anti-proton annihilation produces approximately three muons from pion decay. If sufficient containment enables the muons to thermalize in the plasma, it is possible that muon catalyzed fusion might proceed. Current research indicated that this process requires temperatures of less than 1000 K [1]. Therefore, muon-catalyzed fusion could contribute only in low-temperature antimatter thruster applications unless a high temperature resonance is found.
ANTIMATTER PROPULSION EXPERIMENTAL APPARATUS

To understand and eventually influence the coupling of annihilation energy to directed thrust, it is necessary to investigate each of the physical factors involved. An apparatus for this purpose is described below and diagrammed in Figure 1. The apparatus consists of a beam degraded to lower the beam energy, a flexible target system to test various samples, a set of "magnetic confinement" magnets, a mass spectrometer for the identification of reaction fragments and two systems of particle detectors for particle tracking and identification.

Since current facilities (i.e., LEAR) produce anti-proton beams with momentum above 100 MeV/c, it is necessary to decelerate the anti-proton beam down to a momentum of a few keV/c in order to investigate annihilations near rest where propulsion systems will operate. This can be accomplished by the insertion of a beam degrader into the anti-proton beam upstream of the apparatus (as shown in Figure 1). The use of degrader will result in a substantial loss in beam flux. First results by experiments at LEAR indicate that a small fraction ($10^{-5}$) of the anti-protons survive the degrader with energy less than 3 keV/c [3]. However, this would still provide "cool" anti-proton flux levels sufficient for experimentation. Rates of 50 anti-protons per second can be reasonably expected. Other beam deceleration techniques employing radio-frequency quadrupoles (RFQ) are being developed at both CERN and Los Alamos which would preserve a significantly larger fraction of the incident anti-proton beam [6]. Such techniques might be realized for application to this experiment.

To investigate magnetic confinement techniques, a pair of superconducting solenoid magnets is positioned around the interaction region (target system). This magnet assembly is designed to produce a magnetic field of approximately 20 Teslas. Each magnet is intended to operate separately such that either a divergent magnetic "nozzle" configuration can be produced with one solenoid operating or a magnetic "bottle" configuration can be produced with both solenoids operating (see Figure 2). The magnetic "bottle" is intended to provide confinement of the energetic charged annihilation products (pions) and the expellant plasma until the annihilation products become thermalized (i.e., give up their energy to the plasma). Confinement times will depend on plasma density, magnetic field strength and annihilation product energies. The magnetic "nozzle" configuration will be tested for confinement characteristics which might adequately contain the charged annihilation products and permit their thermalization during the plasma thrust expansion.

A pair of concentric semiconductor vertex detector arrays is positioned within the inner solenoid magnets and encloses the target region. These detectors can monitor individual charged particles which emerge from the interaction region. These devices will provide the first level of tracking and identification of charged annihilation products. In addition, they will assess the effectiveness of the containment procedures by observing exiting charged particles during confinement studies with the inner solenoid magnets.
The next level of particle tracking and identification is a concentric array of particle detectors (with high degrading power) which encloses the target region. This array also includes an external solenoid magnet for particle momentum and charge sign determination. Fine energy resolution and tracking resolution are required for particle identification and trajectory determination. Many configurations on the design and arrangement of such a detector array have already been considered in numerous high energy physics experiments [7]. Experimental design details may be found in Reference 7. An existing configuration could be exploited for this experiment.

Critical to the determination of induced fission or fusion is the identification of heavy nuclei produced by the annihilation reaction or any secondary reactions. A mass spectrometer is configured near the interaction region for this task. This will permit the identification of heavy nuclei from secondary reactions and the extent of their production. In addition, it will identify the fragmentation of target nuclei from the annihilation reaction.

The target system will consist of several interchangeable devices which will permit the study of various target materials. A gas injector system will be used to investigate antimatter annihilations in hydrogen (i.e., with free protons). This injector will produce a proton density within the interaction region sufficient for complete anti-proton annihilation. It will be used primarily for cross section and annihilation spectra determinations. A device for positioning solid cores in the interaction region will be used to investigate solid core thrusters of tungsten and graphite. The size of the interaction region will be able to permit the positioning of solid cores up to 30 cm in diameter and 30 cm in length. Magnetic confinement studies utilizing the inner solenoid magnets will require a pellet/droplet injection system. The system will introduce into the interaction region sufficiently dense targets of hydrogen, deuterium-tritium, or heavy elements to serve as "inertial" targets for the antimatter beam. Precise metering and positioning of the pellets or droplets is critical.

SUMMARY

This antimatter propulsion apparatus represents a possible experimental opportunity which can be performed at existing or planned anti-proton facilities to investigate several critical issues relating to an effective antimatter propulsion system. Because its design and operation is similar to current experiments (e.g., LEAR experiments), existing high-energy particle detectors could be modified to this configuration, thereby reducing costs and short-cutting development and construction time. Antimatter propulsion experiments could conceivably be performed within the next five years.
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Energy Transfer in Antiproton Annihilation Rockets

B. N. Cassenti
United Technologies Research Center
East Hartford, Connecticut 06108

ABSTRACT

A review of previously published work on energy transfer in antiproton annihilation rockets is presented. The work includes energy spectra for the annihilation products, annihilation energy deposition in propellents, confinement of annihilation products by magnetic fields, efficiency of energy transfer to propellents, and optimization of propulsion systems based on mass annihilation. The calculations indicate that typically about one-third of the annihilation energy can be absorbed by a propellent.

INTRODUCTION

The first investigation of antimatter propulsion systems were carried out by Sanger with an emphasis on the photon rocket. The photons would be created by combining equal numbers of electrons and positrons, but it was difficult to devise methods for directing the resulting gamma rays into a collimated beam. Storing the positrons also presented a difficult problem without a known realistic solution. A JPL report was the first technical investigation on proton-antiproton annihilation. At this time Morgan investigated atom-antiatom annihilation for propulsion and suggested further analyses. In Ref. 4, Forward: (1) summarized methods for generating and storing antiprotons, and (2) suggested using the pions resulting from the annihilation directly to provide thrust or using the pions to heat a propellent. Morgan then discussed systems for storing, extracting, and transporting antimatter and presented details for a specific engine design. In Ref. 6, Cassenti predicted the energy spectra for the products resulting from proton-antiproton annihilations in a vacuum and in liquid hydrogen. Additionally, in Ref. 6 an extension to relativistic speeds of a solution, first developed by Depprey, was presented for minimizing the amount of
antimatter required. In 1985, Forward,7 completed an Air Force study on the feasibility of developing propulsion systems using milligrams of antimatter. In Ref. 8, Cassenti showed it may be possible to reduce the amount of antimatter required for specific missions by up to 35 percent by varying the propellant and antimatter flow rates. Cassenti9 also demonstrated that a rocket using a standard DeLaval nozzle could be used if the annihilation products are trapped in a combustion chamber by magnetic fields. In Ref. 10 a comparative cost study of antiproton and chemical propulsion systems showed that antiproton propulsion would always be more effective in missions requiring large changes in speed.

In 1985 Vulpetti11 also presented a summary of all aspects of antiproton propulsion. In 1986, Morgan12 examined the effect of atomic rearrangement on antiproton-hydrogen annihilation at extremely low energies. Vulpetti13-15 has since examined a thermal transfer engine, for missions to the nearer planets. The engine consists of high density, high atomic number cylindrical shells which absorb the energy of the annihilation products and transfer them to a propellant. Howe and Metzger16 have examined in detail in a NERVA type engine for use in Mars missions. In Ref. 17, there is some discussion that fusion (or fission) systems may be more cost effective than antiproton annihilation even for high speed missions. In Ref. 17 some of the disadvantages for annihilation engines were associated with radiation shielding, but more recent analyses18 have indicated that the radiation shielding may not be as difficult as first thought. In any case detailed comparisons of fission, fusion, and annihilation engines should be performed and designs developed so that optimum configurations can be developed.

This paper will concentrate on the transfer of the annihilation energy directly to a propellant and will not compare specific engine designs. The work in Refs. 6, 8 and 9 will be summarized in some detail.
Proton-Antiproton Annihilation\textsuperscript{6,9}

The proton-antiproton annihilation reaction\textsuperscript{6} proceeds through several steps. The initial reaction products consist of two or more mesons. Most of these mesons are pions, but some kaons are also produced. The reaction usually proceeds by

\[ p + \bar{p} \rightarrow m\pi^0 + n\pi^+ + n\pi^- \]  (1)

where \( m \) and \( n \) are approximately 1.60. The charged pions (\( \pi^\pm \)) are not stable and decay into muons (\( \mu \)) and neutrinos (\( \nu \)) or anti-neutrinos (\( \bar{\nu} \)), while the neutral pions (\( \pi^0 \)) decay into gamma rays (\( \gamma \))

\[ \pi^0 \rightarrow \gamma + \gamma \]  (2)

\[ \pi^+ \rightarrow \mu^+ + \nu_\mu \]  (3)

\[ \pi^- \rightarrow \mu^- + \bar{\nu}_\mu \]  (4)

The muons decay according to

\[ \mu^- \rightarrow e^- + \nu_\mu + \bar{\nu}_e \]  (5)

\[ \mu^+ \rightarrow e^+ + \bar{\nu}_\mu + \nu_e \]  (6)

The charged pions, the muons, and the electrons readily interact (e.g., by ionizing atoms) with matter. The neutral pions react only with nuclei. Their extremely short life means that the interaction must occur at the annihilation site. Since neutrinos have a negligible interaction with matter and the gamma rays are too energetic to readily interact with matter their energy is lost. The charged particles can be directed or trapped by magnetic fields. There are two possible methods for extracting thrust from the annihilation. The charged pions, muons, and electrons can be formed into a collimated exhaust or the charged particles can be used to heat propellent. Only the second of these will be considered here.

Annihilation Dynamics\textsuperscript{6}

The initial products of the reaction will be mostly neutral and charged pions. The average energy of the pions is about 390 MeV taking 1.6 of each of
the three types of pions per reaction gives a total of 1870 MeV which is the total energy of the initial proton and antiproton. A fair fit to the distribution, see Fig. 1, occurs for

$$\frac{dN}{N_0 dE} = \left( \frac{2}{E-E_0} \right) \left[ \frac{2(E-E_0)}{E-E_0} \right] e^{-\frac{2(E-E_0)}{E-E_0}}$$

(7)

where $N_0$ is the total number of pions,

dN is the number of pions between energies $E$, and $E+dE$,

$E_0$ is the rest mass of the pion (139.6 MeV), and,

$E$ is the average pion energy (390 MeV)

The quantity $E-E_0$ is the kinetic energy.

The neutral pions will decay according to Eq. (2) while the charged pions will decay by Eqs. (3) and (4). Consider the decay of a neutral pion the energy of the resulting gamma rays can be determined from the conservation of momentum (and energy) as

$$E_1 = \frac{1}{2} E_\pi \left[ 1 + \cos \phi \sqrt{1 - \left( \frac{E_{0\pi}}{E_\pi} \right)^2} \right]$$

(8)

$$E_2 = \frac{1}{2} E_\pi \left[ 1 - \cos \phi \sqrt{1 - \left( \frac{E_{0\pi}}{E_\pi} \right)^2} \right]$$

(9)

where $E_\pi$ is the energy of the neutral pion

$E_{0\pi}$ is the rest mass of the neutral pion (135 MeV),

$E_1$ and $E_2$ are the energies of the photons, and,

$\phi$ is the angle in the center of mass frame of reference between the direction of the pion's motion and the direction of the gamma ray emitted with energy $E_1$. 580
The energy of the pion is random and governed by Eq. (7) and the angle $\phi$ is taken so that all directions are equally likely. The probability density is then

$$\frac{dN}{N_0 d\phi} = \frac{1}{2} \sin \phi,$$

which represents the number of photons with energy $E_\gamma$ between angle $\phi$ and $\phi + d\phi$.

The results indicate that the gamma ray energy distribution can be represented using Eq. (7) and an average energy of approximately 200 MeV. Although all directions need not be equally likely for all types of unstable particles, this assumption will be used to simplify all subsequent analyses.

A Monte Carlo simulation using Eqs. (8) through (10) was performed on 1000 neutral pions producing the energy distribution shown in Fig. 2. In a similar manner the energies of the muons and neutrinos resulting from the decay of the charged pions, Eqs. (3) and (4) can be determined from

$$E_\mu = \frac{E_\pi}{2} \left\{ 1 + \left( \frac{E_{\mu\nu}}{E_\mu} \right)^2 \left[ 1 - \left( \frac{E_{\mu\nu}}{E_\mu} \right)^2 \right] \sqrt{1 - \left( \frac{E_{\mu\nu}}{E_\mu} \right)^2} \cos \phi \right\},$$

$$E_\nu = \frac{E_\pi}{2} \left[ 1 - \left( \frac{E_{\mu\nu}}{E_\mu} \right)^2 \right] \left[ 1 - \sqrt{1 - \left( \frac{E_{\mu\nu}}{E_\mu} \right)^2} \cos \phi \right],$$

where $E_\mu$ is the energy of the muon,

$E_\nu$ is the energy of the neutrino,

$E_{\mu\nu}$ is the muon rest energy (105.7 MeV), and

$E_{\mu\nu}$ is the pion rest energy (139.6 MeV).
Figures 3 and 4 present the resulting muon and neutrino energies from the decay of the charged pions. Note that about 22 percent of the energy is lost to neutrinos.

The decay of the muons is considerably more complicated since its dominant decay mode is into three particles from Eqs. (5) and (6). For this case the conservation of momentum (and energy) is not sufficient to determine the energies of the resulting particles. The energies of the electrons, or positrons, can be approximated with a probability density given by

\[
\frac{dN}{N_0 dz} = 3z^2 (2-z) \tag{13}
\]

where \(z = P_e / P_{\text{max}}\) is the normalized electron momentum, \(P_e\) is the electron momentum, \(P_{\text{max}} = 523.85\ \text{MeV/c}.\)

In Eq. (13) all electron emission directions are assumed to be equally likely and the rest mass of the electron has been neglected with respect to the rest mass of the muon. Once the electron's energy, by a Monte Carlo analysis, is found in the coordinate system moving with the muon, the energy can be transformed to the laboratory reference frame. The energy of the two neutrons emitted is now the difference between the muon and the electron energies. The energy of the electron is given by

\[
E_e = \frac{E_\mu}{E_{\text{ou}}} \left[ cP_{\text{max}} z + \sqrt{1 - \left(E_{\text{ou}}/E_{\text{ou}}\right)^2} \sqrt{(cP_{\text{max}} z)^2 - E_{\text{oe}}^2 \cos \phi} \right] \tag{14}
\]

where \(z\) is chosen by Eq. (13), and

\(E_{\text{oe}}\) is the electron rest mass, which can be taken to be zero.

Figures 5 and 6 present the energy distributions for the electrons, or positrons, and for the total of the two neutrons. The energy appears to be about equally divided between the three particles, with about 70 percent of the energy lost to the neutrons.
Figures 1 through 6 imply that the efficiency in directing magnetically the annihilation products changes with the products directed. If 100 percent of the charged pions are ejected in a collimated beam the efficiency would be 67 percent. If, instead, 100 percent of the muons are ejected in a collimated beam, but the pions are not, the efficiency would be 52 percent. If only the electrons and positrons are directed the efficiency would be about 18 percent. Some positrons and electrons may be annihilated before they can be directed but nearly all of the positrons can be annihilated by injecting sufficient quantities of slowly moving matter. Then the efficiency would drop to about nine percent.

Instead of combining equal amounts of matter and antimatter, a small mass of antiprotons could be injected into a large mass of liquid hydrogen (LH₂). The resulting charged pions would then collide with the hydrogen atoms and transfer some of their energy to the hydrogen atoms. After the pions decay the muons would do the same and also the electrons or positrons. Figure 7 presents the energy lost per unit distance for pions and muons in LH₂. The same Monte Carlo simulation, as previously performed, can now be modified to include the energy lost to the liquid hydrogen. The life of the particle can be chosen according to

\[
\frac{dN}{N_0dT} = \frac{1}{T} e^{-T/\bar{T}}
\]

where \(dN/N_0\) is the fraction of particles decaying between \(T\) and \(T+dT\)

\[ T \] is the time in the reference frame of the particle, and

\[ \bar{T} \] is the average life of the particle.

The energy lost per unit time in the particles reference frame is given by

\[
\frac{dE}{dT} = c \sqrt{\left(\frac{E}{E_0}\right)^2 - 1} \frac{dE}{dx}
\]

where \(dE/dx\) can be taken from Fig. 7.
The results of this simulation are presented in Figs. 8 through 12. Note that over half the pions stop and nearly all the muons should stop before decaying. The efficiency for heating the liquid hydrogen is now about 45 percent but no charged particles are being directed and a more conventional rocket results. If the positrons are not used the efficiency falls to 42 percent. An efficiency of 40 percent implies a specific impulse possibly as high as 2 million seconds.

The analysis can be extended to any density of hydrogen atoms by noting that probability for a collision is proportional to the atomic density and then performing the Monte Carlo simulations at different densities. In Fig. 13 the efficiency for conversion in an infinite combustion chamber can be accurately approximated by

\[
\eta = \ln \left[ \frac{1.592(n/n_0) + 0.007414}{n/n_0 + 0.006776} \right]
\]

as shown in Fig. 13.

These results apply only to a hydrogen propellant; for propellents with heavier nuclei, more neutral pions can be absorbed in the nucleus, producing an increase in efficiency. Assuming that: 1) an infinite atomic weight nucleus would trap all of the neutral pions, 2) the gain in efficiency exponentially approaches the infinite atomic weight nucleus, and 3) annihilations with carbon nuclei are about 7 percent more efficient in producing charged particles can be attributed to the absorption of neutral pions, then the gain \( g \) for heavier nuclei is approximately

\[
g = 1.5 - 0.5e^{-0.013(\bar{z}-1)}
\]

where \( \bar{z} \) is the average atomic weight of the propellant per atom.

Liquid Propellant Engine$^9$

Several factors must be considered in the design of an engine powered by proton-antiproton annihilation. The most important of these is the confinement of the exhaust products. Confining the annihilation products...
(i.e., the charged pions, muons, and electrons) allows them to heat a propellant, such as hydrogen, significantly reducing the amount of antimatter required in a finite combustion chamber. These charged particles can be confined by surrounding the combustion chamber with current-carrying coils. The resulting magnetic field will cause the charged particles to move along a helical path. The particles can be reflected at the ends of the combustion chamber by greatly increasing the magnetic field intensity at the ends.

The analysis in Ref. 9 indicated that for the engine of Fig. 14 and Table 1 the fraction of pions trapped, $f_T$, can be approximated by

$$f_T = \sqrt{1 - \frac{B_{\text{min}}}{B_{\text{max}}}} - \beta e^{-\beta} \ln \left[ \frac{B_{\text{max}}}{B_{\text{min}}} + \sqrt{\frac{B_{\text{max}}}{B_{\text{min}}} - 1} \right]$$  \hspace{1cm} (19)

where

$$\beta = \frac{q_c B_{\text{min}} R_c}{E - E_0} >> 1$$  \hspace{1cm} (20)

where $q$ is the electron charge,

$c$ is speed of light,

$R_c$ is the chamber radius,

$E$ is the average pion energy,

$E_0$ is the pion rest mass energy,

$B_{\text{min}}$ is the central magnetic field, and

$B_{\text{max}}$ is the end magnetic field.

Assuming that the fractional energy retained is equal to the fraction of particles trapped and assuming that the same fraction of muons and electrons is lost, the efficiency of the magnetic confinement is

$$n_m = f_T^3$$  \hspace{1cm} (21)

where the cube is present because there are three possible particle losses (pions, muons, and electrons).
The total efficiency \( \eta \) will be taken as the product of the factors in Eqs. (17), (18), and (21), or
\[
\eta = \eta_m \eta_a \eta_g \tag{22}
\]
The amount of matter to be annihilated, half of which is antimatter, can be calculated from (see Table 1)
\[
\dot{m}_a = \frac{C_p(T_c - T_{ini})}{\eta c^2} \dot{m}_p \tag{23}
\]
where \( c \) is the speed of light and \( \eta \) the fraction of the annihilation energy transferred to the propellent. Generally, \( \eta \) will depend on the magnetic field strengths, the chamber density, and the atomic weight of the individual atoms. The quantity \( \eta \) for the baseline mission is about 0.35, from Eq. (22) and Table 1.

The annihilated mass flow rate, from Eq. (24), is given by
\[
\dot{m}_a = \frac{C_p(T_c - T_{ini})}{\eta c^2} \dot{m}_p \tag{24}
\]
the energy added to the propellent is given by
\[
\Delta E = \dot{m}_a c^2 \tag{25}
\]

The standard rocket nozzle equations can be used to determine the engine design parameters. The baseline mission (Fig. 14 and Table 1) is mission from low earth orbit to geostationary orbit and back to low earth orbit. The minimum speed change for such a mission is 5.5 km/s. For a payload of 10 metric tons, and an efficiency \( \eta \) of 0.35, the amount of mass to be annihilated is approximately 8 mg, of which 4 mg is antihydrogen nuclei. The rocket would use a 50 kG field in the central region of the combustion chamber and a 50 kG at the ends. A field of 500 kG is not within current practice. The current necessary to maintain at least a 50 kG intensity is approximately 90 kA for a chamber length of 2 m and 400 turns. If the superconductor Nb3Sn is used for the 50 kG coil a 50 kA/cm² current density could be supported. Assuming a
specific gravity of 8.5, the coil weight is approximately 3.75 metric tons. Using high-strength aluminum (75 ksi) for the combustion chamber and assuming spherical ends, the combustion chamber mass is approximately 1.7 metric tons. Assuming the nozzle is 0.3 tons the total mass for the coils, nozzle, and combustion chamber is 5.75 tons. Assuming another 2.5 tons for support equipment (refrigeration, pumps, guidance and control systems, aeroassist system, and radiation shielding) leaves at least 1.5 tons for the payload out of the 10 ton final mass.

**Parametric Study**

Variations in several of the parameters with respect to the baseline design in Fig. 14 and Table 1 were examined to determine the amount of annihilated mass required and the combustion chamber temperatures that would result.

In Figs. 15 and 16, 10 propellents were considered and the results are shown. The amount of annihilated mass increased with molecular weight, approximately doubling at a molecular weight of 40 when compared to hydrogen. However, the combustion temperature increased exponentially with the molecular weight, making hydrogen the most desirable propellent, in spite of the fact that there is only one proton in the nucleus. Note that at the higher temperatures, a significant amount of ionization (and dissociation) may occur, invalidating the perfect gas law used in standard rocket engine analyses.

In Figs. 17 and 18 various mass ratios are presented and show a shallow minimum in the annihilated mass at a mass ratio (initial mass to final mass) of about 5. Note that even a mass ratio of 2 does not double the amount of mass that must be annihilated. On the other hand, at a mass ratio of 2 the combustion chamber temperature is rising rapidly, greatly increasing the technical problems related to cooling and structural reliability.

A significant technical challenge will be associated with the high magnetic field strengths. This may be alleviated with the application of advanced superconductors. Figures 19 and 20 present the annihilated mass
required for variations in the magnetic field configurations. A decrease to a 25 kG central field will double the amount of mass to be annihilated and the amount of annihilated mass at this point is rising steeply with decreasing strengths. The approximations made in developing the fraction of energy retained become inaccurate below a strength of about 50 kG (for a 2 m diameter chamber). From Fig. 20, the end field strength can probably be halved without a significant increase in annihilated mass.

Figures 21 and 22 show that there are no significant changes in the annihilated mass with changes in the chamber pressure and area ratio.

Only the baseline mission 5.5 km/s change in velocity has been considered to this point, but higher velocity missions were also examined and the results are presented for various final velocities (i.e., total velocity change) in Figs. 23 and 24. Note that as in the previous figures only a single parameter, including propellent, is varied from the baseline mission in Table 1. In Fig. 23 there is a significant increase in the annihilated mass at about 400 km/s. This corresponds to the decrease in efficiency at relative atomic hydrogen densities of $10^{-2}$ in Fig. 13. From Fig. 24 at 400 km/s the hydrogen is beginning to dissociate and therefore the ideal gas laws used in standard rocket analyses are becoming inaccurate.

Annihilated Mass Minimization

From Fig. 17 it can be seen that there is a broad minimum in the amount of mass that needs to be annihilated (with respect to propellent used) to perform a mission. Minimizing the amount of annihilated mass (half of which is antimatter) will alleviate the problems associated with antimatter production and storing. For this purpose consider a combustion chamber which has injected into it matter to be annihilated, $m_a$, and propellent to be heated, $m_p$. Exhausted from the rocket will be heated (i.e., ionized) propellent and/or a collimated beam of photons of energy, $E$. If the propellent is exhausted with a velocity $V_c$ relative to the rocket, where $c$ is the speed of light, and if $n$ represents the fraction of the annihilation energy which is used to heat the propellent, then energy balancing gives
\[ \dot{m}_a c^2 + \eta \dot{m}_a c^2 = E_\lambda + \frac{\dot{m}_p c^2}{\sqrt{1-\beta_e^2}} \]  

(25)

where

\[ (\ast) = \frac{d(\cdot)}{d\tau}, \text{ and} \]

\( \tau \) is the time in the reference frame of the rocket. The momentum flux out the exhaust is

\[ \dot{p} = ma = \frac{\dot{m}_p \beta_e c}{\sqrt{1-\beta_e^2}} + \frac{E_\lambda}{c} \]  

(26)

These equations yield

\[ \frac{dm_a}{d\theta} = -\frac{m}{n} \left[ \frac{\cosh \theta_e - 1}{(1-\zeta) \sinh \theta_e + \zeta (\cosh \theta_e - 1)} \right] = -C_1(\theta_e) m \]  

(27)

\[ \frac{dm}{d\theta} = -\frac{m}{n} \left[ \frac{\cosh \theta_e - 1 + \eta (1-\zeta)}{(1-\zeta) \sinh \theta_e + \zeta (\cosh \theta_e - 1)} \right] = -C_2(\theta_e) m \]  

(28)

where \( m = m_a + m_p + m_f \) is the current mass of the rocket

\[ E_\lambda = \zeta m_a c^2 \]  

defines the parameter \( \zeta \)

\( \beta = \tanh \theta, \beta_e = \tanh \theta_e \) are the rocket, and exhaust speeds (relative to the speed of light), and

\( a = c \dot{\theta} \)  

defines the rate of change of the velocity parameter, \( \theta \), in terms of the acceleration, \( a \).

\[ m_a = 0 \text{ at } \theta = \theta_f \]  

(29)

\[ m = m_f \text{ at } \theta = \theta_f \]  

(30)

where \( \theta_f \) is the final value of the velocity parameter.

For constant exhaust velocities, \( \beta_e c \), and small final velocities \( (\theta_f \ll 1) \), the minimum annihilated mass is \(^9\)
where $\beta_f = \theta_f$ the mass of propellant required is

$$\frac{m_{ai}}{m_f} = 0.7721 \frac{\beta_f^2}{\eta(1-\zeta)} \quad (31)$$

or

$$\frac{m_{ai}}{m_f} = 3.922 \quad (32)$$

as shown in Fig. 17.

For a variable exhaust velocity (i.e., variable propellant and annihilated mass flow rates) and small final velocities the equations can be solved via the Euler equation to yield

$$\frac{m_{ai}}{m_f} = \frac{\beta_f^2}{2\eta(1-\zeta)} \frac{MR}{MR-1} \quad (33)$$

where

$$MR = \frac{m_i}{m_f} = 1 + \frac{m_{di}}{m_f}$$

The minimum annihilated mass required is given by an infinite mass ratio or from Eq. (33)

$$\frac{m_{ai}}{m_f} = 0.5 \frac{\beta_f^2}{\eta(1-\zeta)} \quad (34)$$

which is 65 percent of the amount required for constant mass flow rates.

The case for relativistic final speeds can be found in Ref. 8.

Conclusion

Recent calculations have shown that it may be possible to devise propulsion systems based on antiproton annihilation that may achieve efficiencies of 35 percent or more.
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ABSTRACT

The muon-catalyzed fusion process has a very valuable role for antiproton science and technology. Several schemes of propulsion energy enhancement of the antiproton-fueled propulsion using the muon-catalyzed fusion are discussed. Production of high A mass antinuclei by the muon-catalyzed fusion using the clustered antihydrogen molecule and quark-gluon plasma formation by annihilation of the produced high A antimatter with regular nuclei are discussed.
INTRODUCTION

The possibility of using a muon-catalyzed fusion for energy production has been resurrected 30 years after the first discovery of muon-catalyzed fusion (1-3). The molecular formation of $dtu$ is via a resonance mechanism, and this rate is faster than the rate which was expected from the early theoretical calculation. After this resonance formation mechanism was discovered (4), experimental observations were carried out. More than 160 fusions per muon have been observed by Jones' group at Los Alamos (5,6) and Breunlich's group at SIN (7). This value of 160 is much higher than the previously theoretically estimated maximum value of 100, and an extensive theoretical calculation is being carried out to explain this high fusion rate. The muon-catalyzed fusion process provides a very valuable approach for antiproton science and technology. In this paper, the use of muon-catalyzed fusion for a spacecraft propulsion energy source and for the production of high $A$ antinuclei will be discussed.

The use of the muon-catalyzed fusion for spacecraft propulsion has been discussed by Subotowich (8). In his scheme, the muon would be produced by decay of mesons created by using a high-energy particle accelerator. The proton accelerator would have to be in the spacecraft, making the payload very high. If the spacecraft uses antiprotons as fuel, pions can be generated from the antiproton annihilation process, eliminating the heavy proton accelerator.

When antiprotons are annihilated in low-energy collisions with protons, pions and Kaons, etc., are produced with high-energy momentum (9). If these charged, high velocity particles interact with a magnetic field in a reactor engine, the short interaction makes the thrust very small. Furthermore, $\gamma$-rays produced from short-lived $\pi^0$ decay do not interact with the magnetic field, and their energy is lost unless the $\gamma$-rays are converted to a charged particle by some nuclear reaction. To get much higher thrust, it has been proposed to annihilate antiprotons with high $A$ nuclei (9,10).

The annihilation of an antiproton with a proton produces $\pi^-$ mesons. A portion of the $\pi^-$ mesons collide with nuclei, producing charged particles. The remaining $\pi^-$ mesons decay into $\nu^-$ and $\nu^\mu$. If the low-energy $\nu^-$ meson...
is used for muon-catalyzed fusion of $dt$, then $160 \times 17.6 \text{ MeV} = 2.8 \text{ GeV}$ energy can be obtained from this process. Of the 17 MeV reaction energy, 14 MeV is carried by a fast neutron. Conversion of this neutron energy to charged particle energy is desirable, and the neutron can be used to generate new tritium by absorption in Li. The $dt$ fusion also produces a 3.4 MeV $\alpha$ particle. We thus get an energy release of $160 \times 3.4 \text{ MeV} = 0.55 \text{ GeV}$ as charged particles, which is substantial. There is the possibility of increasing the number of fusions per muon above 160. However, this requires a high-density $dt$ mixture. When the mixture density is reduced, the reaction rate for a muon-catalyzed fusion cycle becomes small. In particular, the $dtu$ molecule formation rate becomes a bottleneck for muon-catalyzed fusion.

A high density mixture is not practical for spacecraft from a technical and economic point of view. The high-density mixture requires a small reaction zone and large inventory cost for tritium. In the following section, approaches for reducing the equivalent mixture density but not reducing the molecular formation rate are discussed.

The production of high $A$ antinuclei is important for antimatter technology: 1) with high $A$ antimatter condensation sites, anti-hydrogen molecules could then be readily generated with no need for wall catalysis, and 2) metallic antimatter such as anti Li (11) could be easily stored in the strong magnetic field created by a superconductor. Muon-catalyzed fusion process is very suitable for producing high $A$ antinuclei, because the process occurs at very low temperatures. This approach is discussed in the following section.

Heterogeneous Mixture (12) (Liquid Droplet, Ice Form)

As discussed above, the number of muon-catalyzed fusions per muon is proportional to the density of the $dt$ mixture. However, when the $dt$ mixture is in the form of liquid droplets or crushed ice, then muon-catalyzed fusions can take place inside a small volume since the mean free path for the various reaction processes is very small, as shown in Table I. Once the muon is stopped in the droplet, it stays until muon-catalyzed fusion occurs. When fusion occurs, the muon gets some energy from this fusion.
reaction. If this energy is high, the muon leaves the droplet and travels through droplets, until it is captured by another droplet and catalyzes d-t fusion inside. Since this travel time between droplets consumes some of its lifetime, the number density of the droplet can be determined from the study of the energy which the muon gets from d-t fusion.

In the case of the power plant (13), this liquid droplet scheme or crushed ice requires refrigeration after going through the turbine and the cost of the refrigeration is quite high and not economical. But in the case of spacecraft propulsion, the heated d-t mixture is exhausted from the engine.

**Laser Enhancement of d-tu Molecular Formation (14)**

The most important reaction step for shortening the d-tu fusion cycle is d-tu molecular formation. As shown in the Table 1, the reaction processes of the capture by deuterons or u transfer from d to t and ut slowing down, are much faster than the d-tu molecular formation process. The formation of d-tu molecules is a resonance process, and energy conservation requirements have to be satisfied. For low-density targets, energy conservation is satisfied by exciting from the ground D-D molecular state to the excited ((d-tu-d)-2e) molecular state, and the reaction rate is determined by this excitation process. For high density targets, energy conservation can be satisfied by giving the excess energy to surrounding molecules (third body). The D$_2$ molecule participating in d-tu molecular formation collides with the surrounding molecule, reducing the required energy of excitation of the ((d-tu-d)-2e) molecule and increasing the formation rate. In a thin gas target, the probability of collision between D$_2$ molecules is small, reducing the formation rate. But if we irradiate the d-t mixture, with a high intensity laser, energy can be transferred to this third body photons, satisfying energy conservation and increasing d-tu molecular formation rate.

Figure 1 shows the effect of the laser enhancement of d-tu molecular formation. This analysis indicates that to enhance 100 times faster than the nonlaser irradiating d-t mixture can be done with a laser intensity of 10$^{11}$ - 10$^{12}$ w/cm$^2$ and frequencies of v = 11.4 and 11.9 x 10$^{13}$ rad/sec.
Besides using a laser to enhance dtu molecular formation rate, a high-
intensity x-ray laser could be used to reactivate muons captured by the
alpha products from fusion (12,15). A coherent laser can ionize muons
captured in the α-μ ground state, even if the laser has lower energy than
the ionization energy, by coherent multiphoton excitation. Due to the small
muonic Bohr radius, high laser intensity is probably required to ionize the
muon.

The cross section of direct multiphoton ionization of muon from the νμ
ground state is expressed as:

\[ \sigma(\omega, \Omega) = \frac{8^2 \pi k^3 c}{\omega_0^2} \sum_{n=1}^{\infty} \frac{J_n^2 \left( eA/kc\omega_0 \right) (a/z)^3}{1 + (a/z)^2 (k-nk_\nu)^2} \]  

where \( \omega_0, k_\nu \) are the angular frequencies and wave vectors, \( a \) is the
muonic Bohr radius, \( k \) is the emitting muon wave vector, \( J_n \) is the nth
order Bessel function, \( A \) is the vector potential, and \( z \) is the atomic number
of the nucleus. In deriving Eq. (1) the laser field is treated as a classi-
cal field due to its high coherence. Figure 1 shows the cross section for
various vector potential \( A \) as functions of the laser frequency.

To derive Eq. (1) it was assumed that there is no excited states
between ground state and the continuous state. However, in fact there are
many excited states in this interval. By tuning frequency, we can use the
resonance process for the ionization. The ionization cross section becomes
very high at certain laser frequencies, which reduces substantially the
required laser intensity for muons ionization.

Use of the Clustered Hydrogen

When the hydrogen molecule is charged, hydrogen clusters become stable
with shallow potential depth. Many configurations of clustered hydrogen
exist. Such clusters are very important for creating antihydrogen molecules
from antihydrogen atoms by a combination process that does not involve a
wall (16). Hydrogen clusters could be suitable for dtu molecule formation.
As discussed before, the third body is very important for a fast formation
rate. Hydrogen atoms in the cluster play the role of the third body in the same way as surrounding molecules in a high-density target. This, even without having a high density target, fast formation rate might be achieved. The reaction rate formula used for the hydrogen molecule (17,18,19) can be extended to estimate the rate of the resonance formation of dtu molecules using hydrogen clusters, which are composed with $N$ nuclei, as follows:

$$\lambda = \sigma v N_0$$

$$v d\sigma = 2\pi h^{-1} |T_{fi}|^2 \delta(E_f-E_i)\gamma(\epsilon,\epsilon T) d\epsilon$$

The matrix element of the transition

$$|T_{fi}|^2 = \int \prod_{j=3}^{N+1} d\vec{r}_j d\vec{r}_u \bar{\psi}(\vec{r}_u, \vec{r}_1, \ldots \vec{r}_{N+1}) H_{\text{int}} \bar{\psi}(\vec{r}_u, \vec{r}_1, \ldots \vec{r}_{N+1})$$

$$H_{\text{int}} = \sum_{j=3}^{N+1} \frac{d\rho_j}{d\rho_j} \bar{u}_j(\rho_j)$$

where $\vec{r}_a$ is the center of mass coordinate of $\text{dtu}(\vec{r}_2, \vec{r}_1, \vec{r}_u)$ and $\bar{\psi}(\vec{r}_u, \vec{r}_1, \ldots \vec{r}_{N+1})$ is the initial wave function and $\bar{\psi}(\vec{r}_u, \vec{r}_1, \ldots \vec{r}_{N+1})$ is the final function.

**Shock Wave Application**

In order to increase the density of gas target, shock wave could be applied using the dtu fusion process itself, or by some other means like laser irradiation. In the shock wave, the following mass, momentum and energy conservation condition have to be satisfied (20,21).

$$\rho/\rho_0 = D/(D-u)$$

$$P - P_0 = \rho_0 Du$$

$$\left[ (E - E_0) + \frac{1}{2} u^2 \right] \rho_0 D = P_u$$
where \( \rho \) is density, \( P \) is pressure, \( u \) is particle velocity, \( D \) is shock velocity and \( E \) is specific internal energy, and the subscript \( o \) refers to the initial unshocked state.

If shock velocity is close to the particle velocity, then the mixture density \( \rho \) is substantially increased, and 3rd body collisions enhance the rate of \( \text{dtu} \) molecule formation. On the other hand, the limiting density ratio across the shock wave is a function of specific heat ratio \( (\gamma) \) as

\[
\frac{\rho}{\rho_0} = \frac{\gamma + 1}{\gamma - 1}
\]

The limiting density ratio for diatomic gas \( \gamma = 7/5 \) (assuming that the vibrational modes has not been excited) becomes 6. If on the other hand full vibrational excitation is assumed, then \( \gamma = 9/7 \) and the density ratio becomes 8. In order to create much high density ratios, many successive shock waves could be applied with good spatial and temporal tailoring of the shock waves, in the same way as inertial confinement fusion.

Another way to increase this limiting ratio is use of the clustered molecule discussed above. This cluster molecule has \( \gamma \) which is close to 1, making the limiting ratio very high. However, applying shock waves to the target increases gas temperature dissociating the clustered hydrogen. Detailed calculations that takes into account the shock wave propagation and the change of state, are required to apply this shock wave method to muon catalyzed fusion.

**Focused \( \mu^- \) Beam and Clustered \( \text{H}_2 \) Ice or Liquid Droplet**

If high intensity \( \mu^- \) focused beams can be realized, such beams could be focused into the \( \text{H}_2 \) ice or liquid droplets with dimensions on the order of 1 cm dia. This would then cause a large number of fusions in such droplets. If the temperature of droplet reached \( \sim 10000^\circ\text{C} \), the velocities of \( \text{D}_2 \) and \( \text{T}_2 \) molecules become \( 1.9 \times 10^5 \text{ cm/sec} \) and \( 1.56 \times 10^5 \text{ cm/sec} \), respectively. During the muon lifetime of \( 2.2 \times 10^{-6} \text{ sec} \), these molecules move at most only \( 0.3 \sim 0.4 \text{ cm} \), which is less than the droplet radius. Since this fusion process does not require high temperature fusion, the high density can be achieved by irradiating muons on the surface of the liquid droplet and ice.
similar to the initial fusion concept. It is interesting to calculate the hydrodynamic behavior of this droplet under the pulsed irradiation of muon flux.

**Anti-High A Nuclei Production by Muon Catalyzed Fusion**

R. Forward (22) suggests using muon-catalyzed fusion to make $d$ or $t$ nuclei from $P$ using the $\mu^+$ which is the anti particle of $\mu^-$. The $\mu^+$ catalyzed fusion appears attractive for making antinuclei. Production of antinuclei by accelerator methods does not appear practical. First, the amount of antiproton produced by using high current high energy accelerator is very small, so that the production of large amount of $H_2$ which could be needed for a large target size, is not practical. Second, antinuclei production using high energy $P$ collision will be very inefficient because the cross section of fusion is small. When $P$'s collide with high $A$ antinuclei, rather than two particles fusing together, the ejection of antiparticles, such as antineutrons, from the high $A$ antinuclei becomes predominant.

Another alternative is a high temperature fusion plasma. This has severe problems of confining high energy antiparticles without collision with a surrounding wall or boundary layer. In contrast the process of producing high $A$ antinuclei production by $\mu^+$ has much less severe problems. Muon catalyzed fusion can take place in a low temperature environment. Reaction rate can be enhanced by using the clustered antihydrogen, laser enhancement, and liquid droplet techniques discussed above. However, in fusion processes which produce antineutrons, such as $(dt\mu^+)$ fusion, escape of the antineutrons and subsequent reactions become a problem for high rates of antinuclei production, and we should seek to suppress these fusion reactions in mass production.

The benefit of high $A$ antiatoms such as $\bar{\text{Li}}$ (11), is due to the fact that this metallic material can be stored in a magnetic field "bottle" created by superconductors. To make high $Z$ antiparticles, many $\mu^+$ should be attached to the high $\bar{Z}$ antinuclei for neutralization. Thus a focusing technique for $\mu^+$ beams will be required.
To get higher A antinuclei than Fe (anti-iron) nuclei, which is the most stable, binding of nuclei by using many $\mu^+$ is necessary. The reaction for producing higher A antinuclei than Fe from lower A antinuclei is endothermic and requires the kinetic energy between two antinuclei. The kinetic energy can be gained by binding with $\mu^+$ mesons. The spatial dimension of the muonic molecule is 207 times small than the electronic molecule, and the momentum 207 times higher, the high kinetic energy between the two bound nuclei may satisfy the endothermic energy requirement.

Another way of making high A antinuclei is to use antineutrons produced from fusion reactions, but the intensity of antineutron must be so small, that the large yield cannot be expected. If we can make very high A antinuclei such as $^{238}\text{U}$, they would be a useful tool for producing a quark-gluon plasma, which is presently planned to create from realistic heavy ion collisions. To efficiently annihilate these two nuclei and produce a quark-gluon plasma, some acceleration of the heavy nuclei might be required, but it would be very low in energy compared to the relativistic heavy ion collision process.

We have discussed here the production of high A antinuclei using $\mu^+$ and antiparticles. But the feasibility of these experiments can be tested using $\mu^-$ mesons and the ordinary nuclei, and we should carry out such tests.
CONCLUSION

A main objective of antimatter research is the potential use of antimatter for spacecraft propulsion. By using muons from the antiproton annihilation process to produce muon catalyzed fusion, propulsion energy can be increased. Several schemes, such as heterogenous mixture, crushed ice form, and clustered ion form mixture, appear to allow efficient use of muons even in a low density mixture.

High intensity laser irradiation at the proper frequency can enhance the muon molecular formation rate, and also strip muons that are stuck to the fusion product alphas. Application of shock waves in a propulsion reactor chamber potentially could increase reaction rate.

Another application of the muon catalyzed fusion process is the production of high A and Z antinuclei. These nuclei cannot be effectively produced by thermonuclear reactions because of the high temperature environment and low density mixture. Muon catalyzed fusion using positive muons appears desirable for producing such antinuclei under the conditions of a small quantity of the antinuclei material and a nonviolent environment. Because of the low density and low temperature conditions possible with this process, control of antimatter is much easier than with a production process based on thermonuclear reactions.

With a high intensity muon beam, creation of the high A and Z nuclei can be carried out in a similar fashion to $^6$Li fusion. The annihilation of high A, Z antinuclei with ordinary nuclei, using the moderate a energy accelerator should create a quark-gluon plasma without using requiring relativistic heavy ion-heavy ion collisions.

Muon catalyzed fusion process thus appears to be an important tool for expanding antimatter science and technology. Some of the necessary techniques can be developed through experiments using $\mu^-$ mesons and conventional nuclei; it is of worth to pursue this scientific and technical field.
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FIGURE LEGENDS

Fig. 1. (dtu) molecular formation rate as function of laser intensity.

Fig. 2. Ionization cross section due to coherent X-ray. $E_X$: X-ray energy; $E_0$: ionization energy; $A$: vector potential in units of volt.
Table 1
The mean free paths of du and tu (with room temperature kinetic energy) in the liquid hydrogen density d-t mixture

<table>
<thead>
<tr>
<th>Process</th>
<th>( \lambda ) mean free path (in units of cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((du)_S + t + (tu) + d)</td>
<td>(5 \times 10^{-4})</td>
</tr>
<tr>
<td>(du + D_2 + [(ddu)d2e]_v)</td>
<td>(7.1 \times 10^{-1})</td>
</tr>
<tr>
<td>(tu + D_2 + [(dtu)d2e]_v)</td>
<td>(1.4 \times 10^{-4})</td>
</tr>
<tr>
<td>(tu + DT + [(dtu)t2e]_v)</td>
<td></td>
</tr>
<tr>
<td>(tu + T_2 + [(t + u)t2e]_v)</td>
<td>(4.2 \times 10^{-1})</td>
</tr>
</tbody>
</table>
$\omega$ (in units of $10^{13}$ rad/sec)

- 7.6
- 11.4
- 15.2
- 19.0
- 22.8

$$(df/du)$$ MOLECULAR FORMATION RATE, in units of 1/sec

LASER INTENSITY, in units of W/cm$^2$
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ABSTRACT

Antiproton production rates which take into account multiple collision are calculated using a simple model. Methods to reduce capture of the produced antiprotons by the target are discussed, including geometry of target and the use of a high intensity laser. Antiproton production increases substantially above 150 GeV proton incident energy. The yield increases almost linearly with incident energy, alleviating space charge problems in the high current accelerator that produces large amounts of antiprotons.
INTRODUCTION

The production of antiprotons which have been used for high energy physics and low energy antiproton annihilation studies has generally been carried out with a thin target of heavy metal. The thin target is used because it allows present collecting devices to capture only a small momentum bite of antiprotons, which are produced with wide momentum spread (1-6). In order to increase capture of antiprotons, lithium lens and horn type devices have been studied (1,2).

To produce and to collect the large amount of antiproton needed for performing antigravity experiments (7) or for spacecraft propulsion (8,9,10), several schemes for collecting antiprotons with large angular and momentum spread have been proposed. One such approach is a large solenoidal coil with high magnetic field (11). If antiprotons with large angular and momentum spread can be collected by these devices, then a thick target instead of a thin target can be used. In thick targets, secondary particles created by proton-nucleus collisions, such as pions or leading protons, can produce additional antiprotons in successive collisions.

In this paper, antiproton production due to multiple collisions is studied. The study indicates: (1) that above 150 GeV incident proton energy, substantial numbers of antiprotons are produced by successive collisions, and (2) antiproton yield increases almost linearly with incident proton energy.

Cross Sections for antiproton, \( \pi^\pm \) meson and leading proton production.

In high energy P-P collisions, the sum of elastic and diffractive cross sections is about 20% of the total cross section. Protons which have been elastically or diffractively scattered have nearly as much energy as the incident proton. Such protons can produce antiprotons in successive collisions with the target. Protons produced as leading protons also have significant energy and can produce antiprotons in successive collisions.

The cross section of P(P,P)P is shown in Figure 1a as a function of \( X = P_L/P_{L\text{max}} \) (12). The longitudinal momentum spectrum for leading protons calculated from the cross section in the laboratory system is shown in Figure 2. As shown in the figure, the leading proton has a large longitudinal momentum.
The longitudinal momentum spectra of mesons produced from P-P collision (cross section of P(P,π)X) as a function of X is shown in Figure 1b and in the laboratory coordinate system in Figure 3. The mesons produced at X close to 1 are very small momentum. Antiproton production cross sections from the P-P and π±-P collisions calculated from the Hojvat and Van-Ginnken's (1) empirical formula are shown in Figure 4. In the energy region less than 150 GeV incident particle energy, π± mesons have larger antiproton production cross section than protons (see also ref. 13). This large antiproton production cross section of the pions contribute substantially to antiproton production. Roughly 1/3 of antiproton production is contributed each from proton, π+ and π- particles.

Antiproton yield by multiple collisions.

Using these cross sections discussed in the previous section and assuming that no contribution from processes of π±(P,P)π±, and no capture of the produced antiproton in the collision with the nuclei, the yield of the antiproton from primarily, secondary, etc. collisions are calculated. Figure 5 shows the antiproton yield as function of incident proton energy.

The antiproton yield from multiple collisions becomes substantial above 150 GeV incident proton energy. At 200 GeV incident energy, antiproton yield due to secondary collisions is comparable to that from primary collisions. At 700 GeV incident energy, production from secondary collisions is about twice that from primary collisions.

For thin targets, where antiproton production is mostly due to primary collisions, antiproton yield above 150 GeV incident proton energy increases slowly. Yield is not proportional to incident energy and the most effective incident proton energy for antiproton production is a broad band around 200 GeV.

Total antiproton production due to multiple collisions is almost proportional to incident proton energy above 150 GeV. The energy cost for antiproton production does not change above this energy. Thus from the energy economy point of view, increasing incident proton energy does not benefit energy cost. However, when large amounts of antiproton are required, such as
for spacecraft propulsion, increasing incident proton energy, reduces the beam
current needed for a desired antiproton production rate. Reducing beam
current alleviates problems associated with space charge in the high current
accelerated beam.

Taking into account antiproton production from elastically and diffrac-
tively scattered protons and leading mesons in ($\pi$,P) collisions (which are
neglected in this calculation), the yield of the antiproton becomes little
higher than the value calculated here. However, the assumption that the pro-
duced antiprotons are not captured by target nuclei overestimates antiproton
yield. The fraction of the produced antiprotons that are captured by target
nuclei depends strongly on target geometry and incident beam profile. This
issue is addressed in the section on targetry.

So far we have considered antiproton production in P-P collisions. It
is expected that higher yields can be obtained from proton-high A nucleus col-
lisions. The mechanism for antiproton production is taken as follows. When a
quark in one nucleon collides with a quark in the other nucleon, a color
string is stretched between these two quarks. Pions, baryons and antibaryons
are then produced from the hadronization of the stretched string. The quark
that collides with the other quark, which is called a wounded quark, does not
collide with other quarks before leaving the nucleus. In the case of proton-
proton collisions the usually only one quark-quark collision occurs and the
probability of making second quark-quark collisions occur is very small. In
the case of proton collisions with high A nuclei, the probability of second
and third quark-quark collisions is high. Since the proton has two up quarks
and one down quark, the number of stretched strings in a proton-high A nucleus
collision is limited to 3.

In these calculations, pion and leading proton production in collision
between a proton and a high A nucleus collision are calculated with the
nucleus factor for antiproton production used by Hojvat and Van-Ginneken (1).
Since the mechanism of leading proton production is different from antiproton
production, this assumption overestimates antiproton yield in a multiple col-
lision process. The calculated yield for a proton collision with a tungsten
nucleus is shown in Figure 6. The antiproton yield for proton-tungsten
collisions is approximately a factor of three greater than for proton-proton collisions. The author was informed (2) that the empirical formula for anti-proton production in proton-high A nuclei collisions overestimates the cross section at low $X = P_1/P_1^{max}$, compared to the experiment. As shown in the Figure 4, antiproton production for meson-proton collision is larger than for proton-proton collisions below 200 GeV. This is interpreted as follows.

Pions are composed of a quark and antiquark. To produce antiprotons which are composed of two anti-up quarks and one anti-down quark, the quark of the pion is replaced by one antidiquark. In the proton-proton collision, however, three antiquarks must be created from the quark sea surrounding the colliding proton. Pion based production is thus energetically more favorable than the proton based production at low incident energies.

If pion could be accelerated in a short distance (because of its short rest frame lifetime of $2.6 \times 10^{-8}$ sec) by laser acceleration, pions might be useful particles for producing antiprotons. In the multiple collision process, the favorable nature of pions for producing antiprotons is used effectively.

**Targetry**

We assumed in this calculation that the produced antiprotons are not captured by the target. The validity of this assumption depends on target geometry and beam profile. Evaluation of the absorption effect should be carried out using more detailed Monte Carlo calculations for various target geometries and beam profiles. One way to reduce absorption is to use a fine line solid target (i.e., small diameter) or a fine heavy metal jet target similar to that proposed for laser accelerators by Palmer (14,15). As shown in Figures 2, 3, and 7 the longitudinal momentum of the produced antiproton is very small compared to the that of the leading proton and produced pions. The transverse momenta of these particles is on the order of 0.6 GeV/C. Produced antiprotons thus have more sideward emission than the leading proton and produced pions. Thus when high energy protons are injected into a slender long line target or liquid jet, the leading protons and the produced pions tend to stay inside the target and contribute to antiproton production by second and third multiple collisions. The produced antipions escape from the target and their capture by target nuclei is reduced.
By running a large electric current through a metallic target in the opposite sense to that of a lithium lens system (which focuses antiprotons), the produced antiprotons will be defocused and kicked away from the target (without much disturbance of the leading protons and pions), further reducing antiproton capture.

In addition, the proton distribution in the beam can be more intense in the periphery ("hollow beam"), allowing antiprotons produced near the target surface to easily escape. Another possibility for reducing antiproton capture, controlling, and slowing down antiprotons is a high intensity laser. Acceleration of charged particle using high intensity lasers has been proposed. Instead of using microwaves with a large cavity structure, laser irradiation of a suitably shaped micro structure can create strong electric fields which accelerate charged particles. Present technology can make micro structures of materials such as Si using lasers or electron beams, which would correspond to an electric field accelerating electrons on the order of 1 GV/m. To create an electric field of 1 GV/cm, a laser intensity of $2.7 \times 10^{15}$ W/cm$^2$ is required. This is calculated from

\[ I = \frac{C}{4\pi} \left( \frac{e}{2a_0^2} \right)^2 = 1.8 \times 10^{15} \text{ W/cm}^2 \]  

where $a_0$ is the Bohr radius and the electric field of

\[ E = \left( \frac{e}{2a_0^2} \right) = 2.57 \times 10^9 \text{ volt/cm} \]

The laser intensity of $2.7 \times 10^{15}$ W/cm$^2$ can be created using present technology.

For antiproton production, the high intensity laser would irradiate the micro structured surface of the target at the same time as the proton injection. The resultant antiprotons emitted transversely from the target surface would then be controlled by the electric field created by the laser irradiation. Surface structure design and laser intensity depend on the control
scheme for the antiprotons and the injected proton profile. It appears worthwhile to further pursue the concept of using a laser to control produced antiprotons and mesons.

The increased yield of antiprotons achievable with a multiple collision target greatly reduces cost of the product. Table 1 illustrates the cost potential using such targets for a range of power costs and accelerator/target costs.

### Table 1

Production Cost/Rate for Anti-Protons Using Multiple Collision Targets

<table>
<thead>
<tr>
<th>Basis: 1mA beam current (Avg) @ 1000 GeV (1000 MW)</th>
<th>Anti-proton Cost (Million $/mg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50% efficient beam (electric to beam)</td>
<td>2c/KWH</td>
</tr>
<tr>
<td>0.35 Tev beam energy per anti-proton produced</td>
<td>10c/KWH</td>
</tr>
<tr>
<td>15% fixed changes per year</td>
<td></td>
</tr>
<tr>
<td>80% duty factor</td>
<td></td>
</tr>
<tr>
<td>100% collection of anti-protons</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Accelerator/Target Capital Cost</th>
<th>2c/KWH</th>
<th>10c/KWH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $/watt</td>
<td>0.6</td>
<td>2.2</td>
</tr>
<tr>
<td>10 $/watt</td>
<td>2.4</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Production Rate = 700 mg/year (80% duty factor)

Anti-matter cost ranges from a low of 0.6 Million $/milligram to a high of 4.4 M$/mg, depending on input costs. Even the highest cost is probably acceptable.

Power costs range from 2c/KWH to 10c/KWH, depending on location (e.g., low cost hydro versus a fossil or nuclear plant). Previous cost estimates for the accelerator/target components of an accelerator-breeder system indicate approximately 1.5 $/watt; the range of 1 to 10 $/watt should cover the cost for an anti-proton system.
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Most of the accelerator cost will be for rf power which can be estimated reasonably accurately. The actual target cost is more uncertain but it should be relatively low. The target probably will be a single fine jet of liquid lead. In practice, a number of separate targets will probably be required with beam splitting or switching to limit average current to the target. No single target would be able to handle 1000 megawatts of beam deposition.

The cost of the anti-proton collection and cooling system will probably decimate the target cost, and is difficult to estimate. However, the $1 to $10/watt range should provide sufficient margin for this component.

Total production rate from such a facility is 700 milligrams/year, which would provide for a large spacecraft propulsion effort. The facility power input requirement of 2000 megawatts is well within current U.S. capability.

CONCLUSION

This study shows that multiple collisions substantially increase anti-proton production of 150 GeV and above incident proton energies. At 200 GeV, total production is approximately twice that of a single collision; above 200 GeV, yield increases almost linearly with incident proton energy. In order to make large amounts of antiproton, we can then increase incident proton energy instead of increasing beam current which creates a space charge problem in the beam. (This is not effective for thin targets, since yield is nonlinear with energy.) In the case of multiple collisions, capture of the produced antiprotons by the target is a potential problem. Capture of antiprotons can be avoided by using slender long targets or laser irradiation on a microstructured target surface. Evaluation of these approaches should be detailed Monte Carlo calculation, carried out by an investigation of how to collect antiprotons produced with large phase space.

In this paper, antiproton production from tungsten targets was calculated using a simple factor to describe the effect of target mass number on the antiproton production. This appears to overestimate both the leading proton production in the high energy range and antiproton production. This shortcoming should be corrected using models based on quark cascade theory.
In the case of a target with high A nuclei, many neutrons and antineutrons will be created along with the antiprotons. These are neglected in this calculation. Antiproton production through high energy neutron and antineutron reactions should also be taken into account, along with antideuteron, antitritium and strange particle production.
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1a. The longitudinal center of mass momentum distribution of leading proton produced by the proton-proton collision, as function of Feynman $X = P_t/P_{t\text{max}}$.

1b. The longitudinal center of mass momentum distribution of $\pi^\pm$ meson produced by the proton-proton collision as function of Feynman $X = P_t/P_{t\text{max}}$.

2. The longitudinal laboratory momentum spectra of leading proton produced by the proton-proton collision.
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4. The antiproton production rates in the proton-proton, and $\pi^\pm$ meson proton collision as functions of the incident proton and $\pi^\pm$ meson energy.

5. The antiproton production rates in the multiple proton-proton collisions as the function of the proton energy initial incident.

6. The antiproton production rates in the multiple proton-tungsten collision as the function of the initial proton incident energy.

7. The laboratory system antiproton spectra produced by proton-proton and $\pi^\pm$ meson proton collisions.
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Abstract

Antiprotons are presently produced in sufficient quantities at accelerator centers and efforts are under way to store and transport them to users anywhere. These developments make timely a closer look at their potential outside particle physics. This paper explores their potential to biomedical research and applications. The relevant interactions of low energy antiprotons, such as stopping power, annihilations and antiprotonic atoms, are reviewed. Imaging of the electronic density and elemental composition are discussed and compared with present techniques. The advantage of antiprotons over other charged particles for tumor treatment and as simulators for precise radiation delivery are discussed. These considerations show that the antiproton is of high promise to biomedical research and the practice of medicine. Finally, an exploratory experimental program is proposed which can be carried out in an existing beam at the Brookhaven AGS or at the CERN LEAR facility.
I. INTRODUCTION

Applications to medicine have been found for all stable particles known to physicists, such as protons, heavy ions, photons, phonons, electrons and positrons. The notable exception is the antiproton ($\bar{p}$) in spite of the fact that physicists have been using it since its discovery about thirty years ago. It is the objective of this paper to familiarize everybody with the antiproton and direct attention to its biomedical potential. This includes treatment, imaging and chemical analysis.

The antiproton, like the proton and other charged particles, exhibits a Bragg peak; the maximum dose is delivered near the maximum depth of penetration of the beam, sparing distal normal tissue. The resulting physical dose distribution is more nearly ideal for antiprotons than for other particles, and the presence of emissions with high Linear Energy Transfer (LET) provides an enhanced biological effect.

The small and well-defined interaction region characteristic of the $\bar{p}$ is uniquely determined by the incident beam energy and the composition and density of the medium traversed. In addition, each antiproton interaction produces a number of charged and neutral particles with sufficient energy to exit the body. Imaging the interaction region is improved by the charged particles since their trajectory is readily measured. Finally, the chemical composition and even molecular structure at depth appear to be assayable because of their effects on the antiproton interaction process. All of these features suggest the potential for unique diagnostic applications, and for precise control of therapeutic applications.

The antiproton is the "anti" of the proton in the same way as the positron is the "anti" of the electron. (It is amusing to contemplate the consequences if the positron had been named antielectron. Imagine the psychology involved in giving someone an antielectron source or injecting antielectrons into someone's body). Besides its unfortunate name the fact that it is created and generally disappears shortly afterwards makes the antiproton "exotic". In this context, the antiprotons are not at all different than photons (light, x-rays,
γ-rays, etc.) or phonons (sound). Antiprotons, photons, and phonons are “man-made” at an instant in matter and “disappear” by interacting with matter. Their differences are in the energies involved. The energy involved in creating an antiproton is about a hundred thousand times larger than in creating an x-ray photon. The difference in energy scale and the negative charge of the antiproton are at the root of the problems and opportunities.

The high energy of protons required for antiproton production is indeed a real obstacle to antimatter applications in general and biomedical in particular. In order that these applications become routine, antiprotons need to be available at the hospital site. Thanks to their charge and stability in vacuum the antiprotons can be stored in magnetic rings or traps (“bottles”), and this is done today at CERN and Fermilab. Missing, however, are transportable bottles of antiprotons which can be taken anywhere. In this workshop, proposals\(^2,3\) are being presented for developing such transportable antiproton sources. Because there are no fundamental problems in the development of such bottles, it is only a question of time and effort before they become available. We guess that such bottles after their development will cost about half a million dollars and last indefinitely.

Important considerations in antimatter applications are the cost and the quantity of bottled antiprotons. With present technology a dedicated factory of antimatter can transfer antiprotons to the bottles at about a few \(\$\) per \(10^9\) antiprotons\(^4\) and the efficiency of antiproton technology has been steadily improving over the years (Fig.1). At present the best facility in the world for antiprotons with energy appropriate to biomedical applications is at CERN where they are stored in the Low-Energy-Antiproton-Ring (LEAR) and are used in particle physics research at the rate of \(10^8\ \bar{p}/\text{sec}\). A similar facility can be built at Fermilab or Brookhaven at a cost\(^5\) of about 20 M$. In view of these developments, it is time to seriously explore the biomedical potential of antiprotons.
We hope to make apparent the uniqueness and versatility of antiprotons in this paper and we will propose an exploratory and development program. Antiproton beams can be directed to any part of the body and stopped with a precision of about 1 mm depending on the depth. The stopping point of every antiproton can easily be measured with an accuracy of 1 mm by extrapolation of the trajectories of annihilation products. Upon coming to rest the antiprotons are caught by the nuclei and form antiprotonic ("exotic") atoms. The capture rate is sensitive to the concentration of the nuclei and the local chemistry. Exotic atoms emit characteristic penetrating x-rays which can be used to measure the local elemental composition and chemical environment. Signatures for all nuclei are available. When finally the antiprotons annihilate in a nucleus, about 1/20 of the rest energy is transferred to the medium within a few mm of the annihilation vertex via nuclear fragments; antiprotons are thus ideal for radiation therapy.

Section II discusses interactions of antiprotons and in Section III the \( \bar{p}N \) annihilation properties and their application to imaging (ASTER). In Section IV antiproton energy deposition and comparisons to other particles are presented. In Section V antiprotonic atoms are discussed. Section VI discusses elemental imaging. Section VII outlines a research program and in Section VIII the summary and conclusions are presented.
II. ANTIPROTONS IN MATTER

We briefly discuss here the main features of antiproton interactions with matter relevant to biomedical applications. Fig. 2 summarizes the average features of an antiproton entering matter. The initial kinetic energy ($E$) of the antiproton is transferred along its path to the electrons of the medium until all of its kinetic energy has been dissipated and the antiproton comes to "rest". The mechanism of this energy transfer is independent of the sign of the charge. Protons or antiprotons with the same initial energies come to rest at the same depth.

Fig. 2. An "average" annihilation event (star) produced by stopping antiprotons in matter. The indicated gammas are only those from $\pi^0$ decays. In addition, one expects nuclear gammas from the excitation of the nucleus and x-rays from the deexcitation of antiprotonic atoms.

The antiproton, in contrast to the proton which becomes hydrogen upon coming to rest, is captured by a nucleus and forms an excited antiprotonic atom. It cascades towards the ground state by emission of penetrating characteristic x-rays which are the fingerprints of the nucleus. Finally, it is captured from some atomic level by the nucleus and annihilates with either a proton or a neutron. The available energy of annihilation is equal to $\sim 1880$ MeV, twice the antiproton rest mass ($mc^2$) energy. This energy is transferred to about five pions on the average and in $\sim 5\%$ of the annihilations a kaon pair is emitted as well. About a third of the energy goes to neutral pions ($\pi^0$). Each $\pi^0$ decays within a few
microns from the annihilation point into two energetic gammas (\(\gamma\)). About 10% to 20% of the annihilation energy is transferred to the nucleus via pion interactions. This energy goes mainly into protons (\textit{heavy fragments}) and neutrons and a small fraction is expected to go into gammas characteristic of the nucleus (\textit{nuclear \(\gamma\)-rays}).

A small fraction of the antiprotons will not come to rest, but instead interact with a nucleus \textit{in-flight} and either annihilate or scatter. The fraction of the in-flight interactions depends primarily on the incident antiproton energy. The features of the in-flight annihilations are similar to those at rest, except that x-rays are absent, and a larger fraction of the annihilation energy goes into nuclear excitation.

A. The Slowdown Process

The theory of the energy loss of charge particles moving in matter is well developed. In a chemical compound or mixture the stopping power (dE/dx), in MeV/cm, is given to within a few percent\(^7\) by

\[
\frac{1}{\rho} \frac{dE}{dx} = \frac{0.30708}{\beta^2} \cdot \sum \frac{Z_i \cdot C_i}{A_i} \{f(\beta) - \ln I_i\}
\]

where \(\rho\) is the density (g/cm\(^3\)) of the medium, \(\beta\) is the velocity (v/c) of the moving particle, \(f(\beta) = \ln(2mc^2\beta^2/(1 - \beta^2)) - \beta^2\), \(m\) is the mass of the electron (0.51 MeV/c\(^2\)), and \(Z_i, A_i, C_i, I_i\) (MeV) are atomic number, weight, concentration, and excitation potential of the \(i^{th}\) element, respectively.

1. Bragg Peak

Because of the \(1/\beta^2\) dependence, which is proportional to \(1/E\) for \(\beta \ll 1\), the stopping power dE/dx increases rapidly towards the end point. For heavy particles such as protons and antiprotons, this energy loss is characterized by the sharp Bragg peak. The sharpness of the peak is shown in Fig. 3 for a proton in water. This feature is exploited in proton and heavy ion radiation therapy.\(^8\)
2. Stopping Range

Integration of (1), until the kinetic energy is dissipated, yields the depth (range) in the medium at which the particle comes to rest. The dependence of the stopping range \( R \) in water as a function of the incident antiproton kinetic energy is shown in Fig. 4. Any part of the human body can be reached with antiprotons with energy of 200 to 250 MeV (equivalent to 25 to 37 cm of water).

The stopping power given by (1) represents average energy loss. The stopping range differs from particle to particle due to the statistical nature of the energy transfer to the medium and this is called straggling. The distribution of the stopping points around the mean is almost a Gaussian with a standard deviation \( \sigma_s \) given by:
\[ \sigma_s = R \cdot \sqrt{\frac{200m_e}{m}} \cdot f(E/mc^2) \]  

(2a)

where \( m \) is the mass of the particle (antiproton) and \( f \approx 3\% \) to \( 4\% \) in the region of interest. Thus, for antiprotons of interest

\[ \sigma_s = 1.1 \times 10^{-2} \times R \]  

(2b)

and at \( \bar{R} = 25 \text{ cm} \), \( \sigma_s = 3 \text{ mm} \). Fig. 5 shows the computer simulated distribution of antiprotons with an average range of 10 cm in water. The entering beam is monochromatic and the Gaussian around the stopping point is a result of straggling.

Fig. 5. Computer simulation of annihilation vertices along the beam in water. The broadening of the stopping peak is indicated by considering a monochromatic beam of antiprotons in water. The width is due to straggling. Insert shows distribution of vertices in liquid hydrogen (density \( = 0.076 \text{ g/cm}^3 \)) produced in a beam with \( \delta p/p \approx \pm 3\% \) from Ref. 12.

3. Lateral Dispersion

A pencil beam after traversing a medium will be laterally spread about the beam axis as a result of Coulomb scattering. Of interest here is the distribution of the stopping points.
to a plane normal to the beam and at $R$. The rms of the distribution of the projected stopping points projected to an axis normal to the beam has been calculated following Fowler and Perkins\textsuperscript{10}. The following dependence on range has been obtained:

$$\sigma_{\perp}(\text{mm}) = 0.264R^{0.933}$$  \hspace{1cm} (3)

where $R$ is the mean range in water in cm. Thus, a pencil beam of antiprotons of 200 MeV stops at 25 cm and its lateral spread projected to an axis normal to the beam is 5.9 mm while the longitudinal spread (straggling) is 3 mm.

These Coulomb effects have to be considered carefully in any application. They are strongly dependent on the mass of the particle and the medium. Fig. 6 shows the trajectory of an antiproton and a $K^+$ (half the antiproton mass) near their stopping points in emulsion which has a density of 3.5 larger than water. Even near their stopping point where scattering is maximum the antiprotons travel almost on a straight line.

![Fig. 6. Stopping antiprotons in emulsion from Ref. 26. Note the difference in scattering between the antiproton and the $K^+$ (track 1).](image)

B. In-Flight Interactions

Antiprotons travelling in a medium may encounter a nucleus and undergo annihilation
or interaction. The total antiproton cross-section \( \sigma^T_A \) in mb is parametrized as follows in terms of the atomic weight \( A \) and antiproton momentum \( p \) in GeV/c:

\[
\sigma^T_A = 600 \times (1 + 0.17/p) \times (A/12)^{2/3}
\]

(4a)

About 62% of the interacting in-flight antiprotons annihilate and 38% scatter. In hydrogen the cross-section \( \sigma^T_H \) is given by

\[
\sigma^T_H = 66 + 52/p.
\]

(4b)

Fig.7 shows the fraction of the stopping antiprotons as a function of stopping range in water. Thus the majority of the antiprotons which enter the human body come to rest. The distribution of the in-flight annihilations along the beam is shown in Fig.5. The in-flight annihilations can be discriminated easily from those at rest due to the narrow width of the at rest annihilations. Moreover, after collisions which result from elastic or inelastic (other than annihilation) nuclear interactions, the annihilation point is not along the beam and can thus be easily discriminated. Most of the biomedical applications depend on the information provided by stopping antiprotons. The in-flight interactions contribute to the "background" events but they can be discriminated on an event by event basis.

Fig. 7. Fraction of the antiproton annihilations at rest (without prior scattering) as a function of stopping range in water.
III. ANNIHILATION PRODUCTS

A. Charged Pions

Examples of antiproton annihilations stopping in a bubble chamber within a magnetic field are shown in Fig. 8. The bubble density along the path of the particles is proportional to dE/dx, which in turn is proportional to $1/\beta^2$. The antiprotons, as they come to rest ($\beta \to 0$) form dense tracks, while the annihilation products, ($\pi^{\pm}$) are moving faster ($\beta \approx 1$), and their bubble density is minimum. Measurement of the curvature of the pion tracks provide their spectra which are shown in Fig.9. For our purposes, these spectra are described well by

$$N_\pi(p) \propto p^2 \cdot \exp(-p/124)$$  \hspace{1cm} (5)

where $p$ is in MeV/c. The average kinetic energy is about 200 MeV and is sufficient for the pions to escape the body without stopping (Fig. 10a) or interacting (Fig.10b). Thus, with a cylindrical detector surrounding the body, such as that shown in Fig.11, the pion directions can be measured and the annihilation point determined by the intersection of the antiproton and the charged pion trajectories. This feature is unique to antiparticles and in contrast, protons, alphas, etc. do not provide external signatures of the stopping point. This feature in combination with other properties is central to most envisioned biomedical applications.

The reconstruction of the stopping point depends upon the detection of at least one charged pion which exits the target without nuclear scattering. Because the charged pion multiplicity is three (see insert in Fig.9), and because pions penetrate water readily, high vertex reconstruction efficiency can be achieved.
Fig. 8. Examples of annihilations photographed in a deuterium bubble chamber. (Spacing between fiducial marks is 10 cm.) Four antiprotons enter from the left and are heavily ionizing because of their low velocity. The light tracks emanating from the vertices are the charged pions and the heavy positive track from the annihilation on the top is a "heavy prong" which in this case is a proton.

Fig. 9. The charged $\pi^+$, $\pi^-$ spectra from stopping antiproton annihilations in deuterium from Ref. 13. The threshold of the spectrum is due to the spectrometer acceptance. Insert shows the charged pion multiplicity from Ref. 12.
Fig. 10. (a) Charged pion range in water as a function of incident momentum. (b) Unscattered pions going through water as a function of target thickness.

Fig. 11. An example of an annihilation on a neutron producing three charged pions and seen by a four-layer cylindrical drift chamber. Dots are locations of sense wires and those with crosses are those with signals from an AGS experiment (Ref. 14). This chamber provides the information which determines the directions of the charged particles in three dimensions. The diameter of the inner cylinder is about 40 cm.
B. Neutral Pions

About 1/3 of the annihilation energy goes into 1.5 neutral pions\(^{15}\) \((\pi^0)\) on the average. Each \(\pi^0\) decays within microns of the annihilation point into two \(\gamma\)-rays. The \(\gamma\)-ray multiplicity is therefore three per annihilation on the average. The spectrum\(^{16}\) of these gammas is shown in Fig. 12 and fits well to the function

\[
N_\gamma(E) \propto E \cdot \exp(-E/104)
\]

where \(E\) is the \(\gamma\)-energy in MeV.

![Graph showing the \(\gamma\)-ray spectrum of \(\pi^0 \rightarrow 2\gamma\) decays from stopping antiprotons in deuterium from Ref. 16. The curve is a fit with the function \(E \cdot \exp(-E/T)\) where \(T = 104\) MeV.](image)

These energetic gammas can provide another way of determining the coordinates of the annihilation point. In principle, they can determine the vertex more accurately than the charged pions which undergo Coulomb scattering, but measurement errors are typically smaller with charged particles than with \(\gamma\)-rays. Fig. 13 shows a photograph of a \(\bar{p}p\) annihilation into \(3\pi^0\) \((\rightarrow 6\gamma)\). The \(\gamma\)-rays were detected by a 72 steel layer spark chamber\(^{17}\) which surrounds the annihilation point. Extrapolation of the lines drawn thru the \(\gamma\) showers intersects the vertex.
Fig. 13. An antiproton-proton annihilation into $3\pi^0 \rightarrow 6\gamma$ seen by a 4π spark chamber from an AGS experiment (Ref. 17). The eye-drawn lines through the showers extrapolate to the annihilation vertex.

C. Imaging the Electron Density

1. Antiprotonic Stereography

Gray and Kalogeropoulos proposed\textsuperscript{18} to use the dependence of the stopping range of antiprotons on incident energy and produce 3-dimensional images. This technique is in principle different than other imaging techniques, such as CT's with x-rays\textsuperscript{19} or charged particles\textsuperscript{20}, where one measures integrals of absorption or energy loss along the beam. These transmission techniques require irradiation of a plane from many directions and a mathematical inversion (the Radon transformation or equivalent) before the “density” over the plane is inferred. These transmission techniques can create artifacts\textsuperscript{21}.

ASTER (Antiprotonic Stereography) measures $\Delta E/\Delta R$ directly at any point in the target which, via eqn.1, is well defined in terms of the concentration of constituents. Briefly, the method consists of measuring along the beam

$$\Delta E/\Delta R \equiv (E_1 - E_2)/(R_1 - R_2).$$

(7)

which is proportional to the average density of electrons between points 1 and 2. Such measurements over the volume of interest are used for imaging. The points 1 and 2 can
be as close as one wishes as long as one measures \( R_1 \) and \( R_2 \) with sufficient accuracy. Moreover, the accuracy of \( \Delta E/\Delta R \) depends upon the ratio \( \sigma_R/\Delta R \) if the error of \( \Delta E \) is negligible. Thus both the resolution (\( \Delta R \)) along the beam and contrast (rms standard deviation of \( \Delta E/\Delta R \)) depend upon \( \sigma_R \). The rms standard deviation of the range, \( \sigma_R \), is given by

\[
\sigma_R = \sigma_v / \sqrt{N_P}
\]

where \( \sigma_v \) is the reconstructed vertex error per antiproton and \( N_P \) is the number of antiprotons used in the measurement of \( R \). Thus resolution and contrast along the beam axis are not in principle limited. The resolution transverse to the beam is approximately equal to \( \sigma_v \).

Fig. 14a summarizes the various uncertainties which contribute to \( \sigma_v \) in water. It shows the dependence on beam energy spread (\( \sigma_E \)), straggling of the antiproton (\( \sigma_s \)), and Coulomb scattering of the charged pions going through 10 cm of water and extrapolated to the vertex (\( \sigma_m \)). The error of the pion Coulomb scattering dominates for thick (> 10 cm) targets. However, if one could construct a \( \gamma \)-ray detector of high (< 10 mrad) directional accuracy then the \( \sigma_m \) contribution to \( \sigma_v \) would become negligible in comparison to the antiproton straggling. We have simulated antiproton annihilations at the center of a spherical water phantom. The charged pions going through the phantom provide, by extrapolation, the vertex. The contribution of each pion has been weighted according to its momentum (energetic pions have less Coulomb scattering) and an angular geometrical factor. Assuming that measuring errors are negligible the vertex reconstruction rms error shown in Fig. 14b has been obtained. The dependence of \( \sigma_v \) on the radius is:

\[
\sigma_v (\text{mm}) = 5.1 \times 10^{-2} \times R^{3/2}
\]

where \( R \) is in cm. This yields e.g., 1.6 mm at \( R = 10 \) cm. In summary, a \( \sigma_v \) of 1 mm or less can be achieved. Fig. 15 shows an example of an ASTER computer simulation of a planar phantom 1 mm thick. The important features of ASTER are:
Three dimensional imaging can be done as fast as the electronics determining the vertex allows. (There are no mechanical movements!).

(As in photography, where the field of view is adjustable) the volume to be imaged is adjustable. Thus, one may image only the region(s) of interest.

Furthermore, ASTER measures dE/dx directly, just as photography measures light intensity. In short, ASTER is three dimensional volume "photography".

There are no fundamental limitations in resolution along the beam or in $\Delta E/\Delta R$ accuracy which is essential for contrast of different densities. The limitations come from the number of antiprotons used. Transverse to the beam, the resolution is perhaps limited by $\sigma_\perp$ (eqn.3) or at best by vertex reconstruction accuracy.

Fig. 14. Vertex position errors along the beam. (a) $\sigma_F$ is rms standard deviation in stopping position due to the incoming beam momentum spread of $10^{-3}$. $\sigma_a$ is the rms error of the stopping point due to antiproton straggling. $\sigma_m$ is the rms error from the extrapolation of charged pion tracks which is a combination of measuring (1 mm) and Coulomb scattering in 10 cm of water. The overall vertex error is $\sigma_v = (\sigma_E^2 + \sigma_s^2 + \sigma_m^2)^{1/2}$. (b) Ultimate vertex reconstruction error based on charged pions at the center of a spherical water target as a function of the radius.
Fig. 15. Computer simulated ASTER of a phantom imbedded in water. The number of dots is proportional to the measured density minus the water density. The thickness of the target is 1 mm and the scanning has been made on a $1 \times 1 \text{mm}^2$ grid.

It was estimated that about $10^9$ antiprotons are needed to image a volume of 1500 cm$^3$ (e.g., a human head) with 1% rms $\Delta E/\Delta R$ point measurements over a grid of $2 \times 2 \times 2$ mm$^3$ and $\sigma_v$ given by Fig. 14. This number can be reduced substantially by better vertex determination, larger grid size, or larger $\Delta E/\Delta R$ errors. For example, if one improves $\sigma_v$ by a factor of two then the number of antiprotons decreases by a factor of four; or if the grid size increases to $3 \times 3 \times 3$ mm$^3$ then $N_F$ decreases (see eqn. 10) by a factor of $1.5 \times 1.5 \times 1.5^2 = 11$; or if the $\Delta E/\Delta R$ error increases by a factor of two, then $N_F$ decreases by a factor of four. If the head was imaged with a 3-dimensional grid of 3 mm with point $\Delta E/\Delta R$ errors of 2% and a detection system minimizing the vertex error then $10^7$ antiprotons would be needed which are equivalent to a head dose of $\sim 10$ mrads.

2. X-Ray CT Versus ASTER

An x-ray CT scan measures x-ray absorption which is proportional to the density of electrons. ASTER also measures a similar quantity. (By contrast NMR measures hydrogen density). Therefore both ASTER and x-ray CT imaging measure, to first order, the electronic density. In a CT scan one measures the electronic density $\rho(x,y)$ of a planar
section (tomos) of thickness, $\Delta z$, where the $z$ axis is normal to the plane. Thus, the density $\rho(x,y)$ of the section is projected onto the xy plane with pixel size $\Delta x \cdot \Delta y$. Scans with $\Delta z = 1\text{cm}$, $\Delta x = \Delta y = 1\text{ mm}$ and $\delta \rho/\rho \approx 0.5\%$ (equivalent to 2 rads) are routinely made in hospitals.

Consider the corresponding ASTER imaging where the antiprotons are brought normal to the plane. It can be easily shown using eqn.13 of Ref.18 that

$$N_{\text{rest}}^p = 2 \cdot (A/\Delta x \Delta y) \cdot (\sigma_\gamma/\Delta z)^2 / (\delta \rho/\rho)^2$$

(10)

where $A$ is the area of the slice and $N_{\text{rest}}^p$ is the number of antiprotons annihilating at rest or about 80% of the entering. Using the same parameters as above ($\Delta x = \Delta y = 1\text{ mm}$, $\Delta z = 1\text{ cm}$, $\delta \rho/\rho = 0.5\%$), $A = 10 \times 10\text{ cm}^2$ and $\sigma_\gamma = 1\text{ mm}$, a total of $10^7$ antiprotons are needed. (Their present cost is a few cents!). This number can in principle be decreased by about two orders of magnitude if the vertex is reconstructed using $\pi^0 \rightarrow \gamma-$rays.

The dose of radiation is

$$\text{Dose (rads)} = \frac{10^{-7}}{6} \times \frac{N_p \cdot E_p}{A \cdot \Delta z}$$

(11)

where $E_p$ is the average deposited energy per antiproton to the imaged volume. We estimate on the basis of Ref.23 that $E_p$ is about 90 MeV with contributions from the slowing down of the antiproton (45 MeV), charged pions (8 MeV), neutrons (3 MeV), $\gamma-$rays (1 MeV) and charged nuclear fragments (30 MeV). Thus the radiation dose from imaging the slice is about 150 mrad, a factor of 13 smaller than the CT imaging of identical quality. At 2 rads ASTER can produce pictures with 0.5 mm pixel size, slice thickness 5 mm, and $\delta \rho/\rho = 0.5\%$.

If radiation dose is not a problem, ASTER can yield pictures of any desired quality down to three dimensional pixel size of about 0.5 mm depending on depth while CT is already operating near its practical limits. Moreover, ASTER can image any part of the section, has no deconvolution artifacts, can be done in much less than 1 sec, employs a simpler detector which does not require calibrations.
3. Antiprotonic CT

The antiprotons can be used like protons for charged particle tomography\textsuperscript{20}. The advantage of charged particle tomography over x-ray tomography is lower dose and smaller slice thickness (\(\sim 1\) mm). The advantage of antiprotons over protons is the simplicity of the apparatus. For example, the energy of the exiting antiproton can be deduced easily by measuring for example its stopping point in water.

4. Stopping Power In Biological Media

ASTER images \(\frac{dE}{dx}\) and therefore the contrast of organs and abnormalities depends on the accuracy of \(\frac{dE}{dx}\) measurements and differences in \(\frac{dE}{dx}\) among adjacent organs. Koehler and Johnson\textsuperscript{24} have made in vivo measurements of \(\frac{dE}{dx}\) (relative linear stopping power) which are reproduced in Fig. 16. The \(\frac{dE}{dx}\) varies from about a half (gray/white matter) percent to three percent among various soft and non-fatty tissues. These measurements imply that ASTER with point measurement errors of about a half percent is expected to produce good quality diagnostic images. If one uses a 3-D pixel size of 2 mm, abnormalities with volumes of \((0.2\text{ cm})^3 \approx 0.008\text{ cm}^3\) can be detectable which are almost a factor of 100 smaller than with CT scans.

![Diagram](image.png)

\textbf{Fig. 16.} Results of stopping power and density measurements on non-fatty tissues. For each tissue the range of measured values obtained is indicated by the dimensions of the rectangle. The dotted line represents a one-to-one correspondence between linear stopping power and density.
5. Micro – ASTER

It is of practical importance to raise the question of whether imaging at the micron level is possible with ASTER. To be more specific we looked at whether we can do the same quality CT imaging as was done recently at the Brookhaven light source\(^2\). The imaged samples of \((500 \text{ } \mu \text{m})^3\) were made with pixel size of 2.8 \(\mu \text{m}\) and accuracy of 2\%. Because of the small mass of the target the vertex can be measured with an rms error of less than 10 \(\mu \text{m}\) (see eqn. 9). Using eqn. 10 we deduce that the same quality pictures can be made by using two antiprotons per pixel or a total of about \(10^5\). This micron imaging may find special applications in biomedical science as well, because of speed and the information being directly computerized.

IV. ENERGY PROFILES AND THERAPY

A. Nuclear Fragments

Study of annihilations in emulsion\(^2\) have shown that \(393 \pm 36\) MeV are transferred to the nucleus per annihilation. This goes mainly into protons and neutrons. Recent work at LEAR shows that a great wealth of information is provided by the capture of antiprotons in nuclei\(^2\).

1. Heavy Prongs

The charged nuclear fragments, mainly protons, are called “heavy prongs” because of their high ionizing power (LET) which is due to their low energy. Their spectra and multiplicity in emulsion nuclei\(^2\) are shown in Fig.17. On the average 144 MeV per annihilation are given off to the three heavy prongs. A proton with an average energy of 43 MeV travels about 1.5 cm in water but because many of them peak at energies below 43 MeV (Fig.17c), they stop closer to the vertex on the average.
2. Neutral Fragments and Nuclear $\gamma$ - Rays

The energy going into neutrals is a factor of 1.7 larger than that going into the heavy prongs. Nuclear cascade calculations$^{28}$ show that most of this energy goes into neutrons. Most of these neutrons escape from the body.

A small fraction of the neutral energy must be going into nuclear $\gamma$-rays with typical energies of a few MeV. Nothing is known experimentally about them at present but it is reasonable to assume that they will be similar perhaps to those observed (Fig.18) in neutron captures$^{29}$. These $\gamma$-rays are expected to exhibit peaks in their energy spectrum which are characteristic of nuclear transitions.
Fig. 18. Nuclear gamma spectra produced by neutron captures of geological material. It is perhaps likely that antiprotons emit similar characteristic lines.

B. Therapy

Gray and Kalogeropoulos considered antiprotons for radiation therapy\textsuperscript{23}. They simulated the energy profiles of the energy deposited by the charged particles, namely, the antiprotons, charged pions, and heavy prongs. Fig.19a shows the energy projected along the beam for four incident beam energies stopping at various depths in water. The sharp peak in the stopping region is the result of the antiproton Bragg peak further enhanced by nuclear fragments. These nuclear fragments, being high in dE/dx (LET), have a high Relative Biological Effect (RBE), an effect which has to be accounted for in calculating the dose equivalent from the absorbed dose calculated above. The peak decreases with depth because of antiproton losses due to the in-flight interactions.
Fig. 10. Estimated energy released by antiprotons. (a) projected to the beam axis, and for four beams brought to rest at different water depths. (b) energy deposited in spherical shells from stopping antiprotons at the center of the sphere. Shaded histogram shows dose as a function of distance from the stopping point.

A radial profile from the annihilation point of the energy released is shown in Fig.19b. The energy released within a sphere of 1 mm of radius is a factor of six larger than that in the spherical shell between \( r = 1 \) mm and \( r = 2 \) mm. If the energy released in the shells is divided by their volume the absorbed dose is seen to be sharply limited to the region around the annihilation point.

Gray and Kalogeropoulos compared various charged particles for therapy purposes. In therapy one optimizes the ratio of the radiation delivered inside the tumor to that delivered outside, the relative dose or advantage factor. Fig.20a gives the axial dose distributions achieved by different particle beams from uniformly irradiating tumors of various sizes located up to 12 cm of water equivalent depth. The antiproton is superior to all other particles. From these distributions the “advantage factor” (the ratio of the transversely to the beam integrated energy inside the tumor to that outside) as a function of tumor size has been obtained (Fig.20b). For a tumor of 2 cm the advantage factor for antiprotons is a factor of about three larger than that for protons and deteriorates down to about.
a factor of two for larger tumors. Sullivan\textsuperscript{30}, motivated by these simulations, measured with an ionization chamber the energy profile of antiprotons and protons using antiprotons from LEAR. His results are reproduced in Fig.21. These measurements are in reasonable agreement with the calculations.

Fig. 20. Comparison of dose distributions with different charged particle beams. (a) computer simulations of the dose profile along the beam by delivering a uniform dose in a region of variable thickness located at 12 cm. The dose beyond 12 cm decreases rapidly and is not shown. (b) comparison of proton, antiproton delivery advantages using the distributions in (a).

Fig. 21. Experimental measurements of the dose distribution with protons and antiprotons.
It has been estimated\textsuperscript{23} that treatment of malignancies require $10^9$ to $10^{10}$ antiprotons per $1 \text{ cm}^3$ depending on the biological factor (RBE). If LEAR were to be used exclusively for therapy, tissue volumes of about $100 \text{ cm}^3$ to $1000 \text{ cm}^3$ could be treated daily. Besides the dose advantage, the antiprotons are unique in regard to delivery. The availability of the coordinates of the stopping point gives the opportunity for feedback control of dose delivery. Various scenarios can be envisioned to take advantage of the knowledge of the stopping point. A most desirable one is to image the tumor via ASTER and then guide the delivery of either protons or antiprotons. This is simple, precise and can be totally under computer control. Because of the problem of antiproton availability, one may consider instead antiprotons as simulators\textsuperscript{31} of therapy with other charge particles. A few antiprotons would suffice to pin point the stopping position and define the energy required of the particle to be used for therapy.

In summary, the antiprotons have the best dose advantage among all charged particles and in addition, the delivery of radiation can be made easily and precisely under computer control. An improvement in antiproton collection of the order of 10 to 100 will make the antiproton the particle of choice for sensitive radiation treatments.

\section{V. ANTI PROTONIC ATOMS}

\subsection{A. The Capture Process}

When the antiprotons come to rest in matter they are attracted by the Coulomb field of the nuclei and form, like the $\mu^-$, $\pi^-$, $K^-$, and $\Sigma^-$, "exotic" atoms. The mechanism of capture is complicated and poorly understood today. Fermi and Teller\textsuperscript{22} predicted that the capture probability ($P$) in a mixture of elements is proportional to the concentration ($C$) and atomic number ($Z$) of the element. Namely

$$P(Z) \propto C(Z) \cdot Z \quad \text{(Fermi – Teller Law)} \quad (12)$$

Experimentally, the law is poorly satisfied as the data\textsuperscript{32} of Fig.22 show. Transfer mech-
anisms and molecular effects may produce as much as one to two orders of magnitude deviations. For example, the capture of $\pi^-$ by hydrogen in a mechanical mixture of $N_2 + 2H_2$ is a factor of 30 larger than in hydrazine ($N_2H_4$). A complete theory of capture must include important modifications of the Fermi–Teller law and take into account chemical and transfer effects. Such modifications have been made for $H_nZ_m$ compounds (hydrides) assuming formation of macromolecules.

![Comparison of the Fermi-Teller law of capture for various compounds.](image)

For our purposes, one should only remember that measurements of capture probabilities carry important elemental and chemical information which can be of great value to biomedical research and practical applications. What one needs, however, is the signature of the capture to a specific nucleus. Atomic x-rays produced by the cascade of the antiproton to lower atomic states are therefore of special interest.

**B. Antiprotonic X-rays**

Antiprotons reaching principal quantum numbers less than $\sqrt{m_p/m_e}$ ($= 43$) are unshielded by the electrons and can be treated like the hydrogen atom with nuclear charge $+Ze$. The dominant cascade transitions are $n \rightarrow n-1$ and the corresponding x-ray energy
\[ E_n(\text{KeV}) \approx 4.9 \cdot Z^2/n^3 \]  

for \( n >> 1 \). The antiproton as it cascades to the ground state gets absorbed by the nucleus and annihilates. From the data\(^{35}\) shown in Fig. 23, the minimum \( n \) value (which corresponds to the maximum x-ray yield) as a function of \( Z \) has been estimated. From this, the following approximate relation is obtained for the "critical" energy \( (E_c) \) for which the yield is maximum:

\[ E_c(\text{KeV}) \approx 4 \cdot Z. \]  

Thus for oxygen this line is expected at about 32 KeV and the spectrum shown in Fig. 24a confirms it. For lead \((Z = 82)\), this line is expected at about 338 KeV while the one observed (Fig. 24b) is near 290 KeV. Except for the common light elements H, O, C, and N, most of the elements of biological interest have their dominant x-rays in the range of 90 to 200 KeV. Such energies are sufficient for a good fraction of the x-rays to exit the body and be easily detectable.

Fig. 23. Yields of \( n \rightarrow n-1 \) x-rays from \( K^- \) and \( \bar{p} \) exotic atoms as a function of \( Z \). It indicates the lowest levels from which the nuclear absorption occurs.
C. Hydrogen Signature

Hydrogen, being the lightest and most common atom in the body, samples the environment much better than any of the other elements. It is therefore of great interest to biomedical research and applications. The probability of forming specific exotic atoms is sensitive to large (one to two orders of magnitude) molecular effects, and may perhaps be more specific than the relaxation time measured by NMR to identify interesting biological functions. Unfortunately, the x-rays from exotic hydrogen atoms have insufficient energy and do not provide the signatures for in vivo measurements of the capture rate.

An excellent signature is provided by the annihilations:

\[ p\bar{p} \rightarrow \pi^+\pi^- (K^+K^-) \]  \hspace{1cm} (15a, b)

In the case of hydrogen the proton is essentially at rest and the \( \pi^+\pi^- (K^+K^-) \) are emitted back-to-back (collinear) like the \( 2\gamma \) in positronium annihilations. Protons bound to nuclei are in motion (Fermi motion) with momenta of a few hundred MeV/c and as a result the
\(\pi^+\pi^- (K^+K^-)\) are not collinear. Fig.25a shows Monte Carlo generated distributions of these two body annihilations as a function of the collinearity angle in a mixture which results in 1% captures in hydrogen and 99% in carbon. The hydrogen signature is clear at small angles and can be substantially improved over the background with smaller angular errors. This signature has been used to make the only available measurement of antiproton capture rate. Fig.25b shows the scattergram of the momenta of the collinear events\(^{36}\) and confirms the expectation that collinear events are due to hydrogen. The disadvantage of this signature is its low yield which is equal to the branching ratio for these collinear annihilations. Their combined branching ratio\(^{37}\) in hydrogen is \(4 \times 10^{-3}\). In principle, however, a magnetic detector can be used to find other hydrogen signatures such as \(\bar{p}p \rightarrow 2\pi^-2\pi^+\) which might increase the efficiency to as much as 10%.

![Fig. 25. Measurement of \(\bar{p}\) hydrogen capture rate in hydrogeneous targets via the collinearity of the two body \(\pi^+\pi^-\) and \(K^+K^-\) final states. (a) expected angular distribution between two charged particles from a hydrogen – carbon target where only 1% of the antiprotons are captured by hydrogen. The peak at zero angle is the \(\bar{p}\)-hydrogen signal. (b) measurement of \(\bar{p} - H\) in a propane bubble chamber showing the scattergram of the two track momenta for “almost” collinear two-prong events.](image)

**VI. IMAGING OF ELEMENTS**

"Mesic Chemistry" of exotic atoms in vivo and in vitro has been recognized for some time as a potentially powerful tool\(^{34,35,38}\) for biomedical applications. The muon, because of its long (2 \(\mu\)sec) lifetime and absence of strong interactions, almost always arrives to the ground state before decaying. Consequently, it emits x-rays of hundreds of KeV which
have good transmission. On the other hand, the muon has the following problems:

- Intense $\mu^-$ sources are difficult to get and in addition, they will always be associated with a high (500 to 1000 MeV) proton accelerator. Typical experiments measuring muonic atomic x-ray spectra are made with about $10^7$ to $10^8 \mu^-$. 
- Because of its low mass, the stopping region of muons is broad.
- The hydrogen x-ray energies are too small (2 KeV) to be useful for in vivo studies.

However, imaging of elements with antiprotons is very promising and may finally fulfill visions of "mesic chemistry". This optimism is justified because:

- The development of transportable antiproton sources will make antiprotons available to hospitals and research laboratories.
- The stopping region is small (~ 1 mm$^3$) and can be monitored via the pions.
- All elements provide signatures via their x-ray emissions or nuclear gammas. (Hydrogen also provides a signature via the kinematics of annihilations).
- A head dose of 1 rad (~ $10^3 \mu$) is sufficient to image all elements at once.

Fig. 26 shows the $\gamma$-ray mean free path in water as a function of $\gamma$-ray energy. The mean free path changes rapidly with energy. The "critical" x-ray energy in carbon is about 50 KeV and has a 4 cm mean free path. Thus, even at 10 cm of depth, 10% of these carbon x-rays will exit, while for phosphorus 20% of them survive. On the other hand, most nuclear $\gamma$-rays will exit the body. Taking concentrations of various elements from the "Standard Man" and assuming the Fermi-Teller law of capture, the probability of forming various antiprotonic atoms has been calculated (Table I). If we assume that $10^3$ x-rays of an element are sufficient to measure its rate, then with a 4$\pi$ detector the sensitivity to detect an element is of the order of $10^{-6}$ which makes possible measurements of some trace elements.
Table I. Antiprotonic Atoms in "Standard Man"

<table>
<thead>
<tr>
<th>Element</th>
<th>Formation(^{(a)}) probability (%)</th>
<th>Captures detected(^{(b)}), millions per (10^9\bar{p})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>56.0</td>
<td>56.0</td>
</tr>
<tr>
<td>Carbon</td>
<td>21.0</td>
<td>21.0</td>
</tr>
<tr>
<td>Hydrogen</td>
<td>18.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>2.3</td>
<td>2.3</td>
</tr>
<tr>
<td>Calcium</td>
<td>1.3</td>
<td>1.3</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Sulfur</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Potassium</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Sodium</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Chlorine</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Magnesium</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Silicon</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>Iron</td>
<td>0.005</td>
<td>0.005</td>
</tr>
<tr>
<td>Fluorine</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>Zinc</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>Rubidium</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

(a) The Fermi-Teller law was assumed and concentration given for "Standard Man".

(b) 10% characteristic x-rays detected per annihilation and from hydrogen the combined branching into \(\pi^+\pi^-\), \(K^+K^-\) of \(4 \times 10^{-3}\) were assumed as detection efficiencies.
If we were to image the head with $10^9$ antiprotons ($\sim 1 \text{ rad}$) using $4\pi$ detectors and assuming 0.1 useful x-rays detected per atom then images of common constituents up to phosphorus can be made with millions of events. These are one to two orders of magnitude estimates. They will be affected by variations$^{39}$ of the concentration of elements in the body and will likely be strongly influenced by the chemical environment. For example, images of hydrogen and oxygen (mostly water) may be of special interest for tumor imaging. NMR (Fig.27) measurements$^{40}$ show that the relaxation time $T_1$ increases with the water content. Perhaps like $T_1$, the capture rate may similarly be sensitive to the water content and, besides providing good tumor images, may perhaps be tumor specific.

![Graph of mean free path as a function of gamma energy in water](image)

**Fig. 26.** Mean free path as a function of gamma energy in water and an overview of the applicability of antiprotonic x-rays and nuclear $\gamma$-rays.

![Graph of spin-lattice relaxation time vs water content](image)

**Fig. 27.** Dependence of the relaxation time ($T_1$) on the water content of various human organs and malignacies.
VII. PROPOSED RESEARCH PROGRAM

While the development of antiproton sources is proceeding, an exploratory and development program should commence as soon as possible. This program can be carried out initially in an existing antiproton beam at the AGS where the beam may be available, for example, for about a month per year. LEAR is also a possibility.

A. Experimental Setup

1. Beam

The AGS low energy separated beam, LESBII, delivers about $10^7$ stopping antiprotons per hour. Thus, in 100 hours, which is typically equivalent to one week of running, a "standard" measurement with $10^9$ antiprotons can be made. The beam momentum varies up to $750 \text{ MeV/c}$ and the momentum bite up to $\pm 2.5\%$. The momentum of each antiproton can be tagged easily with an accuracy of a few parts per thousand. The antiproton rate of about 10 KHz is at a level that makes the reconstruction of vertices on-line possible with a parallel configuration of micro-VAX's and thus considerably reduce the data transferred to tape.

2. Detector

The detector must have good coverage of the target, measure charged particle directions accurately, distinguish $\bar{p}p \rightarrow \pi^+\pi^-$ from $K^+K^-$ and have a target area which can be easily adapted to different experimental needs. Fig.28 is a conceptual diagram of such a detector. The Inner (ICDC) and Outer (OCDC) cylindrical drift chambers measure directions of charged particles including the antiproton. The antiproton energy can be varied by adjusting the incident beam momentum and degrader thickness (D). The sixteen scintillation counters ($S_i$) measure time of flight (TOF) and resolve the $\pi^+\pi^-, K^+K^-$ channels.
Fig. 20. A conceptual design of a detector to address biomedical applications. The two cylindrical drift chambers (ICDC, OCDC) measure the directions of the charged particles. The scintillators \(S_1\) measure the TOF.

Typical present detector performance for the various components is assumed. The detector must be adequately instrumented with equipment capable of handling the data rates for on-line analysis and storage for further off-line analysis.

3. Target

The target area consists of a three dimensional stage which is controlled by computer. This will allow the experimenter to send the antiproton beam in any direction through the irradiated object. In addition, x-ray and \(\gamma\)-ray detectors will be located within this area.

3. Data Handling

Wire chambers easily operate at 1 MHz. A cylindrical detector with tracking cylinders of \(10^3\) wires each provides the raw information for \(10^9\) charged particles per second. This information is used to reconstruct straight lines, vertices and stopping distributions. This calculational phase has to be ultimately addressed in a practical system. At the AGS, where the antiproton rate is \(\sim 10\ \text{KHz}\), off-the-shelf electronics and parallel microprocessors will be more than sufficient.
B. Research and Application Program

We envision a program which can be broken into the following phases:

1. Detector Construction and Installation

This is a two year program. It involves beam instrumentation, drift chambers, time-of-flight, target stage, an x-ray solid state detector, a nuclear γ-ray detector, data handling processors and software development. The cost estimate of the detector is $600 K with details given in Table II.

<table>
<thead>
<tr>
<th>Table II. Detector Cost Estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drift Chambers (including electronics)</td>
</tr>
<tr>
<td>Gas System</td>
</tr>
<tr>
<td>TOF</td>
</tr>
<tr>
<td>Beam instrumentation</td>
</tr>
<tr>
<td>Vertex processors</td>
</tr>
<tr>
<td>Data acquisition</td>
</tr>
<tr>
<td>x- and γ-ray detectors</td>
</tr>
<tr>
<td>Miscellaneous (10%)</td>
</tr>
<tr>
<td><strong>$600K</strong></td>
</tr>
</tbody>
</table>

2. Charged Particle Applications

The following three year program can be envisioned:

- Test and improve delivery systems used in present therapy with protons and heavy ions by measuring the stopping point.
- ASTER imaging of various organs and comparison with CT.
Exploratory hydrogen imaging and search for specificity.

In parallel with the charged particle work, x-ray and nuclear γ-ray spectra will be collected. The analysis of this information will be essential in evaluating "chemical imaging" and lead to the third phase. This phase will require beams like those available at LEAR and an x-ray or/and γ-ray large solid angle detector.

VIII. SUMMARY AND CONCLUSIONS

Antiproton production and accumulation in accelerator centers has been exponentially improving over the last 30 years. It has reached rates which are already sufficient for many biomedical applications and is at the threshold for using them for therapy. Moreover, efforts are currently in progress to make them available to anybody and everybody, by storing them in transportable rings.

The antiproton mass implies typical spatial definition of the stopping region of a beam of antiprotons entering water like targets of about 1 mm depending on depth. The annihilation products (charged pions and γ-rays) mostly exit the target and by using detectors external to the body the annihilation or stopping point of every antiproton can be measured with a typical precision of 1 mm. This feature is unique among all known stable particles and can be used for direct imaging and monitoring radiation treatments.

Imaging of the electronic density has been computer simulated and compared with CT x-ray imaging. ASTER (antiprotonic stereography) is superior to CT imaging. It is direct, images any volume without exposing other parts to radiation, is not limited in accuracy of the electronic density, is not limited in spatial resolution along the beam, there are no moving parts, and the radiation dose for the same quality imaging is better than an order of magnitude smaller than x-ray CT.

Due to the release of slow nuclear charged fragments from annihilations in complex nuclei, the radiation by antiprotons is better localized than protons or any other particles.
Computer simulations show that the advantage factor (dose in the tumor over that along the beam) is a factor of 2–3 larger than protons or heavy ions. One to two orders of magnitude improvement in production–collection of antiproton capabilities, which can easily be foreseen, will make precise computer controlled therapy treatment with antiprotons the modality of choice particularly for the smaller tumors or/and those near sensitive organs.

The antiprotons upon coming to rest are captured by nearby nuclei and form antiprotonic atoms before they annihilate on the nucleus with which they formed these 'exotic' atoms. It is known that the capture probability on a particular nucleus is proportional to its concentration and nuclear charge but orders of magnitude deviation have been observed. These deviations depend on the molecular structure or the local chemistry. Therefore measurements of capture rates to specific nuclei are of high promise to biomedical research and applications.

Signatures to measure the capture rates of stopping antiprotons to all nuclei are provided by characteristic x- and γ-rays or by annihilation reactions. It is estimated that concentrations in vivo as small as about one atom per million can be reached, thus making possible in vivo measurements of even some trace elements.

The high promise of antiprotons to biomedical research and practical applications and the possibility that antiprotons may become available everywhere in the next five years suggest that the time is ripe for initiating a research program in an accelerator center. This program should (a) explore the antiproton potential to biomedical science and technology, (b) provide basic measurements, and (c) develop appropriate instrumentation. Such a program is outlined.
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POTENTIAL APPLICATIONS OF ANTIPROTONS FOR INSPECTION AND PROCESSING OF COMPOSITES

L. B. Greszczuk
McDonnell Douglas Astronautics Co.
Huntington Beach, CA

There are a number of areas for potential applications of antiprotons for inspection and processing of advanced composite materials. These include:

(1) Quantitative non-destructive evaluation (NDE) of materials through measurement of local densities and density gradients

(2) New processing techniques for materials

(3) Healing of defects in materials

(4) Identification of material compositions (Stopping power is function of density and type of elemental composition).

By accurately measuring density variations in materials, fairly accurate estimates can be made of the various mechanical properties of composites (Figure 1) and potential sites of failure (Figure 2). Although Computed Tomography (CT), as described in Figure 3, can be used for measuring the density variations, neither the industrial nor medical CT systems have, at present time, the adequate accuracy or resolution to make them a quantitative inspection tool. Even if the resolution of existing CT systems were improved (<20mils), the scan time and thereby inspection cost would be prohibitive...
The number of antiprotons required to accurately inspect the critical area of a carbon-carbon exit cone would be of the order of $10^{10}$. An important advantage of using antiprotons for imaging, as pointed out by Kalogeropoulos, is that the pictures are direct images of measurements and thereby the problem of artifacts, as illustrated in Figure 4, which is quite common in CT, is eliminated.

Another potential application for antiprotons is in new processing techniques, especially for thick composite materials and porous solids. Using antiprotons, one may be able to cure composites from center outward, thus minimizing the internal entrapment of volatiles and other by-products of curing reactions. Antiprotons technology could also be used to improve uniformity of porous materials densified using chemical vapor deposition (CVD). Conventional CVD produces dense outer skins and less dense or porous inner material. By heating the interior of the material first using antiprotons, the densification could proceed from center out.

For metallic materials with internal damage in the form of flaws and microcracks, antiprotons could be used for healing these types of defects and/or blunting the growth and propagation of internal cracks. Finally, since the stopping power of antiprotons is a function of material density and elemental composition, antiprotons can be used for identifying the composition of material making up the component.
REDUCTION IN CROSS-PLY TENSILE STRENGTH DUE TO LOW DENSITY PLY/AREA.

\[ \Delta \rho = \frac{(\text{Average Ply Density}) - (\text{Low Ply Density})}{(\text{Average Ply Density})} \]

FIG. 1.
ENHANCED X-RAY OF COMPOSITE CROSSPLY TENSILE SPECIMEN SHOWING (A) LOCATION OF LOW DENSITY AREA AND (B) X-RAY OF SPECIMEN AFTER FAILURE.

FIGURE 2.
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### Table 1

**Inspection Speed Using X-Rays and p**

<table>
<thead>
<tr>
<th>Technique</th>
<th>Present Resolution (Mils)</th>
<th>Present Inspection Time (1)</th>
<th>Required Resolution (Mils)</th>
<th>Required Inspection Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Industrial CT</td>
<td>20 x 20 x 60</td>
<td>12 Hrs. (1)</td>
<td>2 x 2 x 12</td>
<td>Months</td>
</tr>
<tr>
<td>Medical CT</td>
<td>20 x 20 x 60</td>
<td>15 Min. (1)</td>
<td>2 x 2 x 12</td>
<td>Days</td>
</tr>
<tr>
<td>Antiproton</td>
<td>20 x 20 x 60</td>
<td>&lt;10 Sec. (2)</td>
<td>2 x 2 x 12</td>
<td>Mins</td>
</tr>
</tbody>
</table>

(1) Actual inspection time for a carbon-carbon exit cone (critical area) in 1985

(2) Estimated inspection time; number of antiprotons required would be $10^7$

(3) For quantitative NDE
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1. PRODUCTION AND COLLECTION OF ANTIPROTIONS

1973


H. Hora, "Estimates for the efficient production of antihydrogen by lasers of very high intensities," Opto-Electronics 5, 491-501 (1973). [Ed: It is not clear how this technique avoids the production of lighter particle-antiparticle pairs that occurs during P*N production, in order to achieve the quoted high efficiency.]
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M. Bell and J.S. Bell, "Capture of cooling electrons by cool protons," Particle Accelerators, 12, 49-52 (1982).
1983


H. Aihara and TPC Collaboration, "Charged hadron production in e+e− annihilation at 29 GeV," LBL-17142 preprint, Lawrence Berkeley Lab, Berkeley, California 94720 (December 1983)


1984

T. Kalogeropoulos (Spokesman), Physics Department, Syracuse University, Syracuse, NY 13244-1130, and 32 others (1 May 1984), "Development of a Time Purified/ Separated Antiproton Beam and High Precision Cross Section Measurements". [Proposal to BNL AGS.]

T.A. Vsevolozhskaya, "The Linear Approximation to the Hydrodynamic Consideration of Target Behaviour Under High Density Beam Exposure," INP Preprint 84-88 (17 May 1984), Institute of Nuclear Physics, 630090, Novosibirsk, USSR.


Fermilab staff, Design Report: Tevatron 1 Project, p. 4-13 to p. 4-16, Fermi National Accelerator Lab, Batavia, Illinois (September 1984).


D. Young, F. Mills, and G. Michelassi, "Information relevant to the optimization of electric power versus equipment costs," Fermilab p-Note 189 (1984?).

1985


E. Malamud, "The Fermilab $\bar{p}$p Collider: Machine and Detectors," Pbar Note 421 (1985), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. (Invited talk presented at the Fifth Topical Conf. on Proton-Antiproton Collisions, St. Vincent, Italy, 26 February 1985).

E. Malamud, "The Fermilab $\bar{p}$p Collider: Machine and Detectors," Fermilab $\bar{p}$ Note #421, Fifth Topical Conf. on Proton-Antiproton Collisions, St. Vincent, Italy (26 Feb 1985).


1986

Sekazi Mtingwa, "Stochastic Cooling of Antiprotons at the Tevatron," Pbar Note 445 (January 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA.

G. Dugan, "Antiproton Yield Calculations," Pbar Note 449 (20 January 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. [Ed: Lengthy, detailed design calculations for the Fermilab Pbar Source. Order only if involved in target design.]

G. Dugan, "Comparisons of Yield Calculations with Data," Pbar Note 448 (1 February 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA.

Pisin Chen, "A Possible Final Focusing Mechanism for Linear Colliders," Preprint SLAC-PUB-3823 (Rev.) (February 1986), SLAC, Stanford University, Stanford, California 94305 USA. (Large transverse wake fields can be generated via the interaction between a relativistic electron or positron bunch and a plasma, and the bunch will therefore be self-pinched. A plasma lens based on the self-pinching effect is suggested with a conceptual design and a numerical example. Submitted to Particle Accelerators.)

G. Dugan, "Estimate of the Pbar Yields for the CERN ACOL Project," Pbar Note 461 (19 May 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. (For a check of the yield estimate expected for the new ACOL target station, calculations have been performed for the CERN parameters using the relatively simple semi-analytical techniques outlined in Pbar Note 449.)

F.E. Mills, "Cooling of Stored Beams," Pbar Note 463 (10 June 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. (The physics of beam cooling and the ranges of utility of stochastic and electron cooling are discussed in this paper.)


G. Dugan, "Pbar Production and Collection at the FNAL Antiproton Source," Pbar Note 464 (July 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. (Invited paper presented at the XII International Conference on High Energy Accelerators, Novosibirsk, USSR, 7-11 August 1986.)

Pisin Chen and Robert J. Noble, "A Solid State Accelerator," Preprint SLAC-PUB-4042 (July 1986). [Ed: Obtainable from authors, SLAC, Stanford University, Stanford, CA 94305 USA.] (Particles are accelerated along crystal channels by longitudinal electron plasma waves in a metal. Acceleration gradients of 100 GV/cm are theoretically possible.) [Ed: Using this technique, a 100 GeV antiproton factory would shrink from a 40 km maze of copper microwave plumbing to a 0.00001 km (1 cm) block of tungsten crystal, saving considerably on real estate costs.]

Pisin Chen, J.J. Su, T. Katsouleas, S. Wilks, and J.M. Dawson, "Plasma Focusing for High Energy Beams," Preprint SLAC-PUB-4049 (August 1986), SLAC, Stanford University, Stanford, California 94305 USA. (We analyze the self-focusing effect of a relativistic electron or positron beam traversing through a thin slab of plasma in a linearized fluid theory, and show that the effect is very strong. The idea of employing this effect for a plasma lens suggested by Chen is then reviewed. Submitted to IEEE Plasma Science.)


Y.Y. Lee, "A Thought on Very Low Energy Anti-Protons," BNL Accelerator Division Tech. Note 266 (17 October 1986), Accelerator Division, AGS Department, Brookhaven National Lab, Upton, New York 11973 USA. (The AGS extracts three rf buckets of protons to strike an anti-proton production target. The anti-protons will be collected by an appropriate lens system and injected into the booster. After deceleration to 200 MeV, they can be further decelerated through the linac and an RFQ preinjector. If one cools the anti-protons in the booster to 14.6 mm-mrad at 200 MeV energy, theoretically half of the $1.33\times10^8$ anti-protons collected at 3.5 GeV/c could be decelerated to 750 keV and then to 20 keV.)

P. Sievers, "Design Parameters for Long (Plasma?) Lenses," Pbar Note 437 (15 November 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA.

Heinrich Hora and Horst Lüb, "Efficient Production of Antihydrogen by Laser for Space Propulsion," (in English), Zeitschrift für Flugwissenschaften und Weltraumforschung 10, 393-400 (November/December 1986). [Ed: I do not see how production of lighter mass particle-antiparticle pairs are avoided to achieve quoted efficiencies.]


M. Takasaki, S. Kurokawa, M. Kobayashi, M. Taino, Y. Suzuki, H. Ishii, Y. Kato, T. Fujitani, Y. Nagashima, T. Omori, S. Sugimoto, Y. Yamaguchi, J. Iwashiri, H. Yoshida, F. Takeutchi, M. Chiba, M. Koike, "The Low-energy Antiproton Beam K4 at the KEK 12 GeV Proton Synchrotron," Nuclear Inst. and Methods A242, 210-207 (1986). (The beam K4 is designed to transport high-intensity, high-purity antiprotons in the momentum range between 0.4 and 0.8 GeV/c. The measured intensities of antiprotons at 650 MeV/c are $1.1\times10^{15}$ pp.)

T.A. Vsevolozhskaya and G.I. Silvestrov, "Conic Lithium Lenses," INP Preprint 85-67, Institute of Nuclear Physics, 630090, Novosibirsk, USSR. (Lithium lenses whose longitudinal profile is approached to the profile of a particle beam are considered. The calculation has been made for antiprotons with $pc=3.5$ GeV in the angle 0.13 mrad.)

2. PRODUCTION OF HEAVY ANTINUCLEI
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ARGUS Collaboration, "Observation of Antideuteron Production in Electron-Positron Annihilation at 10 GeV Center of Mass Energy," Physics Lett. 157B, 326-332 (18 July 1985). [Ed: Despite the large "size" of the antideuteron compared to the "size" of the e⁺e⁻ collision region, the ratio of production of antideuterons to antiprotons is the same in e⁺e⁻ collisions as in p⁺p⁻ collisions.]

1986


1987

Robert L. Forward, "Production of Heavy Antinuclei: Review of Experimental Results," HRL Research Report 564 (May 1987). [Ed: Obtain from Hughes Research Labs, 3011 Malibu Canyon Rd., Malibu, California 90265 USA.] Presented at the Cooling, Condensation, and Storage of Hydrogen Cluster Ions Workshop, SRI International, Menlo Park, California USA (8-9 January 1987). (Small amounts of antideuterons, antitritons, and antihelium-3 have been observed during the production of antiprotons. The general experimental trend is that the ratio of production of antideuterons to antiprotons is 10⁻⁴, and each added antibaryon lowers the production rate by another factor of 10⁻⁴.)
3. PRODUCTION OF LOW-ENERGY ANTIPROTONS

1980


1981


1982


1983


1984


C. Biscari and F. Iazzourene, "Post Deceleration of the LEAR Beam by a Radiofrequency Quadrupole," p. 115.


1986


Contains the following papers:


P.E. Mills, "Cooling of Stored Beams," Pbar Note 463 (10 June 1986), Pbar Source Department, Fermilab, P.O. Box 500, Batavia, Illinois 60510 USA. (The physics of beam cooling and the ranges of utility of stochastic and electron cooling are discussed in this paper.)

Y.Y. Lee, "A Thought on Very Low Energy Anti-Protons," BNL Accelerator Division Tech. Note 266 (17 October 1986), Accelerator Division, AGS Department, Brookhaven National Lab, Upton, New York 11973 USA. (The AGS extracts three rf buckets of protons to strike an anti-proton production target. The anti-protons will be collected by an appropriate lens system and injected into the booster. After deceleration to 200 MeV, they can be further decelerated through the linac and an RFQ preinjector. If one cools the anti-protons in the booster to 14.6 mm-mrad at 200 MeV energy, theoretically half of the $1.33 \times 10^8$ anti-protons collected at 3.5 GeV/c could be decelerated to 750 keV and then to 20 keV.)


4. PRODUCTION OF ANTICYDROGEN ATOMS, MOLECULES, AND CLUSTERS
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1981
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M. Bell and J.S. Bell, "Capture of cooling electrons by cool protons," Particle Accelerators, 12, 49-52 (1982).

1983


1984


1985


1986


A.P. Mills, Jr. and E.M. Gullikson, "Solid Neon Moderator for Producing Slow Positrons," Appl. Phys. Lett. 49, 1121-1123 (27 October 1986). (Slow positrons can be obtained by moderating the energetic $\beta^-$ particles from a radioactive source. We find that solid Ne makes a more efficient moderator than any other material known to date. In a cylindrical geometry, the efficiency for production of slow ($0.58$ eV) positrons is $0.7\%$. Scaling to a neon coated $10^4$ Ci $^{64}$Cu source would produce $10^{11}$ slow positrons per second.)


J.B.A. Mitchell, "The Role of Electron-Ion Recombination in Bulk Antimatter Production". Preprint (undated). [Ed: Obtain from Dept. Physics, Univ. Western Ontario, London, Ontario, Canada N6A 3K7.] (Discussion of how electron-ion recombination must be optimized in order to maximize the production of antimatter cluster ions.)

J.T. Bahns, "The Cluster Ion Approach to the Condensation and Storage of Antihydrogen," AFRPL preprint. Copies may be obtained from AFRPL/LKC, Edwards AFB, CA 93253-5000 USA. (The problem of concentrating antiprotons and positrons into a high energy density form is analyzed from the "containerless" condensation of cluster ions of (anti)hydrogen in ion traps using ion-neutral association. It is concluded that the condensation need only be done once in order to produce a multiply charged "mother" cluster that can be used to generate "seed" cluster ions suitable for growth of macroscopic crystals.)
5. SLOWING, COOLING, AND TRAPPING OF ATOMS, IONS, AND MOLECULES
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V.I. Balykin, V.S. Letokhov, and V.I. Mishin, "Observation of the cooling of free sodium atoms in a resonance laser field with a scanning frequency," Pis'ma Zh. Exp. Teo. Fiz. 29, 614-618 (1979) [English translation JETP Lett. 29, 561-564 (1979)].


1980


1981


1982


1983


1984


1985


C. Biscari and F. Iazzourene, "Post Deceleration of the LEAR Beam by a Radiofrequency Quadrupole," p. 115.


R.V.E. Lovelace, C. Mehanian, T.J. Tommila, and D.M. Lee, "Magnetic Confinement of a Neutral Gas," Nature 318, No. 6041, 30-36 (7 November 1985). (A three-dimensional dynamic trap for confining a collisional neutral gas is described. The trap uses the interaction of the magnetic moments of the gas atoms with a time-dependent magnetic field.)

P. Meystre and S. Stenholm, The Mechanical Effects of Light. A special issue of J. Optical Soc. Am. B3, 1706-1860 (November 1985) containing the following papers relevant to the control, cooling, and trapping of ions and neutral atoms:

A.P. Kazantsev et al., "Kinetic Phenomena of Atomic Motion in a Light Field," 1731.
S. Stenholm, "Dynamics of Trapped Particle Cooling in the Lamb-Dicke Limit," 1743.


1986


A. L. Robinson, "Laser-Cooling Mercury Ions Via Beryllium," Science 233, 623-624 (8 August 1986). (News item about Larson paper.) [Finally, an intriguing application of sympathetic cooling may be the storage of antimatter, antiprotons in particular. It is difficult to cool antiprotons directly because there is no atomic structure. An alternative is to load electrons and antiprotons into the same trap. The electrons cool themselves by emitting radiation and the cold electrons could then sympathetically cool the antiprotons.]

A. Aspect, J. Dalibard, A. Heidmann, C. Salomon, and C. Cohen-Tannoudji, "Cooling Atoms with Stimulated Emission," Phys. Rev. Lett. 57, 1688-1691 (6 Oct 1986). (We have observed an efficient collimation of a cesium atomic beam crossing at right angles an intense laser standing wave. This new cooling scheme is mainly based on a stimulated redistribution of photons between the two counterpropagating waves by the moving atoms. By contrast with usual radiation pressure cooling, this "simulated molasses" works for blue detuning and does not saturate at high intensity.)

Y. Hakuraku and H. Ogata, "A Rotary Magnetic Refrigerator for Superfluid Helium Production," J. Appl. Phys. 60, 3266-3268 (1 November 1986). (A rotor containing 12 magnetic single crystals of Gd$_3$Ga$_5$O$_{12}$ is immersed in liquid helium at 4.2 K and rotated at 24 rpm in a steady magnetic field of 3 T. The maximum useful cooling power obtained at 1.8 K is 1.8 W which corresponds to a refrigeration efficiency of 34%).

material, mostly Be. While still in flight, the kiloelectron-volt antiprotons are captured in a Penning trap created by the sudden application of a 3 kV potential. Antiprotons are held for 100 sec and more.)


S. Chu, J.E. Bjorkholm, A. Ashkin, and A. Cable, "Experimental Observation of Optically Trapped Atoms," Phys. Rev. Lett. 57, 314-317 (1986). [We report the first observation of optically trapped atoms. Sodium atoms cooled below 10⁻³ K in "optical molasses" are captured by a dipole-force optical trap created by a single, strongly focused, Gaussian laser beam tuned several hundred gigahertz below the D₁ resonance transition. We estimate that about 500 atoms are confined in a volume of about 1000 μm³ at a density of 10¹¹/cm³.]
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