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ABSTRACT

NANCY O'PRY GENTRY. An Assessment of the Quality of Sampling Procedures Reported in Clinical Nursing Research: A Pilot Study (under the direction of MAIJA SELBY).

This pilot study assessed the reliability of an instrument specifically designed to assist in the scientific evaluation of the quality of clinical nursing research. This instrument also was used to identify the major errors in sampling in clinical nursing research in a random sample of articles published in selected clinical nursing journals in 1986. A retrospective, nonexperimental pilot study was conducted for 30 articles using the Research Assessment Form (RAF). Content validity and inter- and intra-reliability were established for all but the inferential statistical section of the RAF. Of the 30 articles reviewed, 96.7% contained a major error in sampling, indicating the need for nursing educators to emphasize sampling procedures in their research classes and for publishers and manuscript reviewers to address sampling considerations in their criteria for selecting articles for publication. The majority of the articles did not provide sufficient information to allow for mathematical calculation of statistical power. Although the statistical power for detecting a large effect was good in the 10 studies in which power was estimated, the power for detecting a medium or small effect was low. This suggests the need for modification of the RAF to include a question that could assess
whether the failure to find statistical significance was related to low power. Refinement of the RAF is indicated to decrease the overall length of the RAF to focus on the most pertinent questions; to include more specific instructions to abstractors in the body of the RAF, in order to decrease the time needed for abstractor training; and to develop a scoring system which would allow for quantitative comparisons of research articles. It also is suggested that research be extended to a larger sample and to other journals or areas of nursing research. This will allow nurses to improve the scientific rigor of their studies and to critically evaluate research.
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CHAPTER 1

Introduction

Background

A major goal of any profession is to improve the practice of its members so that the services provided to their clients will have the most positive impact. The development of a scientific body of knowledge is crucial to the attainment of this goal, and can be instrumental in fostering commitment and accountability to the profession's clients (Fawcett, 1980; Leininger, 1976; Merritt, 1986; Polit & Hungler, 1987; Ventura & Waligora-Serafin, 1981).

Research plays a key role in generating the knowledge which provides the foundation or scientific base upon which nursing education and practice are built (American Nurses Association, 1984, 1985; Fitzpatrick & Abraham, 1987; Polit & Hungler, 1987). The establishment of a scientific base of nursing knowledge permits nurses to make more informed decisions in their practice and provides scientific accountability (Polit & Hungler, 1987; Ventura & Waligora-Serafin, 1981). As early as 1948, Dr. Esther Lucile Brown discussed formal research activities and identified the necessity for accountability to clients (Brown, 1948). Professional accountability demands that nurses use the findings of research as a basis for performing their roles and making decisions

According to Fawcett (1980), scientific research is characterized by a clear theoretical base, a systematic and controlled study of concepts and their connections, as well as a critical appraisal of study design and findings (p. 37). An integral feature of study design is the sampling procedure. This procedure is critical in determining the extent to which the findings can be generalized, generalizability is a critical factor in nursing research (Gortner, 1983). The sampling procedure also is important in determining the level of confidence that can be placed in research conclusions. Thus, the sampling procedure affects the capacity to use the findings to augment and change nursing practice (Ganong, 1987; Zalar, 1986).

Other professions have conducted periodic, criterion-based scientific assessment of the methodological quality of their research, including the adequacy of sampling procedures (Brewer, 1972; Brown, Kelen, Moser, Moeschberger, & Rund, 1985; Chase & Tucker, 1975; Cohen, 1962; DerSimonian, Charette, McPeek, & Mosteller, 1982; Elenbaas, Cuddy, & Elenbaas, 1983; Emerson, McPeek, & Mosteller, 1984; Fletcher & Fletcher, 1979; Freiman, Chalmers, Smith, & Kuebler, 1978; Gentry & Shulman, 1985; Glantz, 1980; Glass, 1980; Hopkins, 1973; Mosteller, 1979; Rosenthal & Rubin, 1983; Tversky & Kahneman, 1971; Young, Bresnitz, & Strom, 1983). However, even though research
by registered nurses has experienced dramatic growth (Polit & Hungler, 1987; Swanson & McCloskey, 1986) and although numerous critical reviews of nursing research have been published (Abdellatif, 1970; Beck, 1985; Brown, Tanner, & Padrick, 1984; Ellis, 1977; Gortner & Nahm, 1977; Highrider, 1977; Hill, Gortner, & Scott, 1980; Jacobsen & Meininger, 1985, 1986; Moustafa, 1985; O’Connell & Duffey, 1978; Schwirian, 1984), these reviews, in general, have not been based on actual scientific assessment of the methodological quality of the research being reviewed. For example, Schwirian (1984) reported that sample sizes in studies of nursing education "usually were quite adequate", but presented no evidence of having assessed the adequacy of the sample sizes through power calculations (p. 224). A major reason for the lack of scientific rigor in the reviews of nursing research has been the lack of a valid and reliable instrument for assessing research quality.

**Problem Statement**

Therefore, the purpose of this pilot study was to assess the reliability of an instrument specifically designed to assist in the scientific evaluation of the quality of clinical nursing research. A secondary purpose was to use this instrument to identify the major errors in sampling in clinical nursing research in a random sample of articles published in selected clinical nursing journals in 1986.
Justification of Study

According to the American Nurses' Association's Cabinet on Nursing Research (1985) the future of nursing practice and, ultimately, the future of health care in this country depend on nursing research designed to constantly generate an up-to-date, organized body of nursing knowledge. The significance of nursing research will be determined in proportion to the impact that research has on the health needs of the nation (Gortner, Bloch, & Phillips, 1976).

In the United States each year almost 1.5 million registered nurses (USDHHS, 1986) are responsible for a wide variety of health related tasks, e.g., client care, the promotion of health, the prevention of disease, and the mitigation of the effects of acute and chronic illness and disabilities (Merritt, 1986). Nurses provide 24-hour care, client education, and discharge planning for nearly 40 million hospital admissions (American Hospital Association, 1984). They also provide education, assessment, planning, nursing intervention, and evaluation for 273 million hospital outpatient visits (American Hospital Association, 1984); an additional 100,000 registered nurses provide similar services in non-hospital ambulatory settings; 20,000 nurse practitioners and midwives provide primary care (USDHHS, 1986). Another 115,000 registered nurses (USDHHS, 1986) supervise the health care of approximately 1.5 million residents of nursing homes and long-term care facilities (USDHHS, 1984), and 100,000 develop and evaluate health programs in
school, industries, and community/public health agencies (USDHHS, 1986). If nursing research findings are inappropriately generalized to the populations served by these professional nurses, the potential health effects are immense.

Therefore, because nursing practice does affect all individuals in the United States at some time in their lives, it is imperative to identify and correct any deficiencies in the research upon which nursing practice is based. This pilot study, based upon the standards and principles that govern the research process, is a beginning measure to assess the quality of nursing research. The results of this research are not limited to a single vocation, but can be used by educators, reviewers, editors, and researchers to take specific action to improve sampling techniques in nursing research. Ultimately, this will improve the generalizability of the research findings to nursing practice. The development of a reliable and valid instrument in this study can provide a tool for future use in all areas of nursing research and will allow for the adequate assessment of sampling in future studies.

**Literature Review**

Fawcett (1980) stated that scientific research is characterized by a clear theoretical base, by a systematic and controlled study of concepts and their connections, and by critical appraisal of study designs and findings (p. 37). The ability to use the findings from research to influence nursing practice is greatly affected by the generalizability of these
findings (Zalar, 1986), and generalizability is greatly influenced by the sample design.

Most researchers who addressed the sample and sampling techniques in their reviews of nursing research did not systematically assess the methodological quality of sampling procedures in the articles they reviewed (Brown, Tanner, & Padrick, 1984; Gortner, 1983; Highriter, 1977; Jacobsen & Meininger, 1985; O'Connell & Duffey, 1978). Other reviewers of nursing research made no reference to the sample or sampling technique (Abdellah, 1970; Ellis, 1977; Gortner & Nahm, 1977; Hill, Gortner, & Scott, 1980; Moustafa, 1985). As mentioned previously, one study (Schwirian, 1984) reported that sample sizes were adequate, yet presented no evidence of having assessed the adequacy of the sample sizes. Jacobsen and Meininger (1986), who conducted the first systematic evaluation of reporting in randomized experiments in nursing, found that only five percent (i.e., two) of 42 reports reviewed provided evidence of sample size or power calculations. Seventy-four percent gave some evidence of pretreatment equivalence of groups, but over half of those claiming equivalence did not provide sufficient evidence to substantiate their claims. Only 50 percent mentioned withdrawals, and only two studies provided sufficient information to determine whether differential withdrawal was a problem (p. 379). As this and other studies reflect, there has been no standardized instrument, to date, developed to objectively or scientifically evaluate the quality of nursing research.
Although Jacobsen and Meininger (1986) provided clear evidence of the need for education of nursing researchers regarding established reporting requirements for clinical trials, they did not address the most disturbing implication of their study: the possibility that the majority of randomized experiments in the most prestigious nursing research journals in the United States contain severe sampling defects. Randomized clinical trials are the "gold standard" against which other research is judged, and the journals reviewed by Jacobsen and Meininger are widely acknowledged to represent the best of nursing research. If nursing's gold standard is imperfect, as Jacobsen and Meininger's findings suggest, then the research foundation upon which nurses are expected to base their clinical practice may be equally flawed (see Appendix A, p. 2).

A systematic evaluation of the quality of sampling in nursing research is required. As pointed out in the landmark study by Jacobsen and Meininger (1986), there is clear evidence of the need to educate nurse researchers about established reporting requirements for clinical trials. Our study builds on the findings of Jacobsen and Meininger (1986) and looks at sampling in more detail. It extends the review beyond clinical trials and examines a variety of research studies in clinical nursing. Furthermore, whereas Jacobsen and Meininger examined research in journals that publish only nursing research and are directed
toward a scientific audience, our study focuses on clinical nursing journals that are more likely to be read by practicing clinicians.

**Scientific Rationale**

The scientific base for this study is provided by the standards and principles that govern sample selection as described by Abdellah and Levine (1979); Burns and Grove (1987); Cohen (1977); Feinstein (1977); Kerlinger (1986); Kovacs (1985); Pocock (1983); Polit and Hungler (1987); Seaman (1987); Waltz and Bausell (1981); and Wooldridge, Leonard, and Skipper (1978). These standards and principles are summarized below.

It is imperative that the target population and sampling frame be identified. This population comprises the total group of persons or objects that meets the designated set of criteria established by the researcher. And it is to this target population that findings from the study will be generalized. Unless it is quite small, it is impossible to study an entire population. Therefore, research studies typically involve only a small fraction of the population referred to as a sample. The sampling frame is the list of members of the population from which that sample is drawn. Without specific information on the target population and the sampling frame, the reader cannot determine to whom the results of the study are intended to apply.

The sampling method used and a description of either probability or nonprobability sampling should be discussed. It is important to know
the sampling method used in order to determine whether the results can
be generalized to the target population.

Probability sampling is a method whereby each person or object in
the population has a known chance of being selected for the study.
When a probability sample is used, the findings can be generalized from
the sample to the population from which the sample was taken.
Probability sampling reduces the possibility of selecting a biased sample
(i.e., one in which some members of the population are over- or under-
represented, and the researcher is not aware of it). The data summaries
based on randomly selected samples can be analyzed using statistical
techniques that estimate sampling error (i.e., the measure of how much
sample findings differ from the true population values). The four most
commonly used probability sampling methods are simple random,
stratified random, systematic random, and cluster sampling.

Nonprobability sampling must balance the advantages of
convenience, economy, and time against the risks involved in not using
probability sampling. It is less likely than probability sampling to produce
representative samples and accurate estimates because nonprobability
samples can be assumed to possess an inherent bias. This does not
mean that such studies are bad or that their data are unsatisfactory. It
does mean, however, that there is difficulty in generalizing the results
from the sample to the population. The major methods used in
nonprobability sampling are accidental or convenience, purposive, and quota sampling.

The response rate and the number of withdrawals and losses (and reasons for these) also should be provided. When the "target" sample and the "actual" sample are not the same, the researcher must not overlook the possibility that the individuals who elect not to participate, or who for some reason cannot participate, would have responded differently from those who do participate (Kovacs, 1985). This information allows the researcher to evaluate the limitations of the sample and whether the results are usable.

A research report must specify the sample size. Every time a researcher calculates a percentage or an average based on sample data, the purpose is to estimate a population value. Smaller samples will tend to produce less precise estimates than larger samples. Thus, in a probability sample, the larger the sample, the more likely it is to be representative of the population (Polit & Hungler, 1987; Selby, 1987). The possibility of achieving statistical significance also is greater with a large sample. However, large samples are by no means an assurance of accuracy; a large sample cannot correct for a faulty sampling design. Furthermore, in most cases, after the sample size increases beyond a certain point, depending both on the way the sample is selected and the characteristic(s) being studied, additional increases produce a useless or unnecessary increase in precision (Remington & Schork, 1985).
Practical restraints such as time, money, and availability of potential subjects also must enter into the sample size decision. The ultimate criterion for assessing a sample is not the quantity of data it produces, but the confidence with which one can make inferences from the sample to a specified population. It is important to state the sample size so that readers can determine for themselves if an inability to find statistical significance is related to an insufficient sample size.

Before a study is undertaken, the sample size must be determined; ideally, such a calculation should be based on statistical measures that ensure the desired levels of three interrelated parameters: power, significance, and effect size. Power is the ability of a research design to detect existing relationships among variables, i.e., stating that there is a difference or a relationship when there really is one. The significance level is the probability that an observed relationship could be caused by chance, i.e., because of sampling error. Effect size is a statistical expression of the magnitude of the relationship between two variables, or the magnitude of the difference between two groups, with regard to some attribute of interest (Polit & Hungler, 1987). All of these factors influence sample size.

If the authors present information about sample size, power, significance level, and effect size, the readers can decide how confident they can be about the results of the study. Should the authors not provide information concerning how they calculated the sample size,
other information should be included in the article so that readers can calculate the statistical power of the hypothesis(es) tested. The ability to assess power is particularly important when the null hypothesis is not rejected since failure to reject may be a consequence of low power (in turn, related to small sample size) rather than a true failure of the intervention being tested. This information about power can help researchers decide whether to continue to test an intervention or a relationship (with a larger sample), and can also help clinicians make informed decisions about the possible value of trying an intervention that showed promising but not statistically significant results.

The limitations of the sample, with possible sources and directions of bias, also should be acknowledged. Results of the studies should be generalized appropriately to the sample and/or the sampling frame and not beyond. Stating the limitations will allow the readers to make informed decisions concerning to whom the study results may be applicable.

The RAF incorporates these standards and principles for sampling as presented above. This instrument was used to guide our evaluation of sampling methods and techniques in the articles reviewed. These same standards and principles were used by the researchers in planning the sampling method and selecting the sample for this pilot study.
Assumptions

The assumptions upon which this pilot study of the quality of published clinical nursing research is based are (a) research is the foundation underlying nursing practice (ANA, 1984, 1985); (b) the ability to generalize the results of a study from a sample to the target population from which it (i.e., the sample) was drawn is crucial to all research (Abdellah & Levine, 1979; Burns & Grove, 1987; Pocock, 1983; Polit & Hungler, 1987; Waltz & Bausell, 1981; Wooldridge, Leonard, & Skinner, 1978); and (c) published articles which violate scientific principles and established standards for the conduct and reporting of research, specifically in the area of sampling, may jeopardize nursing practice (see Justification, pp. 5-6).

Definition of Terms

In this pilot study, an article with a major error in sampling was defined as one that did not adequately address the following items on the Research Assessment Form (RAF, Appendix B). The responses which constitute inadequate responses are listed under each item below:

1. Error in reporting sampling method: items 29 and 30
   A. Item 29: Sampling method claimed to be used by authors
      response 3 - not addressed
B. Item 30: Sampling method actually described by authors
   response 3 - not described sufficiently to
categorize
   response 4 - not described at all

C. Discrepancy between item 29 (sampling method claimed)
   and item 30 (sampling method actually described).

2. Error in describing the sample, i.e., sampling frame, sample
   size, and number of refusals, withdrawals, and/or cases lost:
   items 31, 32, 33, and 34
A. Item 31: Is sampling frame mentioned (at all, anything)?
   response 2 - no

B. Item 32: Total attempted sample size:
   response 666666 - unclear or conflicting
   information
   response 999999 - information not provided

C. Item 33: Total completed sample size:
   response 666666 or 999999 (see item 32 above)

D. Item 34: Total number of refusals, withdrawals, and/or
   cases lost:
   response 666666 or 999999 (see item 32 above)
3. Error in reporting sample limitations: item 129
   A. Item 129: Were any limitations of sampling stated?
      response 2 - no

4. Error in making generalizations from sample - items 127 and 128
   A. Item 127: Were results generalized beyond the sampling frame?
      response 1 - yes, clearly beyond the sampling frame
      response 2 - unclear

   B. Item 128: Were results generalized beyond the sample?
      response 1 - yes
      response 2 - unclear
CHAPTER II

Methodology

Design

A retrospective, nonexperimental pilot study was conducted in which research articles from five clinical nursing journals published during 1986 were reviewed. This particular segment of the study focused specifically on the quality of sampling as reported in these five journals. The study was part of a larger study designed to refine and test the reliability of the RAF and then use the RAF to describe and evaluate the overall quality of nursing research in the selected journals.

Setting

The pilot study was conducted during the academic year 1987-1988 at the School of Public Health, University of North Carolina at Chapel Hill, by faculty and students of the Curriculum in Public Health Nursing and the Department of Biostatistics. Training of data collectors and preliminary testing of the RAF occurred over five sessions during November and December 1987. Five articles were utilized during the training period. Over a period of one month, the data collectors independently completed twenty-five additional articles, using the revised RAF.
Sample

The sampling frame for the study included all 130 original research articles (those which reported data collection and/or analysis) published in 1986 in five United States clinical nursing specialty journals (community health - Public Health Nursing; critical care - Heart & Lung; gerontology - Journal of Gerontological Nursing; maternal and child health - Journal of Obstetric, Gynecologic, and Neonatal Nursing; and oncology - Oncology Nursing Forum). These journals were chosen purposely for three reasons. They provided a variety of clinical specialties; they had a substantial amount of research content (at least 33% of each journal's articles were research studies, as reported by their editors [Swanson & McCloskey, 1986]); and their subscriber circulation (within each specialty) was high.

It was determined that 55 articles were the minimum required to "ensure 95% confidence that the proportion of articles containing a methodological error was within .10 of the true proportion in the sampling frame" (see Appendix A, p. 6, and Appendix D, Part I). To select the 55 articles, the sampling frame of 130 articles was stratified by journal. Then articles were selected proportionately from each stratum, using a table of random digits. From these 55 articles, a random sample of 30 (six from each journal) was selected for the pilot study (see Appendix A, p. 5, for additional specifics concerning the sampling procedure). Thus it was anticipated that results from the pilot study could be generalized to the
sampling frame of 130 research articles published in 1986 in the five selected journals. However, the smaller sample meant that our confidence in the results might be lower than 95% or that our precision would be less than .10 (see Appendix D, Part II).

Instrument

The Research Assessment Form (RAF) was developed by compiling information from a comprehensive literature review (see Appendix C), and was utilized to evaluate the research articles in this pilot study. The RAF offers an objective assessment of each phase of the research process. The areas set forth include: clarity and logic of the purpose statement; use of the literature to justify a need for the study; relevance of the conceptual/theoretical framework to the study; description of the setting; evidence of protection of human subjects; appropriateness of sampling methods and reporting of sample size; adequacy of statistical power; thoroughness of describing the research design (including limitations); documentation of validity and reliability of the instruments utilized; completeness of reporting of descriptive and inferential statistics; thoroughness of reporting the data analysis, results, and implications of the study; and completeness of tables, figures, abstract, and title. The RAF also included information regarding the number of authors, their educational levels, and the type, if any, of grant funding (see Appendix A, p. 6).
Content validity of the RAF was established through a series of reviews by a panel of nationally known experts including a doctorally prepared nurse researcher, a research editor, and a doctorally prepared biostatistician. Reliability was assessed using seven selected articles and seven of the eight sections of the RAF. The seven articles were selected because they offered many potential problems to consider on the RAF. Inter-rater reliability was calculated as a percentage of agreement between the review by the nursing research assistants (RAs) and the "gold standard" review by the principal investigator with biostatistical consultation. The mean percent of agreement with the gold standard was 90.63, standard deviation 1.33; the reliability among raters ranged from 89.5 to 92.1 percent. Intra-rater reliability was established by one of the RAs reviewing five articles (one from each journal), and then reviewing the same five articles again, one week after the first review, without access to the previous review forms. The intra-rater agreement was 96.1% (Kappa statistic pending). Inter- and intra-rater reliabilities are pending for a portion of the data analysis and results section (Section VI) of the RAF.

Data Collection

The data were collected by three RAs (a second year doctoral biostatistics student and two second year master's public health nursing [PHN] students) under the guidance of the primary investigator (PI) and co-investigator (CI). Training sessions which totaled 12 hours were
performed for initial reliability testing (as described on pp. 19-20) and included three second year master's PHN students and the two investigators.

A subsample of five selected articles, one from each journal, was utilized during the training sessions. Feedback was provided by the PI to the team on the methodological areas questioned by the RAs and/or CI; these discussions among the PI, CI, and RAs resulted in revisions to the RAF.

An additional 25 articles were reviewed by a team of two RAs and the CI working independently of one another. This resulted in a total of 30 articles from the sample, with five of the 30 articles used for training purposes among the three RAs, CI, and PI. The remaining 25 articles were divided among the three reviewers in such a manner that two of the 25 articles were reviewed by all of the investigators; the RAs and CI were not informed of which two articles were used for this quality control check. Inter-rater (gold standard) reliability was calculated for these two articles and they were included in the overall reliability measure (see p. 20). The CI examined all finished RAFs for completeness. Data collection for the remaining 25 articles (of the 55 articles in the larger study) is still in progress.

Data Analysis

A microcomputer was used to analyze the data with SPSS-PC statistical software. Descriptive statistics (means and standard
deviations, ranges, percents, and raw frequencies) were calculated for the variables of interest in the pilot study. The small sample in this pilot study precluded testing for significance of differences, e.g. between journals. In this report the articles first are described according to journal and specialty, number of authors, educational levels and professions of authors, as well as type of funding. Then, the sample is described in terms of the proportion of articles with errors in the area of sampling. Finally, additional information is presented regarding statistical power for those studies that used statistical testing.

Protection of Human Subjects

The authors whose research was examined in this study were considered to have given permission for their studies to be reviewed because public inspection is an expectation of publication. However, in order to avoid any embarrassment to the authors, the data are not reported at the individual author level. The study received Institutional Review Board Approval through the School of Public Health at the University of North Carolina at Chapel Hill (see Appendix E).
CHAPTER III

Results and Conclusions

Results

The RAF was used successfully to review 30 randomly selected articles (six articles from each of the five selected specialty journals). The mean time for completion of the RAF for each article was 54 minutes (SD 24 minutes; median = 45 minutes, with a range from 25 to 101 minutes). After training sessions, consultation with the PI and statistical consultant was required for five (20%) articles.

Characteristics of Authors

Table 1 describes the characteristics of the authors for the articles reviewed. Nearly all first authors were registered nurses. The master’s degree was the highest degree held by approximately two-thirds of the first authors. Approximately one third of the articles were written by a single author. The maximum number of authors was five.

Most (73.3%) of the research was not grant funded. Of the eight articles which received grant funding, 1 (3.3% of the total articles) received federal funding, 5 (16.7% of the total articles) received non-federal funding, and 2 (6.7% of the total articles) received both federal and nonfederal funding.
Sample

Error in reporting sampling method

A large majority of the authors claimed to use and, according to descriptions in the articles, actually used nonprobability sampling (Table 2). Four of the articles did not address the sampling method used. It was evident that two of these four actually used nonprobability sampling. All three studies reporting probability sampling did provide evidence that they actually used probability sampling.

Error in describing sampling frame, sample size, and number of refusals, withdrawals, and/or cases lost

The authors in 25 (83.3%) of the 30 articles provided some information about the sampling frame in their studies (Table 3). However, in 5 (16.7%) of the articles, it was impossible to discern any information about the population from which the sample was selected.

Of the 30 articles addressing sample size (Table 3), only 1 (3.3%) of the studies provided any evidence of having used mathematical calculations for determining sample size. Of the 16 studies whose main purpose was to describe a population, none provided estimates of the population proportion, population size, desired level of confidence, or desired level of precision. Of the 14 studies whose main purpose was to describe differences between groups, none provided evidence of using the significance level or power to calculate sample size. However, one
study provided evidence of using effect size; thus it could be inferred that significance and power were considered, though not reported.

Two-thirds (n=20) of the authors did not provide information on the attempted sample size in their studies (Table 4); 2 provided unclear information regarding the completed sample size (Table 5). Also, the number of refusals, withdrawals, or cases lost was either unclear or not provided in 18 (60%) of the articles (Table 6).

**Errors in reporting sample limitations**

Sampling limitations were not stated in 13 (43.3%) of the articles (Table 7). Table 8 provides a listing of the types of sampling limitations which were evident to the reviewers, but not acknowledged by the authors of the studies.

**Error in making generalizations from sample**

Tables 9 and 10 provide information regarding the generalizations made by the authors in the articles reviewed. Over half of the 27 studies using nonprobability sampling inappropriately generalized their results beyond their sample. Furthermore, 30% (n=9) of all of the studies included inappropriate generalization of results beyond the sampling frame.

**Summary of errors in sampling**

Overall, 29 (96.7%) of the 30 articles reviewed contained at least one of the four major errors in sampling (Table 11). Over two-thirds of the articles had an error in describing sampling frame, sample size, or
number of refusals, withdrawals, and/or cases lost; more than one-half committed an error in making generalizations from the sample.

**Power of statistical tests in samples used**

Nineteen of the 30 articles reported statistical testing; the remaining 11 were descriptive only and therefore did not report any statistical tests. Four of the 19 articles had insufficient information for assessing statistical power; the data collector was unable to assess statistical power in 2 other articles which currently are being assessed with biostatistical consultation. Three of the remaining 13 articles provided sufficient information to allow mathematical calculation of power. For the remaining 10 articles, power was estimated using Cohen's (1977) tables for a small, medium, and large effect. Table 12 shows that the specific types of information needed for mathematical calculations of power generally were not provided in the articles assessed.

For the three articles in which exact power calculation was possible, the power for statistical tests for the first major hypothesis in each article was .10, .20, and .82, respectively. Table 13 provides the power estimates for small, medium, and large effect for the 10 articles for which power was estimated based on Cohen's (1977) tables. For a small effect size, all power estimations for the first major null hypothesis were <.40; mean power was extremely low ($\bar{\alpha} = .16 \pm SD .20$). For a medium effect, half of the studies had statistical power less than .50 ($\bar{\alpha} = .58 \pm SD .20$).
However, for a large effect, only 2 (20%) of the 10 studies had power of less than .5; 7 (70%) had power above .7, and 6 (60%) had power of .9 or above. Mean power for large effect size was high ($\bar{x} = 0.80 \pm SD 0.88$), but the range was large (Table 13).

For the 5 articles reporting testing of a second major hypothesis, all power estimations for a small effect size were <.30 ($\bar{x} = 0.11 \pm SD 0.05$). For a medium effect, power estimates ranged from .18 to .99. For large effect, 4 of the 5 studies had statistical power above .80 ($\bar{x} = 0.81 \pm SD 0.75$) (Table 14).

In 7 (36.8%) of the 19 studies, the authors did not provide sufficient information to determine whether their decisions regarding rejection of the null hypothesis was appropriate. In 4 (21.7%) of the 19 articles, the author(s) stated that failure to reject the null hypothesis proved that the null hypothesis was true (Table 15). In 1 of these, the actual power for detecting statistical significance of the observed effect was only .10. Details regarding the sample size and power in these 4 studies are provided in Table 16. The RAF did not assess the total number of studies that failed to reject a null hypothesis; it asked only whether the authors put great emphasis on the importance of "accepting" their null hypothesis.

**Limitations**

This study itself is subject to human error since the data must be extrapolated from the research articles. Several control measures were created to minimize the possibility of errors. These measures included
training sessions, reliability testing, procedural quality controls, and expert consultation. However, even with these control measures, there were still some areas of the RAF which required additional consultation to correct reviewer error or questions. One portion of data collection (regarding statistical power) has not yet been completed, so that presently all the data are not available for analysis.

Initially it was believed that the pilot study sample size was a major limitation and that the results of the pilot study could be generalized with confidence only to the sample. In planning the study of 55 articles, it was estimated that we could be 95% confident that the results regarding the proportion of studies with 1 or more major methodological errors would be within ± .10 of the true population proportion (based on an estimated probability that 50% of the articles would have a major error). Using a sample of only 30, our anticipated level of confidence, given an estimated proportion of 50% and desired precision of ± .10, was less than 80% (see Appendix D). If we wanted to continue to have 95% confidence, our precision was less exact, nearly ± .16 (see Appendix D). However, our actual estimated proportion of articles with a major error in sampling was 96.7%, not 50%. This resulted in a more precise estimate than expected; in our study, we can be 95% confident that the proportion of studies we found with errors in sampling methodology, 96.7% in our sample, might actually be 97% ± 5.6% (91%, 100%) in the population of 130 research articles (Appendix F). Nevertheless, we cannot generalize to any year
Discussion and Implications

This pilot study provided information to evaluate the quality of nursing research published in 1986 in five major clinical nursing specialty journals, in terms of adherence to the standards and principles that govern sample selection. Although the sample we reviewed was itself quite small, we did use a probability sample and found patterns that suggested serious problems in relation to sampling methodology. Almost all of the articles reviewed contained at least one of the four major errors in sampling. These errors could severely jeopardize the validity of the results in the articles reviewed and could cause unfortunate repercussions if the results from these studies are inappropriately used in nursing practice.

A majority of the articles used nonprobability sampling, which severely limits the generalizability of the findings. Nonprobability samples are likely to be more biased and produce less representative and less accurate results than probability samples (Gentry and Shulman, 1985). Unfortunately, in our sample, over half of the articles using nonprobability sampling generalized their results beyond the sample; nearly 30% of all articles even generalized their results beyond the sampling frame. Furthermore, sampling limitations were not stated in over a third of the articles. It is difficult for the reader to ascertain the
generalizability of results in studies in which the authors neglect to discuss limitations. From these findings it appears that many researchers did not realize that nonprobability sampling precludes generalization beyond the sample, and that even probability sampling will not allow generalization beyond the sampling frame. A number of authors also did not appear to know that the specific demographic characteristics of their sample subjects could confound their results. Therefore, we would suggest that nursing educators emphasize these points in their research classes. It would also be helpful if journal editors and manuscript reviewers were to incorporate the standards and principles that govern the sampling plan into their criteria for selecting articles for publication.

Although the sampling frame was identified in a majority of the articles, most of these articles did not communicate the attempted sample size, the rationale for the sample size, or the sample size calculations. Consequently, readers are unable to determine the target population for whom the study results were intended to apply or if an inability to find statistical significance was related to an insufficient sample size. Furthermore, almost all the articles omitted data that would have allowed for mathematical calculation of the power for detecting statistical significance of the results in the given sample. This included omitting sample size, the name of the statistical test, the alpha level, and/or the effect size. Although full disclosure of all information regarding sample size and power calculations is rare in the literature, our findings
suggested that the authors may not even have realized that a priori sample size and power calculations are desirable (or even possible). This finding is reinforced by our own discussions with other students and faculty in schools of nursing, who report that sample size calculation usually is not taught. Most nursing research texts omit or "gloss over" the topic. Therefore, we would suggest that procedures for calculating sample size and guidelines for conferring with statisticians about sample size be included in nursing research courses. Journal editors and manuscript reviewers also could help by addressing sample size considerations in their criteria for selecting articles for publication.

In our study, although the authors of most of the studies we reviewed did not provide sufficient information for us to perform mathematical calculation of statistical power, for 10 of the studies we were able to estimate power for small, medium, and large effect from the tables prepared by Cohen (1977). Although the statistical power for detecting a large effect was good (\( \geq 0.80 \)) in our sample, the power for detecting a medium or small effect was low. Regrettably, in this study we did not determine the overall number of studies that failed to reject a null hypothesis. If we had done this, we could have assessed whether the failure to find statistical significance was related to low power. Therefore, it is suggested that the RAF be modified to include a question relating to rejecting or failing to reject a null hypothesis, and that research be undertaken to assess this issue in our sample as well as in other
samples. Furthermore, because the sample for which power was calculated was extremely small, we would advise extending our research to a larger sample.

We found that the RAF does have content validity. We also established excellent inter- and intra-rater reliability for all but one section of the RAF; continued testing is needed to complete the reliability assessment for the inferential statistical portion of the RAF. Upon completion of the reliability assessment, the RAF can be utilized by nurse researchers and nursing students in order to critically review research studies. In addition, it has the potential for use by reviewers and publishers as a guide or checklist of criteria which must be incorporated into research studies for publication. Additional study is indicated to refine the instrument as follows: (a) to decrease the overall length of the RAF to include only the most pertinent questions; (b) to include more specific instructions to abstractors in the body of the RAF, in order to decrease the time needed for abstractor training; and (c) to develop a scoring system which would allow for quantitative comparisons of research articles. We also would suggest further research to extend this tool to other journals or areas of nursing research. The pilot study is in the process of being extended to incorporate the remaining 25 articles from the original calculated sample size of 55 articles.

Future research will enable the profession to monitor itself regarding the quality of research and identify those areas which require
further refinement. The data base created through this project also will provide a methodologically sound foundation for future statistical evaluation of changes in research quality over time (see Appendix A, p. 3).

**Conclusions**

As with any research, one must be cautious in interpreting and generalizing the results of this study. The results of this pilot study can be generalized only to the 130 research articles published in 1986 in the five clinical nursing specialty journals selected for study; however, the general consistency of the findings suggest that there may be serious methodological problems with sampling in clinical nursing research. This pilot study provided a beginning evaluation of the research that is likely to be read by practicing clinicians and established a methodologically sound foundation for future research (see Appendix A, p. 8).

Since research is an expectation of practice, and nurses are expected to base their practice on research, the potential significance of basing practice on flawed research is tremendous. This pilot study has revealed a substantial number of the methodological errors in sampling and has provided suggestions for changes in education, research, and publishing practices. This will allow nurses to improve the scientific rigor of their studies and to critically evaluate research. Ultimately, practitioners and their clients will benefit from the findings of improved research.
Table 1

Selected Characteristics of Authors in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Author characteristics</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profession of first author</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RN</td>
<td>28</td>
<td>93.3</td>
</tr>
<tr>
<td>Non-RN</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>Information not provided</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>Highest degree of first author</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doctorate</td>
<td>10</td>
<td>33.3</td>
</tr>
<tr>
<td>Master's</td>
<td>18</td>
<td>60.0</td>
</tr>
<tr>
<td>Information not provided</td>
<td>2</td>
<td>6.7</td>
</tr>
<tr>
<td>Number of authors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>9</td>
<td>30.0</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>33.3</td>
</tr>
<tr>
<td>3 or 4</td>
<td>10</td>
<td>33.3</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>3.3</td>
</tr>
</tbody>
</table>
### Table 2

**Sampling Methods Claimed to be Used and Sampling Methods Actually Used in 30 Research Articles Reviewed**

<table>
<thead>
<tr>
<th>Sampling method</th>
<th>Articles (n=30)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Claimed by author(s)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probability</td>
<td>3</td>
<td>10.0</td>
</tr>
<tr>
<td>Nonprobability</td>
<td>23</td>
<td>76.7</td>
</tr>
<tr>
<td>Not addressed</td>
<td>4</td>
<td>13.3</td>
</tr>
<tr>
<td><strong>Actually used&lt;sup&gt;a&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Probability</td>
<td>3</td>
<td>10.0</td>
</tr>
<tr>
<td>Nonprobability</td>
<td>25</td>
<td>83.3</td>
</tr>
<tr>
<td>Not addressed</td>
<td>2</td>
<td>6.7</td>
</tr>
</tbody>
</table>

<sup>a</sup>as determined from information presented in article.
Table 3

**Reporting of Information Regarding Sampling Frame and Rationale for Sample Size Selection in 30 Research Articles Reviewed**

<table>
<thead>
<tr>
<th>Identification of sampling frame</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>At least mentioned in article</td>
<td>25</td>
<td>83.3</td>
</tr>
<tr>
<td>Not identified at all</td>
<td>5</td>
<td>16.7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Reporting of rationale for sample size selection</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>No rationale or &quot;practical&quot; rationale</td>
<td>29</td>
<td>96.7</td>
</tr>
<tr>
<td>Reported evidence of sample size calculations</td>
<td>1</td>
<td>3.3</td>
</tr>
</tbody>
</table>
Table 4

Reporting of Information Regarding Attempted Sample Size in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Reporting of attempted sample size</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reported = 1-100(^a)</td>
<td>4</td>
<td>13.3</td>
</tr>
<tr>
<td>Reported = 101-500(^b)</td>
<td>5</td>
<td>16.7</td>
</tr>
<tr>
<td>Reported &gt; 500(^c)</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>Information unclear/not provided</td>
<td>20</td>
<td>66.7</td>
</tr>
</tbody>
</table>

**Note.**  
\(^a\)sample size = 13, 32, 48, 64  
\(^b\)sample size = 141, 296, 300, 337, 343  
\(^c\)sample size = 1689
Table 5

Reporting of Information Regarding Completed Sample Size in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Articles</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n=30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n</td>
<td>18</td>
<td>60.0</td>
</tr>
</tbody>
</table>

Reporting of completed sample size

- Reported = 1-100<sup>a</sup> 18 60.0
- Reported = 101-500<sup>b</sup> 9 30.0
- Reported >500<sup>c</sup> 1 3.3
- Information unclear 2 6.7

Note:  

<sup>a</sup>sample size = 12(x2), 14, 20, 25, 30, 31, 40, 45(x2), 48, 50, 58, 60, 62, 74, 80

<sup>b</sup>sample size = 100, 112, 125, 152, 197, 202, 211, 213, 217, 275

<sup>c</sup>sample size = 1250
Table 6

Reporting of Information Regarding Number of Refusals, Withdrawals, and/or Cases Lost in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Articles</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Reporting of refusals, withdrawals, &/or cases lost

- Reported = 1-100<sup>a</sup>  
  - 9 30.0
- Reported = 101-439<sup>b</sup>  
  - 3 10.0
- Information unclear/not provided  
  - 18 60.0

Note.  
<sup>a</sup>number reported = 1(x2), 3 (x2), 4, 20, 29, 62, 98  
<sup>b</sup>number reported = 146, 246, 439
Table 7

Reporting of Sampling Limitations in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th></th>
<th>Articles (n=30)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Author(s) stated at least 1 limitation</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>17 56.7</td>
</tr>
<tr>
<td>No</td>
<td>13 43.3</td>
</tr>
</tbody>
</table>
Table 8

Types of Sampling Limitations Not Addressed by Author(s) in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Limitation</th>
<th>Articles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Did not acknowledge</td>
<td>na</td>
</tr>
<tr>
<td>Limitations of small setting</td>
<td>3</td>
</tr>
<tr>
<td>Limitations of convenience sample</td>
<td>8</td>
</tr>
<tr>
<td>Confounding factors associated with demographics</td>
<td>8</td>
</tr>
<tr>
<td>Number of refusals, withdrawals, and/or cases lost</td>
<td>2</td>
</tr>
<tr>
<td>Influence of the Hawthorne effect on subjects</td>
<td>1</td>
</tr>
<tr>
<td>Limitations of sample size</td>
<td>7</td>
</tr>
</tbody>
</table>

*Note.* an≠30; some articles had more than one limitation.
<table>
<thead>
<tr>
<th>Author(s) generalized beyond sample</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>17</td>
<td>56.7</td>
</tr>
<tr>
<td>Unclear</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>40.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Author(s) generalized beyond sampling frame</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>9</td>
<td>30.0</td>
</tr>
<tr>
<td>Unclear</td>
<td>2</td>
<td>6.7</td>
</tr>
<tr>
<td>No</td>
<td>19</td>
<td>63.3</td>
</tr>
</tbody>
</table>
Table 10

Appropriateness of Authors' Generalizations of Results in 30 Research Articles Reviewed, Based on Sampling Method Used

<table>
<thead>
<tr>
<th>Articles</th>
<th>Total (n=30)</th>
<th>Probability Sample (n=3)</th>
<th>Nonprobability Sample (n=27)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>%</td>
<td>n</td>
<td>%</td>
</tr>
</tbody>
</table>

Were findings generalized

Beyond sample? 17 56.7 3 100.0 14 51.9a

Beyond sampling frame? 9 30.0 1 33.3a 8 29.6a

Note. aInappropriate generalization based on sampling method
Table 11

Summary of Major Errors in Sampling Procedures in 30 Research Articles Reviewed

<table>
<thead>
<tr>
<th>Type of major error in a sampling procedure</th>
<th>Articles (n=30)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Error in reporting sampling methods</td>
<td>4</td>
<td>13.3</td>
</tr>
<tr>
<td>Error in describing sampling frame, sample size, and number of refusals, withdrawals, and/or cases lost</td>
<td>21</td>
<td>70.0</td>
</tr>
<tr>
<td>Error in reporting sampling limitations</td>
<td>12</td>
<td>40.0</td>
</tr>
<tr>
<td>Error in making generalizations from sample</td>
<td>16</td>
<td>53.3</td>
</tr>
</tbody>
</table>

Note. aOverall, 29 (96.7%) of the 30 articles reviewed contained at least one of the four types of errors.

b n=30; some articles had more than one major error.
Table 12

Reporting of Information Required for Mathematical Calculations of Statistical Power for 13a Articles Reviewed

<table>
<thead>
<tr>
<th>Information needed</th>
<th>Articles (n=13)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
</tr>
<tr>
<td>Sample size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>1</td>
<td>7.7</td>
</tr>
<tr>
<td>Not missing</td>
<td>12</td>
<td>92.3</td>
</tr>
<tr>
<td>Name of statistical test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2</td>
<td>15.4</td>
</tr>
<tr>
<td>Not missing</td>
<td>11</td>
<td>84.6</td>
</tr>
<tr>
<td>Alpha level</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>2</td>
<td>15.4</td>
</tr>
<tr>
<td>Not missing</td>
<td>11</td>
<td>84.6</td>
</tr>
<tr>
<td>Effect size</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>13</td>
<td>100.0</td>
</tr>
<tr>
<td>Not missing</td>
<td>0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Note. 19 articles reported statistical testing; however, in this study, power could be assessed for only 13 of these
Table 13

Statistical Power for Small, Medium, and Large Effect\textsuperscript{a} for First Major Hypothesis in 10\textsuperscript{b} Research Articles Reporting at Least 1 Statistical Test

<table>
<thead>
<tr>
<th>Effect</th>
<th>Small\textsuperscript{c}</th>
<th>Medium\textsuperscript{d}</th>
<th>Large\textsuperscript{e}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>&lt;.10</td>
<td>4</td>
<td>40.0</td>
<td>0</td>
</tr>
<tr>
<td>.10 - .19</td>
<td>3</td>
<td>30.0</td>
<td>1</td>
</tr>
<tr>
<td>.20 - .29</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>.30 - .39</td>
<td>3</td>
<td>30.0</td>
<td>0</td>
</tr>
<tr>
<td>.40 - .49</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>.50 - .59</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.60 - .69</td>
<td>0</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>.70 - .79</td>
<td>0</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>.80 - .89</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.90 - .99</td>
<td>0</td>
<td>0.0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 13 continued on next page
Table 13 (continued)


b19 articles reported statistical testing; however, in this study, power could be assessed for only 13. Mathematical power calculations were performed for 3 of the 13 (see p. 26)

\[
\bar{c} \pm sd = .16 \pm .20
\]

\[
\bar{d} \pm sd = .58 \pm .32
\]

\[
\bar{e} \pm sd = .80 \pm .88
\]
Table 14

Statistical Power for Small, Medium, and Large Effects for Second Major Hypothesis in 54 Research Articles Reporting at Least 2 Statistical Tests

<table>
<thead>
<tr>
<th>Power</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>&lt;.10</td>
<td>1</td>
<td>20.0</td>
<td>0</td>
</tr>
<tr>
<td>.10 -.19</td>
<td>3</td>
<td>60.0</td>
<td>1</td>
</tr>
<tr>
<td>.20 -.29</td>
<td>1</td>
<td>20.0</td>
<td>0</td>
</tr>
<tr>
<td>.30 -.39</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.40 -.49</td>
<td>0</td>
<td>0.0</td>
<td>2</td>
</tr>
<tr>
<td>.50 -.59</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.60 -.69</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.70 -.79</td>
<td>0</td>
<td>0.0</td>
<td>1</td>
</tr>
<tr>
<td>.80 -.89</td>
<td>0</td>
<td>0.0</td>
<td>0</td>
</tr>
<tr>
<td>.90 -.99</td>
<td>0</td>
<td>0.0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 14 continued on next page
Table 14 (continued)


bonly 5 of the 10 articles shown in Table 13 reported >1 statistical test

\[ \delta_x \pm sd = .11 \pm .05 \]
\[ \delta_x \pm sd = .55 \pm .62 \]
\[ e_x \pm sd = .81 \pm .75 \]
Table 15

Decisions Regarding Testing of Null Hypothesis in 19\textsuperscript{a} Research Articles

Reporting Statistical Testing

<table>
<thead>
<tr>
<th>Articles</th>
<th>(n=19)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>%</td>
</tr>
</tbody>
</table>

Decision regarding rejection of null hypothesis

- Correct decision: 12 (63.2%)
- Insufficient information provided: 7 (36.8%)

Author stated that failure to reject the null hypothesis \textit{proves} the null hypothesis is true

- Yes: 4 (21.1%)
- No: 15 (78.9%)

Note. \textsuperscript{a}Eleven of the 30 articles had no statistical testing; therefore, n=19.
Table 16

Sample Sizes and Statistical Power for 4 Articles in Which Authors Emphasized That Failure to Reject the Null Hypothesis Proved That the Null Hypothesis Was True

<table>
<thead>
<tr>
<th>Article</th>
<th>Sample Size</th>
<th>Mathematical Calculation</th>
<th>For Small Effect</th>
<th>For Medium Effect</th>
<th>For Large Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>.10</td>
<td>--</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>3</td>
<td>62</td>
<td>--</td>
<td>.12</td>
<td>.66</td>
<td>.99</td>
</tr>
<tr>
<td>4</td>
<td>211</td>
<td>--</td>
<td>.30</td>
<td>.99</td>
<td>.99</td>
</tr>
</tbody>
</table>


N/A - not available at this time; currently being assessed with biostatistical consultation

-- If exact power was calculable mathematically, this was done.

Otherwise, power estimates were made for small, medium, and large effects.
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Appendix A

Selected Excerpt from Sigma Theta Tau Grant Proposal
Testing a Tool to Assess Research Quality in Nursing

A. Specific Aims

The major aim of this project is to refine and test the reliability of the Research Assessment Form (RAF), an instrument designed to identify methodological and statistical errors in published nursing research. An additional aim is to use the RAF to describe and evaluate the quality of research published in five major clinical nursing journals in 1986. This is a first step in establishing an ongoing program to monitor the quality of the research upon which nurses are expected to base their practice.

B. Significance

Nurses are increasingly encouraged and expected to use research as the basis for decisions in professional practice (American Nurses' Association, 1985; National League for Nursing, 1983, 1986), and the amount of research published by nurses has increased dramatically (Swanson & McCluskey, 1986). As other professions have embarked on research agendas, they have conducted periodic, criterion-based scientific assessments of the methodological quality of their research (see RAF reference list, Appendix B). Results of such assessments have led to changes in educational and publishing practices directed at improving research quality (O'Fallon et al., 1978; Schor & Karten, 1966). The nursing profession has published numerous critical reviews of nursing research (Abdellah, 1970; Beck, 1985; Benoliel, 1983; Brown, Tanner, & Padrick, 1984; Cronenwett, 1982; Diers & Molde, 1979; Ellis, 1977; Gortner, 1983; Gortner & Nahm, 1977; Grant & Padilla, 1985; Henderson, 1937; Highter, 1977; Jacobsen & Meininger, 1985, 1986; Lindsey, 1982, 1983; Loomis, 1985; McCloskey, 1981; Houstafa, 1985; O'Connell, 1983; O'Connell & Duffey, 1978; Pollock, 1987; Schwirian, 1984; Stehle, 1981; Werley, Fitzpatrick, & Tauntor, 1983, 1984, 1985, 1986). However, for the most part these reviews have not been based on systematic evaluation of the methodological quality of the research being reviewed (Ganong, 1987).

For example, Schwirian (1984) reported that sample sizes in studies of nursing education "usually were quite adequate" (p. 224), but presented no evidence of having assessed the adequacy of the sample sizes through power calculations. Jacobsen and Meininger (1985) described but did not evaluate research methods in nursing research journals from 1956 through 1983. Benoliel (1983) and Brown and colleagues (1984) concluded that research methods had become more sophisticated and sound, based on increases in the use of statistical tests, particularly multivariate analyses; but they did not evaluate whether the statistics were used appropriately. Findings from other professions (Felson, Cupples, & Meenan, 1984) suggest that increased use of statistical tests results in more opportunities for misuse. More recently, Jones and Jones (1987) reported that only 51% of research reports in psychiatric nursing used "correct" statistical procedures; however, their review did not identify statistical errors, nor was it replicable as reported.

In a landmark study, Jacobsen & Meininger (1986) conducted a scientific evaluation of reports of experiments in nursing. Utilizing four established standards for reporting controlled trials (Chalmers et al., 1981; Hill, 1971; Pocock, 1983), these researchers evaluated 42 reports of randomized controlled studies published in three nursing research journals from 1980 through 1984. The research fared poorly on all four criteria: only 5% (i.e., two) of the
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reports provided evidence of sample size or power calculation, and only 14% reported the method of random assignment; 74% gave some evidence of pre-treatment equivalence of groups, but over half of those claiming equivalence did not provide sufficient evidence to substantiate their claims; 50% mentioned withdrawals, but only two provided sufficient information to determine whether differential withdrawal was a problem.

Jacobsen and Meininger (1986) provided clear evidence of the need to educate nursing researchers about established reporting requirements for clinical trials, but they did not address the most disturbing implication of their study: the possibility that the majority of randomized experiments in the most prestigious nursing research journals in the United States are seriously flawed. Randomized clinical trials are the gold standard against which other research is judged, and the journals reviewed by Jacobsen and Meininger are the gold standard of nursing research journals. These journals are written for and read by researchers; the research that most clinical nurses read is in clinical specialty journals, not these prestigious research journals. Therefore, if nursing's gold standard is as tarnished as Jacobsen and Meininger's findings suggest, the research foundation upon which clinical nurses are expected to base their practice may be a latticework of rust.

The potential significance of basing nursing practice on unsound research is immense. In the U.S. each year, over one million (USDHHS, 1985) registered nurses (RNs) are responsible for 24-hour care, health education, and discharge planning for nearly 40 million hospital admissions (American Hospital Association, 1984). These RNs also provide education and nursing intervention for 273 million hospital outpatient visits (American Hospital Association, 1984); an additional 100,000 RNs provide similar services in non-hospital ambulatory care settings; and 20,000 nurse practitioners and midwives (USDHHS, 1986) provide primary care. Another 115,000 RNs (USDHHS, 1986) supervise the health of approximately 1.5 million residents of nursing homes and long-term care facilities (USDHHS, 1984), and 100,000 develop and evaluate health programs in schools, industries, and community health agencies (USDHHS, 1986).

Because nursing practice directly affects the health of millions of Americans, it is ethically imperative to identify and correct any deficiencies in the research upon which that practice is based. A major obstacle to such an evaluation has been the lack of an instrument for valid, reliable, and efficient data collection. The instrument to be tested in this study, the RAF (Appendix B), has been developed through an extensive review of evaluations of research in the health professions (RAF reference list, Appendix B). The RAF has been judged to have content validity through a series of reviews by a panel of nationally known experts in nursing research, biostatistics, and publishing. Preliminary work suggests that, after a training period, graduate nursing students may be able to complete the RAF with 90% reliability in two hours per article.

This project will extend reliability testing to a random sample of research articles published in five clinical nursing journals in 1986. This will enable us to refine the RAF and more firmly establish its reliability. Potential users of the RAF (or sections thereof) include reviewers of grant proposals, journal editors and manuscript reviewers, faculty and students in research courses, and researchers who need to screen published studies for meta-analytic research, as well as researchers who wish to conduct scientific studies of the methodological quality of research in any area of nursing.
This project will also provide a beginning evaluation of the scientific merit of research actually read by practicing nurses, and upon which they are expected to base their clinical practice. It will determine whether there are serious methodological flaws in this research, and, if so, will identify areas in need of correction. Nursing educators and researchers then can take specific actions to correct the errors, and practitioners and their clients can benefit from the findings of improved research. The data base created through this project also will provide a methodologically sound foundation for future statistical evaluation of changes in research quality over time.

C. Scientific Rationale

The assumptions underlying this study of the quality of published clinical nursing research are that 1) research is the appropriate basis for professional nursing practice (ANA, 1985; NLN, 1983, 1986); 2) research can vary in quality (see Significance, p.1, and RAF reference list, Appendix B); and 3) published articles that violate scientific principles and established standards for the conduct and reporting of research may jeopardize nursing practice (see Significance, p.2).

These principles and standards for the conduct and reporting of research (see RAF reference list, Appendix B) provide the scientific base for this study and are the foundation for construction of the instrument to be tested, refined, and used to evaluate published clinical nursing research in this project. These principles and standards, as they relate to published research articles (Selby, 1988, Appendix C; Tornquist, 1986;) are summarized below.

Overall, the reader of a research article should be able to follow the logical development of the research question, the methods used, the results, and the conclusions of the study. Though organizational style may vary, a good research article includes the background and rationale for the study; methodology used; results; discussion; implications; and limitations.

First, the article should introduce the reader to the problem area and the scope or significance of the problem. A synopsis of the literature should demonstrate a synthesis of ideas indicating the existing gaps in knowledge, shortcomings in previous research, and/or unmet needs which the author's research will remedy.

These introductory remarks should lead logically to the problem or purpose statement, which should be stated explicitly. From the purpose statement, it should be clear that the project is researchable and properly delimited. Any research questions or hypotheses should be derived directly from the purpose statement and fit within the stated scope of the study. The potential benefits or uses of information gained from answering the research questions should be stated succinctly, providing a coherent rationale to convince the reader that the study purpose is worthwhile.

High quality research is developed using conceptual, theoretical, or scientific frameworks or models within which the research questions are couched. If used, the concept, theory, model, or scientific base should be documented and identified; its relevance to the study should be made clear. Any assumptions should also be explicitly stated, appropriately based in theory, research, or universal truths, and be relevant and valid within the context of the study.
A clear description of the study's methodology is essential. Although journal length limitations may preclude a detailed description, at the very least an article should describe the research design, setting, population and sample, protection of human subjects, data collection instruments and procedures, and data analysis techniques.

The research design should be compatible with the problem statement, research questions, and/or hypotheses. The setting should be described in terms of the time period, location (overall geographic area and type of particular institution, unit, etc.), and other physical conditions relevant to the study. Limitations of the design and possible sources and directions of bias in the setting should be acknowledged.

The target population and sampling frame should be identified. The sampling technique used should be named and described, as should criteria for sample selection. Sample size should be noted and justified, and limitations of the sample, with possible sources and directions of bias, should be pointed out. If human subjects are involved, the article should provide evidence that informed consent was obtained.

Data collection instruments should be described with regard to how they measure the variables of interest; the level of measurement of the variables should be clear from the descriptions. The validity and reliability of each instrument should be addressed. The instruments should be congruent with the problem statement, research questions, hypotheses, and variables. Data collection procedures should be described in sufficient detail to enable others to replicate the study. Any problems with data collection which might affect the quality of the data should be discussed.

Data analysis methods should be adequate to address the research questions. Statistics, where used, should be identified and appropriate for the data. If non-standard statistical tests are used, or if statistics are used in an unusual manner, a rationale and references should be provided.

The presentation of the results should follow the description of the methodology. The final sample size, response rate, withdrawals and losses, and reasons for these should be provided if not already given in the methods section. Appropriate descriptive statistics for demographic characteristics of the sample should be presented in narrative or tabular form. If the sample is small, numbers should be presented along with percentages or proportions. The narrative for the major findings should provide a logical flow of information, highlighting important points and referring the reader to tables for detailed information where appropriate. Tables and figures must be understandable without reference to the text. Appropriate descriptive statistics for the major variables of interest should be provided, including differences between groups if applicable. The results of hypothesis testing, including the name and value of the statistical test and p-value, should be included. The results of secondary analyses and anecdotal data may be presented if space permits.

Only data presented in the results are appropriate for inclusion in the discussion section. In this section, the reader should find the answer to the questions, "So what? Why are the findings important?" It may be necessary to provide a brief summary of the major findings. The main focus should be on interpreting the meaning of the findings in view of the literature (research and/or theory), problems within the study, insights, observations, and opinions.
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(so noted as such). Appropriate generalizations about the data should be made. If not discussed in the methods section, limitations of the research design on the ability to draw conclusions, and limitations of the sample and setting on the ability to generalize should be noted. How or why the validity may be compromised should be discussed.

The authors should explain the implications of the study; these implications should relate to their findings, not information available before their research was undertaken. At the least, implications for future research should be discussed. Implications for practice or policy also should be included, even if the implications only caution practitioners and policy makers not to make changes because of the limitations of the study. If the study purports to test a theory or model, the implications for theory or model development also should be discussed.

The instrument to be tested and refined in this study is designed to measure adherence to the research principles and standards described above, and to identify specific weaknesses in research methodology and statistical use in published research articles. We will use this tool to assess quality in a random sample of research reports in clinical nursing journals. Through our research methodology, we intend to demonstrate that it is possible to utilize and abide by the principles and standards of sound research when assessing adherence to these principles and standards in the published research of others.

D. Consultative Support

Consultation will be provided by a nationally known biostatistician with extensive experience in conducting research and teaching research methodology (see letter of agreement and biosketch, Appendix A).

E. Methods

1. Sample

The sampling frame consists of all 130 original research articles (those which report data collection and/or analysis) published in 1986 in five U.S. clinical nursing specialty journals (critical care, Heart & Lung; oncology, Oncology Nursing Forum; gerontology, Journal of Gerontological Nursing; maternal and child health, Journal of Obstetrical, Gynecological, and Neonatal Nursing; and community health, Public Health Nursing). The journals were identified from a listing (Swanson & McCloskey, 1986) of publishing practices of nursing journals (those whose audience was at least 50% nursing). The initial choice was the journal with the highest circulation in its specialty. Then, on the premise that journals with little research content are less likely to be read by clinicians who actively seek to base their practice on research, the proportion of research content was assessed. If the editor of the chosen journal did not report that at least 33% of its published content was research, the journal with the next highest circulation was selected until a journal meeting the research content criterion was identified. In one case, the journal with the highest circulation reported 33% research but, on examination, only 1 of 40 articles published in 1986 was research; therefore, the second journal, which met the research content criterion, was chosen. The combined circulation of the journals selected is over 130,000 (Swanson & McCloskey, 1986).
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A random sample of 56 articles proportionately stratified by journal will be selected using a table of random numbers; 56 is the largest estimate required to ensure 95% confidence that the proportion of articles containing a methodological error is within .10 of the true proportion in the sampling frame. This sample size also provides a foundation for future statistically sound comparisons between this sample and others of equivalent size, to evaluate changes in research quality over time.

2. Instrument

The Research Assessment Form (RAF, Appendix B), synthesized from an extensive literature review (RAF reference list, Appendix B) will guide the evaluation of research articles in this retrospective nonexperimental study. The RAF provides a checklist for assessing the clarity and logic of the study's statement of purpose; use of the literature to justify the need for the study; clarity and relevance of the theoretical or conceptual framework; evidence of protection of human subjects; description, appropriateness, and acknowledgment of limitations of the research design and sampling method; evidence of sample size calculation; adequacy of statistical power; evidence of validity and reliability of data collection instruments; appropriateness of use and completeness of reporting of descriptive and inferential statistics; completeness of the title, abstract, and tables; and relevance of stated implications to the study. The RAF also asks for descriptive information such as the number of authors, their degrees, whether the research was grant funded, and the type of funding.

The RAF has been judged to have content validity through a series of reviews by a panel of nationally known experts (nurse researcher, research editor, and biostatistician). Preliminary reliability testing of 7 of the 8 sections of the RAF, using 5 selected articles, has shown 80 to 90% agreement between the reviews of graduate nursing students trained in use of the RAF and a "gold standard" decisive review by the principal investigator (PI) and biostatistical consultant. Both the PI and consultant have considerable experience in conducting research, teaching research methodology, and judging research quality.

The major purpose of this study is to extend reliability testing to all sections of the RAF, calculating intra-rater (test-retest) agreement as well as gold standard (inter-rater) agreement, and refining the RAF as needed. Experience in using the RAF to evaluate 56 articles in this study will enable us to develop a mathematical scoring system for the RAF. Such a system will make it possible for manuscript reviewers, students, and future researchers to make quantitative comparisons of research articles.

3. Procedures

All studies involving data abstraction are subject to human error. Study procedures designed to minimize the possibility of error in this project include abstractor training, reliability testing, and procedural quality controls. Also, the project is planned to provide a meaningful collegial research experience for the entire investigative team. The PI, coinvestigator (CI), research assistants (RAs), and biostatistics (BIOS) faculty consultant will collaborate in report writing, sharing authorship and thus responsibility for the integrity of the study.
Data will be collected by RAs (graduate students in nursing and biostatistics) supervised by the CI, with PI consultation. The CI will train RAs to use the RAF and will coordinate data collection. For reliability testing, the PI and BIOS faculty consultant will perform a "gold standard" decisive review of a subsample of articles. Working independently of one another, the RAs will each review these articles and re-review them in two weeks, without access to their previous review forms. Reliabilities (percent agreement) will be calculated intra-RA (test-retest) and between RAs and the gold standard (inter-rater). Further training, RAF revision, and/or repetitions of the above procedure will be instituted if reliabilities are below 80%. Thereafter, RAs, with access to consultation, will review separate subsamples of articles until all 56 are reviewed.

Several additional quality control checks will be implemented during data collection. The PI, with BIOS faculty consultation, will perform gold standard reviews of additional articles, the identities of which will not be disclosed to the RAs. The RAs will review these same articles and their RAFs will be examined for agreement with the gold standard. If reliabilities fall below 80%, further training and/or RAF revision will be undertaken. Throughout the study, the CI will examine all RA-completed RAFs for completeness. The PI and BIOS consultant will make definitive judgments concerning methodological errors and any areas questioned by the CI or RAs, and will provide feedback to the investigative team.

4. Data Analysis

Inter- and intra-rater reliability for the RAF will be calculated as described above. If the mean percentage of agreement is 80% or better, we will conclude that the RAF has demonstrated these types of reliability.

A scoring system will be developed for the RAF, based on examination of individual items and groups of items. We plan to calculate a summative "research quality score" for each of the major methodological areas considered by the RAF (e.g., sampling, research design, descriptive statistics, etc.). To be useful for inter-article comparisons, the score cannot include purely descriptive items (e.g., location of setting), cannot penalize articles for items which are not applicable (e.g., lack of randomization to groups, when the study is nonexperimental), and cannot multiply errors inequitably (e.g., when one item on the RAF reveals an error, and the following items clarify the type of error). At this point it is not clear whether the scores for the various areas can be summed for a total RAF score.

The research quality scores will be reported in terms of means and standard deviations, medians, modes, and percents (grouping the scores) for the overall sample. Comparisons of scores may be made according to categories of selected variables such as journal and specialty, number of authors, educational levels and professions of authors, type of funding, type of research design, etc.

Because of the intensive time and labor required for data collection, the sample size is calculated for descriptive statistics only, not for testing for significance of differences (e.g., between journals or other categories). Articles will be described and crosstabulated by journal and specialty, number of authors, educational levels and professions of authors, and type of funding. Evaluative data from the RAF will be grouped and described in terms of the
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proportion of articles with errors related to clarity and logic of the study's statement of purpose; use of the literature to justify the need for the study; clarity and relevance of the theoretical or conceptual framework; evidence of protection of human subjects; description, appropriateness, and acknowledgment of limitations of the research design and sampling method; evidence of sample size calculation; adequacy of statistical power; evidence of validity and reliability of data collection instruments; appropriateness of use and completeness of reporting of descriptive and inferential statistics; completeness of the title, abstract, and tables; and relevance of stated implications to the study. Mean (± s.d.) power for small, medium, and large effect sizes also will be calculated.

Results from this study can be generalized to research articles published in 1986 in the selected clinical nursing journals. This does not include all research relevant to clinical nursing, and our methodology relies on what is reported and published, not necessarily what is accomplished in research. Nevertheless, this study will provide a beginning evaluation of the research that is likely to be read by practicing clinicians, and will establish a methodologically sound foundation for future research.

5. Time Frame

Mo. 1-2: Obtain sample; conduct RA training sessions; revise RAF as needed
Mo. 3-5: Collect data; calculate reliabilities; revise RAF as needed
Mo. 6: Enter data on computer
Mo. 7-9: Analyze and interpret data; develop scoring system for RAF
Mo. 10-12: Prepare reports for publication and presentation

F. Human Subjects

Because public scrutiny is an expectation of publication, the authors whose works will be examined in this study can be considered to have given permission for their studies to be reviewed. Nevertheless, in order to prevent possible embarrassment to individuals, we will not report data at the individual author level. This proposal has Institutional Review Board approval (Appendix A).

G. Facilities and Resources

Facilities relevant to this project include the Health Sciences Library, which subscribes to the journals selected for this project; photocopying facilities; office space for the investigators; a conference room for RA training; one AT&T PC6300 (hard disk) with SPSS PC statistical software; access to VAX mainframe dataprocessing and printing facilities; and access to nationally known research consultants.

H. Collaborative Arrangements

Collaborative arrangements with other agencies are not required. The department chairs of participating investigators have approved this project.
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Appendix B

Research Assessment Form

(RAF)
RESEARCH ASSESSMENT FORM (RAF) - VERSION May 19, 1988

ABSTRACTOR: Attach photocopied article. Use blue highlighter on article as directed

1. Abstractor Name ____________________________________________

2. Total minutes required for completion__________________________

3. Was consultation required?
   1. yes
   2. no; SKIP TO SECTION I

4. With whom was consultation?__________________________________

   1. ____________________________
   2. ____________________________
   3. ____________________________
SECTION I (items 5 - 14): GENERAL INFORMATION

5. Article id.
   Code directly ___/___/___

6. Journal
   1. Heart & Lung
   2. Issues in Mental Health Nursing
   3. Journal of Gerontological Nursing
   4. Journal of Obstetrical, Gynecological, and Neonatal Nursing
   5. Oncology Nursing Forum
   6. Public Health Nursing

7. Volume number
   Code directly ___/___

8. Issue number
   Code directly ___/___

9. Number of authors
   Code directly ___/___

10. Highest degree of first (or only) author
    1. less than baccalaureate
    2. baccalaureate
    3. master's
    4. doctorate
    8. N/A; no co-authors on this article
    9. information not provided

11. Profession of first (or only) author
    1. RN
    2. MD
    3. Pharmacist
    4. Nutritionist
    5. Psychologist
    6. Statistician
    7. Other; describe ____________________
    9. information not provided

12. Highest degree of any co-authors after first author
    1. less than baccalaureate
    2. baccalaureate
    3. master's
    4. doctorate
    8. N/A; no co-authors on this article
    9. information not provided
13. Is any co-author (after first author) a nurse (RN)?
   1. yes
   2. no
   8. N/A; no co-authors on this article
   9. information not provided

14. Grant funding acknowledged. ABSTRACTOR: usually at bottom of first page with author listing, or at end in Acknowledgements section.
   1. federal only
   2. non-federal only
   3. both federal and non-federal
   4. none listed
SECTION II (items 15 - 25): PURPOSE, LITERATURE REVIEW, FRAMEWORK

   1. explicitly stated in introductory paragraphs
   2. not explicitly stated within introductory paragraphs, but implied therein
   3. not in introductory paragraphs, but stated or implied later
   4. totally unclear or absent

16. Stated purpose is to:
   1. describe existing situation
   2. explain or test differences or relationships in existing situation
   3. test an intervention
   4. develop an instrument
   5. other; describe
   6. totally unclear or absent

17. Major focus of research
   1. clinical practice (patient/client oriented)
   2. administration
   3. education
   4. other; describe

18. Is ANY literature cited in introduction or literature review?
   1. yes
   2. no

19. Does cited literature justify need for this study?
   1. yes, clear justification
   2. unclear or contradictory justification
   3. no justification or no literature
   4. other; explain

20. Total number of cited references in article (count reference list):
    Code directly: __/__/__

21. Conceptual or theoretical framework
   1. separate section included
   2. presented in introduction or literature review
   3. not included or implied; SKIP TO 26

22. Identify conceptual or theoretical framework upon which study is based
    __________________________________________
23. Is conceptual or theoretical framework described at all?
   1. yes
   2. no

24. Is an attempt made to explain the relevance of framework to this study?
   1. yes
   2. no

25. Is framework relevant to this study?
   1. yes, framework probably is relevant
   2. unable to determine
   3. framework clearly is not relevant or is contradictory to this study
SECTION III (items 26 - 44): SETTING, HUMAN SUBJECTS, SAMPLING

26. Is the setting for the study mentioned or implied?
   1. yes
   2. no; SKIP TO 28

27. Specific setting stated (where they say their sample is from)
   a. hospital inpatient setting
      1. yes
      2. no
   b. long term care facility
      1. yes
      2. no
   c. outpatient/ambulatory care facility (MD office, HMO, clinic, etc.)
      1. yes
      2. no
   d. public health agency
      1. yes
      2. no
   e. college or university
      1. yes
      2. no
   f. primary or secondary school
      1. yes
      2. no
   g. industrial or occupational setting
      1. yes
      2. no
   h. community or geographical area
      1. yes
      2. no
   i. home
      1. yes
      2. no

j. other; describe __________________________________________________________
   1. yes
   2. no
28. Was evidence of informed consent provided (including studies which look at medical records or other existing data about humans)

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. yes, citing of institutional or review board approval</td>
<td></td>
</tr>
<tr>
<td>2. yes, other clear evidence of voluntary nature of the study was provided</td>
<td></td>
</tr>
<tr>
<td>3. unclear</td>
<td></td>
</tr>
<tr>
<td>4. no, evidence of voluntary nature was not provided</td>
<td></td>
</tr>
<tr>
<td>8. N/A (e.g., no involvement of human subjects)</td>
<td></td>
</tr>
</tbody>
</table>

29. Sampling method claimed to be used by authors

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. probability (ABSTRACTOR: do not confuse random sampling with random assignment to groups)</td>
<td></td>
</tr>
<tr>
<td>2. nonprobability</td>
<td></td>
</tr>
<tr>
<td>3. not addressed</td>
<td></td>
</tr>
<tr>
<td>8. N/A; no sampling used</td>
<td>SKIP TO 45</td>
</tr>
</tbody>
</table>

30. Sampling method actually described by authors

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. probability (ABSTRACTOR: do not confuse random sampling with random assignment to groups)</td>
<td></td>
</tr>
<tr>
<td>2. nonprobability</td>
<td></td>
</tr>
<tr>
<td>3. not described sufficiently to categorize</td>
<td></td>
</tr>
<tr>
<td>4. not described at all</td>
<td></td>
</tr>
</tbody>
</table>

31. Is sampling frame mentioned (at all, anything)?

<table>
<thead>
<tr>
<th>Level</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. yes</td>
<td></td>
</tr>
<tr>
<td>2. no</td>
<td></td>
</tr>
</tbody>
</table>

32. Total attempted sample size:

<table>
<thead>
<tr>
<th>Code directly</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>666666. unclear or conflicting information; DESCRIBE</td>
<td></td>
</tr>
<tr>
<td>999999. information not provided</td>
<td></td>
</tr>
</tbody>
</table>

33. Total completed sample size

<table>
<thead>
<tr>
<th>Code directly</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>666666. unclear or conflicting information; DESCRIBE</td>
<td></td>
</tr>
<tr>
<td>999999. information not provided</td>
<td></td>
</tr>
</tbody>
</table>

34. Total number of refusals, and/or withdrawals, and/or cases lost

<table>
<thead>
<tr>
<th>Code directly</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>666666. unclear or conflicting information; DESCRIBE</td>
<td></td>
</tr>
<tr>
<td>999999. information not provided</td>
<td></td>
</tr>
</tbody>
</table>
35. If intervention, is (are) the reason(s) given for withdrawals or cases lost?

1. reported no (zero) withdrawals or cases lost; therefore no reasons needed
2. reported withdrawals and cases lost and reported reasons
3. reported withdrawals and cases lost but did not report reasons
4. did not report withdrawals and cases lost and did not report reasons
5. N/A; not an intervention

36. What rationale was provided for sample size selection?

1. no rationale or "practical rationale" stated or implied
2. evidence of sample size calculation or reference to sample size tables
3. sample size not given

37. Were sample size calculations reported to be based on

1. descriptive statistics?
2. other (inferenceal) statistical tests?
3. both descriptive and inferenceal statistics?
4. no mathematical calculations described

ABSTRACTOR: Answer items 38-41 only for studies whose main purpose is to describe a population (descriptive statistics). Otherwise, SKIP TO 42.

Was there evidence that the following information was used in calculating sample size?

38. Estimate of population proportion or variance of a major dependent variable?

1. yes
2. unclear
3. no

39. Population size?

1. yes
2. unclear
3. no

40. Desired level of confidence (e.g., 95% confident)?

1. yes
2. unclear
3. no

41. Desired level of precision (e.g., "within .05 of the true proportion...")?

1. yes
2. unclear
3. no
ABSTRACTOR: Answer items 42-44 only for studies whose main purpose is to describe differences between groups (inferential statistics or statistical tests). Otherwise, SKIP TO 45.

Was there evidence that the following information was used in calculating sample size?

42. significance level (alpha)?
   1. yes
   2. unclear
   3. no

43. power?
   1. yes
   2. unclear
   3. no

44. effect size?
   1. yes
   2. unclear
   3. no
SECTION IV (items 45 - 51): RESEARCH DESIGN

45. Research design stated or implied by authors as being used
   1. experiment
   2. quasiexperiment
   3. nonexperiment
   4. not stated or implied
   5. other; describe

46. Was there manipulation of the independent variable (intervention)?
   1. yes
   2. unclear
   3. no

47. Did they use a control or comparison group?
   1. yes
   2. unclear
   3. no

48. Was there randomization to groups? ABSTRACTOR: Do not confuse with random sampling.
   1. yes
   2. unclear
   3. no

49. If authors claim that this is an experiment or that randomization was used, is the method of randomization described?
   1. yes, and the method described constitutes randomization
   2. yes, but the method is not clear. EXPLAIN
   3. yes, but the method described does NOT constitute randomization
      EXPLAIN
   4. no, the method of randomization is not described
   5. N/A; randomization not claimed

50. Type of experiment or quasiexperiment
   1. 1 group measured at one point in time
   2. 1 group before/after
   3. 2 groups measured at one point in time
   4. 2 groups before/after
   5. other
   6. N/A; nonexperimental
51. Type of nonexperimental design

1. retrospective (past-oriented) but not case-control
2. retrospective case-control
3. cross-sectional or survey (present-oriented, at time of data collection)
4. prospective or cohort (future oriented, follows forward)
5. used retrospective data to follow prospectively
6. other
7. not described clearly enough to categorize
8. not described at all
88. N/A; experiment or quasiexperiment
SECTION V (items 52 - 63): DATA COLLECTION, VALIDITY, RELIABILITY

52. Were data collection procedures described sufficiently to understand how major instruments were administered? (e.g., mail, in person, phone)
   1. yes
   2. no; EXPLAIN

53. Are operational definitions sufficient to understand how major variables are measured (stated or implied definitions)?
   1. All (or only) operational definitions are clear
   2. Some operational definitions are clear, and some are not clear
   3. All operational definitions are entirely unclear or confusing
      EXPLAIN
   4. Operational definitions are totally missing

54. Are instrument descriptions sufficient to understand how the instruments measure all major variables?
   1. All instrument descriptions are clear
   2. Some instrument descriptions are clear, and some are not clear
   3. All instrument descriptions are entirely unclear or confusing
      EXPLAIN
   4. Instrument descriptions are totally missing

55. Did author(s) state or imply that the instruments used have validity (any kind)?
   1. states or implies that each (or only) instrument used to collect original data has validity
   2. states that one instrument has validity, but omits discussion or reference for validity of at least one instrument
   3. completely omits statement regarding validity of instruments; SKIP TO 60
   4. states or implies that validity of instruments was not assessed; SKIP TO 60
   5. other; EXPLAIN

ABSTRACTOR: Refer to validity chart to assess measures of validity claimed or implied for any instruments for items 56 - 59.

56. “face” validity
   1. did not claim
   2. claimed and presented documentation consistent with face validity
   3. claimed but presented documentation inconsistent with face validity;
      EXPLAIN
   4. claimed but presented only reference for documentation
   5. claimed but did not present any documentation
   6. implied but did not claim; EXPLAIN
57. content validity

1. did not claim
2. claimed and presented documentation consistent with content validity
3. claimed but presented documentation inconsistent with content validity; EXPLAIN
4. claimed but presented only reference for documentation
5. claimed but did not present any documentation
6. implied but did not claim; EXPLAIN

58. criterion-related validity (predictive)

1. did not claim
2. claimed and presented documentation consistent with criterion-related validity
3. claimed but presented documentation inconsistent with criterion-related validity; EXPLAIN
4. claimed but presented only reference for documentation
5. claimed but did not present any documentation
6. implied but did not claim; EXPLAIN

59. construct validity

1. did not claim
2. claimed and presented documentation consistent with construct validity
3. claimed but presented documentation inconsistent with construct validity; EXPLAIN
4. claimed but presented only reference for documentation
5. claimed but did not present any documentation
6. implied but did not claim; EXPLAIN

ABSTRACTOR: Refer to reliability chart to assess measures of reliability claimed or implied for any instruments for items 60 - 63.

60. Did author(s) state or imply that the instruments used have reliability (any kind)?

1. states or implies that each (or only) instrument used to collect original data has reliability
2. states that > one instrument has reliability, but omits discussion or reference for reliability of at least one instrument
3. completely omits statement regarding reliability of instruments; SKIP TO 64
4. states or implies that reliability of instruments was not assessed; SKIP TO 64
5. other; EXPLAIN

<table>
<thead>
<tr>
<th>57</th>
<th>content validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with content validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with content validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>58</th>
<th>criterion-related validity (predictive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with criterion-related validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with criterion-related validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>59</th>
<th>construct validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with construct validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with construct validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ABSTRACTOR:</th>
<th>Refer to reliability chart to assess measures of reliability claimed or implied for any instruments for items 60 - 63.</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>Did author(s) state or imply that the instruments used have reliability (any kind)?</td>
</tr>
<tr>
<td>1</td>
<td>states or implies that each (or only) instrument used to collect original data has reliability</td>
</tr>
<tr>
<td>2</td>
<td>states that &gt; one instrument has reliability, but omits discussion or reference for reliability of at least one instrument</td>
</tr>
<tr>
<td>3</td>
<td>completely omits statement regarding reliability of instruments; SKIP TO 64</td>
</tr>
<tr>
<td>4</td>
<td>states or implies that reliability of instruments was not assessed; SKIP TO 64</td>
</tr>
<tr>
<td>5</td>
<td>other; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>96</th>
<th>59. construct validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with construct validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with construct validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>94</th>
<th>57. content validity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with content validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with content validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>95</th>
<th>58. criterion-related validity (predictive)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>did not claim</td>
</tr>
<tr>
<td>2</td>
<td>claimed and presented documentation consistent with criterion-related validity</td>
</tr>
<tr>
<td>3</td>
<td>claimed but presented documentation inconsistent with criterion-related validity; EXPLAIN</td>
</tr>
<tr>
<td>4</td>
<td>claimed but presented only reference for documentation</td>
</tr>
<tr>
<td>5</td>
<td>claimed but did not present any documentation</td>
</tr>
<tr>
<td>6</td>
<td>implied but did not claim; EXPLAIN</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>97</th>
<th>60. Did author(s) state or imply that the instruments used have reliability (any kind)?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>states or implies that each (or only) instrument used to collect original data has reliability</td>
</tr>
<tr>
<td>2</td>
<td>states that &gt; one instrument has reliability, but omits discussion or reference for reliability of at least one instrument</td>
</tr>
<tr>
<td>3</td>
<td>completely omits statement regarding reliability of instruments; SKIP TO 64</td>
</tr>
<tr>
<td>4</td>
<td>states or implies that reliability of instruments was not assessed; SKIP TO 64</td>
</tr>
<tr>
<td>5</td>
<td>other; EXPLAIN</td>
</tr>
</tbody>
</table>
61. internal consistency (KR-20, 21; coefficient or Cronbach alpha; split half; odd-even; Spearman-Brown prophecy)

1. did not claim
2. claimed and presented documentation consistent with claim
3. claimed, presented appropriate documentation, but some reliability coefficients < .60
4. claimed but presented documentation inconsistent with claim; EXPLAIN
5. claimed but presented only reference for documentation
6. claimed but did not present any documentation
7. implied but did not claim; EXPLAIN

62. stability (test-retest, intra-rater)

1. did not claim
2. claimed and presented documentation consistent with claim
3. claimed, presented appropriate documentation, but some reliability coefficients < .60
4. claimed but presented documentation inconsistent with claim; EXPLAIN
5. claimed but presented only reference for documentation
6. claimed but did not present any documentation
7. implied but did not claim; EXPLAIN

63. equivalence (inter-rater, parallel forms)

1. did not claim
2. claimed and presented documentation consistent with claim
3. claimed, presented appropriate documentation, but some reliability coefficients < .60
4. claimed but presented documentation inconsistent with claim; EXPLAIN
5. claimed but presented only reference for documentation
6. claimed but did not present any documentation
7. implied but did not claim; EXPLAIN
SECTION VI (items 64 - 128): DATA ANALYSIS AND RESULTS

64. Is there a specific section in which methods of data collection and/or analysis are described?

1. yes
2. no

65. Which methods of data analysis (type of statistics, NOT just the name of a computer package such as SPSS, SAS) are reported?

1. in a specific section where methods of data analysis are described
2. elsewhere in the article
3. not reported anywhere in article, but computer package mentioned (which one? ____________)
4. completely omitted in article

ABSTRACTOR: Items 66-75 ask you to evaluate whether a reported descriptive statistic is used appropriately or inappropriately based on the level of measurement of the variable or rules for usage of descriptive statistics.

66. How is the mean (average) used? ABSTRACTOR: this measure is appropriate for interval/ratio data

1. always used with interval/ratio data
2. used with ordinal data at least once
3. used with nominal data at least once
4. unclear; level of measurement of variable unclear
5. N/A; mean not reported

67. How are the standard deviation, standard error, or variance used? ABSTRACTOR: these measures are appropriate for interval/ratio data

1. always used with interval/ratio data
2. used with ordinal data at least once
3. used with nominal data at least once
4. unclear; level of measurement of variable unclear
5. N/A; standard deviation, standard error, or variance not reported

68. Is a mean for a major independent, dependent, or co-variable reported without a measure of variability (standard deviation, standard error, or variance)?

1. yes
2. no
3. N/A; no mean reported

69. Is a mean for a sample characteristic reported without a measure of variability (standard deviation, standard error, or variance)?

1. yes
2. no
3. N/A; no mean reported
70. How is the median (mid-point) used? **ABSTRACTOR:** this measure is appropriate for numbered ordinal or interval/ratio data

1. always used with ordinal or interval/ratio data
2. used with nominal data at least once
3. unclear; level of measurement of variable unclear
8. N/A; median not reported

71. How is the range (minimum to maximum) used? **ABSTRACTOR:** this measure is appropriate for numbered ordinal or interval/ratio data

1. always used with ordinal or interval/ratio data
2. used with nominal data at least once
3. unclear; level of measurement of variable unclear
8. N/A; range not reported

72. Is the mode (most frequent score/response) used? **ABSTRACTOR:** this measure is appropriate for all data

1. mode is reported
2. mode not reported

73. Is percent or proportion used? **ABSTRACTOR:** these measures are appropriate for all data

1. percent or proportion is reported
2. percent or proportion not reported

74. Is the raw frequency (number) used? **ABSTRACTOR:** this measure is appropriate for all data

1. frequency is reported
2. frequency not reported

75. In any article that reports proportions or percents, does author commit the error of reporting percentages or proportions without referring to raw frequencies within a very small sample or subsample (N < 20)?

1. yes; Give EXAMPLE
2. no
8. N/A; no percent or proportion reported

76. Is sample described in terms of all major variables (independent, dependent) from problem statement, research question(s), and/or hypothesis(es)?
**ABSTRACTOR:** article must report in text or table a measure of central tendency (unless nominal) and variability for each major variable

1. yes
2. unclear; unable to link results with research question(s) or hypothesis(es)
3. no; EXPLAIN
77. Are sample demographics described statistically? ABSTRACTOR: This requires reporting of means, medians, modes, ranges, frequencies, or percents for important characteristics of the sample; NOT just statements like "the average subject was age 13 and had been sick for 3 months"

1. yes
2. no; EXPLAIN

78. If comparison of > two groups is a major purpose, are descriptive statistics presented regarding any demographic or other possible confounding variables, separately for each group?

1. yes
2. no; EXPLAIN
3. N/A; only one group

79. Is any descriptive statistic reported without referring to the variable it describes (e.g., "the mean was ___") in a context in which it is not clear whether it is the mean age, mean number of dogs, or mean anxiety score?

1. yes
2. no
3. N/A; no descriptive statistics reported

80. How many major hypotheses would be required (minimum) to analyze the major problem statement or purpose statement?

Code directly ___ / ___

99. unclear; EXPLAIN

81. Were these major hypotheses tested for statistical significance (not necessarily appropriately)?

1. yes; all were tested
2. partially; at least one was not tested
3. no; none were tested
4. unclear; EXPLAIN
5. N/A; no hypotheses stated or implied

82. How many statistical tests are reported or implied by a statement such as (p < .05), "were statistically significant," etc. ABSTRACTOR: not just the number of types of tests, but the total number of instances of applying a test; e.g., there might have been five Chi Square tests applied plus one t-test, totalling six different tests

Code directly ___ / ___

9. unable to determine; EXPLAIN
ABSTRACTOR: Items 83-125 ask you to evaluate whether a reported statistical test is used appropriately or inappropriately, based on the assumptions underlying the use of each test. Use the Selby Chart, LeGault Instructions, Daniel or Remington and Schork textbooks, and/or your statistical consultant to make these evaluations. Do NOT count violations of assumption of normality or homoscedasticity as a violation. IF NO STATISTICAL TESTS ARE USED, SKIP TO 126.

USE THE FOLLOWING CODING SCHEME FOR QUESTIONS 83-102:

1. Clearly violates assumptions underlying use of test.
2. Unclear or unable to evaluate due to lack of information.
3. Clearly does not violate any assumptions for test used.
8. N/A; not used.

83. How is confidence interval used? 125
84. How is Z-test (any kind) used? 126
85. How is McNemar Test used? 127
86. How is Fisher Exact Test used? 128
87. How is Binomial Test used? 129
88. How is Mann-Whitney U used? 130
89. How is analysis of variance (ANOVA or F test) used? 131
90. How is analysis of covariance (ANCOVA) used? 132
91. How is Pearson Product Moment used? 133
92. How is Spearman Rho used? 134
93. How is Kendall Tau used? 135
94. How is Median Test used? 136
95. How is Sign Test used? 137
96. How is Wilcoxon Test used? 138
97. How is Cochran Q used? 139
98. How is Multiple Regression used? 140
99. How is Factor Analysis used? 141
100. How is Kolmogorov-Smirnov Test used? 142
101. How is Kruskal-Wallis Test used? 143
102. How is other test used (except Chi Square or t-test)?
Name of test: __________________________

103. Is Chi Square used (any kind)?
1. yes
2. no; SKIP TO 108 IF CHI SQUARE IS NOT USED

104. Is Chi Square used when EXPECTED VALUE in any cell is 0, or >20% of EXPECTED VALUES in cells <5?
1. yes
2. no
3. insufficient information provided

105. Is Chi Square used with proportions instead of raw frequencies?
1. yes
2. no
3. insufficient information provided

106. Is Chi Square used with related (not independent) samples?
1. yes
2. no
3. insufficient information provided

107. Is Chi Square for Contingency Tables used when Chi Square for Goodness of Fit required?
1. yes
2. no
3. insufficient information provided

108. Is t-test used (any kind)?
1. yes
2. no; SKIP TO 113 IF T-TEST IS NOT USED

109. Is t-test for related samples used when independent sample t-test required? ABSTRACTOR: assume that independent sample t-test is used unless otherwise stated
1. yes
2. no
3. insufficient information provided
8. N/A; no independent samples

110. Is t-test for independent samples used when related sample t-test required? ABSTRACTOR: assume that independent sample t-test is used unless otherwise stated
1. yes
2. no
3. insufficient information provided
8. N/A; no related samples
111. Is t-test used for comparing more than 2 groups? (e.g., groups A, B, & C, and t-test is used 3 times for Groups A & B, A & C, B & C)
   1. yes
   2. no
   3. insufficient information provided

112. Are multiple t-tests used (i.e., as in 111 above) without stating that alpha was reduced?
   1. yes
   2. no
   8. N/A; no multiple tests used

113. Are repeated observations analyzed as independent (any test)?
   ABSTRACTOR: e.g., WHEN N=6 INFANTS BUT 300 CRYING EPISODES ARE ANALYZED OR N=10 PEOPLE MEASURED BEFORE AND AFTER AND N=20 SCORES ARE ANALYZED.
   1. yes
   2. no
   3. insufficient information provided
   8. N/A; no repeated observations

114. Does article report results of statistical testing without enabling reader to identify the statistical test used (either in methods or results)? ABSTRACTOR: e.g., "the results were not statistically significant" or "the hypothesis was rejected" or "the differences were significant" but you cannot determine what test was used
   1. yes
   2. no
   8. N/A; no statistical tests used

115. Is p-value (either exact, or "less than ____") missing (not reported) for at least one test?
   1. yes
   2. no
   8. N/A; no statistical tests reported

116. Is there an "orphan p," i.e., a p-value is reported without reference to the name of the corresponding test statistic at least once? (Answer "NO" if the name of the corresponding test statistic clearly is given somewhere--e.g., statistic name in a table, and the p-value in the text. If it is impossible to link them, answer "YES.")
   1. yes; at least one orphan p
   2. no; no orphan p's
   8. N/A; no statistical tests reported
117. Is alpha level (level of significance) reported or implied at least once?

1. yes, explicitly reported at least once
2. implied by statement such as \( p \leq 0.05 \) at least once
3. not reported at all
8. N/A; no statistical tests reported

118. Based on the statistic alpha and p-value, does the author wrongly "reject" or "fail to reject" the null hypothesis?

1. yes, "rejects" alternate hypotheses, at least once
2. yes, wrongly rejects based on values provided, at least once
3. yes, does both 1 & 2, at least once each
4. yes, other (describe)
5. no, clearly makes correct decision for all tests
6. unable to evaluate because of lack of information on statistic or p-value for at least one test

119. Does author state that failure to reject any of the null hypotheses proves that the null is true?

1. yes
2. no

120. Are sufficient data presented to allow you to determine POWER for the tests for the major purpose, research question(s), or hypothesis(es)? ABSTRACTOR: Refer to instructions and Cohen tables

1. yes; SKIP TO 122
2. no

121. If sufficient data are not presented, is one of the following items missing?

USE THE FOLLOWING CODING SCHEME FOR QUESTIONS 121a-d:

1. yes
2. no

a. Sample size
b. Name of the statistical test
c. Alpha value
d. Effect size
122. Power for statistical test for first major hypothesis
(from Cohen tables) CODE ONLY REAL POWER

Name of test:______________________________
Value of test:______________________________
Sample size:______________________________
Alpha value:______________________________
Effect size:______________________________
Real power:______________________________

IF EFFECT SIZE IS NOT MISSING, SKIP TO 123

If effect size for first major hypothesis is missing:

a. Power for large effect
   Code directly ____ / ____ / ____
   999. unable to compute
   777. hypothesis stated but not tested (e.g., has 3 hypotheses stated
   but tests only first & second)

b. Power for medium effect
   Code directly ____ / ____ / ____
   999. unable to compute
   777. hypothesis stated but not tested (e.g., has 3 hypotheses stated
   but tests only first & second)

c. Power for small effect
   Code directly ____ / ____ / ____
   999. unable to compute
   777. hypothesis stated but not tested (e.g., has 3 hypotheses stated
   but tests only first & second)

123. Power for statistical test for second major hypothesis (from
Cohen tables) CODE ONLY REAL POWER

Name of test:______________________________
Value of test:______________________________
Sample size:______________________________
Alpha value:______________________________
Effect size:______________________________
Real power:______________________________

IF EFFECT SIZE IS NOT MISSING, SKIP TO 124
If effect size for second major hypothesis is missing:

a. Power for large effect

Code directly ___/___/___

777. hypothesis stated but not tested
888. N/A; no second hypothesis
999. unable to compute

b. Power for medium effect

Code directly ___/___/___

777. hypothesis stated but not tested
888. N/A; no second hypothesis
999. unable to compute

c. Power for small effect

Code directly ___/___/___

777. hypothesis stated but not tested
888. N/A; no second hypothesis
999. unable to compute

124. Does this study FAIL TO REJECT a major null hypothesis?

1. yes
2. unclear; EXPLAIN___________________________________________
3. no

125. If study fails to reject a major null hypothesis, what is the POWER for this hypothesis? ABSTRACTOR: if more than one, choose first one reported that you can calculate

CODE ONLY REAL POWER

Name of test:_________________________________________________
Value of test:_________________________________________________
Sample size:_________________________________________________
Alpha value:_________________________________________________
Effect size:_________________________________________________
Real power:_________________________________________________

888. N/A; does not fail to reject null hypothesis

IF EFFECT SIZE IS NOT MISSING, SKIP TO 126
If effect size is missing for major null hypothesis that was not rejected:

a. Power for large effect
   Code directly ___/___/___
   999. unable to compute

b. Power for medium effect
   Code directly ___/___/___
   999. unable to compute

c. Power for small effect
   Code directly ___/___/___
   999. unable to compute
SECTION VII (Items 126 - 136): IMPLICATIONS

126. If no statistical significance is found with a small sample or subgroup, does author place considerable confidence in the lack of significance? ABSTRACTOR: e.g., does the author make a "big deal" about there being no difference or no relationship, and not refer to the fact that the small sample may have caused it?

1. yes
2. no

127. Were results generalized beyond the sampling frame?

1. yes, clearly beyond sampling frame; EXPLAIN
2. unclear; EXPLAIN
3. no
8. N/A; no sample

128. Were results generalized beyond sample?

1. yes; EXPLAIN
2. unclear; EXPLAIN
3. no
8. N/A; no sample

129. Were ANY limitations of sampling stated?

1. yes
2. no

130. List serious limitations overlooked, if any (confounding factors)

(to be coded later)

131. Are any conclusions INCONSISTENT with results?

1. yes; EXPLAIN
2. no

132. Are there any stated implications (research, theory, practice, etc.)?

1. yes
2. no; SKIP TO 137

133. Are implications stated for future research?

1. yes; EXPLAIN
2. unclear
3. no
134. Are implications stated for theory?
   1. yes; EXPLAIN__________________________________________
   2. unclear ____________________________________________
   3. no

135. Are implications stated for practice or policy?
   1. yes; EXPLAIN__________________________________________
   2. unclear ____________________________________________
   3. no

136. Do any of this study's findings CONTRADICT, or are they inconsistent with, stated implications?
   1. yes; EXPLAIN__________________________________________
   2. no
SECTION VIII (Items 137 - 144): TABLES, FIGURES, ABSTRACT, TITLE

137. Is title of article consistent with report?
   1. yes
   2. no; EXPLAIN

138. Does article include any tables or figures?
   1. yes
   2. no; SKIP TO 141

139. Do the table/figure titles sufficiently identify the contents of the tables/figures (could they stand alone in a table of contents)?
   1. yes, all table/figure titles correctly describe contents of table/figure
   2. no, at least 1 table/figure title does not correctly describe contents of table/figure;
      EXAMPLE

140. Is content within tables/figures understandable without reference to the text?
   1. yes, all tables/figures are clearly understandable without reference to text
   2. no, at least 1 table/figure lacks appropriate labeling;
      EXAMPLE

141. Does article include an abstract?
   1. yes
   2. no; OMIT 142-144

142. Does abstract include purpose of study?
   1. yes, includes purpose
   2. no, does not include purpose
   3. other comment

143. Does abstract include summary of methods?
   1. yes
   2. no

144. Does abstract include main results?
   1. yes
   2. no

ABSTRACTOR: YOU HAVE REACHED THE END. THANK YOU FOR YOUR EFFORT!
<table>
<thead>
<tr>
<th>Type</th>
<th>Key Question</th>
<th>Technique</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face</td>
<td>Does the instrument appear to be logical?</td>
<td>Researcher decision</td>
<td>* Alone, this is not a legitimate form of validity</td>
</tr>
<tr>
<td>Content</td>
<td>Are the individual items representative of the concept?</td>
<td>Panel of experts</td>
<td>A. Weakest form of true validity.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B. Relatively simple to achieve.</td>
</tr>
<tr>
<td>Criterion-Related</td>
<td>Is there a high correlation between this measure and another measure of the same concept?</td>
<td>Correlation coefficient (between the 2 measures)</td>
<td>A. Difficult to decide an appropriate criterion.</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>B. If another valid measure is already available, is there a legitimate reason for not using the other measure?</td>
</tr>
<tr>
<td>Construct</td>
<td>Does the instrument truly measure the concept and not something else?</td>
<td>1. Known-groups</td>
<td>A. Assumption is made about characteristics of the &quot;known groups.&quot;</td>
</tr>
<tr>
<td></td>
<td>Note: Construct validity is the highest form of validity</td>
<td></td>
<td>B. Least difficult of 3 construct validity techniques</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Multitrait-multimethod</td>
<td>A. Requires 2 or more methods and concepts.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>matrix</td>
<td>B. Requires some statistical sophistication.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Factor analysis</td>
<td>A. Requires some statistical sophistication.</td>
</tr>
<tr>
<td>Type</td>
<td>Key Questions</td>
<td>Technique</td>
<td>Comments</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>----------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Equivalence</td>
<td>1. Do different researchers using the same instrument measure the same characteristic?</td>
<td>Inter-rater reliability</td>
<td>Used when more than one researcher using an instrument that requires subjective judgment.</td>
</tr>
<tr>
<td></td>
<td>2. Do different instruments measure the same characteristic?</td>
<td>Parallel forms reliability</td>
<td>Used when it is advisable to have different items for the pretest and post-test.</td>
</tr>
<tr>
<td>Stability</td>
<td>Will instrument give the same results on repeat administration?</td>
<td>Intra-rater reliability</td>
<td>Not appropriate if data being measured are not stable over time.</td>
</tr>
<tr>
<td></td>
<td>1. Instrument to be completed by researcher.</td>
<td></td>
<td>Short period of time between first and second administration may give falsely high reliability because person completing instrument may simply remember earlier responses.</td>
</tr>
<tr>
<td></td>
<td>2. Instrument to be completed by subjects.</td>
<td>Test-retest reliability</td>
<td></td>
</tr>
<tr>
<td>Internal Consistency</td>
<td>Do the sub-parts measure the same characteristic?</td>
<td>1. For Likert-type scale:</td>
<td>This type of reliability is not appropriate unless the various items are intended to measure the same concept.</td>
</tr>
<tr>
<td></td>
<td>A. Coefficient alpha</td>
<td>A. Split half or odd/even</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B. Split half or odd/even with correction by Spearman-Brown prophecy</td>
<td>with an action by</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. For right/wrong questions:</td>
<td>B. Split half or odd/even</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A. Kuder-Richardson 20</td>
<td>with an action by</td>
<td></td>
</tr>
<tr>
<td></td>
<td>B. Split half or odd/even with an action by</td>
<td>Spearman-Brown Prophecy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Are individual respondents consistent?</td>
<td>Agreement of responses between</td>
<td>Used when researcher is concerned about possibility that a particular item will not be measured accurately.</td>
</tr>
<tr>
<td></td>
<td>2 items that ask for the same information.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table

Guide to Selected Inferential Statistics for Testing for Differences between Groups

<table>
<thead>
<tr>
<th>Type(s) of group(s)</th>
<th>Nominal</th>
<th>Ordinal</th>
<th>Interval/Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2. Wilcoxon Matched-Pairs Signed-Rank Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2 independent groups</td>
<td>1. Chi Square Tests</td>
<td>1. Median Test</td>
<td>Mann: 1. two-sample t-test for independent samples, df = n1 + n2 - 2 Proportions: 1. two-sample Z-test for proportions</td>
</tr>
<tr>
<td></td>
<td>2. Fisher Exact Test</td>
<td>2. Mann-Whitney U (Rank Sum) Test</td>
<td></td>
</tr>
<tr>
<td>&gt;2 independent groups</td>
<td>1. Chi Square Tests</td>
<td>1. Extension of Median Test</td>
<td>Mann: 1. one-way analysis of variance (one-way ANOVA)</td>
</tr>
<tr>
<td></td>
<td>2. Kruskal-Wallis Test</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 group before/after, or 2 related groups (matched pairs)</td>
<td>1. McNemar Test</td>
<td>1. Wilcoxon Matched-Pairs Signed-Rank Test</td>
<td>Difference scores: 1. paired t-tests for paired data (t-test for related samples) df = n-1 where n = number of pairs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 group with &gt; 2 repeated measures, OR &gt; 2 related groups (matched triplets, etc.)</td>
<td>1. Cochran Q</td>
<td>1. Friedman Test</td>
<td>Repeated measure analysis</td>
</tr>
</tbody>
</table>

- continued -
### Guide to Selected Inferential Statistics - continued

<table>
<thead>
<tr>
<th>Type(s) of group(s)</th>
<th>Nominal</th>
<th>Ordinal</th>
<th>Interval/Ratio</th>
</tr>
</thead>
</table>
| 2 groups before/after | 1. Adaptation of data for Chi Square Tests  
2. Adaptation of data for Fisher Exact Test | 1. Adaptation of data for Mann-Whitney U (if scores can be subtracted) | Mean changes:  
1. two-sample t-test for independent samples  
\[ df = n_1 + n_2 - 2 \]  
2. one-way analysis of variance  
Means:  
1. analysis of covariance |

| >2 groups before/after | 1. Adaptation of data for Chi Square Tests | 1. Adaptation of data for Kruskal-Wallis test (if scores can be subtracted) | Mean changes:  
1. one-way analysis of variance  
Means:  
1. analysis of covariance |

**NOTE:** Lower level tests may be used for higher level data, but some loss of information may result.

This chart was developed with the assistance of Ronald Forthofer, Ph.D., Professor of Biometry, University of Texas School of Public Health.
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Calculations for Sample Size, Confidence, and Precision
Appendix D

Calculations for Sample Size, Confidence, and Precision

Part I. Calculations for Sample Size

These calculations were based on the researchers' desire to determine the proportion of articles (out of N = 130) that had one or more major methodological errors, given

\[ n = \frac{t^2 \cdot p \cdot q}{d^2} \]

where N = 130 (sampling frame size)

\[ t = 1.96 \] (i.e., 95% confidence)

\[ p = .5 \] ("worst case" proportion to have \( \geq 1 \) major methodological error)

\[ q = 1 - p = .5 \] (for calculating proportion variance)

\[ d = .1 \] (desired precision)

\[ n = \frac{(1.96)^2 \cdot (.5) \cdot (.5)}{(.1)^2} = 96.04 \]

and \( n_{final} = \frac{n}{1 + \frac{n}{N}} \)

\[ = \frac{96.04}{1 + \frac{96.04}{130}} = 55.23 \]
Note. aThe formula used assumes simple random sampling, but we actually used stratified random sampling. The proper formulas are more complicated, but as a practical matter, in this instance the answers will not be much different; whatever small differences there are will likely be in our favor.
Part II. Calculations for Confidence and Precision for Pilot Sample Size

These calculations were used for estimating confidence and precision, based on the actual pilot sample size; we wanted to determine how the small sample would alter our confidence and/or precision, given

\[ n_{\text{final}} = \frac{N t^2 p q}{(N-1) d^2 + t^2 p q} \]

where \( N = 130 \) (sampling frame size)

\( n = 30 \) (actual sample size)

\( p = .5 \) ("worst case" proportion to have \( \geq 1 \) major methodological error)

\( q = 1 - p = .5 \) (for calculating proportion variance)

\[ \text{precision} = d \quad \text{or} \quad \text{confidence (from } t) \]

\[ d^2 = \frac{(N-n_{\text{final}}) t^2 p q}{(N-1) n_{\text{final}}} \]

\[ t^2 = \frac{d^2 (N-1) n_{\text{final}}}{(N - n_{\text{final}}) p q} \]

where \( t = 1.96 \)

then \( d^2 = .0258 \)

\( d = .1575 \)

\( t = 1.244 \)

confidence = 78.7%

[Remington & Schork (1985); Table A-4, Column C, p. 36.]
Note. aThe formula used assumes simple random sampling, but we actually used stratified random sampling. The proper formulas are more complicated, but as a practical matter, in this instance the answers will not be much different; whatever small differences there are will likely be in our favor.
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Calculations for a 95% Confidence Interval for the Proportion of Articles

With a Major Error in Sampling Methodology
Calculations for a 95% Confidence Interval for the Proportion of Articles
With a Major Error in Sampling Methodology

These calculations were used for estimating the confidence interval, based on the actual pilot sample size, given

\[ \hat{p} \pm \frac{t \cdot \sqrt{\frac{\hat{p} \cdot \hat{q} \cdot (N-n)}{n}}}{\sqrt{\frac{N-1}{N}}} \]

where

- \( N = 130 \) (sampling frame size)
- \( n = 30 \) (final sample size)
- \( \hat{p} = .967 \) (estimated from sample data)
- \( \hat{q} = .033 \) (estimated from sample data)
- \( t = 1.96 \) (for 95% confidence)

\[ .967 \pm \sqrt{.0031677} \]

\[ .967 \pm .056 \ (0.911, 1.023) \]

Therefore, the upper and lower limits of the 95% confidence interval were .91 (91%) and 1.0 (100%).