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1 Introduction

Some unexpected problems in the semantics and logic of block-structured local variables have been identified by Halpern, Meyer, and Trakhtenbrot [10.28]. The usual cpo based models for stores and programs do not satisfactorily model the stack discipline of blocks in ALGOL-like languages. The simplest example involves a trivial block which calls a parameterless procedure identifier $P$.

Example 1 The block below is replaceable simply by the call $P$.

```
begin
  new x;
  P: % P is declared elsewhere
end
```

It is easy to argue informally that the block in Example 1 acts the same as $P$. Namely, since ALGOL-like languages mandate static scope for local variables, it follows that $P$ has no access to the local variable $x$, so allocating $x$ and then deallocating it if and when the call to $P$ returns, can have no influence on the call to $P$.

A similar, slightly more interesting example illustrates some of the features of the "pure" ALGOL-like dialect we consider here.

Example 2 The block below always diverges.

```
begin
  new x;
  \texttt{x := 0;}
  P: % P is declared elsewhere
  \texttt{if contents(x) = 0 then diverge fi}
end
```

To verify Example 2, we note that the definition of ALGOL-like languages in [10.28] implies that the call of $P$ has side-effects on the store only, viz., no input/output effects, and no goto's or other transfers of control. This is essentially the same language Reynolds has called the "essence" of ALGOL [22] without goto's or jumps. In particular, the only way the call of $P$ in the block can fail to return is by diverging. If the call does return, then since the contents of $x$ equals zero immediately before the call, static scope again implies that the contents will still be zero when the call returns, so the conditional test will succeed causing divergence in any case.
Note that these arguments implicitly presuppose that $P$ is a call to a declared procedure. That is, the arguments really show that if $C[i]$ is any closed ALGOL-like program context such that $[i]$ is a "hole" within the scope of a declaration of $P$, then $C[\text{Block 1}]$ has exactly the same effect on the store as $C[P]$, and likewise $C[\text{Block 2}]$ has exactly the same effect as $C[	ext{diverge}]$. We say that the block in Example 1 and $P$ are observationally congruent in ALGOL-like contexts; likewise the block in Example 2 is observationally congruent to diverge.

On the other hand, if $P$ was a call of an independently compiled "library" program written originally in ALGOL—which did not share the memory management mechanisms of the ALGOL compiler used on Blocks 1 and 2, then the call might detect changes on the stack of variables like $x$, and might even alter the contents of stack variables, making the behavior of the blocks unpredictable. Thus, we have not shown that the Block 1 is semantically equivalent to $P$, even when the values of $P$ range only over ALGOL-like procedures.

Indeed, the congruences of Examples 1 and 2 are not semantical equivalences in the standard denotational semantics for ALGOL-like languages using "marked" stores [12.9]. In such semantics, Block 1 and $P$ are only equivalent on stores in which the locations "accessible" to $P$ are correctly marked as in use, but certainly not on incorrectly marked stores.

The problem which motivates this paper is to provide mathematical justification for the informal but convincing proofs of observational congruences like the two above. Following [10], we approach the problem by trying to construct semantical models of ALGOL-like languages in which semantical equivalence is a good guide to observational congruence. An ideal situation occurs when the mathematical semantics is fully abstract, i.e., semantical equivalence coincides with observational congruence. However, experience in domain theory suggests that full abstraction is hard to achieve and may not even be appropriate [1.13]. Indeed, if the programming language in question suffers design weaknesses, it may be necessary to modify the language design to match a clean semantics; this is an important message of [20], for example. In this paper we describe several semantical models which are fully abstract for various ALGOL-like sublanguages, though not for the full range of ALGOL-like features.

In this preliminary paper, we omit a precise definition of full syntax and features of ALGOL-like languages, expecting that the examples defined below will be clearly defined without formal definition. It is helpful, as explained in [5.22.28.10.19], to regard the "true" syntax of ALGOL-like languages as the simply typed $\lambda$-calculus over the base types.

Loc, Val, Locexp, Valexp, Prog
denoting memory locations, storable values, location thunks, value thunks, and programs. The calculus has fixed point, conditional, and other combinators suitable for interpreting the Algol-like phrase constructors such as assignments or command sequencing. Some theoretical Algol dialects restrict the set of procedure types so all calls are of type Prog, i.e., they return nothing, and exclude parameters of type Locexp and Valexp. These restrictions have little effect on our results.

2 The Usual Cpo Based Models

Our models must be computationally adequate, i.e., they must agree with the standard operational semantics (copy-time in the case of Algol) giving the computational behavior of completely declared program blocks. In any adequate semantics, semantic equivalence implies observational congruence. The usual cpo based models are satisfactory in this respect.

For example, a typical cpo based "marked store" model takes the base type representing locations to be Loc, the flat cpo over a countably infinite set Loc, and the base type of storable values to be Val for some set Val. Let $Stores = (\text{Loc} \rightarrow \text{Val}) \times \mathcal{P}_{\text{fin}}(\text{Loc})$, where $\mathcal{P}_{\text{fin}}(A)$ denotes the set of all total set-theoretic functions from set $A$ to set $B$, and $\mathcal{P}_{\text{fin}}(A)$ denotes the set of all finite subsets of $A$. The intention is that when $(c, m) \in Stores$, the $c : m \in \text{Loc}$ denotes the marked locations and $c(l) \in \text{Val}$ gives the contents of location $l$. Let the base type $\text{Valexp}$ of value-thunks be interpreted as $Stores \rightarrow \text{Val}$, partially ordered pointwise; similarly for the base type Locexp. Let the base type Prog of programs be $\text{Stores} \rightarrow \text{Stores}$, where $\rightarrow$ denotes the set of all set-theoretic partial functions partially ordered under containment. Each of these base types is now a cpo, and we interpret higher Algol-like functional types by taking the continuous functions. Then we may summarize the introductory discussion by:

Theorem 1 The "marked stores" cpo based model for the Algol-like language Prog of [10, 28] or the language Reynolds calls the "essence of Algol" [22], without gate's or imports, is computationally adequate but not fully abstract.

In fact, without local variables, the simpler "continuous stores" model in which $Stores = \text{Loc} \rightarrow \text{Val}_{\infty}$, $\text{Valexp} = \text{Stores} \rightarrow \text{Val}_{\infty}$, similarly for Locexp, and Prog = Stores $\rightarrow$ Stores, where $\rightarrow$ denotes total continuous functions, is fully abstract after one modification. See [23] for reasons which will be clear to readers familiar with [20], a "parallel" or "commutative" equation $\text{Val}_{\infty} \times \text{Val}_{\infty} \rightarrow \text{Val}_{\infty}$, must be added to the language, where

- $\text{Val}(1, c) = 1$, $\text{Val}(v, 1) = 1$.
- $\text{Val}(0, 0) = 0$, $\text{Val}(v, 0) = v$. 

Theorem 2 The continuous store model for the language Prog, without the new local variable declaration and with an additional \( \forall \)-combinator is computationally adequate and fully abstract.

Note that Example 2 makes it clear that the marked store model is still not fully abstract even with the addition of \( \forall \). Thus, Theorems 1 and 2 confirm that local variables are a source of difficulty in this approach. We remark that although Theorem 1 has nearly the status of a folk theorem in domain theory, we know of no published proof; our own proof follows the computability method applied to the functional language PCF in [20]. Our proof of Theorem 2 again applies the results of [20] about definability of "finite" elements together with some folk theorems connecting Clarke's restricted Algol-like language Li [2,3,7] and higher-order recursive function schemes [4,8].

3 Halpern-Meyer-Trakhtenbrot Store Models

To handle Examples 1 and 2, Halpern-Meyer-Trakhtenbrot proposed a formal definition of the support of a function from Stores to Stores. Intuitively the support of a store transformation \( p \) is the set of locations which \( p \) can read or write. In the HMT store model [10], Prog is taken to be the set of \( p \) with finite support. To model local variables, the notion of support is extended to the type \( \text{Loc} \to \text{Prog} \) of block bodies regarded as a function of their free location identifier. The semantical space used to interpret such block body functions is again restricted to be the elements in \( \text{Loc}_{\bot} \to \text{Prog} \) with finite support. Since there are an infinite number of locations, this restriction guarantees that a location can be found which is not in the support of any given block body. Then local storage allocation for a block begin new \( x \); body end is (uniquely) determined by the rule that \( x \) be bound to any location not in the support of the function denoted by \( \lambda x. \text{body} \).

Thus the HMT model justifies the conclusion that Block 2 diverges: if \( P \) denotes some state transformation \( p \in \text{Prog} \), then any location \( l \notin \text{support}(p) \) can be bound to \( x \). This proves divergence of the block, because \( p \) by definition cannot change the contents of locations outside its support.

The definition of support for block body functions requires another ingredient: locations which are "recognized" by the block body— even if they are neither read nor written—must be counted in the support of the block body. Thus:
Example 3 The blocks

\[
\text{begin new } x; \text{ new } y; x := 0; y := 0; Q(x, y) \text{ end}
\]

and

\[
\text{begin new } x; \text{ new } y; x := 0; y := 0; Q(y, x) \text{ end}
\]

are HMT equivalent.

The argument for equivalence of the blocks goes briefly as follows. Let \( q \in (\mathsf{Loc}_{\mathsf{h}} \times \mathsf{Loc}_{\mathsf{h}}) \rightarrow \mathsf{Prog} \) be the meaning of the procedure identifier \( Q \). The definition of local variable allocation in the HMT model implies that \( x \) and \( y \) can be bound in the body of either block to distinct locations \( l_x, l_y \notin \text{support}(q) \). By definition of support, \( q \) cannot recognize locations not in its support, treating them in a uniform way (cf. Appendix A), so the store transformations \( q(l_x, l_y) \) and \( q(l_y, l_x) \) agree on all stores \( s \) with \( s(l_x) = s(l_y) \) whose restrictions to \( \text{support}(q) \cup \{l_x, l_y\} \) are the same. Since \( \text{contents}(l_x) = \text{contents}(l_y) = 0 \) when the block bodies begin execution—and stack discipline specifies that the contents are restored to their original values on deallocation—it follows that both blocks define the same store transformation as \( q(l_x, l_y) \) restricted to \( \text{support}(q) \).

The HMT store model was claimed to be computationally adequate, but not necessarily fully abstract. Its successful handling of Examples 1–3 is a consequence of the following general result about the “first-order” ALGOL-like sublanguage without goto’s and jumps, in which procedure parameters are restricted to be of type \( \mathsf{Val} \) and \( \mathsf{Loc} \) (essentially the language considered in [6]).

Theorem 3 The HMT store model is computationally adequate for all ALGOL-like language features other than goto’s and jumps. It is fully abstract wrt to the “first-order” sublanguage with an additional \( \|V \)-combinator.

We remark here that we have been generous in our references to the HMT store model described in [10], since in fact the construction sketched there contains a serious technical error, noted independently by the second author and A. Stoughton. In Appendix A we repair this error, and moreover develop a methodology for constructing improved model based on the notion of locally complete partial orders (lcpo’s). Thus, Theorem 3 refers to the corrected HMT store model.

We now consider some second-order examples.

Example 4 The block below always diverges.
Two additional reasoning principles about support which hold in the HMT-model (cf. Appendix A), arise in handling this example. First, in reasoning about program text in the scope of a local variable declaration new \( x \), we may assume that the value of \( x \) is any convenient location not in the support of (the values of) each of the free identifiers in the scope of the declaration. Second, we always have \( \text{support}(Q(P)) \subseteq \text{support}(P) \cup \text{support}(Q) \). Now clearly, \( \text{support}(\text{Twice}) = \{ y \} \). Since \( x \) is free in the scope of the new \( y \) declaration, the first principle applied to \( y \) implies that \( x \) and \( y \) denote different locations. So \( x \notin \text{support}(\text{Twice}) \). Since \( Q \) is free, \( x \notin \text{support}(Q) \). By the second principle, we may now assume \( x \notin \text{support}(Q(\text{Twice})) \). Hence, we may reason about the call \( Q(\text{Twice}) \) in Example 4 exactly as we did for the call \( P \) in divergent block of Example 2.

Unfortunately the HMT model does not handle all examples with second-order procedures. The following elegant counter-example pointed out to us by A. Stoughton makes clear:

**Example 5** The block below always diverges.

begin
new \( x \):

procedure \( \text{Add}_2 \) : \% \( \text{Add}_2 \) is the ability to add 2 to \( x \)
begin \( x := \text{contents}(x) + 2 \) end

\( Q(\text{Add}_2) \); \% \( Q \) is declared elsewhere
if \( \text{contents}(x) \mod 2 = 0 \) then diverge fi
end

The block in Example 5 does not diverge identically in HMT because \( Q \) might denote an element \( q \in \text{Prog} \rightarrow \text{Prog} \) such that \( q(p) \) is a program which sets to one all locations writable by \( p \). Such a \( q \) exists in the HMT model because it is continuous (in the HMT sense, cf. Appendix A) and has empty support. However, Block 5 is observationally equivalent to diverge: \( Q \) has no independent access to the local variable \( x \), so the only ability the program \( Q(\text{Add}_2) \) has relative to \( x \) is the ability to increment its contents by two. Since
content(x) is an even integer, namely zero, before execution of this program, it will still be even if and when the program terminates, so the conditional test will succeed and cause divergence. Thus we have

**Lemma 1** Block 5 is observationally congruent to diverge, but not equal to diverge in the HMT store model.

Hence:

**Theorem 4** The HMT model is not fully abstract even for Prog programs whose procedure calls take parameters only of program type.

This failure of full abstraction for the HMT store model is particularly interesting precisely because the model is a good one. In particular, the various rules and systems proposed in the literature for reasoning about procedures in ALGOL-like languages are all sound for the HMT model (insofar as they are sound at all, cf. [14]). It follows that the divergence of Block 5 (and perhaps Block 4 too) is independent of the theorems provable from other proof systems in the literature including [28,10,25,17,16,11,24]. Reynolds' specification logic [21,23] is shown in [26,27] to be intuitionistically sound using a functor category semantics; it is not yet clear how the semantics and logic of [27] handles these examples.

### 4 The Invariant-Preserving Model

In order to handle Example 5 we must know that every procedure Q of type Prog→Prog preserves invariants outside its support. This is expressed precisely by the following reasoning principle:

Let Q be of type Prog→Prog and P of type Prog. Let r be a property of stores such that support(r)∩support(Q) = ∅. If r is an invariant of P, then r is also an invariant of Q(P).

This principle implies divergence of Block 5 because, letting r be defined by formula \( \text{content}(x) \mod 2 = 0 \), we see that support(r) = \{x\} and r is an invariant of Add_2. Inside the block we may assume that \( x \notin \text{support}(Q) \), and so the principle implies that r is also an invariant of Q(Add_2). Thus, the conditional test following the call Q(Add_2) will succeed leading to divergence.

The above reasoning principle is valid in the Invariant-Preserving model (cf. Appendix A). Actually all the previous examples are handled successfully by this model as a consequence of the following general result.
An Algol-like term is said to be *closed* iff its only free identifiers are of type *Loc*. A semantics is said to be *half-fully abstract* for a language iff semantic equality between two terms, one of which is closed, coincides with observational congruence.

Define the *TASCA-like sublanguage* by the condition that procedure parameters are restricted to be of type *Val, Loc, or Val* × *Loc* → *Prog* essentially the language considered in [15, 16].

**Theorem 5** The Invariant-Preserving Model is computationally adequate for the full range of Algol-like language features. With an additional 'v'-combinator, it is fully abstract for the "first-order" sublanguage and is half-fully abstract w.r.t. to the TASCAL-like sublanguage.

Since Example 5 involves observational congruence to a closed term which identically diverges, the Invariant-Preserving Model handles it as well as the following slightly more sophisticated variant. (Note that the test \( z = x \) below indicates equality of locations, rather than their contents.)

**Example 6** The block

```plaintext
begin
  new x;
  procedure AlmostAdd_2(z);
      begin if z = x then x := 1 else x := contents(x) + 2 fi end;
  x := 0;
  P(AssertAdd_2);
  if contents(x) mod 2 = 0 then diverge fi
end
```

always diverges.

The following example illustrates failure of full abstraction in the Invariant-Preserving Model:

**Example 7** The block

```plaintext
begin new x: procedure Add_1: begin x := contents(x) + 1 end: P(Add_1) end
```

is observationally congruent to the block

```plaintext
begin new x: procedure Add_2: begin x := contents(x) + 2 end: P(Add_2) end
```
The idea is that since \( P \) has no independent access to \( x \), and since its actual parameters in Example 7 do not enable \( P \) to read \textit{content}y, the procedure calls \( P(\text{Add.1}) \) and \( P(\text{Add.2}) \) differ only in their effect on \( x \). Since \( x \) is deallocated on block exit, the two blocks are observationally equivalent. Nevertheless.

**Lemma 2** The PASCAL-like blocks in Example 7 are observationally congruent but not semantically equivalent in the Invariant-Preserving Model.

Thus, still stronger proof principles than preservation of invariants are needed to formalize this last observational congruence argument. The reader may care to invent one.

## 5 Conclusion

We have seen a series of simple examples illustrating how to reason about block structured variables. Most of these principles have never been stated in the literature, let alone been proved sound. To establish soundness we constructed a series of models for ALGOL-like languages. The formal machinery for constructing the models based on lepo's is sketched in Appendix A. It merits detailed discussion which we have had to forego here. The best of our models is still not fully abstract for PASCAL-like sublanguages, but we are working on a proof that our methods will extend to this case. We see no reason why our approach should not extend to the full range of ALGOL-like features, but it would be premature to conjecture that full abstraction can be achieved this way.

Oles and Reynolds [22,18,19] have also developed models of ALGOL-like languages using a categorical framework. They do not consider computational adequacy or full abstraction as explicit issues. Tennent has informed us in private communication that his version [27] of the Reynolds-Oles category semantics correctly handles Examples 1 and 2. The comparison between their approach and ours has yet to be worked out. Actually our approach can also be seen from a category theoretic viewpoint — an lepo is a functor from a partially ordered index set to the category of epics, and the locally continuous functions are similar to, but not exactly, natural transformations between such functors — but thus far we have not found this viewpoint advantageous.
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A Appendix. Locally Complete CPO Models

For cpo's $A, B$, we write $A \preceq B$ to indicate that $A$ is a strict sub-cpo of $B$, i.e., $A$ is a sub-cpo of $B$ and $\bot_B \in A$.

Definition 1 Let \((I, \leq)\) be a directed set. An I-lcpo is a partially ordered set $D = \bigcup_{i \in I} D_i$ with a least element $\bot_D$, where $D$ restricted to $D_i$ is a cpo. and $D_i \preceq D_j$ whenever $i \leq j$.

It follows from this definition that $\bot_{D_i} = \bot_D$ for every $i \in I$.

Definition 2 Let $D$ and $E$ be I-lcpo's. For $f : D \rightarrow E$, let $f_i$ denote the restriction of $f$ to $D_i$, and define

$$(D \rightarrow^i E)_i = \{ f : D_i \rightarrow E \mid f_j \in D_j \rightarrow^j E_j \text{ for all } j \geq i \}.$$  

Then $D \rightarrow E = \bigcup_{i \in I}(D \rightarrow^i E)_i$ is called the set of locally continuous functions from $D$ to $E$.

Lemma 3 $D \rightarrow E$, partially ordered pointwise, is an I-lcpo.

Lemma 4 Every locally continuous function on an I-lcpo $D$ has a least fixed point, which is characterized as usual.

Definition 3 Let $D$ be an I-lcpo and $i \in I$. An $n$-ary relation $R$ on $D$ is called $i$-admissible, if $R(d, \ldots, d)$ holds for every $d \in D_i$, and the restriction of $R$ to the cpo $D^i$ is admissible for every $j \in I$.

Definition 4 A tag set over $I$ is a set $K$ such that every $k \in K$ has an associated number $m_k \geq 1$, and downward closed set. $\text{down}(k) \subseteq I$.

Definition 5 Let $K$ be a tag set over $I$. A $K$-relationally structured I-lcpo (short: $(I, K)$-rcpo) is an I-lcpo $D$ with, for each $k \in K$, an $n_k$-ary relation $R_k$ on $D$, such that $R_k$ is $i$-admissible for every $i \in \text{down}(k)$.

For $R \subseteq D^n, S \subseteq E^n$ we let $R \rightarrow S$ denote the lifted relation on $D \rightarrow E$ defined by

$$(R \rightarrow S)(f_1, \ldots, f_n) \iff \forall d_1, \ldots, d_n.\ R(d_1, \ldots, d_n) \Rightarrow S(f_1(d_1), \ldots, f_n(d_n)).$$

Definition 6 Let $D, E$ be $(I, K)$-rcpo's. For every $i$ define

$$(D \rightarrow^i E)_i = \{ f \in (D \rightarrow^i E) \mid (R^D_k \rightarrow R^E_k)(f, \ldots, f) \text{ whenever } i \in \text{down}(k) \}.$$  

Then $D \rightarrow^i E = \bigcup_{i \in I}(D \rightarrow^i E)_i$ is called the set of relation preserving functions from $D$ to $E$. 
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Lemma 5 Let $D^{r_0}E$, partially ordered pointwise and $K$-relationally structured by the restrictions of the lifted relations $R_k^{(D^{r_0}E)} = (R_k^D 	o R_k^E)$, is an $(I, K)$-rcpo.

Theorem 6 The category $(I, K)$-RCPO, whose objects are $(I, K)$-rcpo's and whose morphisms are relation preserving functions, is Cartesian closed. Hence, if every ground term is interpreted as an $(I, K)$-rcpo, and $D^{(r_0)} = D^r$ is defined inductively to be $D^{(r_0)} = D^r$, then $(D^r)$ is a model of the simply typed $\lambda$-calculus. In this model, the meaning of any pure $\lambda$-term of type $\tau$ is contained in $D^{(r_0)}$ for all $i$. Hence there is a least fixed point operator for each type $\tau$, which is contained in $D^{(r_0)}$ for all $i$.

Lemma 6 Let $\{D^r\}$ be an rcpo-model as in Theorem 6. Then $R^r_k(d, \ldots, d)$ holds for all $d \in D^r_i$ whenever $i \in \downarrow(k)$, and if $i, j \leq k$, then $D^{(r_0)} = D^r_k$ for all types $\tau_1, \tau_2$.

A first application of Theorem 6 leads to a repaired version of the Halpern-Meyer-Trakhtenbrot model. Namely, let $\text{Perm}(\text{Loc})$ be the set of strict permutations $\mu : \text{Loc} \to \text{Loc}$, and for every $\mu \in \text{Perm}(\text{Loc})$, let $\text{Fix}(\mu)$ denote the set of fixed points of $\mu$. Further let $\text{Stores} = \text{Loc} \to \text{Val}$, and for every $L \subseteq \text{Loc}$, let $\equiv_L$ be the binary relation on $\text{Stores}$ defined by

$$s_1 =_L s_2 \iff s_1 = \bot = s_2 \lor (s_1 \neq \bot \neq s_2 \land \forall l \in L. s_1(l) = s_2(l)).$$

Definition 7 Let $I = \mathcal{P}_{\text{fin}}(\text{Loc})$. Let $K = \text{Perm}(\text{Loc})$, and for every $\mu \in K$, let $n_\mu = 2$ and $\downarrow(\mu) = \{ L \mid L \subseteq \text{Fix}(\mu) \}$. Then the HMT Store Model is defined by ground types $\text{Ircpo's}$

$$D^\downarrow_{L^\mu} = \text{Val}_{L^\mu}$$
$$D^\downarrow_{L^\mu} = L \cup \{ \bot_{\text{Loc}} \}$$
$$D^{\text{Store}}_{L^\mu} = \{ f : \text{Stores} \to \text{Val} \mid \forall s_1, s_2. s_1 =_L s_2 \Rightarrow f(s_1) = f(s_2) \}$$
$$D^{\text{Loc}}_{L^\mu} = \{ f : \text{Loc} \mid \forall s. f(s) \in L \cup \{ \bot_{\text{Loc}} \} \land \forall s_1, s_2. s_1 =_L s_2 \Rightarrow f(s_1) = f(s_2) \}$$
$$D^{\text{Irr}}_{L^\mu} = \{ f : \text{Stores} \to \text{Stores} \mid (\forall s. f(s) \neq \bot \Rightarrow s = \text{Loc} f(s)) \land \forall s_1, s_2. s_1 =_L s_2 \Rightarrow f(s_1) =_L f(s_2) \}$$

relationaly structured by

$$R^{\text{Val}}_{L^\mu}(v_1, v_2) \iff v_1 = v_2.$$  
$$R^{\text{Loc}}_{L^\mu}(l_1, l_2) \iff \mu(l_1) = l_2.$$
$$R^{\text{Val}}_{L^\mu}(f_1, f_2) \iff \forall s. f_1(s) = f_2(s).$$
$$R^{\text{Loc}}_{L^\mu}(f_1, f_2) \iff \forall s. f_1(s) = \mu(f_2(s)).$$
$$R^{\text{Irr}}_{L^\mu}(f_1, f_2) \iff \forall s. f_1(s) = f_2(s) \circ \mu.$$
By Theorem 6 this defines a model of the simply typed \( \lambda \)-calculus. It turns out that for every element \( d \in D' \) there is a smallest set \( L \) such that \( d \in D_L' \). This set \( L \) is called the support of \( d \). Theorem 6 then implies that all pure \( \lambda \)-terms have meanings with empty support and Lemma 6 implies that \( \text{support}(d_1(d_2)) \subseteq \text{support}(d_1) \cup \text{support}(d_2) \) always holds.

The definition of the model captures several aspects of support mentioned earlier. In particular for every element \( d \) of type \( \tau \) in the model, \( R'_{\tau}(d, d) \) holds by Lemma 6 whenever \( \text{support}(d) \subseteq \text{Fix}(\mu) \). This expresses the "uniformity" of \( d \) on locations outside its support, which was important in Example 3 and is crucial for defining the semantics of the \text{New} combinator.

Finally, the "intended" interpretations, namely, interpretations which guarantee computational adequacy, must be proved to exist in the model for all the ALGOL constants. An example is the combinator \text{Assign} of type \( \text{Loc} \rightarrow \text{Value} \rightarrow \text{Prog} \), for interpreting assignment, whose intended meaning is the function

\[
\text{assign}(l)(f)(s) = \begin{cases} 
  s[f(s)/l] & \text{if } l \neq \bot, \text{ } f(s) \neq \bot, \\
  \bot & \text{otherwise.}
\end{cases}
\]

It follows from the definitions that \( \text{assign} \in D_{\text{Loc} \rightarrow \text{Value} \rightarrow \text{Prog}} \); in particular, it has empty support—as do all the necessary combinators. So we can define \([\text{Assign}] = \text{assign}\) in the model.

The combinator which causes the main semantical problem is \text{New} of type \( \text{Loc} \rightarrow \text{Prog} \rightarrow \text{Prog} \) used to explain the semantics of block structure by translation into \( \lambda \)-calculus:

\[
\text{Translation(begin new x; Cmd end)} := (\text{New } (\lambda \text{x:Loc. Translation(Cmd))}).
\]

The definition of \([\text{New}]\) follows [10]; we omit the details here. This completes our summary of the HMT semantics.

\textbf{Proof Sketch for full abstraction part of Theorem 3:} Adapt the ideas of [20] to locally continuous models. Every element of a local cpo \( D'_{\text{Loc}} \) (where \( \tau \) is first-order) is the lub of a directed set of finite elements in \( D_{\text{Loc}}' \), and these finite elements are definable by closed ALGOL-like terms. Local continuity then implies that two semantically different phrases can be distinguished by choosing definable objects for their free procedures. This means that they can be distinguished by a program context. \( \square \)

A further application of Theorem 6 leads to the Invariant-Preserving Model. For every \( L \subseteq \text{Loc} \), let \( \text{Pred}(L) \) be the set of predicates on stores which only depend on \( L \), namely

\[
\text{Pred}(L) = \{ \pi : \text{Stores} \rightarrow \{ \text{true}, \text{false} \} \mid \forall s_1, s_2 \in \text{Stores}. \ s_1 \equiv_L s_2 \Rightarrow (\pi(s_1) \equiv \pi(s_2))\}.
\]
Definition 8 Let \( I = P_{\text{fin}}(\text{Loc}) \) and \( K = \text{Perm}(\text{Loc}) \cup \{(L, \Pi) \mid L \in I \text{ and } \Pi \subseteq \text{Pred}(L)\} \). For \( \mu \in K \), let \( n_\mu = 2 \) and \( \text{down}(\mu) = \{L \mid L \subseteq \text{Fix}(\mu)\} \) as in the HMT model (Def. 7). For \( (L, \Pi) \in K \), let \( n_{(L, \Pi)} = 1 \) and \( \text{down}(L, \Pi) = \{L' \mid L \cap L' = \emptyset\} \). The Invariant-Preserving Model is then defined by the same ground type lcpo's as the HMT model, relationally structured by:

\[ R_{\text{fin}} \quad \text{as in Def. 7, for all ground types } \gamma. \]

\[ R_{\text{fin}}(l) \iff l \in L. \]

\[ R_{\text{fin}}(f) \iff \forall s, (\pi(s) \land f(s) \neq \bot) \Rightarrow \pi(f(s)). \text{ i.e., every } \pi \in \Pi \text{ is an invariant of } f. \]

\[ R_{\text{fin}}(\emptyset) \equiv \text{true, for the other ground types } \gamma. \]

As in we get a model of the simply typed \( \lambda \)-calculus, in which all \textsc{algol} constants can be given their intended interpretations and in which \( \text{support}(d) \) can be defined as the smallest set \( L \) such that \( d \in D_L^\Pi \). It has the additional property that \( R_{(L, \Pi)}(d) \) holds whenever \( L \subseteq \text{support}(d) = \emptyset \). A particular instance of this property is:

Let \( q \) be of type \( \text{Prog} \rightarrow \text{Prog} \) and \( f \) of type \( \text{Prog} \). If \( \pi \in \text{Pred}(\text{Loc} - \text{support}(q)) \) is an invariant of \( f \), then \( \pi \) is also an invariant of \( g(f) \).

This is the reasoning principle which we have applied to Example 5.

We get only half-full abstraction in Theorem 5 because, in contrast to the first-order languages, an element \( d \in D_L^\Pi \) (where \( \tau \) is a \textsc{pascal} procedure type) is not necessarily equal to an lub of definable elements in \( D_L^\Pi \) but is only \textit{bounded above} by such an lub.
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