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1. INTRODUCTION

1.1 Objective

The objective of this work was to create a systems

engineering based methodology with which to study human

brain function. Achievement of this objective would

contribute to the present and future condition of this

area of research in a number of ways:

* Application of this methodology would provide ways

to approach classification of brain responses of

subjects and correlation of these responses with

facility for performing various tasks. 5"

* This methodology would lead to parsimonious

expressions of human brain function (i.e., data

compression) in terms of systems engineering models.

* In workload research, a major concern is designing

machines to match human capabilites and limitations.

Machine characterizations are in systems engineering

terms. If brain function could also be character-

ized in systems engineering terms, issues of mental

workload for systems design could be approached in a

more compatible manner.

* This methodology would provide a foundation from

which modeling can be accomplished, leading to

adaptive on-line models for providing continuous

measures of human attention.

* The methodology would be useful for guiding future

research, as models could provide a predictive

1 1_%, /lihl~i.nn ,,.nlnSt



capability for experimental design, improving the P,

efficiency of the investigative process.

In the opinion of the authors, one of the biggest

flaws in the area of ERG research is the open-loop

nature of the electrocortical signals being

analyzed, which leads to relatively large trial-to-
.%

trial response variability and relative

insensitivity of this response pattern to

environmental variables of interest. Significant

improvement in this regard is likely to reguire some I-

form of loop closure. Efforts to achieve loop

closure will be facilitated if the brain function

channel is first characterized using systems

engineering based methods.

Loop closure will lead to brain actuated controls.

1 2 Approach

Develop, ig a methodology with which to investigate a

system must follow a number of logical steps. First,

selection of relevant inputs and outputs must be made,
I

allowing quantitative performance measures of the system

*.nder investigation. Effective stimulus parameter values

must be determined. An appropriate and sensitive method

of analysis has to be chosen. Then, ways in which the

input/output. measurements vary with changes of internal

state can be investigated. Finally, mathematical models
I

of the system, based upon input-output measurements, can

be generated.

12
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The visual-cortical response channel input and output

were chosen as relevant signals with which to develop the

systems based methodology. This was done for a number of

reasons. The ElectroEncepholoGram (EEG) was available as a

measure of the output of the visual-cortical response. The

EEG is relatively "easy" to measure and potentially

reflects the occurring underlying brain processes (John,

1977, Lerner, 1984). The visual modality was chosen as the

input because light stimulation is easy to manipulate. In

addition, considerable work has been done by other

researchers using this modality to explore relationships

between light stimulation and EEG potentials (Regan. 1972,

Spekreijse, 1966, Wilson and O'Donnell, 1980).

What makes the work presented here unique from other

EEG research is that it develops a technique to evoke a

brain response from a continuously presented sum of ten

sine waves. The sum-of-sines input was used to modulate

light which in turn evoked visual-cortical responses.

The method of analysis selected for this work was

based upon previous research (Junker and Levison, 1980).

The earlier work involved measuring human performance in

closed loop trackinp scenarios and then computing input-

output relationships from collected data. Stimulation of
S..
S.%

the human was accomplished through the introduction of a

sum-of-sines disturbance to the closed-loop system

Input-output describing functions and remnant spectra were

computed. Describing functions are measures of the linear

13
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gain and phase relationships that exist between inputs and

outputs of a system. Remnant spectra are measures of output

power not linearly related to system inputs.

Use of sum-of-sines inputs has become standard practice

in laboratory manual control studies and has also had

application to studies performed in aircraft simulators and

to inflight studies as well (Levison and Junker, 1978,

Levison, 1971, Levison et al., 1971). Simply stated, this

technique involves stimulating or driving the system under

NA

investigation with a stimulus consisting of energy %

concentrated at specific frequencies. These input I

frequencies are selected in such a manner as to allow the

identification of both linear and nonlinear (through analysis

of harmonics) input/output relationships. Concentrating

input power at specific frequencies also allows analysis of

remnant power spectra. Remnant spectra are average measures

of power in frequency bands adjacent to, but not including,

!,cations where linear responses to input stimulation are

expected.

This method of stimulation, with a continuous set of

siriusoids, is referred to as steady-state stimulation. In

the coase of the human visual-cortical system, exposure to

the continuously evoking stimulus causes entrainment to the
k

various frequencies contained in the input stimulus. Once

initial start up phenomena subside, the system reaches a -

steady level of entrainment (Regan, 1979). By concentrating

input power at relatively few frequencies, one is able to

14



maximize the bandwidth over which input-correlated response

behavior can be distinguished from remnant-related response

behavior.

Transient stimulation was also utilized in this study

to analyze the visual-cortical response. Transient

stimulation involves stimulating a system with a large 'p

amplitude short duration input pulse and observing the evoked "

response of the system over time. Actually a series of

pulses, where between pulses the system was allowed to return
a.

to its resting state, was used. The pulse responses were

time-lock averaged. In time-lock averaging, each transient

response is averaged with each preceding transient response.

If a system under investigation is a purely linear

stable system (stimulus power at a given frequency produces a

response only at that frequency), transient and steady-state

system responses will yield the same information. Both

methods were utilized in this study to evaluate the degree of '.

linearity of the human visual-cortical response. The

question of linearity is of concern in the application of -i

analysis techniques as the interpretation and modeling of

results are affected by the degree of linearity possessed by

the system under investigation.

1.3 Organization of this Report

Section 2 provides a discussion of previous EEG

research relevant to the work presented here. The developed I

methodology utilized in this report is presented in Section

3. Sections 4, 5, and 6 provide detailed results of the

15
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experimental investigation and modeling effort. Therefore it

is suggested that the interested reader first read the

summary of results found in Sections 7.1 through 7.4, to

obtain an overview of Sections 4, 5, and 6.

In Section 4 an investigation into the effects of two

parameters which determine the energy of the visual stimuli:

average light intensity, and depth of modulation (the amount

of modulation about the average) was performed. Measurements

resulting from both steady-state and transient stimulation

are also presented in Section 4, where comparisons of the

outputs are discussed.

Three computer-based tasks were utilized in this study

to provide different levels of cognitive loading during

visual-cortical response measurement. The tasks were: manual

tracking, supervisory control, and grammatical reasoning.

These three tasks were chosen because each one required

different visual-motor activity. The ways in which the three

tasks affect the visual-cortical response are presented in

Section 5. Two levels of task difficulty were utilized for

the supervisory control task. EEG results for the two levels

4are also given in Section 5.

The measurements obtained in this work were collected

so that they could be used for descriptive input-output

modeling. Using the visual-cortical frequency measures, a

number of model forms were investigated for their ability

to describe and predict the important system characteristics

The results of these modeling efforts are presented in

.6.5
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Section 6. Models tested ranged from a fourth order-

transport lag transfer function to a simp'e gain-transport

lag function.

The report concludes with a discussion of the

contributions made by realization of the objective of a

developed methodology for analyzing human brain function.

Findings obtained from this work are summarized to indicate

the strengths and weaknesses of the ";ethodology. Future
wo-

research possibilites including loop-closure of the visual-

cortical channel are presented.

I..,

'
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2. BACKGROUND

Electoencephalography, or EEG, is a technique for

recording (over time) variations in the electrical potentials

observed from electrodes on the scalp compared either to each

other or to an indifferent or reference electrode elsewhere

on the body. From these electrodes a continuously fluctuating
'p

voltage may be observed. The fluctuations are often periodic

and may take several forms. Some of these patterns are so

reliable that they have been identified by Greek letters and

may be expected to occur periodically in the normal brain

(Berger, 1929).

Rhythmic variations are continually present at the '-

surface of the scalp from well before birth to death. The

various frequencies and distributions of specific patterns

of the EEG wax and wane, providing the brain researcher

arid clinician with constant records of the changing patterns

of electrical activity of the brain. These continual patterns

are called spontaneous encephalograms, to distinguish them

from discrete EEG waveforms that either follow stimulation or

precede and accompany action.

2 1 Some History

Berger's early work (1929) has important implica-

tions to work reported in this thesis. He showed that the

EEG consisted of "alpha spindles", trains of alpha waves

(rhythmic waves occurring at a frequency between 8 and 13

18



hz) with beta waves (greater than 13 hz) superimposed. He

asserted that with "strenuous mental effort" the relative
4

number of alpha spindles are reduced in proportion to the

number of beta waves. He detected suppression of the alpha

spindles -"desynchronization"- under circumstances such as

eyes open, reading, mental task performance, tactile

stimulation of the hand, presentation of sound stimuli,

and hearing instructions to perform a particular movement

- (but no suppression necessarily accompanying the movement

itself). He ascribed this suppression phenomenon to the

participant's directing his or her attention toward the

stimulus or task, with the return of the alpha spindles

being an indicator of undirected attention. He also

demonstrated EEG evidence of habituation as the alpha

spindles spontaneously returned during successive stimuli.

Berger also noted changes in wave amplitude but was

primarily concerned with the duration and latency of onset

or suppression of alpha spindles. He postulated that the

waxing and waning of alpha spindles during mental activity

represented the "resting" and information-processing acti-

vity of the cerebral cortex, which was thought to occur

in 1/2 to 2 second cycles. He considered beta waves as

indications of cortical activity during mentation

The confirmation of these findings by other research-

ers in the 1930s and 1940s (Walter, 1953) and the subse-

quent extension of them by Berger was greeted with great

excitement by the neurophysiology communities, for it was
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assumed that these potentials were summated cortical spike

activity and that the EEG was therefore like a window

on the brain through which one could view such activity.

It. was plausible to interpret low-frequency, high-

amplitude waves as being summated synchronous unit

activity, and high-frequency, low-amplitude waves as being

summated desynchronous unit activity from neuronal firing. .

As it turned out, this was a misinterpretation.

Nevertheless, within this general framework of regarding

the REG as a mirror of unit activity, considerable effort

was expended during the following years in attempting to

identify new waveforms and to correlate these with various

behavioral states.

Lindsley (1952) presented what many have considered

to be the first and most successful characterization of

the relation between the EEG, behavioral efficiency and

awareness, set against an eight-category continuum of

behavior stretching from strong, excited emotion through

to coma and death. He pointed out that the alpha rhythm

and conditions which promote its amplitude and frequency

of appearance are largely associated with conditions of

relaxation and quiet.

Some authors have been very persistent in the view

that what is measured in the EG is an artifact of psycho- S'

logically trivial and almost mechanical aspects of the

brain. For example Kennedy (1959) claimed that one could

replicate certain brain rhythms by mechanical pulsation of
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