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BACKGROUND

In March 1861 the Civil War Battle between the MONITOR and the MERRIMAC marked the beginning of the end of the Navy’s reliance on nature’s most useful composite material—wood. This traditional structural material was replaced first by iron, then later high strength steel and aluminum alloys with their higher strength to weight ratios and greater damage tolerances. The recent around-the-world flight of the Voyager has been heralded as the beginning of the age of advanced composites. These new, manmade composites such as graphite epoxy offer still higher strength to weight ratios as well as greater damage tolerance.

The Navy has recognized these advantages and is utilizing graphite epoxy to an increasing extent, particularly in aircraft. The material has considerable potential for submersibles as well, since the material has the potential of providing both strength and stealth. As problems in the fabrication of thick-wall structures are solved, use of graphite epoxy and other advanced composites may become as common in the fleet as steel and aluminum are today.

The level of today’s advanced composite technology is not unlike that of metallurgical engineering in the earlier part of this century. Since the material failure mechanisms were not understood, large safety margins were provided in the design; a hairline crack in the metal wing of an early WWII fighter plane was not a matter for concern. Since the limits of performance, and thus the power-to-weight, are important, such large safety margins can no longer be afforded. A similar crack in today’s metal aircraft wing designed to very close tolerances could result in disaster.

When the failure mechanisms of graphite epoxy are better understood, components and structures of this material may also be more closely designed. The nondestructive inspection (NDI) technology must be available to detect that invisible or barely visible damage. Such NDI technology is also a vital tool during the materials development stage. It has the potential to determine the condition of virgin material as part of the process of optimizing fabrication techniques. If used during fatigue testing, it can monitor the onset and growth of damage. Thus, the safe and economical utilization of graphite epoxy structures in the fleet as well as the maximum utilization of the unique properties of the material requires a nondestructive technology that will effectively inspect the material.

Besides its higher strength-to-weight ratio, graphite epoxy differs from metals with respect to a number of characteristics. Composite materials are, by definition, inhomogeneous. Natural inhomogeneities may mask unacceptable deviations from normal material. Fabrication-related defects such as weak or nonexistent
interlaminar bonding as well as variations in fiber density and twisted fiber tows can weaken the material and need to be detected.

The nature of the damage sustained by graphite epoxy is also different from the well-defined pits and cracks that are typically of interest in metals. Service-incurred damage most commonly results from impact. Impact damage consists of poorly defined regions containing varying densities of delamination and broken fibers. Slight damage consists only of delamination, but when the source of the damage is such as to cause more extensive delamination, fiber breakage also occurs.3

The effects of these various deviations from normal on the strength of the material are being currently investigated at a number of facilities. As mentioned above these investigations are facilitated by the use of NDI. Once the design engineers have defined the acceptance level for each type of abnormality, NDI techniques must be available to detect and quantify them.

Techniques most commonly used in the NDI of graphite epoxy include visual inspection, the tap test, radiography, and ultrasonics.2,3 Visual inspection is, of course, limited to surface defects. Even impact damage is often subsurface or visible only on the back, and frequently inaccessible, surface. The tap test provides a response which varies with material and structure, requires expertise, is highly subjective, and does not provide quantitative information. Low energy radiography can pinpoint localized variations in fiber density in relatively thin components. Except in cases where longitudinal exposures are appropriate, the injection of a radio-opaque material is required for the detection of delamination. (Then, of course, the defect must already have been detected by other means and must open to the surface.) Radiography also requires experienced inspectors and is accompanied by the concerns and precautions attendant with the use of all ionizing radiation. Ultrasonics is probably the most widely used technology in the NDI of graphite epoxy. It primarily detects delamination though some investigators have detected broken fibers using back scattering techniques under laboratory conditions.4

Until recently the eddy current inspection of graphite epoxy had received very little attention. In the mid 1970s, several investigators (see references 5 through 10) reported the use of eddy current to detect surface defects, lay-up order, and volume fraction. In the last few years, private industry has become interested in the application of eddy current NDI to graphite epoxy.

ADVANTAGES OF EDDY CURRENT

Graphite epoxy is not generally considered to be an electrical conductor; however, the fibers are conducting so the material is amenable to inspection by a properly optimized eddy current system. Since it is the fibers which carry the current, it is their breakage which can be detected. When a component is under tension, it is also the fibers which carry the load. Consequently, damage detected by eddy current directly affects the tensile strength of the material.1,11 In contrast, ultrasonic techniques tend to be far more sensitive to delamination than to broken fibers and the compressive strength of a component is affected more by delamination than by broken fibers. Whether both eddy current and ultrasonics, or either one alone, would be used to inspect a particular component should depend on the load-bearing requirements of the component.
As mentioned above, delamination usually occurs prior to fiber breakage. Loss of compressive strength depends on the severity of the delamination, but ultrasound detects even the slightest delamination without regard to its severity. A component could have many regions containing minor and perhaps insignificant delamination, but appear to be highly damaged based on ultrasound indications. Subsequent inspection by eddy current would provide identification of those regions where the delamination was sufficiently severe to result in broken-fiber damage. Eddy current and ultrasonics can be highly complementary in the inspection of graphite epoxy.

TECHNICAL ISSUES

Two characteristics of graphite epoxy require that standard eddy current systems and techniques, designed for the NDI of metals, be modified for graphite epoxy. First there is the problem of its electrical resistivity. The bulk electrical resistivity of the material is not only very high, typically between about 2000 and 20,000 $\mu \text{Ohm cm}$ (several orders of magnitude greater than that of most metals), but studies$^{12,13}$ have shown that the resistivity can be highly frequency dependent between about 0.25 MHz and 50 MHz. It may vary by as much as a hundred percent over this range.

Not only is the resistivity and its behavior different from that of metals, but the damage sustained by graphite epoxy is also very different. It does not consist of well-defined pits or cracks, but rather a combination of delamination and broken fibers.

The schematics in Figure 1 illustrate the differences in the dimensions of the damage that are of interest in the NDI of metals and of graphite epoxy. Since the term "depth" can have various interpretations, the schematics also serve to define the term as it is used in this report. Usually surface breaking cracks are of primary interest in the NDI of metals. (Although, in some cases the more complex corrosion is also of interest.) Important crack dimensions are length and depth, $d$. Since the thickness of the material is usually known, either the dimension $a$ or $d$ can be measured.

![Figure 1. Schematics Illustrating Pertinent Dimensions of Damage in Graphite Epoxy and in Metal](image)
In contrast, in graphite epoxy the damage has an irregularly shaped volume (shown as a cube in the figure) which may break either surface (a or b = 0), neither surface, or both surfaces (a = b = 0). Ideally we would like to measure the through-thickness dimension (d in the figure), its through-thickness location (a and b), and its area (A). Measuring all three through-thickness dimensions, a, b, and d, is a challenge to any NDI technique and was beyond the scope of this project. Since the dimension a, the distance between the accessible surface and the damage, is a factor in repair and is also a significant determinant of component strength, a method was developed for measuring this dimension. Since it refers to the depth at which the damage is located, the dimension a is defined as the "depth" in this report.

The high resistivity has three implications for eddy current. First, since the depth to which eddy currents penetrate is proportional to the resistivity of the material, much greater material thicknesses can be examined than are usually associated with eddy current inspection. For example, when the resistivity is 10,000 $\mu\Omega$cm, the depth at which the current density is $1/e$ of the density at the surface (one skin depth or standard depth of penetration) is almost two inches (5.1 cm) at a frequency of 10 kHz.

Second, when the material is relatively thin as are aircraft wing skins, frequencies higher than those usually used in the inspection of metals are required. Ideally the skin depth should be slightly greater than the thickness of the material. When the material is 0.125-inch (3.17 mm) thick and the resistivity is 10,000 $\mu\Omega$cm, then a frequency of 2.5 MHz should be used. Most commercial eddy current instruments were designed for use at lower frequencies for the inspection of metals. At frequencies above about 500 kHz, the phase detector output of these instruments is inaccurate. (This could be addressed with a design appropriate to higher frequencies.)

Finally, larger probes are required for materials having high resistivities (Chapter 5). Standard off-the-shelf eddy current probes were designed for use on metals and are too small. Regardless of its quality or coupling coefficient (Chapter 3), a probe that is too small provides almost no response to graphite epoxy; a small probe does not "see" the material.

Depth measurement requires knowledge of the material resistivity. The variation in the resistivity, both with frequency and among apparently similar materials, means that a method to measure resistivity must be incorporated in an eddy current system to be used in the NDI of graphite epoxy. This is not a requirement in the eddy current NDI of metals. Because of the combination of high resistivity, and too low an upper limit to the frequency range of many commercial impedance analyzers and eddy current instruments, it is not always possible to measure the resistivity at frequencies such that the skin depth is less than the thickness of the material. When the thickness is less than the skin depth, the eddy current response is affected so potential thickness effects must be incorporated in a resistivity model (Chapter 4).

The nature of the damage sustained by graphite epoxy imposes still further requirements on the eddy current system. Regardless of the nature of the damage, it must be detected and its depth should be measured. Defect detectability puts both upper and lower limits on the size of the probe relative to the skin depth as does the requirement to measure the depth of the damage (Chapter 5). The detection
capability of a probe relative to its size also depends on its coupling efficiency (Chapter 3). These restrictions on probe size apply to metals as well as to graphite epoxy, although the ranges of probe sizes are usually different.

An effective means of measuring the planar extent or area of damage in graphite epoxy is the generation of a map of the damaged region. Such a map is generated by raster scanning the probe across the surface of the material and recording the impedance changes (Chapter 5). The accuracy of this map, (or "C-scan" because of its similarity to an ultrasonic C-scan) depends on the resolving power of the probe. Only an infinitely small probe would provide an ideal C-scan, but at least, the smallest and most efficient probe, within the limitations imposed by detection requirements, should be used.

There are a number of excellent sources on the theory of eddy current inspection which will not be discussed in-depth here. Suffice it to say that all the information about the test material and its defects is based on interpretations of their effects on the probe impedance. Probe impedance is determined not only by the resistivity of the test material and its geometry and defects, but also by the test frequency and the probe design. The effects of all these factors are best illustrated by the normalized impedance diagram, discussed in the following chapter. Probe sensitivity is discussed in Chapter 3. Resistivity measurement is discussed in Chapter 4, while methods of defect detection and measurement are presented in Chapter 5. Areas requiring further attention, and the discussion and summary, are included in Chapter 6.

**APPROACH**

The technical issues required a two-pronged approach to the development of an eddy current system to inspect graphite epoxy. System optimization was required to maximize meaningful signals, and models were required to interpret the signals. It was found that the phase detectors on some commercial eddy current instruments were inaccurate at frequencies above about 500 kHz. The instrument-related frequency bias in the data was eliminated by the use of a commercial impedance analyzer. The lower gain provided by the impedance analyzer was compensated for, to the extent possible, by maximizing probe sensitivity. This required development of a criterion to measure probe sensitivity or quality.

A model was required to measure defect depth. Since the eddy current response to a defect depends on the resistivity of the material, a model to measure resistivity was also required. An empirically derived model applies to the specific set of conditions under which the model was derived. Using an appropriate set of calibration standards, it is a straightforward procedure to correlate, for a specific probe, the probe response with material resistivity over a (relatively) small range of resistivity values, or to correlate the response with defect depth in a material of known resistivity. The absence of resistivity standards in the range of interest, as well as the lack of uniformity in defect geometry, precluded the narrow approach to model development. The goal was the development of empirical models which were not limited to a specific range of resistivities or defect geometries.

To insure, to the extent possible, that the models were not based on a set of specific conditions whose characteristics might not be readily apparent, the data on
which the models were based were collected over the widest possible conditions. While the NDI of metals was not the object of this investigation, the bulk of the data providing the base for the model development was obtained from metals and from a carbon/carbon composite.

The models were developed and tested with data collected with over 20 probes, nine materials, and in most cases, at least two specimens of each material. The probes were fabricated from ferrite cores having a wide range of permeabilities and supplied by several different vendors. The data presented in the figures were selected to illustrate particular effects such as those due to extremes in resistivity or probe size, or to indicate typical data scatter.
CHAPTER 2
IMPEDANCE DIAGRAM ANALYSIS

The impedance of a coil to which an RF signal has been applied has a real (resistive) and an imaginary (reactive) component. As the frequency is increased the reactance increases (Figure 2) since reactance, X, is the product of the frequency and the inductance. There is also an increase with frequency in the resistive component, R. This increase in resistivity was attributed to losses associated with heat, radiation, and eddy currents in the wire and in the ferrite core (if there is one.) When the coil or probe is placed on (coupled to) a conducting material, the eddy currents induced in the material cause a drop in reactance and an increase in resistance. (Figure 2)

Information about the test material and its defects is gained via analysis of the change in the impedance due to the presence of the material. The value of the probe impedance when it is uncoupled to the material (the probe is in air, far removed from the material) is not important. We are interested only in those changes in the impedance caused by the test material. Consequently, we normalize the impedance of the probe when it is coupled to the material with respect to the impedance of the probe in air:

\[ R_n = \frac{R_m - R_o}{X_o} \quad X_n = \frac{X_m}{X_o} \]

where \( R_n \) and \( X_n \) are the normalized values of the real and imaginary components; \( R_m \) and \( X_m \) are the components of the probe when it is coupled to the material; \( R_o \) and \( X_o \) are the uncoupled ("air") values.

The resulting normalized impedance diagram (Figure 3) does not contain unnecessary information about the effects of frequency on the impedance, but rather illustrates the effects of the material on the impedance at different frequencies. The normalized impedance diagram also permits the comparison of different probes with respect to their relative sensitivities. Although many of the same design parameters determine both the impedance of the probe in air and its sensitivity, sensitivity and the uncoupled impedance are independent.

Of the three common types of surface probes, illustrated in Figure 4, the ferrite cup core was found to be the most sensitive. (The cross-sectional view of the ferrite cup core probe shows a gap in the center; such a hole through the center of the cup is often present in transformer pod cores.) Because of this greater sensitivity, it was considered the most suitable for graphite epoxy where probe size was found to be an important factor. While the shapes of the normalized impedance diagrams of air core probes depend on the distribution of the windings, we found that the shapes of the diagrams are essentially the same for probes with ferrite cup cores. This similarity is seen in Figures 5 and 6 where the
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\[ X_N = \frac{X_M}{X_0} \]
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\[
\bar{r} \approx \frac{\bar{r} \sqrt{f}}{\delta} = \frac{1.98 \sqrt{f}}{1.98 \sqrt{\sigma}}
\]

\[
X_N = \frac{X_M}{X_0}
\]

FREQUENCY  \( \bar{r}/\delta \)
A  125 KHz  0.89
B  250  1.26
C  500  1.78
D  1000  2.62
E  2000  3.56
F  4000  5.05
G  8000  7.14
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FIGURE 5. NORMALIZED IMPEDANCE DIAGRAMS OF FOUR TYPICAL FERRITE CUP CORE PROBES.
normalized impedance diagrams of four very different, but typical, ferrite cup core probes are shown. The sizes (extent in the resistive and reactive directions) of the Figure 5 impedance diagrams differ as a consequence of the different coupling coefficients of the four probes (Chapter 3). However the four diagrams are virtually identical (Figure 6) when further normalized with respect to the intercept, Xc.

\[
X_{nn} = \frac{X_n - X_c}{1 - X_c}
\]

\[
R_{nn} = \frac{R_n}{1 - X_c}
\]

where Rnn and Xnn are the full-scale values of the real and imaginary components and Xc is the point on the imaginary axis where it is intersected by the curve extrapolated to higher conductivity or frequency values. These four ferrite cup core probes differ not only with respect to size but also the ferrite materials which constitute their cores. The impedance diagrams of all the probes investigated fell on this curve when the data were normalized with respect to their respective Xc values. The similarity of the impedance curves for ferrite cup core probes, regardless of other design parameters, facilitates their comparison, evaluation, and the interpretation of their responses to defects.

The impedance diagrams shown in Figures 2 and 3 were generated by placing the probe on a single material and increasing the frequency. Each point on the diagram has associated with it a specific value of the dimensionless ratio, \( r/\delta \), where \( r \) is the mean coil radius and \( \delta \) is the skin depth, or standard depth of penetration. In the case of the nonmagnetic materials considered here, skin depth in mm is given by

\[
\delta = 50.29\sqrt{\rho/\nu}
\]

where resistivity, \( \rho \), is in \( \mu \)Ohm-cm and frequency, \( \nu \), is in Hertz.

The same diagrams could have been generated by keeping the frequency constant and using materials of increasing conductivities, or by changing the radius of the probe.

The sensitivity of a probe to defects in the material is related, in large part, to the size of the normalized impedance diagram. Sensitivity can be described by the coupling coefficient of the coil.
FIGURE 6. FULLY NORMALIZED (K = 1) IMPEDANCE DIAGRAMS OF FOUR FERRITE CUP CORE PROBES
CHAPTER 3
COUPLING

SIGNIFICANCE

The importance of good coupling is illustrated in Figure 7. The defect vector represents the change in impedance associated with a particular defect at different points on the diagram. The inner curve was generated with a 0.04-in (1 mm) separation (lift-off) between the probe and the material. The effect of the poorer coupling on the magnitudes of the defect vectors is obvious. In fact, at point A on the inner curve, the defect response was so small it was not repeatable. A probe which couples well to the material is more sensitive to defects. As mentioned in the introduction, it is desirable to use the smallest probe possible consistent with other requirements. If the coupling between the probe and the material is good, a smaller probe can be used to detect a particular defect. In other words, a small sensitive probe may be superior to a larger less sensitive probe.

DESCRIPTION

The coupling between an eddy current probe and the test material can be likened to a two-mesh circuit where the primary circuit is the eddy current probe and the secondary circuit is the test material. The coefficient of coupling between the primary and secondary circuits is equal to that fraction of the total flux associated with the primary circuit which links with the secondary. The coupling coefficient is a measure of the efficiency with which the energy of the coil is transmitted to the test material. Dr. Paul W. Gammel of the Naval Surface Warfare Center has shown (see Appendix A) that the coupling coefficient, \( K \) is given by

\[
K^2 = 1 - Xc. \tag{3}
\]

This coupling coefficient in related to the coil efficiency factor, \( \eta \), of surface probes\textsuperscript{14,15} since

\[
\eta = 1 - Xc.
\]

In the case of an encircling coil and conducting cylinder, \( \eta \) is referred to as the fill-factor and is a measure of the extent to which the cylinder (diameter \( D \)) fills the encircling coil (diameter \( d \)) or

\[
\eta = \frac{D^2}{d^2}.
\]
FIGURE 7. EFFECT OF COUPLING ON DEFECT RESPONSE
So in the case of the encircling coil the coupling coefficient is equal to the ratio of the radius of inner cylinder to the radius of the outer coil.

The fill-factor in the case of the encircling coil (or the feed-through coil where the inverse of the above ratio applies) is generally equated to lift-off for a probe coil, where lift-off is the separation between the probe and the material. The negative effect of lift-off on coupling was evident in Figure 7. There are a number of additional factors which affect the coupling coefficient of a ferrite cup core probe.

FACTORS AFFECTING THE COUPLING COEFFICIENT

The most obvious factor affecting the coupling coefficient is the lift-off separation between the probe and the test material. Naturally, the closer the probe is to the material, the more of the probe flux will link with the material.

The second factor is probe type. Early in this investigation, it was found that the coupling provided by ferrite cup core probes has the potential to be far superior to that provided by the air core. The ferrite acts as a shield and concentrates the flux, causing a greater proportion of the flux associated with the coil to link with the material. The magnetic permeability of the ferrite would be expected to have a significant additional effect on coupling, since the higher the permeability the greater the shielding. A systematic investigation of the effects of permeability was beyond the scope of this project. It was observed that the permeability of the ferrite did not affect the shape of the impedance diagram for permeability values between 100 and 3000.

Numerical models have been developed for air core probes. Similar models are being developed for ferrite cup core probes but as yet these models do not permit determination of the coupling coefficient, nor do they provide correlations between the probe response with material resistivity and defect depth. The greater efficiency of the ferrite cup core warranted the development of empirical models. Hopefully, these models will be substantiated later by theory.

A third factor, the distribution of the windings, has been found to be significant in air core probes. The closer the bulk of the windings to the test material, the better the coupling. This was also found to be a factor in ferrite cup core probes. However, another factor was found to be more significant. Coupling was improved if thick wire was used. The improvement in the coupling began to occur at that frequency where the skin depth in the copper wire was about equal to the radius of the wire. This effect is illustrated in Figure 8. The inner curve was generated with a probe wound with = 32 wire, having a radius of 0.008 inch (0.20 mm). The probe which generated the outer curve was wound with = 20 wire having a radius of 0.016 inch (0.41 mm). The change in slope of the impedance curve, indicating an improvement in coupling, occurred at about 16 kHz. At that frequency the skin depth in the wire is 0.021 inch (0.53 mm), or about equal to the radius of the wire. The corresponding frequency for the inner curve was 400 kHz and the highest frequency plotted here was 100 kHz. The expected change in slope at 400 kHz was observed in data where the 400 kHz point fell higher on the curve. Data for other wire sizes showed similar correlations between the wire radius and the frequency at which the coupling began to improve.

The data in Figure 3 were generated on aluminum where the location on the normalized impedance diagram of the
improvement in coupling is too low to be useful (see following section). The impedance diagram for the same probe on a carbon/carbon composite having a resistivity of 842 $\mu$cm$^{-3}$ is included in Figure 9. Here it can be seen that the benefits provided by the thicker wire occur in the upper and useful portion of the diagram.

The frequency at which the change in slope occurred, the critical frequency $f_c$, depended only on the radius of the wire. The effect occurred if there were only two or three turns of wire of sufficient thickness relative to the frequency and the effect did not occur if the wire were too thin, even if the cup were filled with turns. The change in slope is very similar to the type of change which occurs when a copper foil is placed around the inner surface(s) of the cup.$^{23,24}$ This copper foil shields the inner surfaces of the cup, eliminating some of the flux linkage within the cup, and thereby forcing that flux out of the cup and into the adjacent test material. It is assumed that the wire provides a similar shielding effect when the frequency is sufficiently high that the skin depth in the wire is less than the wire radius. The similarities between the two cases are illustrated in Figure 10. To emphasize the similarities, in the figure only the outer turns of the thick wire are shown as providing the shielding effect. In fact each turn contributes to the effect. In both cases (the imposed copper shielding and the intrinsic wire shielding) the increased flux linkage with the test material results in improved coupling above the critical frequency.

The effects of the improved coupling on defect response magnitude are shown in Figure 11. To generate these data, shielding was added in the form of a 0.005 inch (0.13mm)-thick copper foil placed around the center post of the cup (approximately 355$^\circ$, to avoid shorted turn effects). The increase in defect response magnitude is clearly the result of shielding since no other changes were made in the coil. It can be seen that the coupling began to improve at 400 kHz where the skin depth in the foil was about equal to its thickness. The poorer coupling below this critical frequency is typical of shielding effects.

Because of their high conductivities metals are generally inspected at lower frequencies than is graphite epoxy (see the following chapter). Eddy current instruments usually require a certain minimum impedance of the probe; a probe to be used at lower frequencies must have more turns to provide that impedance. If the volume in the core is insufficient for the requisite number of turns of thick wire, shielding can be added in the form of copper (or other highly conducting material) in configurations designed to improve shielding.$^{24}$ Details of various methods of providing imposed shielding as well as the relative virtues of different shielding materials are discussed in detail in reference 24.

It should be noted that when shielding effects are present, the resistivity and depth models do not apply. Shielding apparently modifies the field of the ferrite cup core probe so the impedance diagram is no longer described by the universal curve. While shielding effects enhance the detection capability of a system, it is important to insure they are not present if the models are to be used.

**COUPLING COEFFICIENT AS A MEASURE OF QUALITY**

There is a requirement for the establishment of accept/reject criteria for eddy current probes.$^{25,26}$ Assuming the probe size and the inspection frequency or
FIGURE 8. EFFECT OF SHIELDING LOWER PORTION OF IMPEDANCE DIAGRAM

FIGURE 9. EFFECT OF SHIELDING AT MID-RANGE OF IMPEDANCE DIAGRAM
FIGURE 10. SIMILARITIES BETWEEN IMPOSED AND INTRINSIC SHIELDING
FIGURE 11. EFFECT OF SHIELDING ON DEFECT RESPONSE

frequencies) are appropriate to the material and to the location of the defects (Chapter 5), then the ability of the probe to detect defects depends on its sensitivity, and hence, on its coupling coefficient. The coupling coefficient of a ferrite cup core probe (and possibly other types as well) is thus a measure of its quality. It is a useful measure of quality since its measurement is a simple procedure; no standards or materials of known conductivity are required.

Since $K^2 = 1 - Xc$ (Equation 3), the coupling coefficient can be estimated by extrapolation of the impedance curve to determine $Xc$, as described above. The values of $r/\delta$ associated with each point on the curve do not need to be known to generate the curve, so the resistivity of the material does not need to be known in order to determine the coupling coefficient.

It is also possible to determine the coupling coefficient from a single measurement. By substituting equation 3 into equation 1, it is seen that the coupling coefficient is also given by

$$K^2 = \frac{1 - Xn}{1 - Xnn} \cdot \frac{Xnn}{Xn}$$

where $Xn$ is the normalized reactance and $Xnn$ is the idealized reactance, or the reactance normalized with respect to the coupling coefficient (equations 1 and 2).
Two features of the ferrite cup core probe permit the calculation of $X_{nn}$ and consequently, the coupling coefficient, via measurement of the normalized impedance at a single point on the curve.

First, the lift-off angle, $\theta_{L}$, for ferrite cup core probes appears to depend only on the quantity $r/\delta$. The lift-off line, the trace on the impedance plane generated as the distance (lift-off distance) between the probe and material is increased, is generally curved for air core probes. The lift-off line can also be determined first by generating a family of impedance curves, each curve generated at a different lift-off separation and then by connecting points having the same $r/\delta$ value. It could be seen in Figure 7 that lift-off lines for ferrite cup core probes are straight. If the lines were curved, lift-off angle would depend on the degree of coupling as well as on $r/\delta$. $\theta_{L}$ can be calculated by measuring $X_n$ and $R_n$ and substituting in the trigonometric relationship:

$$\theta_{L} = \tan^{-1} \frac{1 - X_n}{R_n}$$

The second important property of the ferrite cup core probe is the apparent universality of the idealized or fully normalized ($K = 1$) impedance diagram shown in Figure 6. This fully normalized impedance diagram, traced out parametrically by $r/\delta$ is given by

$$\theta_{L}(r/\delta) = \tan^{-1} \frac{1 - X_{nn}(r/\delta)}{R_{nn}(r/\delta)}$$

So, while $\theta_{L}$ can be determined from Equation 5, $X_{nn}$ cannot be determined from Equation 6. However, the universal curve exhibited an apparent feature which permits a direct determination of $X_{nn}$ from angle $\alpha$, the compliment of $\theta_{L}$. It was observed (Figure 12) that the angle $\alpha$, expressed in radians, is equal to the dimensionless quantity, $X_{nn}$. The relationship

$$X_{nn} = \alpha(\text{radians})$$

was observed for $\alpha < 45^\circ$ which corresponds to $r/\delta > 1.65$. Scatter in the data in Figure 12 was attributed to errors in the selection of $X_c$, obtained by visual extrapolation. The theoretical basis for the simplicity of this relationship has not been established, but it facilitates determination of the coupling coefficient. $\alpha$ can be substituted in Equation 4 and the coupling coefficient calculated.

So, to measure the coupling coefficient or quality of a probe, the normalized values of the real and imaginary components, $R_n$ and $X_n$, are determined; the lift-off angle is calculated; $X_n$ and $\alpha$ are substituted in equation 4. It is not necessary to know anything about the test material except that it is sufficiently thick so that thickness effects are not influencing the response (Chapter 4) and to note that $\alpha$ is less than $45^\circ$. Should this angle be greater than $45^\circ$, the frequency must be increased appropriately.
FIGURE 12. LIFT-OFF ANGLE $\alpha$ VERSUS $X_{nn}$
INTRODUCTION

The resistivity of the material must be known in order that the defect depth be calculated. Since resistivity is also dependent on the frequency, it must be measured at each frequency used in the depth measurement.

Measurement of the resistivity of graphite epoxy is a significant problem. The insulating epoxy effectively eliminates contact methods. At the present time there are no conductivity meters for the range of interest. There are effective through-transmission methods which can be used to measure very high resistivities but these have two drawbacks. Both surfaces of the material must be accessible, and this often is not the case (for example, aircraft wing skins). Also, at the present time through-transmission measurement is possible in the laboratory only; there are no "black boxes" available for field use. The air core model, mentioned earlier, does not apply to the more sensitive ferrite cup core probes. An empirical model was developed to determine resistivity from the responses of these probes.

RESISTIVITY MODEL

The resistivity model is based on the independence from the coupling coefficient of the lift-off angle for ferrite cup core probes. As was noted in the previous chapter, the value of the lift-off angle depends only on the value of \( r/\delta \). Since skin depth is a function of the resistivity, it was only necessary to determine the relationship between the quantity \( r/\delta \) and some convenient representation of the lift-off angle. A linear relationship was observed between the tangent of the lift-off angle and the quantity \( r/\delta \):

\[
\tan \theta_L = I + m \frac{r}{\delta}
\]

Data for aluminum (4.1 \( \mu \)cm), titanium alloy (171 \( \mu \)cm), and the carbon/carbon (842 \( \mu \)cm) are shown in Figure 13. A least squares fit to the data yielded values of \( I \) and \( m \) of -0.158 and 0.7035, respectively.

As yet there is no theoretical support for this result. Solution of the field equations for the three-dimensional field (Figure 14a) associated with the probe is complex. However, analytic solutions have been derived for two cases where the field has been assumed, for simplification purposes, to have only one dimension in the first case and two dimensions in the second. The empirically determined constants in Equation 6 (representing a three-dimensional case) appear to be logical extensions of the constants in corresponding equations based on the analytic solutions for the one- and two-dimensional cases.
FIGURE 13. TAN $\theta_L$ VERSUS $r/\delta$ FOR FERRITE CUP CORE - 3-DIMENSIONAL CASE
FIGURE 14.  a. THREE-DIMENSIONAL FIELD (X, Y AND Z), b. ONE-DIMENSIONAL FIELD (Z),
c. TWO-DIMENSIONAL FIELD (X, Y)
The one-dimensional case consists of a conducting slab subjected to a uniform magnetic field which varies only in the direction normal to the large surface of the slab (Figure 14b). The derivation of the relationship between the probe impedance and \( r/\delta \) is given in Appendix B. Using this relationship, values of \( \tan \theta \) were calculated for a range of \( r/\delta \) values and are plotted in Figure 15. A least squares fit to the straight portion of this curve (a subjective judgment) gives values of \( I_{1-d} \) and \( m_{1-d} \) of -1.650 and 2.253, respectively.

The two-dimensional case is that of a single turn section of a uniformly energized, infinitely long solenoid encircling a conducting cylinder (Figure 14c). The relationship for probe impedance as a function of \( r/\delta \) is derived in reference 14. From this relationship values of \( \tan \theta \) were calculated for different values of \( r/\delta \) and are also plotted in Figure 15. A least squares fit to the straight portion of this curve gives values of \( I_{2-d} \) and \( m_{2-d} \) of -0.904 and 1.0907, respectively.

A straight-line relationship was found to exist between the three intercept values \( I \) and the quantity \( S \) which describes the number of dimensions considered in each case. The correlation coefficient between the intercept values and \( S \) was 1.000. A straight-line relationship was also found to exist between the slopes \( m \) and the quantity \( 1/N \); again the correlation coefficient was 1.000. These excellent correlations may be fortuitous, but this seems unlikely given the simplicity of the relationships. It may be found that ferrite pot core eddy current probe represents an idealization of the three-dimensional case.
THICKNESS EFFECTS

When the thickness, T, of the material is less than the skin depth the eddy current response is affected. If it is known that the material thickness is greater than the skin depth, then the resistivity can be determined using Equation 6. If the resistivity is not known, it cannot always be assumed that T > δ so the potential thickness effect must be taken into account.

For purposes of discussion, the subscript P will designate "perfect" quantities, those quantities for which the thickness was greater than the skin depth and thus not a factor. The subscript E will designate quantities resulting from the thickness effect.

The thickness effect causes a smaller change in the normalized reactance (X_E > X_P) and a greater change in the normalized resistance (R_E > R_P). At any point on the impedance diagram, if the thickness were decreased the change in impedance would generate a spiral. The tightness of the spiral depends on its starting point on the impedance diagram or on r/δ. This is illustrated in Figure 16, where thickness loci, similar to those for air core probes, have been sketched. The higher the value of r/δ, the tighter the spiral.

The shape of the spiral has not been determined theoretically for the ferrite cup core probe, however some assumptions can be made on the basis of an examination of Figure 16. It appears that the angle β is related to the value of T/δ; as T/δ decreases, β increases. The rate with which β changes with T/δ would be expected to depend on the tightness of the spiral or on its starting point on the impedance diagram quantity, indicated by r/δ.

The angle β is defined by:

\[ \beta = \tan^{-1}\left(\frac{X_E - X_P}{R_E - R_P}\right) \]

Since E quantities and P quantities cannot be measured under the same conditions, the angle β is not a useful quantity. It also appears from Figure 16, that the lift-off angle \( \Theta_E \) is correlated with β and consequently with T/δ. Again, the relationship between \( \Theta_E \) and T/δ would depend on the shape of the spiral. In contrast to the angle, \( \Theta_E \) can be determined since

\[ \Theta_E = \tan^{-1}\left(\frac{X_E - X_P}{R_E}\right) \]

where all the quantities can be measured. A functional relationship was assumed to exist between tan \( \Theta_E \) and both T/δ and r/δ. Since tan \( \Theta_P \) describes r/δ, it was further assumed that the ratio of tan \( \Theta \) to tan \( \Theta_P \) would vary with the quantity T/δ.

Knowing the resistivity and the thickness (for purposes of model development) values of tan \( \Theta_P \) were calculated from equation 4 and tan \( \Theta_E \) values were measured. Values of the ratio of these two quantities are plotted against T/δ in Figure 17 for a variety of materials and r/δ values. A polynomial least squares fit to this data gives:

\[ \frac{\tan \Theta_E}{\tan \Theta_P} = A + B\frac{T}{\delta} + C\frac{T^2}{\delta^2} \] (7)
where $A = 0.148$, $B = 1.0127$, and $C = -0.277$. This relationship is purely empirical but the preceding intuitive argument would indicate the existence of a theoretical foundation.

Substitution of Equation 6 and the skin depth relationship in Equation 7 and solving for $\rho_E$ gives

$$\left(\rho_E\right)^{3/2} + C_1(\rho_E) + C_2(\rho_E)^{1/2} + C_3 = 0 \quad (8)$$

where

$$C_1 = \frac{(0.0808T - 0.0526T)}{\tan \theta_E + 0.023} \cdot \frac{1}{\rho_E^{1/2}}$$

$$C_2 = -\frac{(0.1817R + 0.0112T)}{\tan \theta_E + 0.023}$$

$$C_3 = \frac{0.025 \cdot T^{1/2}}{\tan \theta_E + 0.023}$$
Equation 8 can be solved using Newton’s method of approximation with the value of \( \rho_p \) obtained from the solution of Equation 6 as the initial value.

Since the resistivity is not known, it is also not known if the skin depth is less than the thickness, and so whether it is \( \rho_p \) or \( \rho_F \) which applies. Consequently it is generally not possible to use either equation 6 or equation 8 alone. The same data are used for both equations, and it is a matter of a second or so to calculate both \( \rho_F \) and \( \rho_p \). When these are plotted against frequency, the correct value (to within at least \( \pm 10\% \)) is obvious. (This selection could be implemented in software.)

Results obtained with a single probe and two materials having very different and known resistivities (4.1 \( \mu \Omega \) cm and 842 \( \mu \Omega \) cm) are shown in Figures 18 and 19. Resistivity values, \( \rho_p \), predicted by equation 6, are presumed to be correct at those frequencies where there is no thickness effect. Resistivities, \( \rho_F \), predicted by equation 8, are presumed to be correct at lower frequencies where the skin depth is greater than the thickness. The two curves cross at approximately that frequency where \( T = 1.46 \). This would be expected from an examination of Figure 16, where the ratio of the tangents approached unity at \( T/6 = 1.4 \).

APPLICATION TO GRAPHITE EPOXY

Three types of graphite epoxy were investigated to determine the effects of material fiber type and weave on eddy current-material interaction. The material was purchased in prepreg tape or cloth form and panels fabricated with \( '0.90,0' \) ply order. The panels varied in thickness from 0.039 inch (0.99 mm) to 0.139 inch (3.53 mm). The materials were a 5-harness satin weave (pan fibers) supplied by Hercules, Inc. (A370-5H/3501-6), a pan fiber (CE 9000-9/Celion 6000) and a pitch-based fiber (CE 9000-9/P55S), both supplied by Ferro Composites, Inc. Dr. C. P. Dodd measured the resistivity of one of the satin weave panels at 100 kHz (9156 \( \mu \Omega \) cm \( \pm 2\% \)) and at 2 MHz (14426 \( \mu \Omega \) cm \( \pm 2\% \)).

When the model was applied to the specimen whose resistivity had been determined by Dr. Dodd, the estimated resistivity values were 55 percent too low. It was found that if the values of the geometric quantities (probe radius and material thickness) were multiplied by \( \sqrt{2} \), the model accurately estimated the resistivities of all the graphite epoxy materials. "Accuracy" was assumed if use of the estimated resistivity values provided agreement with the depth model in the following chapter. If the correction factors are used when the resistivity model is applied to a graphite epoxy material, then the depth model can be used, without modification, to measure depth of damage in graphite epoxy.

As mentioned earlier, the need for these correction factors for graphite epoxy may mean that additional factors are involved in application of the model to high resistivity materials. Or it may be related to the more complex conduction mechanisms in these particular composite materials. If this is true, then further investigation of these effects might shed some light on the conduction mechanisms in graphite epoxy.

Resistivity values (\( \rho_F \) and \( \rho_p \)) estimated for a panel of the pan fiber satin weave material are plotted against frequency in Figure 20. Also included in the figure is a straight line connecting the two resistivity values determined by Dodd.
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FIGURE 19. \( q_p \) AND \( q_e \) VERSUS FREQUENCY FOR CARBON/CARBON
FIGURE 20. $\rho_P$ AND $\rho_E$ VERSUS FREQUENCY FOR PAN FIBER SATIN WEAVE GRAPHITE EPOXY
and extrapolated to 10 MHz. The experimental values fall within ±10% of this line, except above 2 MHz. The greater difference above this frequency may be experimental error, or it may be that the resistivity levels off above 2 MHz.

The two resistivity estimates for a specimen of the pitch-based fiber tape material are plotted against frequency in Figure 21. On the basis of these curves, the resistivity was estimated to be constant at 4600 μΩcm from 0.5 through 8 MHz.

The estimated resistivities values for a specimen of the pan fiber tape material are shown in Figure 22. Here the resistivity appears to be constant at about 8900 μΩcm up to 1 MHz where it begins to increase with frequency. This type of behavior is not unusual in graphite epoxy.\textsuperscript{12}

EDDY CURRENT CONDUCTION IN GRAPHITE EPOXY

Measurement of broken-fiber damage in graphite epoxy requires knowledge of the resistivity of the good material surrounding the damaged region, but there is no requirement to understand the mechanisms that cause resistivity to assume this particular value. The possible sample-to-sample variation in resistivity and the possible dependence of this property on frequency indicate there are subtle characteristics of the material which have strong effects on resistivity. These same characteristics may also affect other properties of the material. If the relationships between the measured resistivity and the properties of the material were understood and if the conduction mechanisms were understood, then it could be possible to measure other properties of a particular sample via measurement of the resistivity and its frequency dependence. A conduction mechanism model could be a useful tool in evaluating a particular sample; however, development of the model will not be a simple task.
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**FIGURE 22.** \( \rho_p \) AND \( \rho_E \) VERSUS FREQUENCY FOR PAN FIBER GRAPHITE EPOXY
Such a model for graphite epoxy will have to accommodate some apparently conflicting observations. The conductivity of some samples, as measured by two eddy current methods and by a two-point contact method, decreases with increasing frequency. Neither the conductivity of the fibers alone, nor the low (3.4) relative permeability of the nonconducting pure epoxy showed a frequency dependence. Both the conductivity values and the frequency dependence of the conductivity varied among different samples. Inter-fiber capacitive coupling would be expected to vary with fiber density and would explain the sample to sample variation. However, inter-fiber capacitive coupling would result in an increase in conductivity with frequency, rather than the reverse which was observed. In view of the apparent difficulty in resolving these observations, it is fortunate that the application of eddy current to the detection and measurement of broken-fiber damage does not require an understanding of the conduction mechanism.
CHAPTER 5
DETECTION AND MEASUREMENT

INTRODUCTION

There are two goals in the NDI of a material: detection of the damage and measurement of its size. A defect is detected if its signal can be discerned from the background noise. (In this case noise refers to the extraneous variations of the signal, and not necessarily to thermal noise energy.) This imposes certain requirements on the size of the probe and the inspection frequency (frequencies).

The term "measurement" is somewhat more complex. As was mentioned in the introduction, damage sustained by graphite epoxy consists of varying densities of delamination and broken fibers. The damage may break both surfaces, either surface, or neither. Since the volume of the damage determines the extent to which the material has been weakened, ideally we would like to measure the amount of good or undamaged material between the damage and each of the surfaces as well as the planar extent of the damage (area of damage in planes parallel to the surface). The ability to measure the thickness of the good material between the inspected surface and the damage depends on proper selection of probe size and frequency. Accurate measurement of the planar extent or area requires that the resolving power of the probe be maximized, given the constraints imposed by the requirements both to detect and damage and to measure its depth.

PROBE SIZE AND FREQUENCY

The relationships among probe size, frequency, and material resistivity determine our ability to detect and measure damage. To detect damage near the back surface of the material, the skin depth should be slightly greater than the thickness of the material. So the operating frequency (or the mid-frequency when several frequencies are used for measurement) is established by the resistivity of the material and its thickness. If it were possible to use this frequency and a tiny probe, we could measure damage throughout the thickness and with good planar resolution. However, as the ratio of r/δ decreases below unity, the impedance rapidly approaches the top of the impedance curve where defect responses become increasingly small (Figure 7). The optimum value of probe size depends on the detection method and the trade-off between resolution and defect sensitivity that is desired.
DETECTION AND AREA MEASUREMENT

Both detection and measurement of the planar extent of damage can be implemented by raster scanning the probe across the surface of the test material and measuring the changes in probe impedance.

A schematic of a typical eddy current scanning system is shown in Figure 23. The eddy current instrument energizes the coil with an RF signal. Since small impedance changes are of interest, typical eddy current instruments subtract the impedance of the probe when it is in contact with good material. Often this is achieved by a bridge circuit, where one arm of the bridge is a coil similar to the test coil. This differential measurement is represented by a spot in the center of the impedance plane displayed on the CRT. An X-Y scanning device raster scans the probe over the surface of the material, and changes in the impedance are displayed on the CRT. Orthogonal components of the impedance (usually not identified as resistive and reactive components) are available as analog output voltages either to provide a signal to the C-scan pen or for digitization and further analysis. This system can be implemented by the modification of a commercial ultrasonic C-Scan system to incorporate a spring-loaded eddy current probe in conjunction with a commercial eddy current instrument.

Because of inaccurate phase detector response at higher frequencies, the typical eddy current instrument does not provide values of sufficient accuracy to permit meaningful analysis. For this reason, a commercial impedance analyzer was used in this project to collect data for analysis. The accuracy of commercial eddy current instruments was found to be sufficient for C-scan generation.

FIGURE 23. SCHEMATIC OF EDDY CURRENT C-SCAN SYSTEM
As the probe is scanned across the surface, irregularities in the surface can cause variations in the separation between the probe and material; these variations in turn cause deflections in the direction of the lift-off vector. To avoid mistaking these lift-off deflections for defect indications, the eddy current instrument provides for the arbitrary rotation of the phase of the impedance plane so the lift-off vector can be aligned along one of the orthogonal axes. The component of the response that is orthogonal to the lift-off vector, or the $0$-component, provides the signal to the pen. The changing voltage in the pen, associated with the changing magnitude of the $0$-component of the impedance, provides a map of the damage in the material. Since an increase in impedance (or a decrease depending on relative orientation of the lift-off vector) is associated with a damaged region, an image of the planar extent of the damaged region is shown on the map or C-scan.

The sensitivity of the system depends on the magnitude of the $0$-component of the defect response and this is determined by location on the impedance diagram, or on the ratio $r/\delta$. The effect of $r/\delta$ on the relative magnitudes of the $0$-components is illustrated in Figure 24 where defect response vectors are shown as well as their projections on the $0$-axis. The numbers labeling the responses indicate depth, with #3 as the deepest. It can be seen that for those defects considered, the magnitudes of the $0$-components are strong for $r/\delta$ values between 1.6 and 3.3 (locations B through D). Furthermore, at these $r/\delta$ values (in contrast to $r/\delta = 1.2$) the

![Figure 24. Relationships between 0-component of defect response and \( r/\delta \).](image)
magnitudes of the 0-components are proportional to the depth of the defect. This, of course, will translate to a variation in grey tone (or color in a computerized system) with depth of damage.

For maximum planar resolution (smallest possible probe) without a sacrifice in magnitude of the 0-component ($r/\delta > 1.5$) an $r/\delta$ value of about 1.5 would be optimum. Since skin depth should be on the order of material thickness, the probe radius should be about half again the thickness of the material. So, while the high resistivity of graphite epoxy permits the inspection of greater thicknesses than are usually associated with eddy current inspection, there is a trade-off in lower planar resolution. The strength of thick materials will probably not be as sensitive to small defects but this will have to be determined by the design engineers.

Some examples of both eddy current and ultrasonic C-scans are shown in Figures 25 through 27. In Figure 25 the indications of the impact-damaged regions appear to be very similar; however, the area of the eddy current indication was enlarged by the 0.86-inch (22 mm) diameter of the probe. The actual size of the region containing the broken fibers can thus be assumed to be much smaller than the area of the indication in the eddy current C-scans and, consequently, much smaller than the delaminated region shown in the ultrasonic C-scan.

**FIGURE 25.** EDDY CURRENT (a) AND ULTRASONIC (b) C-SCANS OF AN IMPACT DAMAGED GRAPHITE EPOXY PANEL
FIGURE 26. ULTRASONIC (UPPER) AND EDDY CURRENT (LOWER) C-SCANS SHOWING DAMAGE IN A FILAMENT WOUND CYLINDER HAVING A 0.6 in. (15.2 mm) THICK WALL.
FIGURE 27. EDDY CURRENT AND ULTRASONIC C-SCANS OF IMPACT DAMAGED PANEL WITH HONEYCOMB BACKING
The C-scans shown in Figure 26 are those of a filament-wound cylinder which had been damaged by pressure loading. The cylinder was 8 inches (20.3 cm) high and its outside diameter was also 8 inches. The wall thickness was 0.6 inch (15.25 mm). The cylinder was mounted on the turntable of a Testech computer controllable scanner. The eddy current probe and the ultrasonic transducers were mounted on the scanner which axially scanned the cylinder. (The tank was empty for the eddy current C-scan and filled with water for the ultrasonic C-scan.) Details of the instrumentation and procedure are provided in reference 30.

The C-scans represent unwrapped views of the cylinder wall. In the through-transmission ultrasonic C-scan, the many light areas indicate delamination. In the eddy current C-scan, the blue areas indicate a strong response in the 0-direction. Since it has not been possible to detect thin delaminations with eddy current (delaminations being in the plane of current flow), it was assumed that the blue areas on the C-scan represent regions of broken fiber damage. The areas of the indications of broken-fiber damage in the eddy current C-scan are larger than the actual area of the region containing the broken fiber damage by an amount proportional to the 1.5-inch (43.1 mm) diameter of the eddy current probe.

The blue region in the lower center portion of the eddy current C-scan corresponds to the white indication of a delamination in the ultrasonic C-scan. Similarly, the larger V-shaped blue region on the left end of the eddy current C-scan may be associated with the similarly shaped "white" region in the ultrasonic C-scan. While it is not possible to evaluate the relative severity of the various delaminated areas from the ultrasonic C-scan alone, in combination with the eddy current C-scan, it appears possible to identify which of the delaminations were sufficiently severe to result in broken fibers.

In Figure 27, the ultrasonic (through-transmission) and the "hidden line" eddy current C-scans of the impact damaged honeycomb-backed panel indicate the presence of both delamination and broken-fiber damage for impact levels of 250 mm, 150 mm, and 100 mm. At the 50-mm impact level, the absence of an eddy current indication, when the ultrasonic C-scan showed delamination, signifies that the delamination was insufficiently severe to result in fiber breakage. The "waves" surrounding the damage indications in the eddy current scans were attributed to surface irregularities. This panel was provided by courtesy of the Australian Aeronautical Research Laboratory.

DEPTH MEASUREMENT

Measurement of defect depth depends on the skin effect. According to the skin depth relationship, the phase of eddy currents at a distance from the surface lag those at the surface by an amount equal to the ratio of that distance to the skin depth \( \delta \) or

\[
\theta (\text{rad}) = \frac{a}{\delta}
\]

In a similar manner, the phase angle of the response to a defect located at a distance, \( a \), (defined in Figure 1) from the surface depends on the ratio \( a/\delta \). The magnitude of the defect response also depends on \( a/\delta \). The effects of defect depth on both the phase angle and the magnitude of the defect response are illustrated in Figure 28.
FIGURE 28. EFFECT OF DEFECT DEPTH ON DEFECT RESPONSE.
Typically in the measurement of defect depth in metals, a calibration standard containing artificial "cracks" of known depth is used to generate a curve relating the phase angle or magnitude of the defect response with depth \( d \) of the artificial crack. A separate curve usually is required for each probe and frequency.

At any given value of \( r/\delta \), the magnitude of the response to a particular defect depends not only on the depth of the defect but also on the coupling coefficient of the probe that is used. In contrast, because the lift-off angle is independent of the coupling coefficient for ferrite cup core probes (in the absence of shielding effects), the phase angle of the defect response, at any given value of \( r/\delta \), depends only on the depth of the defect and is independent of the particular probe that is used. For this reason, the phase angle relationships were used in the depth model.

To provide a basis for comparing the phase angles of defects at different depths the defect phase angle, \( \theta_D \), can be normalized with respect to the lift-off angle \( \theta_L \), or

\[
\theta_N = \theta_D - \theta_L
\]

where \( \theta_N \) is the normalized defect phase angle. The lift-off angle is given by

\[
\theta_L = \tan^{-1}\left(\frac{(1-Xn)/Rn}{1}ight)
\]

where \( Xn \) and \( Rn \) are the normalized imaginary and real components of the lift-off response. The defect phase angle is given by

\[
\theta_D = \tan^{-1}\left(\frac{X_D - Xn}{R_D - Rn}\right)
\]

where \( X_D \) and \( R_D \) are the imaginary and real components of the defect response at that point where its magnitude is greatest as the probe is scanned over the defect; \( Xn \) and \( Rn \) are the corresponding components of the defect-free material.

In Figure 28, it can be seen that as the base point (normalized impedance on good material) moves down the impedance curve, as \( r/\delta \) increases, the normalized phase angle, \( \theta_N \), increases. Although it is not obvious in the figure, at any point on the impedance curve (for any value of \( r/\delta \)) the angular separation between defect responses depends on \( a/\delta \). The quantity \( r/\delta \) appears to determine the extent to which the quantity \( a/\delta \) affects the phase angle of the defect response. A strong correlation was observed between \( \theta_N \) and the square root of the product of the quantities \( r/\delta \) and \( a/\delta \) (Figures 29 through 31).

Data for both flat bottom holes (FBH) and saw cuts or notches in aluminum and for FBH in both the titanium alloy and the carbon/carbon are plotted in Figure 29. A polynomial least squares fit to these data gave

\[
\theta_N = A + B \frac{ar}{\delta} + C \frac{ar}{\delta^2}
\]

where \( A = -24.73 \), \( B = 113.21 \), and \( C = -17.49 \). When this is solved for \( a \), the two resulting values differ by several orders of magnitude so there is no question as to which is the appropriate value. This relationship applied to values of the quantity \( ar/\delta \) between 0.2 and 2.0 (or for values of \( ar/\delta^2 \) between 0.04 and 4.0). There is no reason to assume this is the theoretical limitation to the range of applicability.
FIGURE 29. NORMALIZED DEFECT PHASE ANGLE VERSUS $\sqrt{\alpha r/\delta}$ FOR METALS AND A CARBON/CARBON
of the model. The upper limit of 4 for the quantity \( \frac{a}{\delta^2} \) results from limitations in instrument resolution. When either of the two components of the impedance were small, error in their measurement resulted in larger errors in the calculated phase angles. When \( \frac{r}{\delta} \) is greater than about 6 (Figure 3) the change in the resistive component is much smaller than the change in the reactive component. Since the magnitude of the larger quantity determined the resolution, errors in the resistive component and in the angle resulted. A value of 0.75 for the quantity \( \frac{a}{\delta} \) was found to be the practical limit for the instrumentation used. The product of 0.75, the practical limit for \( \frac{a}{\delta} \), and 6, the practical limit of \( \frac{r}{\delta} \), is 4, the maximum value for which meaningful data were obtained.

Similar data for FBH in the satin weave material are shown in Figure 30 along with the curve described by Equation 1. These data were collected with a single probe (\( r = 4.78 \) mm). The thicknesses of the panels containing the defects varied by a factor of almost 4 and the FBH varied in diameter from 3 mm to 25.4 mm. The average scatter in these data was ±3.8°, as it was for the metal and carbon/carbon data shown in Figure 29. Data for FBH in the pitch-based material are shown in Figure 31 along with data from both FBH and notches in the pan material. These data were taken with two probes having mean radii of 3.7 and 4.8 mm. The average scatter in these data was ±3.8°. However, taken alone, the average error in the notch data was ±5°. This apparent error may not be significant but it is systematic and may represent a geometry effect. It is not clear why there should be a geometry effect for defects in graphite epoxy, but not for those in metals.

Two observations can be made regarding these results. First, while a thickness-to-skin depth ratio less than unity has a strong effect on the lift-off angle \( \theta_l \), it appears to have no effect on the difference between the lift-off angle, \( \theta_l \), and the defect angle, \( \theta_D \). In order to obtain strong responses from all the defects, well over half the data were taken at frequencies such that the skin depth was greater than the thickness of the material containing the defects, yet no effect was observed.

Second, the results appeared to be independent of the relative sizes of defect and probe. The diameters of the FBH varied from 0.125 inch (3.18 mm) to 1.0 inch (25.4 mm) and ratios of FBH diameter to probe diameter ranged from 0.5 to 6. In all cases the slots were longer than the probe diameter and their width was between 0.014 inch (0.36 mm) and 0.030 inch (0.76 mm). It was concluded that for the defect geometries considered, all of which broke the back wall, defect geometry was not a significant factor in the phase angle of the defect response. It is possible that geometry effects were overshadowed by experimental error.

**ERROR ANALYSIS**

The percent error in \( a \) can be determined by differentiation of equation 8 giving

\[
100 \frac{da}{a} = \frac{d9}{9} + \frac{C a r}{\delta^2}
\]

An error in measurement of the resistivity is reflected as an equivalent error in \( a \). The scatter in \( \theta_D \), and consequently the uncertainty in \( \theta_D \), is about ±40°, regardless of \( \theta_D \), so the resultant error in \( a \) depends on \( \frac{a r}{\delta^2} \) as shown in
FIGURE 30. NORMALIZED DEFECT PHASE ANGLE VS $\sqrt{\pi r/d}$ FOR SATIN WEAVE GRAPHITE EPOXY

FIGURE 31. NORMALIZED DEFECT PHASE ANGLE VERSUS $\pi r/d$ FOR PITCH FABER TAPE MATERIAL AND PAN FIBER TAPE MATERIAL
The percent uncertainty in $a$ for a $4^\circ$ uncertainty in $\theta_n$ is plotted against $\sqrt{ar/\delta}$ in Figure 32. There is a broad minimum in the error for values of $\sqrt{ar/\delta}$ between about 1.0 and 2.2. This provides a strong argument for a multifrequency approach. Measurement of $a$ at the highest frequency for which there was a repeatable response would result in a maximum uncertainty of about $\pm 10\%$, assuming an uncertainty in $\theta_N$ of $\pm 4^\circ$.

\[ \frac{\sqrt{ar}}{\delta} \]

**FIGURE 32. PERCENT ERROR IN $a$ VERSUS $\sqrt{ar/\delta}$**
CHAPTER 6
DISCUSSION AND SUMMARY

AREAS REQUIRING FURTHER ATTENTION

The depth model was based on data from artificial defects: saw cuts and flat bottom holes, all of which broke the back surface. Before the model can be applied with any confidence to impact damage, it must be tested on samples containing impact damage. The samples must then be destructively analyzed to determine the exact through-thickness of the broken fiber damage. Ultrasonic A-Scans can provide information on the through-thickness location of delamination, but it is probable that broken fibers would be located further from the impact surface (deeper) than the nearest delamination. Sectioning the specimen at the damage location might be sufficient if the section were made at the precise location of the broken fibers. A more exact method for locating damage in graphite epoxy has been developed by Freeman. This deplying technique involves heating the specimen to a temperature such as to partially pyrolize the matrix. The individual plies can then be separated to expose the fibers adjacent to the interface. Sufficient matrix remains to hold the broken fibers in place so the exact through-thickness location as well as the planar distribution of the broken fibers can be determined.

Before eddy current methods can be conveniently used to inspect for impact damage in graphite epoxy components at the depot level, several problems will have to be addressed. A portable X-Y scanning device or a spatial locator interfaced with an appropriate eddy current instrument is required. An eddy current instrument with phase detector outputs that are accurate at frequencies above 500 kHz would improve defect detectability and is a requirement for depth measurement. Both of these problems are among those being addressed in several Small Business Innovative Research projects.

Development of a through-transmission eddy current system to inspect thick-wall (greater than 1.0 inch or 2.54 cm) cylinders could provide greater sensitivity to damage in situations where both surfaces were accessible. Such a system could be used to inspect for service-incurred damage in cylinders and would provide for in situ monitoring of the onset and growth of damage during materials development stage testing. This system is under development at the Naval Surface Warfare Center.

More information about the damage could be obtained by analysis of all of the information available in the eddy current response. Time in this project did not permit analysis to the extent required of both the phase angle relationships and the magnitude relationships. Only the phase angles were analyzed in-depth as they appear to emphasize the most important information. The normalized phase angle of the defect response measured where the magnitude is greatest appeared to depend only on the distance of the damage from the surface (depth) and not on the planar extent of the damage regardless of the relative sizes of the probe and the damage. In
contrast, the magnitude of the response depends both on the depth and on the relative sizes of the probe and the damage. It is quite probable that once the depth of the damage had been determined from the phase angle and the planar extent from the C-scan, the magnitude of the defect response could provide information on the through-thickness extent of the damaged region.

DISCUSSION

Experimental results indicated that the normalized impedance diagrams for all ferrite cup core probes are the same. In contrast to air core probes, the shapes of the cup core probes were observed to be independent of the number and distribution of the turns and of the wire size (except where there were frequency dependent shielding effects.) The shape was also observed to be independent of the resistivity of the test material and of the magnetic permeability of the ferrite, above some undetermined minimum. In addition, both the resistivity and depth models are simple and also independent of the probe and material properties mentioned above.

Accurate numerical solution of Maxwell’s equations for the boundary conditions of a ferrite cup core probe with arbitrary permeability and in proximity to an arbitrary conductor appear to be difficult. The observations mentioned above, however, indicate that an approach that would extract the parametric variations of the measured quantities, such as the dependence of the change in coil impedance on material resistivity and defect depth may be more straightforward than previously expected.

The situation is simplified if one remembers that impedance values are normalized with respect to the air value, so it is only the variation of the impedance with respect to the sample properties that is treated. It is not the variation of the field map of the probe from the ideal that is significant, but rather its modification by the test material.

SUMMARY

The object of NDI is always the detection of defects or material abnormalities and, if possible, the quantitative measurement of those abnormalities. Abnormalities in graphite epoxy are generally of two types: fabrication-related and service-related. The former include weak interlaminar bonding, misplaced or twisted fibers, and porosity. Service-related abnormalities include delamination and broken fibers. Since eddy currents are carried by the graphite fibers, the method is sensitive to variations in fiber density and to broken fibers. Porosity is a characteristic of the nonconducting matrix and so is not detectable by eddy current. However, the same fabrication problems which cause the porosity may also cause a diminution in fiber density in the porous region and this lower fiber density would be detected. Since eddy current technology is ideally suitable to the in-service inspection environment and since the adversities suffered by the material during service usually result in broken fibers as well as delamination, the detection and measurement of broken fiber damage were identified as the goals of the project.
The very high resistivity of the material as well as its occasional frequency dependence were two technical issues to be addressed. A third was the geometrically irregular nature of the damage.

The high resistivity required the use of much larger probes than are standard in the eddy current inspection of metals. At the same time, the high resistivity permits the inspection of thicker material (up to several inches) than is usually associated with eddy current NDI. The nature of the damage required that the planar extent of the damage be determined. This was accomplished by generating a C-scan of the damage. The probe was raster-scanned across the surface and the associated change in a component of the impedance was used to generate a map of the detected damage. Accurate mapping requires the use of the smallest possible probe. Optimum resolution of the two conflicting requirements of a large probe to "see" the material and to provide adequate depth resolution and a small probe to generate an accurate C-scan required the development of a criterion by which to compare the effectiveness or sensitivity of different probes. The coupling coefficient of the probe was selected as the measure of the quality of the probe.

Based on this criterion, ferrite cup core probes were identified as the most effective of the possible surface or pancake variety of probes that are required for the single-sided inspection of flat components. The positive effects on probe sensitivity of both intrinsic and imposed shielding were determined.

The variation of resistivity among apparently similar materials and the dependence of resistivity on frequency required the development of a model or algorithm to calculate resistivity from the responses of ferrite cup core probes. The model estimated the resistivity of metals and a carbon/carbon composite to within at least ±10%. The resistivities covered more than two orders of magnitude, ranging from 4μΩcm to 842 μΩcm. If the resistivity is known, the model provides an estimate of the thickness of the material. The model is independent of lift-off effects. Application of the model to graphite epoxy required that the geometric quantities (probe radius and material thickness) be multiplied by \( \frac{1}{2} \). The requirement for the use of this factor was attributed either to the complex conduction mechanisms in this type of composite material or to a requirement for additional factors in the model to address all high resistivity materials.

A second model was developed to measure the thickness of the undamaged material between the scanned surface and the damaged region. This model was accurate to within ±10%. Errors were attributed to differences in lift-off separation at the point where the "good" material measurements were made and the point where the defect measurement was made, as well as to errors in resistivity measurements where they were required.

In conclusion, it appears it would be possible to design a ferrite cup core probe to inspect graphite epoxy components up to at least 5 inches (12.7 cm) thick if both surfaces were accessible. The broken-fiber damage can be mapped with a spatial resolution dependent on the size of the probe, and consequently on the thickness of the component. The thickness of the undamaged material between the scanned surface and the damage can be estimated.
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NOMENCLATURE

\( \alpha \) \hspace{1cm} \text{Compliment of } \theta_L \n
\( \beta \) \hspace{1cm} \text{Angle related to thickness effect} \n
\( \delta \) \hspace{1cm} \text{Skin depth} \n
\( \mu \) \hspace{1cm} \text{Magnetic permeability} \n
\( \rho \) \hspace{1cm} \text{Electrical resistivity (}\mu\Omega\text{cm)} \n
\( \sigma \) \hspace{1cm} \text{Electrical conductivity} \n
\( \theta_D \) \hspace{1cm} \text{Defect response phase angle} \n
\( \theta_L \) \hspace{1cm} \text{Lift-off angle} \n
\( \theta_N \) \hspace{1cm} \text{Normalized defect response phase angle} \n
\( \omega \) \hspace{1cm} \text{Angular frequency } = 2\pi f \n
\( a \) \hspace{1cm} \text{Defect depth, distance between scanned surface and defect.} \n
\( f \) \hspace{1cm} \text{Frequency (Hertz)} \n
\( r \) \hspace{1cm} \text{Mean core radius } = 1/3 \text{ outside diameter} \n
\( R_0 \) \hspace{1cm} \text{Resistive component of probe impedance in air (ohm)} \n
\( R_m \) \hspace{1cm} \text{Resistive component of probe impedance when coupled to test material (ohm)} \n
\( R_n \) \hspace{1cm} \text{Normalized resistive component } = (R_m - R_0)/X_0 \n
\( X_0 \) \hspace{1cm} \text{Reactive component of probe impedance in air (ohm)} \n
\( X_c \) \hspace{1cm} \text{Normalized reactive component as conductivity and/or frequency approach infinity} \n
\( X_m \) \hspace{1cm} \text{Reactive component when probe is coupled to test material (ohm)} \n
\( X_n \) \hspace{1cm} \text{Normalized reactive component } = X_m/X_0
An eddy current probe and the test material can be compared to two coupled circuits (Figure A-1) where the primary, #0, represents the probe, and the secondary circuit, #2, represents the test material.

\[ Z_m = Z_0 + \frac{\omega^2 M^2}{Z_2} \]

according to principles of electronics where \( M \) is the mutual inductance given by:

\[ M = \frac{K}{L_0 L_2}. \]

\[ Z_2 = R_2 + i\omega L_2 \] and \[ Z_0 = R_0 + i\omega L_0, \]

so

\[ Z_m = R_0 + i\omega L_0 + \frac{\omega^2 K^2 L_0 L_2}{R_2 + i\omega L_2}. \]

We are interested in \( X_c \), the point where the impedance curve intercepts the ordinate axis having been extrapolated to high conductivity (or frequency), so \( R_2 = 0 \). Consequently,

\[ Z_m = R_0 + i\omega L_0 (1 \cdot K^2). \]

Therefore at the intercept point where the conductivity approaches infinity the normalized imaginary component of the impedance, \( X_c \), is given by
\[
X_c = \frac{i\omega L_0 (1-K^2)}{i\omega L_0} = (1-K^2) \text{ or } K^2 = 1 - X_c
\]
FIGURE B-1. ONE-DIMENSIONAL FIELD

Consider a conducting slab (Figure B-1) which is subjected to a uniform magnetic field that varies only in the Z-direction, the direction normal to the slab.

Neglecting end effects, the field in the slab is

\[ H = H_0 \frac{\cos kz}{\cos kd} \]

where \( k = \frac{1+i}{\delta} \) and \( i = \sqrt{-1} \). This is the solution of \((\omega^2 + k^2)H = 0\) and satisfies the boundary conditions of \( H = H_0 \) at \( z = \pm d \).

\[ E = \frac{1}{\sigma} \omega \times H, \]

\[ E = \frac{1}{\sigma} \begin{vmatrix} \hat{i} & \hat{j} & \hat{k} \\ \partial x & \partial y & \partial z \\ 0 & H & 0 \end{vmatrix} \]
\[ E = -\frac{1}{\sigma} i \frac{\partial H}{\partial z} = -\frac{1}{\sigma} \frac{\partial H}{\partial z} i, \]

\[ E = E_x = -\frac{1}{\sigma} \frac{\partial}{\partial z} H_0 \frac{\cos k\alpha}{\cos k\delta} = \frac{1}{\sigma} H_0 k \frac{\sin k\alpha}{\cos k\delta}. \]

At the surface,

\[ E(d) = \frac{H_0}{\sigma} k \tan k\delta. \]

Integrating the Poynting vector \( \frac{1}{2} E_x H^* \) over the surface of the slab, neglecting end effects and time averaging gives

\[ \int \frac{1}{2} E_x H^* \, ds = -\frac{1}{2} |H_0|^2 \frac{k \tan k\delta}{\sigma} \times 2\omega l \]

where \( E_x H^* \) is the component on the inward normal, pointing into the surface, and \( 2\omega l \) is the area of the two surfaces.

The power through the area \( ds \) is given by

\[ \int \frac{1}{2} E_x H^* \, ds = -\frac{1}{2} I^* V = \frac{1}{2} I^* IZ \]

where \( Z \) is the impedance seen by the current source. According to Ampere's Law, \( H_0 = \eta' I_0 \), where \( \eta' \) is the number of turns per unit length. Therefore,

\[ Z = -(\eta')^2 \frac{k \tan k\delta}{\sigma} \times 2\omega l \]

\[ \lim_{k \to 0} Z = -(\eta')^2 \frac{k^2 d}{\sigma} \times 2\omega l \]

Since \( k = \frac{1 + i}{\delta} \) and \( \delta^2 = 2/\omega \sigma \mu_0 \),

\[ \lim_{k \to 0} Z = -i(\eta')^2 \omega \mu_0 (2\omega d l). \]

\[ \lim_{k \to \infty} \tan k\delta = \frac{-e^{-ikd}}{-e^{-ikd} - i} = \frac{e^{ikd}}{e^{ikd} + i}. \]

Therefore,

\[ \lim_{k \to \infty} Z = -(\eta')^2 \frac{k}{\sigma} \times 2\omega l, \]

\[ \lim_{k \to \infty} Z = -(\eta')^2 \frac{(i + 1)i}{\sigma \delta} (2\omega l), \]

and

\[ B-2 \]
To normalize the impedance of the coil with respect to the coil impedance in the absence of the slab, we divide by 

\[ \omega L_0 = (n')^2 \omega \mu_0 2dw \]

The normalized impedance, \( Z_n \), is given by

\[
Z_n = \frac{-(n')^2 k \tan k d 2w}{\sigma (n')^2 \omega \mu_0 2dw},
\]

\[
Z_n = \frac{ik \tan k d}{i\sigma \omega_0 d},
\]

\[
Z_n = \frac{ik \tan k d}{k^2 d},
\]

\[
Z_n = \frac{i \tan k d}{kd}.
\]

Since \( k = \frac{1 + i}{\delta} \),

\[
Z_n = \frac{-i}{kd} \left[ \frac{\sin \frac{2d}{\delta} + i \sinh \frac{2d}{\delta}}{\sin \frac{2d}{\delta} + i \cosh \frac{2d}{\delta}} \right].
\]

\[
Z_n = \frac{1}{2d} \left[ \frac{(\sin \frac{2d}{\delta} - \sinh \frac{2d}{\delta}) + i(\sin \frac{2d}{\delta} + \sinh \frac{2d}{\delta})}{\cos \frac{2d}{\delta} + \cosh \frac{2d}{\delta}} \right].
\]

The real component of this normalized impedance is given by

\[
\Re Z_n = \frac{-\delta}{2d} \frac{\sin \frac{2d}{\delta} - \sinh \frac{2d}{\delta}}{\cos \frac{2d}{\delta} + \cosh \frac{2d}{\delta}}.
\]
and the imaginary component is given by

\[ X_n = -\delta \sum_{\substack{\text{even} \ \text{integer} \ m \geq 2}} \frac{\sin \frac{2d}{\delta} + \sinh \frac{2d}{\delta} \cos \frac{2d}{\delta} + \cosh \frac{2d}{\delta} \pm \left( \frac{2d}{\delta} \right)^2}}{2d} \]

The tangent of the lift-off angle, \( \theta_L \), is given by

\[ \tan \theta_L = \frac{1 - X_n}{R_n}. \]  \hspace{1cm} (B-1)

where \( d \) is taken to be the equivalent of the mean coil radius.

Values of \( r/\delta \) were substituted in equation B-1 to obtain the data shown in Figure 15.
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