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for Efficient Processing of Partial-Match Queries

This report presents the results of research on the allocation of binary cartesian product database files across several stores (such as disks) which are accessible in parallel so that the average time required to perform the retrieval (by using several parallel accesses) of all buckets specified by a partial-match query is made small. The research reveals connections of theoretical interest between this allocation objective and the objective of constructing efficient packings of Hamming spheres in hypercubes. The viewpoint of binary cartesian product file allocation thus produced allowed in our research the creation of allocations for two particular sizes of the set of stores such that the average processing time for partial-match queries was smaller than that of the best allocation technique found in the literature for these same two cases. It also provides a framework in which good allocations for other particular sizes of the set of stores, and possibly for general sets of stores, might be found.
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INTRODUCTION

Database systems implemented on computers with multiple stores accessible in parallel can benefit from techniques for efficient allocation of binary cartesian product files. In particular, the time necessary to retrieve the set of all buckets satisfying a partial-match query, when averaged over all such queries, can be minimized by the judicious distribution of the buckets across the stores. When retrieval occurs by reading in parallel a bucket from each of the stores and repeating this parallel read until all of the buckets have been read, the limiting factor on retrieval time is the maximum over all the stores of the number of buckets per store. If the buckets are distributed so that buckets likely to be requested by the same partial-match query are evenly distributed among the parallel stores, then this maximum number of retrieved buckets per store is minimized.

This report presents the results of research into the allocation of binary cartesian product files across several parallel stores. The research produced four results that reveal an interesting connection between the efficient allocation of binary cartesian product files using k-bit keys and the efficient packing of Hamming spheres in k-dimensional hypercubes. The work also resulted in the creation of binary cartesian product file (BCPF) allocations for the cases of four and eight stores that empirically outperform the best such allocations found in the literature.

BINARY CARTESIAN PRODUCT FILES

A binary cartesian product file is a collection of "buckets" of data elements; each bucket is referenced by some k-bit binary key. Since the keys are k bits long, the set of keys can be regarded as a subset of the cartesian product of k binary attributes, hence the name binary cartesian product file. This is standard terminology from the literature [1-3]. More general problems of this same type involve the allocation of buckets referenced by keys that are regarded as elements of the cartesian product of several attribute domains, each of which may contain several elements.

PARTIAL-MATCH QUERIES

A k-bit partial-match query is a specification of a subset of the collection of all possible k-bit keys. Specifically, it is a specification that indicates the required values of certain bits, while leaving others undetermined [4-6]. A key is considered to satisfy a partial-match query if the bit values of the key match the bit values of the query in those positions where they are specified; the values of the other bits in the key are not important. We write a partial-match query as a k-bit string of zeros, ones, and asterisks, with the asterisks indicating those bits whose values are undetermined. For example, a partial-match query might be given by 10^11**; this query would be satisfied by the key values 1011100 and 1001101 but not by 1101101.

PACKINGS OF HAMMING SPHERES

Each of the $2^k$ possible $k$-bit keys can be thought of as corresponding to one of the vertices of a $k$-dimensional unit hypercube. Each bit in the key gives the coordinate along one of the $k$ axes of the vertex corresponding to the key. Thus the key consisting of $k$ 0s gives the coordinate vector of a vertex at the origin, and the key consisting of $k$ 1s corresponds to the vertex furthest from the origin.

We define the Hamming distance [7] between any two vertices of the $k$-dimensional unit hypercube as the minimum number of hypercube edges in a path connecting the two vertices. This distance turns out to be equal to the number of 1s in the bit-wise exclusive-or of the coordinate vectors of the two vertices. Thus in a 6-dimensional unit hypercube, the Hamming distance between the vertices with coordinates 100101 and 110010 is 4. We can define about any vertex in the $k$-dimensional hypercube a Hamming sphere [8] of radius $r$ by using the Hamming distance as metric. That is, a Hamming sphere of radius $r$ about a vertex $p$ in the hypercube is the set of all vertices that are within a Hamming distance $r$ of the vertex $p$.

A packing of a set of Hamming spheres in the unit hypercube with packing radius $r$ is a collection of pairwise disjoint Hamming spheres of radius $r$ in the hypercube. We commonly refer to the set of centers of the pairwise disjoint sphere of radius $r$ as the packing, as long as no confusion arises.

PROBLEM STATEMENT AND SCOPE OF REPORT

This work assumes that the buckets of the binary cartesian product file being allocated do not vary significantly in size from one another and that each bucket is larger than the minimum size block of data that is retrievable in one access from a store. This work furthermore deals only with BCPF allocations in which the number of stores is a power of two. The reason for this stems from theoretical considerations. Specifically, that our constructions of BCPF allocations are based on cosets of subgroups of the natural group representing all $k$-bit binary keys. Since the order of any such subgroup must divide that of the natural group and since the latter is a power of two, we see that the number of cosets of any such subgroup will also be a power of two. In other words, our particular theoretical approach restricts the numbers of stores about which we can assert results.

Given some $k$, $n$, and the set of all $k$-bit binary keys distributed among $2^n$ stores, we define the access time for a given partial-match query relative to this distribution as the maximum over all the stores of the number of keys in a store that match the query.

For this report, we define an order 1 BCPF allocation as one in which the set of $2^m$ keys that match an arbitrary partial-match query with $m$ undefined bits will contain at most $2^{m-n+1}$ elements in each store. For example, Table 1 shows an order 0 BCPF allocation of all 2-bit keys among $2^1 = 2$ stores:

<table>
<thead>
<tr>
<th>Table 1 — An Order 0 BCPF Allocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$</td>
</tr>
<tr>
<td>00</td>
</tr>
<tr>
<td>11</td>
</tr>
</tbody>
</table>

Note that any partial-match query leaving one bit undefined, such as $0^*$, matches only $2^{1-1+0} = 1$ key in each store. The access time for any partial-match query leaving one bit undefined using this
allocation would be 1. Observe that the same is not true of the allocation in Table 2 for the same set of keys over the same number of stores:

Table 2 — An Order 1 BCPF Allocation

<table>
<thead>
<tr>
<th>$A_0$</th>
<th>$A_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>11</td>
</tr>
<tr>
<td>01</td>
<td>10</td>
</tr>
</tbody>
</table>

In particular, we see that the partial-match query $1^*$ matches two keys in store $A_1$ and none in store $A_0$. While reading in parallel one bucket from each store, we see that two reads are required to retrieve both of the buckets whose keys match $1^*$. The first read retrieves those buckets with keys 00 and 11, and discards the bucket with key 00. The second read retrieves those buckets with keys 01 and 10, retaining only that bucket with key 10. Naturally, both buckets 11 and 10 cannot be retrieved simultaneously because access from any single store is taken to be serial, given that we assume the buckets to be larger than the store's block size. The second allocation given above is considered an order 1 allocation because any partial-match query leaving $m$ bits undefined will match at most $2^{m-n+1} = 2^{m-1+1} = 2^m$ keys in any given store.

Table 3 shows an order 1 binary cartesian product file allocation of the 4-bit numbers among $2^4 = 4$ stores:

Table 3 — A Larger Order 1 BCPF Allocation

<table>
<thead>
<tr>
<th>$A_0$</th>
<th>$A_1$</th>
<th>$A_2$</th>
<th>$A_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0001</td>
<td>0010</td>
<td>0011</td>
</tr>
<tr>
<td>1100</td>
<td>1101</td>
<td>1110</td>
<td>1111</td>
</tr>
<tr>
<td>1010</td>
<td>1011</td>
<td>1000</td>
<td>1001</td>
</tr>
<tr>
<td>0110</td>
<td>0111</td>
<td>0100</td>
<td>0101</td>
</tr>
</tbody>
</table>

Note here, for example, that any partial-match query leaving two bits undefined, such as $0^*1^*$, will match at most $2^{2-2+1} = 2$ keys in any store. It is not hard to show that no order 0 BCPF allocation can exist for the set of 4-bit binary keys over 4 stores, although this proof is not given here. However, among the order 1 allocations that do exist, some have lower average access times than others. This average is computed over all possible partial-match queries, under the assumption that all such queries are equally likely to occur.

An order 0 binary cartesian product file allocation is defined to be strictly optimal [1], in the sense that in any distribution of $2^n$ keys over $2^n$ stores, some store will contain at least $2^m-n$ keys and we see that an order 0 binary cartesian product file allocation allows retrieving the corresponding $2^n$ buckets in $2^{m-n}$ sets of parallel accesses, the minimum possible.

In this report, we first present a proof that the problem of finding an order 1 BCPF allocation as defined above is equivalent to that of finding a collection of $2^n$ packings of Hamming spheres in the $k$-dimensional unit hypercube where the spheres involved are of radius $(n - l + 1)/2$, and given that a sphere-packing is defined by the set of centers of spheres, the $2^n$ sphere-packings form a partition of the vertices of the hypercube.
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Second, we present a proof of how a BCPF allocation can actually be found from a single sphere-packing which is also a subgroup of the natural additive group defined on the vertices of the unit hypercube, by showing how a mutually exclusive, collectively exhaustive set of packings can be created from a single packing which is such a subgroup.

For the special cases of two and four stores, we present a proof that the problem of finding an order 0 BCPF allocation is in fact equivalent to that of finding any single sphere-packing of $2^{k-1}$ and $2^{k-2}$ spheres of radius 1 and 3/2, respectively, in the $k$-dimensional unit hypercube.

Having established the previous results, we present a short demonstration of the strict optimality of a simple BCPF allocation technique for the case of two stores.

Finally, we present the two new BCPF allocations for the cases of four and eight stores and the results of our experiments comparing the average access times of the new allocations to those found in the literature for the same cases.

RESULT 1: SPHERE-PACKING PARTITIONS

Given an order $\ell$ BCPF allocation of the set of all $k$-bit keys among $2^n$ stores, we show that each store represents a packing of spheres of radius $(n - \ell + 1)/2$ in the $k$-dimensional hypercube. Because we have an order $\ell$ BCPF allocation, any partial-match query with $m = n - \ell$ bits undefined can match no more than $2^m - n + 1 = 2^\ell = 1$ key in any single store.

Given some store $A$, let us define each key $p$ in $A$ to be the coordinate of the center of a sphere of radius $(n - \ell + 1)/2$ in the hypercube (that is, the $k$ bits of the key give the $k$ binary coordinates of the point in the unit hypercube). Now suppose some two of these spheres intersect, and let the centers of these two spheres be the points $p$ and $q$. Then it must be the case that $|p - q| < n - \ell + 1$, where $|p - q|$ gives the Hamming distance from $p$ to $q$. So $|p - q| \leq n - \ell$, which means that the keys $p$ and $q$ are within $n - \ell$ bit changes of each other. But then there is some partial-match query with $n - \ell$ bits undefined such that both $p$ and $q$ match the query. This contradicts our observation above that at most one key from any single store can match such a query. Therefore no two spheres can intersect, and we must have a sphere-packing. So each store gives a sphere-packing and since the stores form a partition of the $2^n$ keys, the corresponding sphere-packings form a partition of the vertices of the hypercube.

Given a set of $2^n$ sphere-packings involving spheres of radius $(n - \ell + 1)/2$ that form a partition of the vertices of the $k$-dimensional hypercube, we show that each sphere-packing corresponds to a store in such a fashion that the set of stores thus defined creates an order $\ell$ BCPF allocation.

Let the coordinates of the vertices at the centers of the sphere in each packing give the keys in some store. Let $p$ and $q$ be distinct keys in the same store. Since these two keys correspond to the vertices at the centers of two distinct spheres in a packing of spheres of radius $(n - \ell + 1)/2$, we know that the Hamming distance between these two vertices must be greater than or equal to $n - \ell + 1$. Now suppose that $p$ and $q$ both match some partial-match query having $n - \ell$ bits undefined. Then the keys differ in at most $n - \ell$ bits, which means that the Hamming distance between the corresponding vertices is less than or equal to $n - \ell$, which is a contradiction. So we see that any partial-match query in which $n - \ell$ bits are undefined can match at most 1 key from any given store. We show by induction on $i$ that a partial-match query in which $n - \ell + i$ bits are undefined can match at most $2^i$ keys in any given store. Suppose this holds for $i_0$, and let $i = i_0 + 1$. The set of all keys that match a given partial-match query with $n - \ell + i$ bits undefined can be divided into two disjoint subsets: those matching the query with its first undefined bit
set to 0, and those matching the query with its first undefined bit set to 1. Each of these modified queries is one which has \( n - l + i - 1 = n - l + i_0 \) bits undefined, however, and so each of the corresponding subsets contains at most \( 2^6 \) keys. Thus the set itself contains at most \( 2 \cdot 2^6 = 2^7 \) keys.

Thus each sphere-packing, when regarded as a store, has the property that any partial-match query with \( m = n - l + i \) bits undefined matches at most \( 2^i = 2^m - n + 1 \) keys in each store. This, together with the fact that the sphere-packings form a partition of the hypercube vertices, shows us that the corresponding stores together yield an order \( 1 \) BCPF allocation.

RESULT 2: SPHERE-PACKINGS AND SUBGROUPS

The second result involves the natural group of the \( k \)-bit binary coordinates of the vertices of the unit hypercube under the operation of bit-wise modulo 2 addition. Let us denote this group by \(<H, \odot>\), where \( H \) is the set of vertices of the cube, and \( \odot \) denotes the bit-wise modular addition. Suppose that \(<A, \odot>\) is a subgroup of \(<H, \odot>\) with \( |A| = 2^{k-n} \), such that elements of \( A \) define a single packing of spheres (of some radius) within the hypercube. Now, let \( \sigma \) be any symmetry operation on the hypercube. It is clear that if \( A \) defines a sphere-packing in \( H \), then \( \sigma(A) \) does also, because symmetries are distance-preserving permutations.

Now, let \( h \) be any element in \( H \), and consider the mapping \( \sigma_h(p) = p \odot h \). We show that \( \sigma_h \) is a symmetry of the hypercube. Let \( p \) and \( q \) be any two elements of \( A \), and let \( |p - q| = d \), where \( |p - q| \) again gives the Hamming distance between \( p \) and \( q \). Then the number of 1s in \( p \odot q \) is \( d \). Now let us compute \( |\sigma_h(p) - \sigma_h(q)| = |p \odot h - q \odot h| \). This will be the number of 1s in \( (p \odot h) \odot (q \odot h) \). But this latter expression can be rewritten as \( (p \odot q) \odot (h \odot h) \), which simplifies to \( p \odot q \). The number of 1s in \( p \odot q \) is \( d \), so \( |\sigma_h(p) - \sigma_h(q)| = d \). So \( \sigma_h \) is a symmetry, and thus we see that \( \sigma_h(A) \) defines a sphere-packing for any \( h \) in \( H \).

Notice also, that since \(<A, \odot>\) is a subgroup of the abelian group \(<H, \odot>\), it is a normal subgroup thereof. Thus \( \sigma_h(A) \) for any \( h \) in \( H \), being \( A \odot h \), is a coset of \( A \). But the cosets of \( A \) form a partition of the hypercube. So we see that the cosets of the normal subgroup \( A \) define a collection of sphere-packings that form a partition of the hypercube. Also, since each coset contains \( 2^{k-n} \) elements, we see that there are \( 2^n \) of them.

Thus we can conclude that any single packing of \( 2^{k-n} \) spheres in the \( k \)-dimensional unit hypercube which is also a subgroup of the natural group on the hypercube gives rise to a partition consisting of \( 2^n \) packings, and hence to a BCPF allocation, as from Result 1 above.

RESULT 3: SPECIAL CASES

For the special case of 2 stores, we show that the problem of finding an order 0 BCPF allocation is equivalent to that of finding any single sphere-packing of \( 2^{k-1} \) unit Hamming spheres in a \( k \)-dimensional hypercube. To do this, it is sufficient to show that given an arbitrary packing of \( 2^{k-1} \) unit spheres in a \( k \)-dimensional hypercube, we can find a pair of packings of unit spheres that form a partition of the hypercube, as well as the converse.

We prove the converse first. Let \( A \) and \( B \) be an appropriate pair of packings. Assume without loss of generality that \( |A| \geq |B| \). Then \( |A| \geq 2^{k-1} \). Thus we can delete spheres from \( A \) so that only \( 2^{k-1} \) are left, and the resulting set will be a packing containing the required number of unit spheres.
Now suppose that we have a single packing $A$, consisting of $2^{k-1}$ unit spheres. Consider the $k$-dimensional hypercube $H$ as being a pair of $(k - 1)$-dimensional hypercubes $H_1$ and $H_2$, with corresponding vertices joined by unit edges to form $H$. Consider the symmetry operation $\sigma$ given by "flipping" $H$ through a plane separating $H_1$ and $H_2$. We apply $\sigma$ to $A$ to produce the sphere-packing $A'$. We now show that $A$ and $A'$ form a partition of $H$. Let $p$ be a point in $A$, and suppose that $p$ is also in $A'$. Since $p$ is in $A$, $\sigma(p)$ is in $A'$. Thus we have the distinct points $p$ and $\sigma(p)$ both in the sphere-packing $A'$. This means that these two points, which are distance 1 apart, are the centers of nonintersecting spheres of unit radius, which is a contradiction. Thus no point in $A$ is also in $A'$. Thus $A$ and $A'$ are disjoint, and since each contains $2^{k-1}$ points, they must together form a partition of the $2^k$ points of the $k$-dimensional hypercube.

The argument for the case of four stores is similar, involving splitting the hypercube into four pieces arranged in a square, and taking advantage of the square's rotational symmetry of order 4.

RESULT 4: PARITY AND BCPF ALLOCATION

In this section we show how we can use the parities of keys as the basis of an order 0 BCPF allocation in the case of two stores.

By using result 3, we need only find a single packing of $2^{k-1}$ Hamming spheres of radius 1 in the hypercube to find an order 0 BCPF allocation. It turns out that such a packing can always be found in a $k$-dimensional unit hypercube. One need only take as centers all those vertices whose binary coordinates have even parity, that is, that contain an even number of bits. There are $2^{k-1}$ of these, and clearly no two are within distance 1 of each other, because two distinct vertices within distance 1 would have coordinates with different parities, one even and one odd.

Thus we see here that one store should contain all the numbers with even parity, and the other all numbers with odd parity. This result is seen to be a special case of two different BCPF allocation methods which have appeared in the literature [1,2].

COMMENTS

We note that results from research in Communications Theory concerning the construction of error-correcting codes (and hence concerning the packing of Hamming spheres in hypercubes) [7-9] can in principle be used to produce BCPF allocations. For example, consider the $(7,4)$ Hamming code [8]. This represents a packing of 16 Hamming spheres of radius 3/2 in the 7-dimensional hypercube and is also a subgroup of the natural group of the hypercube. This means that the $(7,4)$ Hamming code could be used to define an allocation of the set of 7-bit numbers among $2^{7-4} = 8$ stores such that any partial-match query with $m$ bits undefined will match at most $2^{m-2}$ numbers in any store, and thus the retrieval for such a query could be using no more than $2^{m-2}$ sets of parallel accesses.

However, in practice, allocation methods found by other methods seem to result in better average access times than those found by transferring Communications Theory results. This is because in the context of Communications Theory, sphere-packings are sought in which the minimum intercenter distance is as large as possible, while a sphere-packing for use in the construction of a binary cartesian product file allocation needs to go further, and in fact minimize the number of intercenter distances that are at the minimum value.

Nevertheless, the hypercube view of BCPF allocation seems to be useful. Heuristics for creating subgroups of the hypercube vertices whose elements are widely scattered have, by using result 2
above, produced BCPF allocation formulas for special cases that have empirically lower average access times than the best we have found in the literature. These formulas are discussed below.

APPLICATIONS: TWO EFFICIENT BCPF ALLOCATIONS

This section gives two new BCPF allocations formulas, one for four stores, and one for eight stores. For their particular cases, both appear to have average access times that are lower than the best technique we have found in the literature [2]. Both of these formulas involve performing a heuristic “scrambling” of the vertices of the \( k \)-dimensional hypercube by using transformations such as flips and Gray codes and dividing the resulting cube into a set of equally sized subcubes, one for each store. For \( 2^n \) stores, this division is accomplished by projecting the vertices of the \( k \)-dimensional cube into those of an \( n \)-dimensional cube; all vertices with the same image under the projection are defined to be in the same store. The scrambling operations are such that all key values that ultimately project onto the zero vertex, i.e., those keys which form the kernel of the combined scrambling and projecting operations, form a subgroup of the hypercube vertices; thus the kernel and all of its cosets define a BCPF allocation according to result 2 above.

To visualize the allocation mapping for the case of four stores, imagine that every vertex of the hypercube is labeled with a value and that this value is initially equal to the hypercube address of the vertex. Choose two axes in the hypercube (since \( 2^2 = 4 \) stores); these will be the axes of the “collapsed” hypercube after the projection operation is performed. Also select a third axis orthogonal to both of these for use in a flipping operation. Consider a plane parallel to this third axis and bisecting the cube. The labels of half of the vertices in the hypercube—those vertices with coordinate 1 along the third axis are “flipped,” i.e., exchanged with those of the vertices at the plane-symmetric positions across the bisecting plane. Now the (binary reflected) Gray code values of the all the labels in the hypercube are computed, and each label is replaced with its corresponding Gray code value. At this point the scrambling is complete; the labels of all the vertices projecting to the same location after the hypercube is collapsed are defined to be key values in the same store.

To use this scrambling as part of a mapping from key values to store numbers, start with a key value and compute the inverse of the scrambling operation defined above. This gives the hypercube address of the vertex at which the label equaling the key value would be found, if the forward scrambling operation were performed. This hypercube address determines which subcube, i.e., which store, the key should be assigned to. So after computing the inverse of the scrambling operation for a key, one need only project the resulting value by selecting from it bits in the appropriate positions, i.e., those corresponding to the first two axes selected. The concatenation of these bits gives the store number (in binary) for the key.

The scrambling operation for eight stores is similar to the one described above and consists of a single flip and an application of the Gray code.

The formulas for the inverse scrambling and projection operations for four and eight stores are given below. To enable the description of the formulas, we introduce some notations. The function \( \text{igr}(x) \) gives the inverse binary reflected Gray code value for the number \( x \). The function \( \text{proj}(x,i_1,i_2,...,i_p) \) (project) returns a binary number obtained by selecting and concatenating together (in the order specified) the bits from the positions \( i_1, i_2, ..., i_p \) in the number \( x \), where position 0 is the least significant bit. (For example, \( \text{proj}(101110,4,1,0) = 010 \).) We define \( \text{tog}(x,i_1,i_2,...,i_p) \) (toggle) which returns the binary number \( x \) but with the bits in positions \( i_1, i_2, ..., i_p \) toggled. (For example, \( \text{tog}(101110,4,1,0) = 111101 \).) Finally, we define \( x_{\text{msb}} \) as the most significant bit of \( x \).
Then, for four stores, we define $all_{4,k}(x)$, the number from 0 to 3 of the store in which to place the bucket with $k$-bit key $x$, as

$$
all_{4,k}(x) = \begin{cases}
proj(igr(x), k/2, 0) & \text{if } x_{msb} = 0 \\
tog(proj(igr(x), k/2, 0), 0) & \text{otherwise.}
\end{cases}
$$

In these definitions, integer division is assumed.

For eight stores, we define $all_{8,k}(x)$, the number from 0 to 7 of the store in which to place the bucket with $k$-bit key $x$, as

$$
all_{8,k}(x) = \begin{cases}
proj(igr(x), k/2, (k/2 + 1)/2, 0) & \text{if } x_{msb} = 0 \\
tog(proj(igr(x), k/2, (k/2 + 1)/2, 0), 1) & \text{otherwise.}
\end{cases}
$$

Tables 4 and 5 show the average access times (assuming equal likelihood among all queries) for various values of $k$ for four and eight stores, both for the method of Du [2] and for the formulas given above.

**Table 4 — Comparison of Allocation Techniques for Four Stores**

<table>
<thead>
<tr>
<th>Four Stores — Average Access Time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Du’s Method</td>
</tr>
<tr>
<td>3</td>
<td>1.111111</td>
</tr>
<tr>
<td>4</td>
<td>1.234568</td>
</tr>
<tr>
<td>5</td>
<td>1.481481</td>
</tr>
<tr>
<td>6</td>
<td>1.766804</td>
</tr>
<tr>
<td>7</td>
<td>2.231367</td>
</tr>
<tr>
<td>8</td>
<td>2.794696</td>
</tr>
<tr>
<td>9</td>
<td>3.631967</td>
</tr>
<tr>
<td>10</td>
<td>4.685465</td>
</tr>
</tbody>
</table>

**Table 5 — Comparison of Allocation Techniques for Eight Stores**

<table>
<thead>
<tr>
<th>Eight Stores — Average Access Time</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>Du’s Method</td>
</tr>
<tr>
<td>4</td>
<td>1.111111</td>
</tr>
<tr>
<td>5</td>
<td>1.234568</td>
</tr>
<tr>
<td>6</td>
<td>1.371742</td>
</tr>
<tr>
<td>7</td>
<td>1.627801</td>
</tr>
<tr>
<td>8</td>
<td>1.963115</td>
</tr>
<tr>
<td>9</td>
<td>2.338668</td>
</tr>
<tr>
<td>10</td>
<td>2.922861</td>
</tr>
</tbody>
</table>
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SUMMARY AND CONCLUSIONS

An interesting theoretical relationship exists between the allocation of binary cartesian product files, using k-bit keys, across multiple stores accessible in parallel for the efficient processing of partial-match queries, and the efficient packing of Hamming spheres in k-dimensional hypercubes. This hypercube view of BCPF allocation provides a tool for the creation of good BCPF allocations, as has been demonstrated by the construction of two such allocations during this research.

Note that the new formulas given in this report cover four and eight stores, while results from the literature supply more general formulas. These new formulas were created through fairly informal methods involving visualizations of the hypercube, coupled with application of the results presented in this report. Efficient allocations for other numbers of stores, or useful general allocation techniques, might follow from this work.
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