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I. INTRODUCTION

The applications of meteorological satellites have expanded dramatically in the last two decades. Starting with simple visible imagery, the list of satellite techniques now includes soundings, cloud-drift winds and inferred measurements of atmospheric constituents. Recently, many of these techniques have become multispectral in nature. These techniques can be combined to provide a second-order technique to accomplish a specific objective. In this study, techniques for estimating aerosol optical depth, total atmospheric water vapor and sea-surface temperature are combined to yield a new technique for estimating marine boundary layer structure.

Currently, the marine boundary layer is primarily observed through conventional methods. These data originate from shipboard, island and coastal rawinsonde launches and near surface weather observations. In recent years, ground-based sodar (Gaynor and Mandics, 1978) and lidar (Eloranta et al., 1975) have been used to remotely observe the boundary layer. These observations are spatially limited and rely on a dense network of measurement sites to provide a complete view of boundary layer variation in space and time. Development of reliable boundary layer characterization using satellite methods would expand the measurement area and eliminate the logistical concerns of maintaining a data gathering network.

The marine boundary layer is well-marked beneath strong subsidence inversions over subtropical oceans. The layer consists of a thin near-surface layer, a well-mixed layer and the capping subsidence inversion. Boundary layer depth is controlled by a balance between free atmosphere subsidence, surface fluxes of heat and moisture, and entrainment through the inversion. The degree of boundary layer instability influences the amount of turbulence available for mixing. Therefore, the degree of vertical homogeneity within boundary layers may vary.

Direct boundary layer measurements using satellite sounding are considered difficult at best. The spectral weighting functions for temperature retrieval schemes (Smith and Wooff, 1978) lack required vertical resolution and tend to smooth out smaller scale structure. Chesters et al. (1983) conclude that water vapor sounding is more difficult than temperature sounding. Water vapor weighting functions have a broad vertical extent, the vapor is usually concentrated just above a relatively high
brightness temperature background and radiance contributions from atmosphere are a nonlinear combination of both air temperature and water vapor content.

Observations of the marine boundary layer indicate that both marine aerosol and moisture are chiefly confined below the marine boundary layer inversion. The technique presented in this study takes advantage of this using satellite estimates of optical depth and total water vapor. These parameters can be estimated on a pixel by pixel basis with NOAA's Advanced Very High Resolution Radiometer (AVHRR). It will be shown that these estimates of optical depth, water vapor and sea-surface temperature can be combined to gain information about boundary layer depth and relative humidity. The sea-surface temperature measurement is required to close the set of mathematical equations which comprise the technique.

The link between aerosol particle size variations within the marine boundary layer, and satellite measured upwelling radiance was demonstrated by Durkee et al. (1986). Since marine aerosol particles are generated by evaporating droplets from bursting seawater bubbles (Woodcock, 1953), they are composed of primarily water soluble material. Hanel (1976) demonstrated that water soluble particle size increases with increasing relative humidity, particularly at levels higher than about 70%. As particle size increases, extinction increases, implying that upwelling radiance should increase. Durkee et al. (1986) verified this hypothesis in a case study off coastal California.

Total water vapor content may be retrieved from radiometric measurements as shown by Prabhakara et al. (1979), and Prabhakara and Dalu (1980). Dalu (1986) presented a technique for measurement of total water vapor from AVHRR channels 4 and 5. This method takes advantage of differential water vapor absorption between the channels to estimate near surface water vapor.

This thesis will capitalize on these satellite estimates of optical depth and water vapor. The objectives of this thesis are twofold:

1. Show that the independent measurements of optical depth and total water vapor may be combined to yield boundary layer depth and relative humidity structure. This will be accomplished by expressing the equations for optical depth and water vapor in terms of relative humidity.

2. Develop a parameterization for the vertical relative humidity profile that allows for reasonable representations of extinction within the layer.

In Chapter II, the theoretical background behind the measurements of optical depth and total water vapor is presented in terms of the governing radiative transfer
equations. Marine boundary layer structure and dynamics are reviewed and pertinent assumptions are stated. The definitions of optical depth and water vapor are presented in terms of relative humidity. In Chapter III, the measurements of optical depth and water vapor are combined with the sea-surface temperature to yield boundary layer surface humidity and depth. The relative humidity profile parameterization is presented and the iterative nature of the technique is discussed. Chapter IV describes a simulated boundary layer, which was developed to test the technique's performance for various depths and surface humidities. Systematic tendencies of the technique are then identified. In Chapter V, the sensitivity of the technique to errors in the measured inputs is discussed. The link between these inputs and the technique estimation of the surface humidity is examined. The final chapter presents the conclusions drawn from this thesis as well as recommendations for future work.
II. THEORETICAL BACKGROUND

It is proposed that the height of the marine atmospheric boundary layer (MABL), and a parameterization of the relative humidity profile within the layer may be indirectly determined by satellite. The described technique requires that optical depth, total atmospheric water vapor and sea-surface temperature be extracted from multispectral satellite radiance measurements. The technique utilizes channels 1, 4 and 5 of the Advanced Very High Resolution Radiometer (AVHRR). In addition, an estimate of the sea-level pressure is required. In this chapter, basic radiative transfer governing the measurements of optical depth and water vapor are reviewed, the relationship between optical depth and water vapor within the well-mixed MABL is developed and assumptions of the technique are presented.

A. MEASUREMENT OF OPTICAL DEPTH

In this section, it will be shown that the amount of radiance reflected by the atmosphere measured at the satellite is directly proportional to the amount of optically active scatterers in the atmosphere (optical depth). The ability of aerosol to effectively contribute to scatter is dependent on the composition, number and, most importantly, size of the aerosol. Variations in aerosol characteristics within the MABL occur due to changes in the prevailing wind speed and variations in the relative humidity in the layer. It will be shown that within the MABL the dominant variable in effecting change in aerosol characteristics is relative humidity.

1. Radiative Transfer to Estimate Optical Depth

The general form of the radiative transfer equation governing the scattering of solar radiation in the atmosphere may be written, after Liou (1980), as:

\[
\mu \frac{dL(\tau, \Omega)}{d\tau} = L(\tau, \Omega) \\
- \frac{\omega}{4\pi} \int L(\tau', \Omega') P(\Omega, \Omega') d\Omega' \\
- \frac{\omega_0}{4\pi} \rho_0 P(\Omega, \Omega_0) \exp(-\tau_0) 
\]

(2.1)
where:

- \( L \) = diffuse intensity or radiance,
- \( \tau \) = optical depth,
- \( \omega_0 \) = single scatter albedo,
- \( \mu \) = \( \cos \theta \) (\( \theta \) is the observation zenith angle),
- \( \Omega \) = solid angle (\( \theta, \phi \) (\( \phi \) = azimuth angle),
- \( P(\Omega, \Omega') \) = scattering phase function in scattering from solid angle \( \Omega' \) to \( \Omega \) and
- \( \pi F_0 \) = incoming radiative flux.

The first term on the right side of the equation describes the intensity absorbed or scattered from the beam. The second term accounts for the intensity added to the beam by multiple scattering from all solid angle, \( \Omega \), while the third term is the contribution to the beam by singly scattered photons.

The single scattering approximation simplifies Eq. 2.1. For radiance scattered once by marine aerosol, the radiative transfer equation becomes:

\[
L(\tau; \mu, \phi) e^{-\left(\tau_1 - \tau\right) \mu} =
\]

\[
\frac{\omega_0}{4\pi} \pi F_0 P(\mu, \phi; \mu_o, \phi_o) \int_{\tau} \exp\left(-\left(\tau' - \tau\right)/\mu + \tau'/\mu_o\right) d\tau' \mu
\]

where:

- \( \tau \) = optical depth at any level,
- \( \tau_1 \) = total optical depth for a finite atmosphere and
- \( \mu_o \) = \( \cos \theta_o \) (\( \theta_o \) is the solar zenith angle).

The single scattering approximation considers incident solar radiance as the only intensity source, and the intensity field due to single scatter of the source is calculated.

Assuming that the upward intensities from the ocean surface and subsurface are negligible, the reflected intensity for a finite atmosphere with total optical depth \( \tau_1 \) is:

\[
L(0; \mu, \phi) = \frac{\omega_o \mu_o F_0}{4(\mu + \mu_o)} P(\Theta) \{1 - \exp\left[-\tau_1 \left(\frac{1}{\mu} + \frac{1}{\mu_o}\right)\right]\}
\]

(2.3)
The single scattering approximation applies to atmospheres with small optical depths. If \( \tau_1(1/\mu + 1/\mu_0) < 1 \), Eq. 2.3 becomes:

\[
L(0; \mu, \phi) \sim \frac{\omega_o F_o}{4\mu} P(\Theta) \tau_1 .
\]

This equation shows that reflected intensities are directly proportional to the single scattering albedo, the scattering phase function, the satellite viewing geometry and are a linear function of optical depth.

Optical depth is the integration of the extinction coefficient \( (\beta_{\text{ext}}) \) through the depth of the atmosphere \( (dz) \):

\[
\tau = \int_0^d \beta_{\text{ext}} dz .
\]

The extinction coefficient is comprised of extinction due to scattering \( (\beta_{\text{scat}}) \), and to absorption \( (\beta_{\text{abs}}) \). The extinction coefficient, or extinction, has the units of length\(^{-1}\), and, by convention, is expressed in dimensions of km\(^{-1}\). Consequently, optical depth is a dimensionless quantity that describes the amount of attenuation within the atmosphere.

The single scattering albedo is defined as:

\[
\omega_o = \frac{\beta_{\text{scat}}}{\beta_{\text{ext}}} .
\]

This variable can take on values from 0 to 1. A non-absorbing, scattering medium would correspond to \( \omega_o = 1.0 \), while a completely absorbing medium would have an \( \omega_o = 0.0 \). Shettle and Fenn (1979) observed that \( \omega_o \) is approximately 1.0 for marine particles. Variations in \( \omega_o \) from 1.0 are important since it is a direct multiplier of optical depth in Eq. 2.4.

The scattering phase function, \( P(\Theta) \), describes the angular distribution of radiance scattered by particles. \( P(\Theta) \) for marine particles at 80% relative humidity
shows a strong forward peak, indicating that these particles scatter primarily in the forward direction. It will be shown that changes in the particle size alter $P(\Theta)$. Therefore, as particle size changes, variations in the observed radiance are possible from the changing scattering phase function.

Observed radiance is highly dependent on the earth-satellite-sun geometry. Koepke and Quenzel (1979) discuss the optimal viewing geometries for observing atmospheric turbidity or optical depth. The hatched areas of Fig. 2.1 show favorable angles for turbidity measurements at given solar zenith distances ($\theta_s$) and azimuths ($\phi$). A favorable area is defined as an area where radiance variations with aerosol type are smaller than ±4%. Regions of sunglint and areas close to the horizon are not suitable for turbidity determination. The dotted areas of Fig. 2.1 indicate regions of maximum sunglint. Any application of the technique presented in this study must account for the effects of geometry shifts on the measurement of the reflected radiance.

2. Effect of Radiometric Quantities on Optical Depth

An understanding of the radiometric quantities which effect optical depth are critical to the determination of how changes in the physical characteristics of the boundary layer will impact optical depth measurements. Changes in particle composition, numbers and size affect optical depth.

The scattering and extinction coefficients are defined as:

$$\beta_{\text{scat}} = \int_0^\infty \pi r^2 Q_{\text{scat}}(m,r) \frac{dN(r)}{dr} \, dr$$

(2.7)

and

$$\beta_{\text{ext}} = \int_0^\infty \pi r^2 Q_{\text{ext}}(m,r) \frac{dN(r)}{dr} \, dr$$

(2.8)

where, $\pi r^2$ is the cross sectional area of a given particle radius, $Q_{\text{scat}}$ and $Q_{\text{ext}}$ are scattering and extinction efficiencies respectively (dependent on the complex index of refraction ($m$) and the particle radius ($r$)), and $dN(r)/dr$ describes the distribution of particles by radius. The index of refraction contains a real part ($k$) and an imaginary part ($\nu$). The real part determines the reflection or scattering by a medium and the
Fig. 2.1 Favorable viewing geometries for atmospheric turbidity with satellite zenith angles of 12.5° (left), and 57.5° (right). (Koepke and Quenzel, 1979).

imaginary part describes the amount of absorption by the medium at a given wavelength. Shettle and Fenn (1979) describe atmosphere aerosol distributions, and report k ranges from 1.33 for pure water to 1.53 for dust-like substances in visible and near-infrared wavelengths. For marine particles, v is less than $10^{-4}$ for wavelengths less than 1.0 microns. Therefore, absorption will be very small and the single scatter albedo $\omega_o$ for marine particles is about 1.0. Since absorption is small, the scattering coefficient is very nearly equal to the extinction coefficient for marine particles. Thus, only extinction coefficient will be used in further discussions.

The extinction coefficient (Eq. 2.8) is the product of three factors summed over all particle radii. Variations in each of these factors result in changes in extinction. The three component terms of extinction as a function of radius for a relative humidity of 80% and a wavelength $\lambda = 0.694 \mu m$ are shown in Fig. 2.2 from Durkee (1984). The cross sectional areas and scattering efficiencies as a function of
particle size are shown in panels a and b respectively. Shettle and Fenn's model of marine particle size distribution at 80% relative humidity is depicted in panel c. The cumulative product of these three terms is shown in panel d. For smaller radii particles, i.e. 0.1\,\mu m, the cross sectional area and extinction efficiencies are small, while the number of these small particles is large. Hence, the product of these terms leads to essentially no extinction. For larger particles, i.e. 10.0\,\mu m, the cross sectional area is large, but the number of particles at this radius is small, so the effect on the cumulative extinction is slight. The portion of the cumulative extinction curve that has slope delineates those particle sizes which contribute most substantially to extinction. These particles range in size from 0.5 to 5.0 \,\mu m.

It can be seen from Eq. 2.8, that the characteristics of aerosol particles may change in three ways to alter extinction, optical depth and ultimately the radiance measured at the satellite. First, the composition of the particles can change, affecting the extinction efficiency through the index of refraction. Second, the total number of particles may change, influencing \( N(r) \). Third, a change in particle size may change the size distribution d\( N(r) \)/dr.

\textit{a. Variations in Particle Composition}

Particle composition changes are reflected in the index of refraction. For the range in the real part of the index, \( k = 1.33 \) to 1.53, a small change in the reflected radiance occurs. Durkee (1984) showed that variations in upwelled radiance are negligible when compared to the sensitivity of channel 1 of the AVHRR sensor. Particle composition changes also alter the imaginary part of the index of refraction. The absorptive characteristics vary greatly for the different constituents of atmospheric aerosol. The range of \( v \) extends over several orders of magnitude from 0.5 for soot to \( 10^{-8} \) for pure water. Increasing the imaginary part of the index produces a reduction in \( \omega_o \). Since \( \omega_o \) is a direct multiplier of Eq. 2.4, a similar reduction in upwelled radiance occurs.

\textit{b. Variations in Particle Numbers}

Woodcock (1953) showed that aerosol particles within the MABL are primarily generated in the surface layer as wind-produced bubbles burst and droplets evaporate. Therefore, the total number of marine particles is wind speed dependent. Variations in the total number of particles with wind speed lead to variations in upwelled radiance through Eq. 2.8. Consequently, \( \beta_{ext} \), \( \tau \) and \( L \) are functions of the wind speed. Fig. 2.3 from Durkee (1984) shows the effect of changes
Fig. 2.2 The terms of the extinction formulation as a function of particle radius from Durkee (1984). See text for a more complete description of panels a, b, c and d.
in the prevailing wind speed on upwelled radiance based on particle number variations. The sensitivity of the AVHRR channel 1 sensor is shown. This figure shows that changes in the prevailing wind speed of 4 to 6 knots are sufficient to cause particle number variations of sufficient magnitude to produce detectable changes in upwelled radiance.

![AVHRR Ch 1 Resolution](image)

Fig. 2.3 Upwelling radiance variation for particle size variations as a result of wind speed variations. (Durkee, 1984).

c. Particle Size Changes with Relative Humidity

Hanel (1976) demonstrated that particle size changes significantly with relative humidity if the particles are composed of water soluble material. Since marine aerosol particles originate from evaporating sea-water droplets, the particle composition is mainly water soluble. Fitzgerald (1979) showed by theoretical and empirical data the relationship between particle size and relative humidity. For humidities in excess of 80%, particle size changes are strongly dependent on relative humidity variations. As relative humidity increases, particle size increases, enhancing the scattering ability of the particle population. This was verified by Fitzgerald et al. (1982) with nephelometer measurements.

As particles grow with increasing relative humidity, their composition consists of an increasing amount of liquid water. The real part of the index of refraction for sea salt and pure water is 1.49 and 1.33 respectively. The real part of the
index for these particles then decreases as relative humidity increases. As the scattering efficiency for the medium decreases, the corresponding upwelled radiance should undergo a similar reduction. However, it has already been shown above that any change in the real part of the index results in an undetectable change in AVHRR channel 1 sensor measurements of reflected radiance.

Changes in particle sizes due to changes in relative humidity also have an impact on the scattering phase function \( P(\Theta) \). The effect of relative humidity changes on the phase function is illustrated in Fig. 2.4 from Durkee (1984). As relative humidity increases, the phase function becomes more forwardly peaked, while at side and back angles, the phase function value decreases slightly. As particle sizes decrease to the point of becoming much smaller relative to the wavelength of visible light, the scattering characteristics approach Rayleigh scattering behavior. The Rayleigh phase function is also plotted in Fig. 2.4.

The effects of increasing particle size and decreasing the refractive index with higher humidities is shown in Fig. 2.5. The sensitivities of channel 1 and 2 of the AVHRR sensor are also displayed. Durkee et al. (1986) concluded that radiance changes brought on by variations in relative humidity can be sufficiently large to be detected by the AVHRR instrument.

Table I indicates the extinction coefficients for various relative humidities at 0.694 \( \mu \)m, corresponding to channel 1 of the AVHRR sensor. The table shows that an increase in relative humidity from 50% to 95% brings about an increase in the extinction coefficient of nearly an order of magnitude. For side and backscatter angles, with a similar increase in relative humidity, Fig. 2.4 shows the decrease in \( P(\Theta) \) of less than a factor of 2. It can be concluded that even at angles where an increase in relative humidity causes a decrease in \( P(\Theta) \), the effect of the increased extinction coefficient is dominant and higher relative humidity still results in increased upwelled radiances.

3. Optical Depth and Relative Humidity

Durkee (1984) used aircraft measurement of extinction within the MABL offshore southern California to find a relationship between extinction and relative humidity. The result was consistent with the Fitzgerald (1979) particle size-relative humidity relationship, and shows that changes in particle sizes are the overwhelming factor in producing variations in extinction. The data and curve fit to the observations are shown in Fig. 2.6. The measurements shown in Fig. 2.6 have been fit to a functional relationship between relative humidity and extinction.
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Fig. 2.4 Single-scattering phase function as a function of relative humidity. (Durkee, 1984).
Fig. 2.5  Variation in upwelling radiance as a function of relative humidity from Durkee (1984).


<table>
<thead>
<tr>
<th>TABLE I</th>
<th>EXTINCTION COEFFICIENT VERSUS RELATIVE HUMIDITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH(%)</td>
<td>50</td>
</tr>
<tr>
<td>$\beta_{\text{scat}} ,(\text{km}^{-1})$</td>
<td>0.059</td>
</tr>
</tbody>
</table>

$$\beta = \frac{1}{A(B - \text{RH})}$$

(2.9)

where, $A = 0.2998$ and $B = 99.8999$.

Using Eq. 2.5, optical depth may be solved for analytically when substituting Eq. 2.9 for extinction as a function of relative humidity:

$$\tau = - \frac{1}{A} \left[ A(B - \text{RH}(z)) \right] \int_0^{\Delta z} \text{d}z$$

(2.10)

where $A$ and $B$ are defined above, $\text{RH}(\Delta z)$ is the relative humidity at the top of the MABL, and $\text{RH}(0)$ is the surface relative humidity.

In summary, it has been shown that the optical depth is the vertical integral of the extinction coefficient. Under the assumption that the extinction is primarily resident only within the MABL, the only contribution to optical depth originates from this portion of the atmosphere. Variations in relative humidity will influence the magnitude of the extinction coefficient and optical depth through changes in particle size, and therefore directly effect the radiance measured by the AVHRR sensor.

B. MEASUREMENT OF WATER VAPOR

The second required quantity is water vapor near the earth's surface. The multispectral technique is related to a method described by Prabhakara et al. (1974) for the measurement of sea surface temperature. Prabhakara's method extracts sea-surface temperature from water vapor contaminated brightness temperatures by eliminating errors due to differential water vapor absorption across the 10 to 13μm spectral range. However, instead of correcting for water vapor absorption, as in the
Fig. 2.6 Value of extinction versus relative humidity based on MABL aircraft measurements from Durkee (1984). The functional relationship between these variables (Eq. 2.9) is also plotted.
sea-surface temperature measurement, the varying degrees of absorptance may be utilized to provide information about the amount of water vapor present in the MABL.

1. Radiative Transfer and Satellite Techniques to Recover Water Vapor

The form of the solution of the radiative transfer equation governing a non-scattering, absorbing medium is Schwarzchild's equation. The generalized form presented by Liou (1980) for radiative transfer over a distance $ds$, from $s = 0$ to $s = s_1$, is given by:

$$L_{s1}(\lambda)e^{-\tau(\lambda,1,0)} = \int_0^1 B(\lambda,T_b(s))e^{-\tau(\lambda,1,s)}k(\lambda) ds,$$

where:
- $L_{s1}$ = radiance measured at $s = s_1$,
- $L_0$ = radiance emitted from $s = 0$,
- $B(\lambda,T_b(s))$ = blackbody emission from $s$ and
- $k(\lambda) ds$ = optical depth between points $s$ and $s_1$.

Applied to the atmosphere, the radiance measured by a remote sensor is equal to the emission from the earth's surface times the transmittance through the earth's atmosphere, plus the emission along the pathway from the earth's surface to the receiver times the transmittance from the level of emission to the receiver. For the 10 to 13 $\mu$m spectral range, Prabhakara et al. (1974) showed that Schwarzchild's equation may be approximated in terms of brightness temperature as:

$$T_B(\lambda,\theta) = T_s t_0(\lambda,\theta) + \frac{1}{T(\lambda)}(1 - t_0(\lambda,\theta)),$$

where
- $T_B(\lambda,\theta)$ = brightness temperature at top of atmosphere,
- $T_s$ = sea-surface temperature,
- $t_0$ = total transmittance of the atmosphere and
- $T(\lambda)$ = mean radiative temperature of atmosphere.
Prabhakara et al. (1974) approximated Eq. 2.12 for the most transparent channel in the 10 - 13 μm band as:

\[ T_s - T_l \sim (T_s - T_l)k \text{Wsec} \theta \]  

(2.13)

Here, \( k \) is equivalent to an absorption coefficient.

A nonlinear algorithm based on two observing channels within the 10 to 13 μm window was presented by Dalu et al. (1981) as a correction for atmospheric absorption to derive sea-surface temperature:

\[ T_s - T_l = g(W)(T_1 - T_2) \]  

(2.14)

where \( T_1 \) is the brightness temperature of the most transparent channel, \( T_2 \) is the brightness temperature of a second channel and \( g(W) \) is a function of total water vapor. The function is described by:

\[ g(W) = \frac{1 - t_1}{C(1-t_2) - (1-t_1)} \]  

(2.26)

The variables \( t_1 \) and \( t_2 \) are the transmittances of channels 1 and 2, and the coefficient \( C = (T_s - T_2) / (T_s - T_1) \) is a constant.

The combinations of Eqs. 2.13 and 2.14 through the term \( (T_s - T_l) \) leads to an expression for total water vapor (W) in terms of the brightness temperature difference of the two channels:

\[ T_1 - T_2 \sim \frac{k(T_s - T_1)}{g(W)} \text{Wsec} \theta \]  

(2.17)

Prabhakara et al. (1979) verified through a radiative transfer model that the ratio \( (T_s - T_1)/g(W) \) remains approximately constant over a typical range of atmospheric water vapor contents.
The total water vapor content \( W \) in a column of atmosphere is defined as the vertical summation of the vapor density, \( \rho_w \), within the column. Under the assumption that the total atmospheric water vapor is confined within the MABL, the vapor density must also reside in the MABL, and the integration distance \( \Delta z \) becomes the depth of the MABL:

\[
W = \int_0^{\Delta z} \rho_w(z) \, dz
\]  
(2.16)

For AVHRR channels 4 and 5, 4 being most transparent, McMillin and Crosby (1984) found the atmospheric absorption correction \( (T_s - T_4) \) to be a linear function of the brightness temperature difference \( (T_4 - T_5) \):

\[
T_s - T_4 = a(T_4 - T_5) + b.
\]  
(2.18)

Eq. 2.18 may be further simplified for these channels as:

\[
W = A(T_4 - T_5)\cos\theta,
\]  
(2.19)

where \( A = g(W)/(k(T_s - T)) \) remains nearly constant for typical atmospheric water vapor contents.

Dalu (1986) depicts water vapor content versus brightness temperature differences in Fig. 2.7. The slope of the line defines \( A \) to be 19.6 kg/(K-m²). The data for Fig. 2.7 were obtained by applying Dalu’s technique to a radiative transfer model to a wide range of atmospheric profiles of temperature and relative humidity. Surface relative humidity for these profiles was held constant at 80%. The correlation coefficient for the regression line is \( R = 0.99 \) and the error is given as \( \pm 0.15 \) g/cm².

A simulation of AVHRR channel 4 and 5 brightness temperatures for satellite water vapor retrievals was compared with ship measured data by Dalu (1986). An error increase to \( \pm 0.5 \) g/cm² was observed. The added inaccuracy is due to the inexact spatial and temporal correlation of the satellite and ship measurements and the variation in the actual surface relative humidity from the control value of 80%. The error from the lack of spatial-temporal coincidence is not a factor for technique application, since ground-truthing of the measurement is unnecessary.
Fig. 2.7 Total atmospheric water vapor (kg/m²) as a function of brightness temperature difference (K) from Dalu (1986).

Dalu (1986) points out that errors in retrieved water vapor may also be minimized by knowledge of the surface relative humidity. A comparison of data from ship measured and calculated water vapor in which the surface relative humidity varied from 80% suggests that improvements to the calculated results may be possible if the near surface relative humidity is known. Fig. 2.8 shows the possible correction that may be applied, in the form of a regression line drawn to the data points. Knowledge of the near surface relative humidity would allow a correction to the measurement of water vapor. The non-requirement of coincident surface data, plus the surface relative humidity correction would allow the accuracy of the water vapor measurements to approach ±0.15 g/cm².

2. Total Water Vapor and Relative Humidity

Relative humidity depends on the vapor density and saturation vapor density of the ambient air within the boundary layer:

\[
RH = \frac{\rho_w}{\rho_{ws}} \cdot 100\%.
\]  

(2.20)

29
Fig. 2.8  Difference between ship measured and calculated water vapor as a function of relative humidity deviation from 80% from Dalu (1986).

Total atmospheric water vapor is the integral of the vapor density over the atmospheric column. Eq. 2.20 can be rewritten and substituted into Eq. 2.17 to obtain:

\[ W = \int_{0}^{\Delta z} \frac{R(z) \cdot \rho_{w}(T)}{100} \, dz. \]  

(2.21)

If the integration extends through the depth of the MABL, consistent with the earlier assumption concerning \( W \), and a constant mean layer vapor density is chosen, the integral can be solved such that:

\[ W = \frac{R(H(\Delta z/2) \cdot \rho_{w}(T(\Delta z/2))}{100} \left| z \right| \]  

(2.22)
C. MEASUREMENT OF SEA-SURFACE TEMPERATURE

Schwarzchild's equation (Eq. 2.11) also serves as the governing radiative transfer equation for sea-surface temperature measurement. Brightness temperatures measured at the satellite are generally lower than the actual sea-surface temperature because of water vapor absorption and reemission at lower atmospheric temperatures. Corrected sea-surface temperature measurements are accomplished by splitting the 10 - 13 μm window in order to take advantage of differential water vapor absorption across the window. The differential absorption is used to correct for water vapor attenuation. Currently, AVHRR channels 4 and 5 (channel 3 is also used at night) are utilized for measurement. The rms error from this method reported by McClain (1980) is less than 1.1 °C.

D. CHARACTERISTICS OF THE MABL

The MABL exists, and varies in nature and depth, due to a balance of several processes. The controlling processes will be discussed, and the relationship between variables within the layer will be addressed.

1. Processes within the MABL

The classical MABL can be stratified into three horizontal layers (Fig. 2.9). The layer confined to the first 10 - 20 m above the sea surface is called the surface layer. Here, stability dependent fluxes of heat and moisture determine the vertical gradients of wind, temperature and moisture. The majority of the MABL, called the mixed layer, extends above the surface layer to the base of the subsidence inversion. This layer is dominated by turbulent eddies which mix temperature and moisture throughout the vertical extent of the layer. The relatively drier and warmer free atmosphere is separated from the MABL by an inversion layer. The inversion layer is typically characterized by strong vertical gradients in potential temperature and mixing ratio.

Turbulent eddies within the MABL act to entrain the free atmosphere into the mixed layer, thereby weakening the inversion layer, and warming and drying the MABL. Subsidence of the free atmosphere continually acts to force the MABL inversion layer toward the sea surface, strengthening the inversion layer. Herein, the basic descriptive balance of processes that govern the establishment and evolution of the MABL can be stated as:

1. Heat and moisture enter the base of the MABL through fluxes into the surface layer.
2. Turbulent eddies in the mixed layer homogenize the layer, transport heat and moisture upward from the surface layer, and entrain free atmospheric air through the inversion layer.

3. Subsidence forces the MABL lower and intensifies the inversion layer.

2. Relationship Between Variables within the Well-Mixed MABL

The technique to be developed is based on relationships between temperature and relative humidity within the well-mixed MABL. The model MABL, developed to test the validity of the technique, was also constructed from these relationships. Observational data have substantiated these relationships in well-mixed layers.

Rogers (1979) presents a detailed discussion of the adiabatic mixing process, where samples of air from different pressure levels are brought adiabatically to the same pressure level and mixed. This is an ongoing process within the well-mixed layer of the MABL, where specific humidity, mixing ratio and vapor pressure tend to be constant with height. The potential temperature also becomes a constant value within a completely mixed layer and the temperature lapse rate approaches dry adiabatic.

Relative humidity depends on the vapor density and saturation vapor density of the ambient air within the boundary layer as shown in Eq. 2.20. The vapor density is a reflection of the amount of water vapor present within the air and is not
temperature dependent. Saturation vapor density has a direct temperature dependence. Bolton (1980) developed a formulation for saturation vapor density:

\[
\rho_{ws} = \frac{6.11 \times 10^4 [(7.5T)/(T + 237.3)]}{R_v \cdot (T + 273.16) \cdot 10^{-4}}
\]

(2.23)

where temperature T is in °C and \( R_v = 0.461 \) J/K-g. For \( T > 0^\circ C \), this equation yields errors of less than 0.1%. Fig. 2.10 shows a plot of saturation vapor density as a function of temperature. Since the temperature lapse rate is dry adiabatic, relative humidity increases with decreasing pressure (increasing height) within the MABL.

Fig. 2.10 Saturation vapor density (g/cm\(^3\)\(\times10^6\)) as a function of temperature based on Bolton (1980).
E. TECHNIQUE ASSUMPTIONS

The technique is based on three fundamental assumptions of the atmospheric structure:

1. Atmospheric optical depth at red-visible and near infrared wavelengths is confined primarily within the MABL.
2. The total atmospheric water vapor content is confined primarily within the MABL.
3. The MABL exists in an unsaturated, well-mixed state.

The validity of each of these assumptions requires some investigation to delineate conditions under which this technique may be properly applied.

1. Validity of Optical Depth within the MABL

Within this chapter, it has been shown that atmospheric optical depth is directly proportional to the amount of radiance reflected by the atmosphere. Scattering of solar radiation toward a satellite sensor results from several mechanisms. Rayleigh scattering occurs due to molecular constituents of the atmosphere. Away from strong gradients in temperature and pressure, Rayleigh scattering is nearly constant. Mie scattering results from atmospheric aerosol particles. In a cloud-free, marine environment, Mie scattering is primarily the result of marine particles within the MABL. Aerosols above the boundary layer, advected over water from continental sources, occasionally also contribute to Mie scattering. The distribution of continental aerosol, as shown by Pfeil (1986), is generally influenced by the circulation pattern of the atmosphere. Knowledge of continental aerosol production and transport then enables spatial prediction of relative concentrations. Finally, reflection of solar radiation from the ocean surface and from wind-induced whitecaps are a source of upwelled radiance. Koepke and Quenzel (1981) showed that ocean surface contributions to reflected solar radiance are minimized at red-visible and near infrared wavelengths which correspond to AVHRR channel 1.

2. Validity of Total Water Vapor within the MABL

Nieman (1977), and Agarwal and Ashajayanthi (1983) discuss maritime air masses associated with a strongly subsiding atmosphere. Within these air masses the subsiding motion of the mid-troposphere dries and warms the air mass. Over oceanic regions the lower troposphere is moistened by fluxes across the air-sea interface. The establishment of a moist MABL beneath a dry, free troposphere results. Fig. 2.11 shows a typical atmospheric sounding within this type of air mass. Under these regimes water vapor above the subsidence inversion is minimized and the assumption of total water vapor confined within the MABL becomes reasonable.
Fig. 2.11 An example of a temperature and relative humidity profile for a typical subsidence inversion. Modified from Nieman (1977).

Ortenburger (1978) shows regions of common occurrence of atmospheric ducting associated with subsidence-capped MABL's over oceanic regions in Fig. 2.12. These areas are geographically tied to the climatological locations of large subtropical anticyclones. The frequency of occurrence and subsidence inversion strength is increased in the summer hemisphere where the belt of subtropical anticyclones is stronger. Regions in which a relatively dry, free troposphere exists above the MABL may be inferred from the locations in which a high incidence of subsiding air masses occur. Occasionally, upper-level moisture from low latitude cut-off cyclones or jet
stream activity would increase the amount of water vapor in the upper troposphere. Detection of these features is possible from geostationary water vapor imagery.

![Diagram of Ducting Probabilities](image)

**Fig. 2.12** Frequency of atmospheric ducting associated with subsidence inversions from Ortenburger (1978).

3. **Validity of Well-Mixed MABL**

The homogeneity of potential temperature and water vapor mixing ratio within the MABL is produced by turbulent mixing within the layer. Mixing eddies within the layer are a manifestation of buoyancy and shear effects. The formulation for buoyancy production, shown in Eq. 2.24, is stability dependent:

\[
\pi_b = \frac{H g}{\rho c_p T},
\]

(2.24)

where:
\[ H \rho c_p \quad = \text{specific temperature flux and} \]
\[ g \cdot T \quad = \text{buoyancy factor.} \]

The formulation for the shear production in Eq. 2.25 is dependent on the mean vertical wind speed gradient:

\[ \pi_t = \frac{\tau du}{\rho dz}, \]

(2.25)

where:
\[ \tau \rho \quad = \text{local momentum flux and} \]
\[ du dz \quad = \text{vertical wind shear.} \]

The absence of strong buoyancy production within the subsidence produced MABL is due to the inability of the sea surface to warm significantly (in comparison to a land surface) during daylight hours. The lack of radiative cooling of the surface at night prevents the establishment of a stable layer. Thus, due to buoyancy effects alone, the MABL often remains nearly neutral with respect to stability with only slight diurnal variations.

The weakly unstable or neutral MABL is also influenced by wind shear. The effect of this shear is to increase the production of turbulent eddies which further mix the MABL. In most cases, the combination of buoyancy and shear produced turbulence can sufficiently mix the MABL.

In some regions of common subsidence inversions, the MABL is very stable, and mixing is suppressed. These regions would coincide with areas of relatively cold sea-surface temperatures, such as in coastal upwelling zones along the west coast of continents. In these regions, vertical distributions of the important state variables in the MABL deviate from those on which the technique was based. The response of the technique under these conditions still requires further investigation.

The assumptions required in this technique constrain its applicability. Satellite techniques for observing optical depth, total water vapor and sea-surface temperature require a cloud-free atmosphere. This technique has potential application in regions of subtropical anticyclones where water vapor above the MABL is minimized, away from continental aerosol above the boundary layer such that optical depth above the MABL is minimized and within well-mixed MABLs.
III. ESTIMATION OF MABL DEPTH AND RELATIVE HUMIDITY

This chapter details the technique of retrieving the MABL height and parameterized relative humidity profile. This technique is based on the theoretical background presented in the previous chapter. The solution is the result of an iterative process dependent upon optical depth, total water vapor, sea-surface temperature and estimated sea-level pressure.

The fundamental assumptions of optical depth and total water vapor confined within the MABL enable Eqs. 2.5 and 2.17 to be combined through the common vertical integration distance (Δz). It is first necessary to substitute for the extinction and vapor density in terms of relative humidity as a function of height. This will allow the combined equations to be solved for the surface relative humidity.

A. RELATIVE HUMIDITY PARAMETERIZATION

The selection of the following parameterization was based on relative humidity profiles inherent to the model atmosphere developed for technique validation. This model is consistent with the previously presented structure of the well-mixed MABL. The model will be presented in detail in the next chapter. Fig. 3.1 shows the model generated relative humidity profile for a 1000 m thick boundary layer. The profile can be seen to extend nearly linearly with height. As the layer becomes deeper, the simple linear parameterization becomes less valid. Linear versus model humidity profiles for various boundary layer depths will be compared in this chapter. The deviation from a linear profile may be explained using Eq. 2.20 and Fig. 2.10. In deeper layers the change in temperature through the depth of the layer is significant owing to the dry adiabatic lapse rate. This change in temperature allows the non-linearity of the saturation vapor density function, shown in Fig. 2.10 to influence the relative humidity profile through Eq. 2.20. As the boundary layer becomes thinner, the relative humidity profile can be approximated by a straight line. Therefore, the parameterization is a linear function of height:

\[
RH(z) = RH(0) + Cz , \tag{3.1}
\]
where RH(z) is the relative humidity at any height z, RH(0) is the near-surface value and the factor C describes the change in relative humidity with height normalized to 1 km. The factor C was found in the model atmosphere to be variable with boundary layer depth. C will be discussed later in this chapter.

B. INTEGRATED OPTICAL DEPTH AND WATER VAPOR

The boundary layer optical depth was presented in Eq. 2.10. If extinction is again integrated with RH(z) parameterized by Eq. 3.1, the result is:

\[
\tau = \frac{1}{AC} \ln \frac{AB - ARH(0) - AC\Delta z}{AB - ARH(0)} .
\]

(3.2)

As shown previously, extinction is highly non-linear with higher humidities. This makes it advantageous to seek an analytical solution (Eq. 3.2) for the integration of extinction, as opposed to a sum of layer averaged extinctions. Fig. 3.2 shows a plot of extinction versus height for the relative humidity profile presented in Fig. 3.1. Layer averaging of extinction would tend to underestimate the value of optical depth, particularly in deeper and moister MABLs.

Total water vapor was found by integrating a mid-layer value of vapor density under the assumption that the value at \( \Delta z \) is representative for the MABL. Fig. 3.3 shows the model atmosphere vapor density profile for a 1000 m thick MABL. This figure shows MABL vapor density to be linear with height, allowing a mid-layer value to be representative of the entire layer. The formulation of the vapor density then, in terms of relative humidity and saturation vapor density (Eq. 2.20), must be accomplished with values of these variables at \( \Delta z \). Total integrated water vapor can be then written as:

\[
W = \frac{(RH(0) + C\Delta z/2)\rho_w(T(\Delta z/2)) \cdot \Delta z}{100} .
\]

(3.3)

C. NEAR-SURFACE RELATIVE HUMIDITY AND MABL THICKNESS

Eq. 3.2 and 3.3 may be algebraically manipulated to solve for the layer depth (\( \Delta z \)).
Fig. 3.1  Model relative humidity profile with RH(0) = 70% and Δz = 1000 m.
Fig. 3.2 Extinction corresponding to the relative humidity profile in Fig. 3.1.
Fig. 3.3 Model generated vapor density profile.
\[ \Delta z = \frac{AB - (AB - ARH(0)) \exp(-\tau AC) - ARH(0)}{AC} \]  
(3.4)

and

\[ \Delta z = \frac{RH(0) \pm \sqrt{RH(0)^2 + 200CW'p_{ws}(T_{lyr})}}{C}, \]  
(3.5)

In Eq. 3.5, the positive root of the radical is always selected to provide the meteorologically sensible solution. Eqs. 3.4 and 3.5 now may be combined through the common factor, \( \Delta z \). Further manipulation leads to a quadratic equation in near-surface relative humidity, RH(0):

\[ [1 - (e^{-\tau AC})^2] \cdot RH(0)^2 \]
\[ + [2Be^{-2\tau AC}(e^{-\tau AC} - 1)] \cdot RH(0) \]
\[ - B^2(1 - e^{-2\tau AC})^2 + 2.0 \times 10^{-3}CW'p_{ws}(T_{lyr}) = 0. \]  
(3.6)

Solution of this quadratic formula gives the near-surface relative humidity value, and is then substituted into either Eq. 3.4 or 3.5 for determination of the MABL thickness.

The technique will fail if measurements of optical depth, total water vapor and sea-surface temperature are inconsistent. The failure occurs in solving the above quadratic equation for surface relative humidity, as the equation produces two complex numbers. If measurements are consistent, the complex numbers have imaginary parts equal to zero. Ambiguity does not exist between the two solutions since one is always obviously too low. If the input measurements are inconsistent, the imaginary portions of the complex numbers are non-zero and the surface relative humidity is indeterminate.

D. THE ITERATIVE PROCESS

The technique iterates on Eqs. 3.6 and 3.4, and converges to a near-surface relative humidity and boundary layer depth, provided that measurements of optical
depth, water vapor and sea-surface temperature are reasonably consistent. The layer saturation vapor density and the value of the variable C are redefined with every iteration of layer thickness. Iteration is necessary due to the initially limited information available about the MABL. Mid-layer temperature and layer thickness are unknown at the onset. After a calculation of the near-surface humidity is made, layer depth and mid-layer temperature can be determined. With these variables, redefined values of C and the layer saturation vapor density are determined. Since $p_{ws}$ and C are factors in the quadratic equation for near-surface humidity, iteration is required.

1. Saturation Vapor Density

The initial value of the layer saturation vapor density is found from the sea-surface temperature. Successive iterated values are the mid-layer values as the hypsometric formula and Poisson's equation are applied to the computed layer thickness and temperature respectively. After the initial MABL height is found, the layer is subdivided into 4 equal sublayers ($\Delta z_s$), and the hypsometric formula is employed to determine the pressure at the top of the first sublayer:

$$P_{i+1} = P_i \exp \left(\frac{-g \Delta z_s}{R \bar{T}_v}\right),$$

(3.7)

where $P_i$ and $P_{i+1}$ are pressures at the bottom and the top of the sublayer respectively, $g$ is the acceleration of gravity and $R$ is the universal gas constant. This step is initiated by an estimate of the surface pressure, the mean layer virtual temperature ($\bar{T}_v$) and knowledge of the sublayer thickness ($\Delta z_s$). Poisson's equation enables the computation of temperature at the top of the sublayer:

$$T_{i+1} = T_i \left(\frac{P_{i+1}}{P_i}\right)^{\frac{1}{286}}.$$ 

(3.8)

A second use of the hypsometric formula and Poisson's equation for the second sublayer enables computation of the mid-layer temperature. This temperature is then the basis for the layer saturation vapor density.

The mean sublayer virtual temperature is not actually available due to the lack of moisture information required for its determination. A reasonable approximation may be found by using the temperature at the bottom of the sublayer. The error is minimized, since virtual temperature typically exceeds the ambient air temperature by a few degrees Centigrade due to atmospheric moisture, and the temperature at the
bottom of the sublayer exceeds the mid-layer temperature due to the adiabatic lapse rate.

2. **C - Relative Humidity Variable**

The variable $C$ in Eq. 3.1 describes the percentage increase in relative humidity from the near-surface value, to the top of the layer when normalized to 1000 m. Computations of $C$ were done for model boundary layers varying in depth from 300 to 1500 m. The plotted data and linear fit to the points is shown in Fig. 3.4. The equation of the plotted line was found to be:

$$C = 14.07 + 3.333(\Delta z), \quad (3.9)$$

where $\Delta z$ is the layer thickness in km and $C$ is in dimensions of $\% / \text{km}$. The initial value of this variable is chosen as 14.07 $\% / \text{km}$ with $\Delta z = 0$.

The technique is considered to have converged when the change in MABL depth between successive iterations reduces to less than 1 m. The speed of convergence is dependent on the relative depth of the MABL. For shallower layers near 500 m in depth, convergence occurs within 4 to 5 iterations. For boundary layer depths near 1500 m, convergence requires 5 to 7 iterations.

The converged values of near-surface relative humidity, MABL thickness and the variable $C$ enable the parameterized relative humidity profile to be constructed. The relative humidity throughout the MABL is found through Eq. 3.1.
Fig. 3.4 Variable C as a function of varying MABL depth.
IV. TECHNIQUE RESPONSE TO A SIMULATED BOUNDARY LAYER

A simulated boundary layer was developed in order to test the accuracy of the technique in determining MABL depth and relative humidity structure. This layer was modeled after the well-mixed MABL described in Chapter II. The model was extended to three depths and ranged through three surface relative humidities in order to examine the technique's performance for a variety of MABL types.

A. MODEL STRUCTURE

This model is structured after the well-mixed portion of the MABL in which potential temperature and mixing ratio are conserved. Surface layer gradients of potential temperature and mixing ratio are not accounted for. The model extends upward to, but does not include, the subsidence inversion. The following is a description of how the model boundary layer was developed.

The model MABL is subdivided into 11 vertical levels, creating 10 equal depth layers of thickness $\Delta z/10$ m. Initially provided are the heights at the 11 levels, extending upward from the sea surface, the total layer thickness and surface values of pressure, temperature and relative humidity. The pressures and temperatures at each level are computed from the hypsometric formula and Poisson's equation in a fashion similar to that described in Chapter III to obtain a representative layer saturation vapor density. The use of Poisson's equation invokes the constant potential temperature assumption. The hypsometric formula initially estimates the mean MABL virtual temperature as the surface temperature minus $2^\circ$C. The first guess pressures and temperatures for each level are thereby determined. The densities of dry air, $\rho_d(i)$, for each level are computed from the equation of state for dry air:

$$\rho_d(i) = \frac{P(i)}{R T_k(i)},$$  \hspace{1cm} (4.1)

where $P(i)$ and $T_k(i)$ are pressures and absolute temperatures at level-i. Next, the assumption of constant mixing ratio is invoked to compute the level vapor densities, $\rho_w(i)$. Mixing ratio ($w$), defined as
\[ w = \frac{\rho_w}{\rho_d} \quad (4.2) \]

is known, based on the surface temperature, pressure and relative humidity. The vapor density at the adjoining upper level is:

\[ \rho_w(i+1) = \rho_d(i+1) \times \frac{\rho_w(i)}{\rho_d(i)} \quad (4.3) \]

where variable subscripts \( i \) and \( i+1 \) refer to lower-and upper-level values respectively. Virtual temperature now can be computed for each level and averaged between levels to give layer values. Knowledge of the virtual temperature enables pressures, temperatures and densities of dry air and vapor to be recomputed.

Saturation vapor densities at each level are determined from the temperature profile through Eq. 2.23. Relative humidity is determined from Eq. 2.20 with vapor and saturation vapor densities. Layer values of each of these variables are found by averaging adjacent upper and lower level values. The layer averaged values of vapor density are vertically summed to give total water vapor (W).

Layer averaged values of relative humidity lead to layer extinctions through Eq. 2.9, which can be numerically integrated to give the boundary layer optical depth. However, the exact method of analytical integration of the extinction coefficient is used instead. This is preferable due to the strong nonlinearity of extinction with higher relative humidity.

The model atmosphere was developed with a surface temperature of 25°C and a surface pressure of 1025 mb. These values were chosen as being broadly representative of conditions under subtropical high pressure systems. A near-surface relative humidity of 70% was arbitrarily selected.

B. TECHNIQUE PERFORMANCE IN A SIMULATED MABL

The objective of applying the technique to a model boundary layer is to demonstrate the accuracy of the technique's estimates, and to observe possible systematic tendencies.
1. Variations in Layer Depths

'Shallow', 'intermediate' and 'deep' MABLs were modeled corresponding to depths of 500, 1000 and 1500 m. Figs. 4.1 to 4.3 depict both model and technique-estimated boundary layer depths and relative humidity profiles for the three MABL depths.

The technique estimate with the 500 m deep model MABL (Fig. 4.1) shows the surface relative humidity converged to a value of 69.83%, which is slightly below the model surface humidity of 70%. The final iterated value of layer thickness was 503 m, or slightly above the model MABL depth. Solution convergence occurred with 4 iterations.

The technique solution with a 1000 m thick MABL (Fig. 4.2) converged to a surface humidity of 70.24%, slightly exceeding the model value. The resulting layer thickness of 995 m was shallower than the model MABL depth. Convergence occurred in 5 iterations.

The estimated MABL structure is compared with the actual 1500 m deep MABL in Fig. 4.3. Surface relative humidity converged to 70.74% and the depth converged to 1470 m. Technique behavior was similar to that of the 1000 m deep MABL case in that the technique overestimated the surface relative humidity while it underestimated the layer depth. Convergence occurred in 7 iterations.

2. Variations in Surface Relative Humidity

Surface relative humidities of 62%, 70% and 78% for a 1000 m deep layer were also tested. The technique results, with the model depth and humidity profiles are shown in Figs. 4.4, 4.2 and 4.5.

The RH(0) = 62% case (Fig. 4.4) converged to a higher surface humidity, 63.44%, resulting in higher humidities throughout the depth of the MABL. Consequently, estimated layer depth was shallower than the model.

The 70% case is also the second case in the layer depth discussed above (Fig. 4.2). The converged surface humidity value of 70.24%, and the associated profile are nearly identical to the model structure as previously discussed.

In the RH(0) = 78% case (Fig. 4.5), the technique converged to a lower surface humidity, 77.65%, and hence the humidity values in the profile were less than those for the model profile. The departure increases with height due to the curvature in the model relative humidity profile. As anticipated, the resulting final MABL depth exceeded the model depth.
Fig. 4.1 Model and technique produced MABL depth and relative humidities. Model depth = 500 m.
Fig. 4.2 Model and technique produced MABL depths and relative humidities. Model depth = 1000m.
Fig. 4.3 Model and technique produced MABL depths and relative humidities. Model depth = 1500m.
Fig. 4.4 Model and technique produced MABL depths and humidities. Model surface humidity = 62%.
Fig. 4.5 Model and technique produced MABL depths and humidities. 
Model surface humidity = 78%.
C. TECHNIQUE SYSTEMATIC ERRORS

The estimated versus actual model comparisons suggest two tendencies which were verified by additional model testing. The first tendency was seen in the effect of variations in model depth on the technique's performance. The technique systematically converges to higher relative humidities and lower depths for model layers in excess of 750 m. The second tendency was for the estimated humidity profile to exceed the model humidity profile for surface humidities less than 70%, and to decrease, becoming less than the model profile for surface humidities greater than 70%.

Table 2 indicates the percentage deviation of technique layer depth from model values for the three layer depths. A growing deviation between the model and technique estimated depth results for deeper boundary layers. The technique begins to underestimate layer depth for layers deeper than about 750 m. The observed systematic error with various MABL depths results primarily from the choice of a linear parameterization of relative humidity with height. Figs. 4.1 to 4.3 help illustrate the impact of this parameterization. For shallow MABLs, curvature in the actual relative humidity profile is minimal. With increasing depth, curvature becomes increasingly important, and the linear profile becomes less valid. Curvature of the model profile occurs because of the nonlinear relationship between temperature and saturation vapor density (See Fig. 2.10). The linear vertical temperature profile translates into a nonlinear saturation vapor density profile. From Eq. 2.20, the formulation of relative humidity depends on the ratio between vapor density and saturation vapor density. Fig. 3.3 shows that vapor density varies linearly with height in the well-mixed MABL. Therefore, the nonlinearity in saturation vapor density with height causes relative humidity as a function of height to vary nonlinearly. The nature of the relative humidity profile curvature is seen in Fig. 4.2. For deeper boundary layers (in excess of 750 m), the technique parameterization of humidity leads to generally higher humidities at all levels, which result in higher extinction values. For a fixed, measured optical depth, a higher integrated value of extinction leads to a reduced estimate of MABL depth.

The second systematic tendency is associated with the choice of the variable C. This variable not only represents changes in the slope of the relative humidity profile with changing layer depths, but is also a function of surface relative humidity. The departure of the estimated humidity profile from the model's profile occurs around a surface humidity value of 70% since the equation utilized by the technique to compute the value of C (Eq. 3.9) was based on RH(0) = 70%.
| TABLE 2  
DEVIATION BETWEEN TECHNIQUE AND MODEL LAYER DEPTH |
<table>
<thead>
<tr>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
</tr>
<tr>
<td>Error in layer depth</td>
</tr>
</tbody>
</table>

The dependence on surface humidity can be illustrated through the ratio of vapor density to saturation vapor density in the relative humidity definition. Fig. 4.6 shows the vapor density varying linearly with height in the model MABL. A change in surface humidity causes the vapor density curve to shift. Saturation vapor density undergoes a nonlinear decrease with height (temperature). The effect of a shift in the vapor density curve has a greater percentage impact on the upper portion of the layer than the lower portion, in terms of a change in humidity. Hence, the change in relative humidity from the bottom to the top of the profile is dependent on the surface humidity. The dependency is nonlinear, and increases more rapidly for higher surface humidities. Since saturation vapor density as a function of temperature also changes nonlinearly, the vertical slope in relative humidity is also apparently a function of temperature.

D. RELATIONSHIP BETWEEN SURFACE RELATIVE HUMIDITY AND MABL DEPTH

The link between surface relative humidity and MABL depth can be explained physically and illustrated by an example. The change in surface relative humidity is translated directly through the depth of the MABL since the slope of the technique parameterized humidity profile is fixed. Therefore, an increase in surface humidity leads to an increase in humidity for the layer. The increase in layer humidity results in an increase in layer extinction. Since optical depth is a fixed measured quantity, the increase in extinction through higher layer humidities results in a reduced estimate of MABL depth by the technique.

An alternative explanation can also be given. An increase in layer humidity, provided temperature is constant, is equivalent to an increase in moisture. Since the amount of water vapor is fixed by measurement, the layer depth in which it is contained must decrease because of the increase in moisture. The relationship between
Fig. 4.6 Vapor density for RH(0) = 62% (solid) and RH(0) = 78% (dotted) compared to the saturation vapor density profile based on $T_{sfc} = 25{^\circ}C$. 
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technique determined surface humidity and MABL depth can be summarized as follows. An increase (decrease) in surface humidity brings about a decrease (increase) in MABL depth.
V. SENSITIVITY TO UNCERTAINTY IN MEASUREMENTS

Potentially, the most significant source of error in the relative humidity and depth estimates arises from inaccuracies in the measurement of the input quantities of water vapor, optical depth, sea surface temperature and sea level pressure. This chapter investigates the effect of uncertainties in the input variables on the determination of surface relative humidity and MABL depth. This type of analysis isolates the variables which must be most accurately specified. Also in this chapter, the link between each variable and the output of surface relative humidity is discussed.

A. RESULTS OF SENSITIVITY STUDIES

Technique sensitivity is the response of the method to the perturbation of an input quantity. The response is measured as the resulting change in the final layer depth. For the sensitivity studies, the amount of input perturbation was limited to the anticipated accuracy of the required remote sensing measurement. The relationships between each variable, and the surface relative humidity are not intuitive, and do not lend themselves to straightforward physical explanation, but may be seen by mathematical arguments. Sensitivity studies for shallow, intermediate and deep MABLs with a surface relative humidity of 70% are conducted.

1. Uncertainty in Observed Water Vapor

Total water vapor (W) was varied about the depth-dependent model values by amounts of ±0.1, ±0.2 and ±0.5 g/cm². Obviously, the variations constitute a larger percentage of the total water vapor for thinner layers. Consequently, these variations effect the 500 m boundary layer most dramatically.

Table 3 shows the effect of variations in W on the solution for the surface relative humidity and MABL depth. Actual values, on which the perturbations are made, are shown for each model depth. Qualitatively, a comparison with technique retrieved values of surface humidity and layer depth may be made with the results based on the actual value of W. An error in W in excess of the actual value results in a decrease of the surface relative humidity, and an increase in MABL depth. Conversely, an error in W below the actual value cause an increase in surface humidity, and a decrease in MABL depth. The technique encounters difficulties in iterating toward a solution when errors in W of about 25% or greater occur. In these cases, the
technique fails when the measured value exceeds the actual value. For the 500 m thick layer, failure occurs with a variation of +0.2 g/cm². Failure occurs in the 1000 m thick layer when W exceeds the actual value by 0.5 g/cm². Solutions were attained for all variations in W for the 1500 m thick layer.

<table>
<thead>
<tr>
<th>TABLE 3</th>
<th>EFFECT OF VARIATIONS IN W ON SURFACE HUMIDITY AND MABL DEPTH</th>
</tr>
</thead>
<tbody>
<tr>
<td>z = 500m (W = 0.799)</td>
<td></td>
</tr>
<tr>
<td>RH(0)</td>
<td>+0.1</td>
</tr>
<tr>
<td>61.75%</td>
<td>75.65%</td>
</tr>
<tr>
<td>Δz (m)</td>
<td>635.1</td>
</tr>
<tr>
<td>z = 1000m (W = 1.5824)</td>
<td></td>
</tr>
<tr>
<td>RH(0)</td>
<td>66.56%</td>
</tr>
<tr>
<td>Δz (m)</td>
<td>1109.6</td>
</tr>
<tr>
<td>z = 1500m (W = 2.3504)</td>
<td></td>
</tr>
<tr>
<td>RH(0)</td>
<td>67.98%</td>
</tr>
<tr>
<td>Δz (m)</td>
<td>1582.1</td>
</tr>
</tbody>
</table>

The link between variations in W and the technique’s solution of surface relative humidity can be seen in the quadratic formula solution to Eq 3.6:

\[
RH(0) = \frac{-b \pm \sqrt{b^2 - 4ac}}{2a},
\]

(5.1)

where

\[
a = 1 - (e^{-\tau AC})^2,
\]
\[
b = 2Be^{-\tau AC}(e^{-\tau AC} - 1) \text{ and}
\]
\[
c = B^2(1 - e^{-\tau AC}) + (2.0\times10^{-3})CW/\rho_w(T = T_{lyr}).
\]
It has been observed that the meteorologically consistent solution for surface humidity occurs when the positive root of the radical is selected. The only occurrence of W in the quadratic formula for surface relative humidity is in the second term under the radical in Eq. 5.1. An increase in W decreases the term under the radical. This reduces the entire numerator and RH(0) correspondingly decreases. Conversely, a decrease in W translates to an increase in surface humidity.

2. Uncertainty in Observed Optical Depth

Optical depth (τ) was varied by 10, 20 and 50% of its actual value. Table 4 shows the results of these variations on technique derived surface humidity and layer depth. In comparison to model surface humidity and depth values, variations in τ in excess of the actual value cause an increase in surface humidity, and a decrease in layer thickness. An error in τ below the actual value leads to a decrease in surface humidity, and an increase in layer depth. The technique fails for errors in τ which were 50% below the actual values for 500 and 1000 m thick layers.

<table>
<thead>
<tr>
<th>TABLE 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>EFFECT OF VARIATIONS IN ( \tau ) ON SURFACE HUMIDITY AND MABL DEPTH</td>
</tr>
<tr>
<td>( z = 500 \text{m} )</td>
</tr>
<tr>
<td>RH(0)</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
</tr>
<tr>
<td>( z = 1000 \text{m} )</td>
</tr>
<tr>
<td>RH(0)</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
</tr>
<tr>
<td>( z = 1500 \text{m} )</td>
</tr>
<tr>
<td>RH(0)</td>
</tr>
<tr>
<td>( \Delta z ) (m)</td>
</tr>
</tbody>
</table>
The effect of varying $\tau$ on surface humidity is difficult to demonstrate from a mathematical standpoint, since it appears as an exponential factor in each term of Eq. 5.1. However, the effect of uncertainties in $\tau$ does not have the dramatic impact on estimates of technique layer depth that the $W$ variations produced. This is explained by examining Eq. 2.5, which shows layer thickness in terms of measured optical depth and humidity-dependent extinction. As an example, if $\tau$ is perturbed such that it is less than the model value, the surface relative humidity is reduced. This leads to lower relative humidities throughout the MABL and extinction for the layer is reduced. The coincidently reduced optical depth and layer extinction are related, such that they tend to minimize the error in the estimate of layer thickness.

3. Uncertainty in Observed Sea-Surface Temperatures

Sea-surface temperature (SST) was varied by $\pm 1$, $\pm 2$ and $\pm 5 \, ^\circ C$. The surface temperature provides the basis for the layer saturation vapor density by Eq. 2.23. Since surface temperature is not a function of layer depth (as are $W$ and $\tau$), a variation is translated equally to each technique solution for the three MABL depths.

Table 5 indicates the effects of variations in SST on the solutions for surface relative humidity and MABL depth. Errors in the temperature above the model values cause surface humidity to increase and layer depth to decrease, whereas the opposite result occurs with errors in temperature below the actual value. In cases where the surface temperature was less than the actual by $5 \, ^\circ C$, the technique did not converge to a solution.

The response of technique surface humidity to variations in surface temperature can be explained by the same mathematical reasoning as was used earlier to explain $W$ variations. As an example, an increase in SST leads to an increase in layer saturation vapor density. The only occurrence of saturation vapor density in Eq. 5.1 is again in the second term under the radical. As saturation vapor density increases, the term under the radical increases. The numerator increases, so that the surface relative humidity also undergoes an increases.

4. Uncertainty in Observed Sea-Level Pressure

Variations in the estimate of the sea-level pressure do not cause any change in the surface relative humidity, and hence the MABL depth. The estimate is provided to allow calculations with the hypsometric formula and Poisson's equation, to determine the mid-layer temperature. The critical variable here is the layer virtual temperature, which determines layer thickness. The actual values of pressure at the upper and lower boundaries of the layer are inconsequential.
### TABLE 5
EFFECT OF VARIATIONS IN SST ON SURFACE HUMIDITY AND MABL DEPTH

<table>
<thead>
<tr>
<th></th>
<th>+1.0°</th>
<th>-1.0°</th>
<th>+2.0°</th>
<th>-2.0°</th>
<th>+5.0°</th>
<th>-5.0°</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z = 500\text{m} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{RH}(0) )</td>
<td>72.56%</td>
<td>66.48%</td>
<td>74.86%</td>
<td>62.05%</td>
<td>80.12%</td>
<td></td>
</tr>
<tr>
<td>( \Delta \text{z (m)} )</td>
<td>457.6</td>
<td>557.7</td>
<td>419.6</td>
<td>630.2</td>
<td>332.4</td>
<td></td>
</tr>
<tr>
<td>( z = 1000\text{m} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{RH}(0) )</td>
<td>73.04%</td>
<td>66.80%</td>
<td>75.39%</td>
<td>62.37%</td>
<td>80.72%</td>
<td></td>
</tr>
<tr>
<td>( \Delta \text{z (m)} )</td>
<td>907.1</td>
<td>1102.2</td>
<td>832.2</td>
<td>1237.8</td>
<td>659.4</td>
<td></td>
</tr>
<tr>
<td>( z = 1500\text{m} )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{RH}(0) )</td>
<td>73.89%</td>
<td>66.72%</td>
<td>76.46%</td>
<td>61.21%</td>
<td>82.08%</td>
<td></td>
</tr>
<tr>
<td>( \Delta \text{z (m)} )</td>
<td>1337.5</td>
<td>1632.2</td>
<td>1226.1</td>
<td>1845.0</td>
<td>970.2</td>
<td></td>
</tr>
</tbody>
</table>

\( T = 25^\circ\text{C} \)

### B. COMPARISON OF ERRORS IN INPUT VALUES

The relative importance of errors in technique input variables to estimated MABL depth is summarized by Fig. 5.1. Each input was varied by the amount of error that is anticipated from the specific measurement technique. \( W \) was varied by 0.15 g cm\(^2\), \( \tau \) by 20% and sea-surface temperature by 1°C. These error bars are based on accuracies quoted by Dalu (1986), Griggs (1983) and McClain (1980) respectively. The errors are based on a 1000 m layer. The results indicate that accurate knowledge of \( W \) and \( \tau \) are most critical. In the actual application of this technique, observational errors in all input variables will occur to some extent. A worst case scenario would have each error producing the same effect and the summation of the errors causing an inaccurate or indeterminate surface relative humidity. However, it is most likely that errors in \( W \) and \( \tau \) will tend to counteract, and thereby act to minimize their cumulative effects. This occurs because of the original assumptions of water vapor and optical
depth being confined to the boundary layer. In actuality, some of each quantity will be present above the layer. From Tables 3 and 4, overestimates of each quantity will have compensating effects on the technique estimate of surface relative humidity and layer depth.
Fig. 5.1 Effect of input errors on technique MABL depth.
VI. CONCLUSIONS AND RECOMMENDATIONS

A technique for determining MABL depth and relative humidity structure was presented. The technique relies solely on remotely sensed values of aerosol optical depth, total water vapor and sea-surface temperature. The remote measurements are multispectral, employing channels 1, 4 and 5 of NOAA's Advanced Very High Resolution Radiometer (AVHRR) instrument. This initial developmental study has shown:

- In theory, estimations of MABL depth and relative humidity profiles can be done remotely.
- Some treatment of the vertical variation of relative humidity with height is necessary. A linear parameterization of the relative humidity profile is effective in accounting for the nonlinearity in the relationship between extinction and higher values of relative humidity.
- The technique is most sensitive to expected errors in total water vapor measurements, and to a lesser extent errors in optical depth and sea-surface temperature measurements.

Since this study introduces an original and unconventional method, a significant amount of effort remains to improve, test and validate the technique. Recommendations for future work include:

- Develop the treatment of the vertical relative humidity profile to account for the slope of the relative humidity profile due to changes in the surface humidity and layer temperature, as well as layer depth.
- Study the sensitivity of the technique to variations in the extinction-relative humidity relationship.
- Improve the mixed layer sophistication to include variations in MABL stability and possible surface layer structure.
- Determine to what extent optical depth and water vapor above the boundary layer would produce compensating errors.
- Investigate the technique's performance with actual experimental data sets.
- Give further consideration to the regions of applicability of the technique, possibly limiting it to specific air mass types or introducing air mass dependent modifications.

This study represents a beginning point for the evolution of a method for routinely gathering MABL information from satellite. The large area, high frequency coverage of sun-synchronous satellites may allow the mapping of the MABL. Such
information would allow study of temporal changes in the MABL as well as variations in layer structure with respect to the synoptic-scale environment. Boundary layer mapping would also provide data for dynamic numerical weather prediction model initialization as well as a spatial dimension of duct heights for electromagnetic energy propagation.
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