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ABSTRACT

This thesis involves investigation of linear filtering models as a means of generating texture in images. Various autoregressive filter models are used to generate various textures, and the results are analyzed to determine relationships between filter parameters and texture characteristics. A two-dimensional counterpart to the autoregressive integrated moving average (ARIMA) model from one-dimensional time series analysis theory is developed and tested for texture modeling applications. All these models are driven by white noise, and to the extent that real images can be reproduced this way, advantages in image texture transmission could be realized. Results of this work indicate that the purely autoregressive models work well for some types of image textures, but that for the textures studied the ARIMA model is not particularly suitable.
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I. INTRODUCTION

The purpose of this thesis is to investigate the types and quantity of image textures generated using a two-dimensional (2-D) extension of the Autoregressive Integrated Moving Average (ARIMA) model. For the one-dimensional (e.g., time series) case, the theories and formulas describing this model are outlined in Box and Jenkins [Ref. 1:pp. 85-103]. The 1-D ARIMA model is useful when the time series to be modeled is not stationary but exhibits some homogeneity in the sense that, except for statistical differences between parts of the time series, these different parts of the process behave similarly. In these cases some suitable difference of the process may be stationary, and hence may be accurately modeled by an Autoregressive Moving Average (ARMA) or a purely Autoregressive (AR) model. The resulting stationary time series (generated by an appropriate ARMA or AR filter with white noise input) is applied to an integration or summation filter (the inverse of the difference operation) to generate the original nonstationary time series. [Ref. 1:p. 85] Figure 1-1 shows a block diagram of this process.

This work attempts to extend these concepts to two-dimensional signal processing. In order to simplify the model, the moving average (MA) portion of it will be
eliminated (i.e., no zeros in the filter Z transform) so that only purely AR models will be considered for stationary image generation. The procedures for modeling image textures using AR models with white noise input are well established [Ref. 2:pp. 454-456]. However, a suitable two-dimensional difference operation and its inverse must be found to implement the concepts outlined above.

The research is divided into four areas:

1) Investigation of the various types of image textures generated using AR models where filter coefficients and size are determined a) arbitrarily, b) using a two-pole separable model, and c) using a four-pole separable model. Separability refers to the fact that the Z transform of the AR filter can be factored into components representing each dimension or direction of the image.

2) Selection of a difference operator and a realizable inverse (integration or summation) filter.

3) Application of the above autoregressively generated images to the summation filter, and evaluation of these results.

4) Attempted reproduction of actual images textures using AR models whose coefficients are determined using the statistics of the image, and comparison of these results to those obtained by a) applying the difference operator to the real image, b) finding the coefficients of the AR model that reproduce the difference image, and c) applying the difference image to the summation filter. This comparison was intended
to discover what improvements, if any, may be realized using the ARIMA model vice a purely ARMA (or AR) model.

The remainder of the thesis is organized as follows. Chapter II contains methods and results of investigating various autoregressive image models. Chapter III deals with the formulation, development, and testing of the two-dimensional summation filter. Chapter IV contains the results of applying various AR-generated images to the summation filter and addresses the application of the ARIMA model to real image textures. Chapter V outlines conclusions on the results and applicability of the ARIMA model. Although the ARIMA modeling was not highly successful in reproducing the textures studied here, plausible reasons are given for their failure and conjectures are made about those circumstances where the model would be more successful. Appendix A provides information on the computer algorithms used to implement the equations governing the above processes. Appendices B through G contain derivations of spectral and autocorrelation equations, and the corresponding graphical results, governing the AR processes in Chapter II. Appendices H and I contain graphical results associated with the inverse filter development in Chapter III.

Image data were generated using computer programs written in FORTRAN, compiled using Version 4.5 under the VAX/VMS Version 4.4 operating system. The images were displayed on the COMTAL Vision One/20. The gray level
intensity range of pixel values is 0 (darkest) to 255 (lightest), so the image data generated had to be scaled to that range for display (see Appendix A).
II. THE AUTOREGRESSIVE IMAGE MODEL

A two-dimensional signal (such as an image texture) can be modeled using a two-dimensional AR model with white noise input. The governing equations in the spatial domain are of the following form [Ref. 3:pp. 325-326]:

\[
y(n,m) = \sum_{i=0}^{P-1} \sum_{j=0}^{Q-1} a_{ij}y(n-i,m-j) + w(n,m) \quad (2.1)
\]

where \( y(n,m) \) is a signal representing the generated image texture at pixel location \((n,m)\), \( a_{ij} \) is the filter coefficient matrix, and \( w(n,m) \) is a two-dimensional white noise signal. The system function corresponding to the filter of Eq. (2.1) is given by

\[
Y(z_1, z_2) = \frac{1}{1+a_{10} z_1^{-1} + a_{01} z_2^{-1} + a_{11} z_1^{-1} z_2^{-1} + \ldots + a_{p-1 Q-1} z_1^{-1} z_2^{-1}} \cdot W(z_1, z_2) \quad (2.2)
\]

where \( z_1 \) and \( z_2 \) are the Z transform variables corresponding to spatial coordinates \( n \) and \( m \). Ideal white noise has an autocorrelation function that is an impulse and a flat (constant) power spectrum with magnitude corresponding to the variance of the white noise process [Ref. 4:pp. 22-26]. Therefore determination of the filter coefficients \( a_{ij} \) will define the generated image process. Procedures will be
outlined later to estimate the coefficients from real image data. At this point analytical methods will be used to select these coefficients and the resulting images will be studied. Figure 2-1 shows an example of a white noise input image.

Figure 2-1 White Noise Image

A. ARBITRARILY SELECTED FILTER COEFFICIENTS; P = 2, Q = 2

In order to get an initial idea of what types of images might be generated using a 2 × 2 AR filter with white noise input, filter coefficients were at first selected arbitrarily, but subject to a stability constraint. The primary constraint on coefficient selection is that of filter stability. Using the DeCarlo-Strintzis Theorem dealing with multidimensional filter stability [Ref. 3:pp. 197-198], alternately setting \( z_1 = 1 \) and \( z_2 = 1 \) and determining the location of the pole in the remaining dimension will indicate whether or not the filter is stable. If the
magnitude of the pole in the remaining dimension is less than 1, the filter is stable. Even with this condition, however, there are an infinite number of possible filter coefficient combinations. The additional constraint of $a_{10} = a_{01}$ can be used, and comparisons of results using various values of $a_{11}$ can be made.

Figure 2-2 shows the form and directionality convention used for the autoregressive filter, along with the corresponding difference equation and its Z transform.

\[ h(n,m) \]

\[
\begin{bmatrix}
a_{01} & a_{11} \\
1 & a_{10}
\end{bmatrix}
\]

\[ y(n,m) = -\sum_{i=0}^{1} \sum_{j=0}^{1} a_{ij} \cdot y(n-i,m-j) + w(n,m) \]

\[ \text{if } (i,j) \neq (0,0) \]

\[ Y(z_1, z_2) = H(z_1, z_2) \cdot W(z_1, z_2) = \frac{1}{1 + a_{10}z_1^{-1} + a_{01}z_2^{-1} + a_{11}z_1^{-1}z_2^{-1}} \cdot W(z_1, z_2) \]

Figure 2-2 Autoregressive Filter Impulse Response, Difference Equation, and Z Transform

Although it is difficult to make precise predictions in two dimensions, one can expect that the sign and magnitude of $a_{10}$ or $a_{01}$ would influence the correlation between pixels.
in the corresponding directions. For example, a positive value for $a_{10}$ might be expected to yield an image with substantial variation in the n direction (low correlation), particularly if the magnitude of $a_{10}$ is near 1. A negative value for $a_{01}$ with magnitude near 1 might yield an image with lower variations in pixel intensity (high correlation) in the m direction. Since the filter is not necessarily separable (i.e., the denominator of $H(z_1,z_2)$ cannot be factored into the form $D(z_1) \cdot D(z_2)$), conclusions drawn from this line of reasoning may not be completely correct.

Initial attempts at generating images with arbitrarily selected coefficients yielded rather uninteresting results having very little contrast or discernible pattern. Continued experimentation with combinations where $a_{10} = a_{01} < 0$ eventually yielded more interesting image textures. Figures 2-3 and 2-4 show the results of using the constraint $a_{10} = a_{01} = -0.35$ and various values of $a_{11}$ for the filter coefficients. For positive values of $a_{11}$, the images are rather "grainy," with higher magnitudes yielding a somewhat "finer" graininess. There are also some overall intensity differences observed. For the negative values of $a_{11}$, the results are much more interesting. As the magnitude increases, there is a gradually more noticeable upper left to lower right orientation of the image texture, and the variations from lower left to upper right become smoother as well. Using $a_{10} = a_{01} = -0.38$ and $a_{11} = -0.24$
Figure 2-3 Images Generated Using Arbitrarily Selected Filter Coefficients
Figure 2-4 Images Generated Using Arbitrarily Selected Filter Coefficients

\[ a_{10} = a_{01} = -0.35 \]
\[ a_{11} = -0.25 \]

\[ a_{10} = a_{01} = -0.38 \]
\[ a_{11} = -0.24 \]
yields minor variations in texture pattern and overall image intensity when compared to the previous case.

Using \( a_{10} = a_{01} = 0.35 \) and varying \( a_{11} \) from 0.0 to 0.8 (Figure 2-5), the images obtained deviate very little from the mean intensity value, and possess minor differences in graininess. With these positive coefficients some negative correlation might be expected, and the fact that these images are "grainy" indicates the existence of some negative correlation or high spatial frequency characteristics. On initial examination, however, the low contrast of the generated images tends to obscure the observed graininess.

B. TWO POLE, SEPARABLE AUTOREGRESSIVE MODEL

In general, it is difficult to relate the nature or properties of a two-dimensional filter to the precise nature of an image texture that may be generated when white noise is applied to that filter. In order to simplify the effort and to obtain a better understanding of the problem, the case where the filter (and resulting image texture) are separable is considered. For the two pole separable case considered here, the filter transfer function can be factored into expressions in \( z_1 \) alone and \( z_2 \) alone. The expressions in \( z_1 \) and \( z_2 \) each have one pole on the real axis in their respective \( Z \) domains. Figure 2-6 illustrates the filter structure, the corresponding difference equation, and its \( Z \) transform.
Figure 2-5 Images Generated Using Arbitrarily Selected Filter Coefficients

\[ a_{10} = a_{01} = 0.35 \]
\[ a_{11} = 0.0 \]

\[ a_{10} = a_{01} = 0.35 \]
\[ a_{11} = 0.2 \]

\[ a_{10} = a_{01} = 0.35 \]
\[ a_{11} = 0.5 \]

\[ a_{10} = a_{01} = 0.35 \]
\[ a_{11} = 0.8 \]
\[ h(n,m) \]

\[ \begin{bmatrix}
  a_{11} \\
  1 \\
  a_{10}
\end{bmatrix} \]

\[
y(n,m) = - \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} a_{ij} \cdot y(n-i,m-j) + w(n,m)
\]

\[(i,j) \neq (0,0)\]

\[
Y(z_1, z_2) = H(z_1, z_2) \cdot W(z_1, z_2) = \frac{1}{1+a_{10}z_1^{-1}} \cdot \frac{1}{1+a_{01}z_2^{-1}} \cdot W(z_1, z_2)
\]

\[
= \frac{1}{1+a_{10}z_1^{-1}+a_{01}z_2^{-1}+a_{10}a_{01}} \cdot W(z_1, z_2)
\]

Figure 2-6 Autoregressive Filter Form, Difference Equation, and Z Transform

Here it is relatively easy to relate stability of the filter to the location of the poles in the \( z_1 \) and \( z_2 \) planes. Since the quarter plane filter is separable and the components are causal, one-dimensional filter stability theory can be used to state that the poles in each plane must have magnitude less than 1 to ensure filter stability. Figures 2-7 through 2-9 show images resulting from this model for various values of \( a_{10} \) and \( a_{01} \). Note that the sign convention used for the filter difference equation and Z transform results in poles on the negative side of the real axis for positive values of \( a_{10} \) or \( a_{01} \), and vice versa.
Figure 2-7  Images Generated Using a Two-Pole Autoregressive Model
Figure 2-8  Images Generated Using a Two-Pole Autoregressive Model
Figure 2-9  Images Generated Using a Two-Pole Autoregressive Model

\[ a_{10} = -0.95 \quad a_{01} = 0.75 \]

\[ a_{10} = 0.95 \quad a_{01} = -0.95 \]

\[ a_{10} = 0.25 \quad a_{01} = -0.25 \]
Careful comparison of the images resulting from various combinations of $a_{10}$ and $a_{01}$ leads to the following observations:

1) When poles are located in the same place in the $z_1$ and $z_2$ planes on the negative side of the real axis, magnitudes near 1 yield a fine graininess with patchy areas and low overall contrast. As the magnitude of the pole decreases, the graininess becomes more coarse and the result is more like the original white noise input. No directional quality in the image pattern is observed.

2) When poles are located in the same place on the positive side of the $z_1$ and $z_2$ real axes, a somewhat different result is observed. For magnitudes near 1, an image of patchy light and dark areas results, with differing amounts of correlation between pixels in different areas. Slightly discernible "lines" in both the horizontal and vertical directions are also observed. For lower pole magnitudes on the positive side of the real axis, the decreased effect of the filter on the white noise input is again observed. This result is more like the white noise and has more contrast than the corresponding result using poles on the negative side of the real axis.

3) For pole placements in the $z_1$ and $z_2$ planes which are on the negative side of the real axis and are of unequal magnitude, the results have a very fine graininess and low contrast. Some slight directionality is observable in the image patterns, with lower frequency variations evident in the direction corresponding to the pole with smaller magnitude.

4) For pole placements in the $z_1$ and $z_2$ planes which are on the positive side of the real axis and are of unequal magnitude, much more directionality and variation is observable in the image pattern.

5) As the poles are placed on opposite sides of the real axis and are separated by a greater distance, directionality becomes more evident (with higher frequency variations in the direction of the more negative pole). As the pole separation becomes greater and as the pole magnitudes become closer to 1, smoother sinusoidal variations are evident.

6) When the pole magnitudes are equal and have opposite sign, the image generated using pole magnitudes close
to 1 exhibits high frequency sinusoidal variations in the direction of the negative pole. The image generated with the lower magnitude poles, as would be expected from the above results, resembled the unfiltered white noise.

In order to explain these image patterns analytically, analysis of the power spectrum and autocorrelation function of this process is useful. Since this model is separable, the analysis can be conducted in each direction separately. The power spectrum is defined by [Ref. 4:pp. 24-34]:

\[ S_Y(\omega) = \sigma^2 |H(e^{j\omega})|^2 = \sigma^2 H(e^{j\omega})H(e^{-j\omega}) \]  

(2.3a)

where

\[ H(e^{j\omega}) = H(z) \big|_{z=e^{j\omega}} \]  

(2.3b)

and for this case

\[ H(z) = \frac{1}{1 + az^{-1}} \]  

(2.3c)

Here \( \sigma^2 \) is the magnitude of the white noise power spectrum. We can assume that \( \sigma^2 = 1 \) with no loss of generality of the results, since \( \sigma^2 \) does not affect the shape of the frequency response.

The autocorrelation function is related to the filter transfer function through the equations [Ref. 5:pp. 391-395]:

24
\[ h(n) = Z^{-1}[H(z)] \quad (2.4a) \]

\[ y(n) = h(n) \ast w(n) \quad (2.4b) \]

\[ R_Y(\ell) = \sigma^2 \sum_{n=-\infty}^{\infty} h(n) \cdot h(n-\ell) \quad (2.4c) \]

Specific forms of the power spectrum and autocorrelation function are given in Appendix B. Since \( R_Y(\ell) = R_Y(-\ell) \) [Ref. 5:p. 388], calculating the expression for \( R_Y(\ell) \), \( \ell < 0 \) is not necessary. From Appendix B, the results are:

\[ S_Y(\omega) = \frac{1}{1 + 2\alpha \cos(\omega) + \alpha^2} \quad (2.5) \]

\[ R_Y(\ell) = \frac{(-\alpha)^\ell}{1 - \alpha^2} \quad \ell \geq 0 \quad (2.6) \]

Appendix C shows the results of these equations graphically for various values of \( \alpha \). The relationship between the power spectra and their corresponding autocorrelation functions conforms to the expected results from theory (i.e., low frequency spectrum with smooth autocorrelation function, and high frequency power spectrum with rapidly varying autocorrelation function) [Ref. 6:pp. 139-142]. The plots in Appendix C also demonstrate that: 1) For poles on the positive side of the real axis in the Z plane low frequencies predominate and for poles on the negative side of the real axis high frequencies predominate, and 2) Lower
magnitudes of $\alpha$ result in a broader power spectrum and a wider range of frequencies of significant magnitude. Both of these observations agree with the image results. For images generated using a more negative pole in a given direction, fine, high frequency graininess is observed in that direction (though the low contrast or low variation about the mean intensity may tend to make this effect less noticeable). When a more positive pole is used, lower frequency variations are more evident in the corresponding direction. As lower magnitudes are used for $\alpha$ in a given direction, more random variations (indicative of a wider range of significant frequency components) are observed in that direction. The form of the autocorrelation function for these cases approaches the autocorrelation function for white noise, i.e., an impulse. Negative poles should yield high frequencies since the negative side of the real axis in the $Z$ plane represents a digital spatial frequency of $\pi$, while positive poles in the $Z$ plane correspond to a digital spatial frequency of zero. Note that even when the poles are placed such that a spatial frequency of zero should predominate, there are some low frequency random variations in the resulting images. Since the power spectra of the positive poles all contain some non-zero frequency components (they are not perfect impulses at zero), this characteristic is expected.
C. FOUR POLE, SEPARABLE AUTOREGRESSIVE MODEL

For the cases considered in this section, \( H(z) \) again can be factored into expressions in \( z_1 \) and \( z_2 \). However here each factor is a 2nd degree polynomial with two poles in the denominator. Figure 2-10 illustrates the filter structure, the applicable difference equation, and the corresponding \( Z \) transform.

\[
y(n,m) = - \sum_{i=0}^{2} \sum_{j=0}^{2} a_{ij} \cdot y(n-i,m-j) + w(n,m)
\]

\[
Y(z_1,z_2) = H(z_1,z_2) \cdot \tilde{W}(z_1,z_2) = \frac{1}{1+a_{10}z_1^{-1}+a_{20}z_2^{-1}} \cdot \frac{1}{1+a_{01}z_1^{-1}+a_{02}z_2^{-1}} \cdot \tilde{W}(z_1,z_2)
\]

where

\[
a_{11} = a_{10} \cdot a_{01}; \quad a_{21} = a_{10} \cdot a_{02}; \quad a_{12} = a_{02} \cdot a_{10}; \quad a_{22} = a_{20} \cdot a_{02}
\]

Figure 2-10 Autoregressive Filter Form, Difference Equation, and \( Z \) Transform
Since all of the $a_{ij}$ coefficients are real, the poles must 1) both be on the real axis, or 2) occur in complex conjugate pairs in the $z_1$ and $z_2$ planes. Again, pole magnitudes must be less than 1 to ensure filter stability. We will assume here that the poles in each of the factors have equal magnitudes and opposite (or 0 or $\pm \pi$) phase. Letting

\begin{align*}
\alpha_1 & = \text{magnitude of poles in the } z_1 \text{ plane} \\
\theta_1 & = \text{pole angle (phase) in the } z_1 \text{ plane} \\
\alpha_2 & = \text{magnitude of poles in the } z_2 \text{ plane} \\
\theta_2 & = \text{pole angle (phase) in the } z_2 \text{ plane}
\end{align*}

and using Euler's relation, the denominators of $H(z_1)$ and $H(z_2)$ can be expressed as follows:

\begin{align*}
1 + a_{11}z_1^{-1} + a_{20}z_1^{-2} &= (1 - \alpha_1 e^{j\theta_1}z_1^{-1})(1 - \alpha_1 e^{-j\theta_1}z_1^{-1}) = 1 - 2\alpha_1 \cos(\theta_1)z_1^{-1} + \alpha_1^2z_1^{-2} \\
1 + a_{01}z_2^{-1} + a_{02}z_2^{-2} &= (1 - \alpha_2 e^{j\theta_2}z_2^{-1})(1 - \alpha_2 e^{-j\theta_2}z_2^{-1}) = 1 - 2\alpha_2 \cos(\theta_2)z_2^{-1} + \alpha_2^2z_2^{-2}
\end{align*}

Hence:

\begin{align*}
a_{10} &= -2\alpha_1 \cdot \cos(\theta_1) \\
a_{01} &= -2\alpha_2 \cdot \cos(\theta_2) \\
a_{20} &= \alpha_1^2 \\
a_{02} &= \alpha_2^2
\end{align*}

This gives a relationship between the pole magnitude and angle in the $Z$ domain and the filter coefficients in the spatial domain.
1. **Complex Conjugate Poles**

Figures 2-11 through 2-13 illustrate images generated using this model for various complex conjugate pole combinations in the \(z_1\) and \(z_2\) directions. In comparing each of these image textures in terms of the relative effect of pole positioning in each direction, the following observations can be made:

1) For images generated using poles of equal magnitude and angle in both directions, graininess with no directionality to the pattern resulted. Higher pole angles yielded finer (higher frequency) graininess and less contrast. Lower magnitude poles yielded a more random and less structured graininess pattern at the same pole angle.

2) Using a pole angle of zero (pole on positive real axis) in one direction and a pole of some non-zero angle in the other direction yielded images with highly directional sinusoidal patterns. The direction corresponding to the pole on the real axis was not totally devoid of variation, but variations were slow, i.e., of very low frequency. The spatial frequency of the sinusoidal pattern can be increased by increasing the pole angle. Large magnitude, high pole angle combinations yielded much cleaner and more structured textures than low magnitude, low pole angle combinations. Lower magnitude, high pole angle combinations yielded less structured textures where directionality was evident but the sinusoidal pattern was obscured. Low magnitude, low pole angle combinations yielded very random, non-structured textures of relatively high contrast.

3) Using poles in the \(z_1\) and \(z_2\) planes with the same magnitude but different pole angles resulted in some directionality if there was a sufficiently large magnitude and difference in the pole angles. As observed earlier, the direction with the higher pole angle had the higher spatial frequency. Large pole magnitudes (close to 1) resulted in more structured but rather low-contrast images (the low contrast seemed to obscure the high frequency nature of the pattern somewhat). Pole angles in \(z_1\) and \(z_2\) that were of close value made it difficult to detect the higher frequency (higher pole angle) direction. Low
Figure 2-11 Images Generated Using a Four Pole Autoregressive Model (Poles Listed Below Image)
Figure 2-12 Images Generated Using a Four Pole Autoregressive Model (Poles Listed Below Image)
Figure 2-13 Images Generated Using a Four Pole Autoregressive Model (Poles Listed Below Image)
magnitudes basically negated the pole angle effects and yielded a very random, unstructured, high contrast texture.

4) Where pole magnitudes were close and pole angles were different in the $z_1$ and $z_2$ planes, some directionality in the texture was observed. Again, the high pole angle direction yielded the highest frequency. When the pole angles in both $Z$ domains had similar values and the magnitudes of the poles differed, graininess with little or no discernible directionality or structure resulted.

These observations are consistent with classical pole-zero frequency response analysis [Ref. 7:pp. 323-331]. There is a direct relationship between pole angle and spatial frequency in a given direction, and the magnitude of the poles affects the amount of structure and definition of the sinusoidal pattern of a given frequency in a given direction. Higher magnitude poles result in a narrower bandwidth of the filter and yield more structure and sinusoidal pattern definition. Low pole magnitudes give the filter wider bandwidth and yield images with less structure and definition and more randomness in a given direction. While directional dependencies are evident given pole magnitude and angle in a given direction, it does not appear that a pattern in one direction is totally independent of a pattern in the other direction. This would be expected, even though the model is separable, due to the cross terms in the filter structure.

Filter power spectrum and autocorrelation analysis can be conducted in this case, as in the case of the two pole model. The derivations for $S_Y(\omega)$ and $R_Y(\cdot)$ are
somewhat more involved, and are given in Appendix D. The resulting expressions for $S_y(\omega)$ and $R_y(\tau)$ from Appendix D are:

$$S_y(\omega) = \frac{1}{1 + \alpha^2 + 2(\alpha^2 - 2[\alpha - 1] \cos(\theta) \cos(\omega) + \alpha^2 (\cos(2\theta) + \cos(2\omega)))}$$

(2.7)

$$R_y(\tau) = \frac{\alpha^2 (\cos(\theta) - \cos((2+z)\theta) - \alpha \cos(2\theta))}{2 \sin^2 \theta - 1 - \alpha^2} \frac{1}{1 + \alpha^2 - 2\alpha^2 \cos(2\theta)} (\tau > 0)$$

(2.8)

The plots of these functions for the various pole magnitudes and angles used are given in Appendix E. The $\theta = 0$ case is equivalent to having 2 poles on the real axis at a given magnitude in the Z plane. As would be expected, the power spectrum for each model showed higher magnitudes at digital frequencies close to the pole angle. Higher pole magnitudes yielded sharper, more well-defined power spectrum magnitudes at the given frequency, and lower pole magnitudes yielded less well defined more spread-out power spectra. Low pole magnitudes almost completely obliterated evidence of low frequency power spectrum components, and degraded its definition and sharpness at higher frequencies. This corresponds to the observed results in the image textures generated. The autocorrelation functions also reflect the appropriate relationship to the power spectra as outlined in the discussion for the two pole case, i.e., greater
variation in the autocorrelation function indicates greater variation between pixels a given distance apart, which in turn implies higher spatial frequencies.

2. Two Real Poles

Rather than using complex conjugate pole locations to obtain real filter coefficient values, two poles on the real axis may also be used for a given direction. They may be placed at different locations on the real axis, or they may be placed together. The latter situation is equivalent to the \( \phi = 0 \) (or \( \phi = \pm \pi \) if placed on the negative real axis) case, as mentioned above. For the two real pole case, the relevant equations are:

\[
H(z) = \frac{1}{(1-\alpha_1 z^{-1})(1-\alpha_2 z^{-1})} = \frac{1}{1-(\alpha_1 + \alpha_2)z^{-1} + \alpha_1 \alpha_2 z^{-2}} \\
= \frac{1}{1+a_0_1 z^{-1} + a_0_2 z^{-2}}
\]

where

\[
a_0_1 = -(\alpha_1 + \alpha_2) \]
\[
a_0_2 = \alpha_1 \cdot \alpha_2
\]

For these experiments a transfer function of the complex conjugate pole form was used for the \( z_1 \) direction, with \( \alpha_1 = 0.9 \) and \( \alpha_2 = 0 \). For the \( z_2 \) direction a transfer function with two poles on the real axis was used. The
image textures that result for various values of $\alpha_a$ and $\beta_b$ are given in Figures 2-14 and 2-15. Some observations can be made about these results:

1) With poles placed at the same value on the $z_2$ real axis, rather unstructured, low frequency variations are observed in the $z_2$ direction. The more positive poles result in very slow variation in the image texture, while the lower magnitude positive poles show more variation in the $z_2$ direction. When the poles are placed in the same location on the negative side of the real axis, a low contrast image with some noticeable high frequency variations results.

2) As the poles are moved farther apart on the $z_2$ real axis, high frequency variations with increasing structure and oscillatory form are evidenced in the $z_2$ direction.

3) When poles with equal magnitude and opposite sign are used, fairly structured high frequency variations are evidenced in certain areas of the image, while low frequency variations are evident in other areas in the $z_2$ direction. Higher magnitude poles yield more discernible, structured variations, while lower magnitude poles of opposite sign yield discernible but non-oscillatory high frequency variations in certain areas of the image.

Of particular interest is the fact that two poles placed at the same value on the negative real axis in the $z_2$ plane yielded some high frequency variations. This is in keeping with the fact that values on the negative real axis correspond to a pole angle (and corresponding digital frequency) of $\theta = \pi$. The presence of poles on the negative side of the real axis of the $z_2$ plane seems to give rise to the high frequency variations with gradually more structure and oscillatory appearance as the pole is moved to the left (more negative).
Figure 2-14 Images Generated Using a Four Pole (Two Real Poles) Autoregressive Model

\( \alpha_a = 0.9 \quad \alpha_b = 0.9 \)

\( \alpha_a = 0.5 \quad \alpha_b = 0.5 \)

\( \alpha_a = -0.9 \quad \alpha_b = -0.9 \)

\( \alpha_a = 0.9 \quad \alpha_b = 0.5 \)

\( \alpha_a = 0.9 \quad \alpha_b = 0.0 \)

\( \alpha_a = 0.9 \quad \alpha_b = -0.2 \)
Figure 2-15  Images Generated Using a Four Pole (Two Real Poles) Autoregressive Model

\[ \alpha_a = 0.8 \quad \alpha_b = -0.9 \]

\[ \alpha_a = 0.9 \quad \alpha_b = -0.9 \]

\[ \alpha_a = 0.5 \quad \gamma_b = -0.5 \]
The expressions for the power spectrum and autocorrelation function for the random process produced by driving the filter of Figure 2-10 with white noise are derived in Appendix F. It is shown there that the power spectral density and the autocorrelation function are given by:

\[
S_Y(\omega) = \frac{1}{1-2(\alpha_0+\alpha_1^2\alpha_2+\alpha_3\alpha_4^2)\cos(\omega)+2\alpha_1\cos(2\omega)+\alpha_2^2} + 2\alpha_1\alpha_2+\alpha_3^2+\alpha_4^2 \quad (2.9)
\]

\[
R_Y(\ell) = \frac{1}{(\alpha_0\alpha_1)^2} \frac{\alpha_1^2}{\alpha_2^2} \frac{\alpha_3^2}{\alpha_4^2} \frac{\alpha_5^2}{\alpha_6^2} \quad (2.10)
\]

Plots of these functions for the various values used in this section are given in Appendix G. The power spectrum results are consistent with the observed image spatial frequency characteristics. Both low and high frequency components were contained in some of the power spectra, and were manifested in the corresponding images as both low and high frequency variations in the \( z_2 \) direction. The nature of the autocorrelation functions related to the power spectra that contained low and high frequency components was interesting. Autocorrelation functions with much variation but all positive values, rather than the equal magnitude...
positive and negative values evidenced in earlier results, seems to reflect the higher level of correlation related to the low frequency (smoother variations) aspect of the image texture variations.

D. IMAGE TEXTURE ROTATION TRANSFORMATION

If an image signal \( x(n_1,n_2) \) consists of a rotated version of another image \( w(m_1,m_2) \) such that \( n_1 = Im_1 + Jm_2 \) and \( n_2 = Km_1 + Lm_2 \), where \( I, J, K, \) and \( L \) are integers and \( IL-KJ \neq 0 \), then the Z transform \( X(z_1,z_2) \) is given by \( W(z_1^{I},z_2^{J},z_1^{K},z_2^{L}) \) [Ref. 3:p. 182]. A 45° rotation corresponds to \( I = 1, K = 1, J = 1, L = -1 \). If we use the four pole separable result for \( H(z_1,z_2) \), as shown in Figure 2-10, and apply the above transformation \( (z_1 z_2^{1/2}, z_2^{-1/2}, z_2^{-1}) \), we find after simplification:

\[
H_R(z_1z_2) = \frac{1}{1+a_0z_1^{-2}+a_2z_1^{-3}+a_3z_1^{-4}+a_4z_1^{-1}+a_5z_1^{-2}+a_6z_1^{-3}+a_7z_1^{-4}+a_8z_1^{-1}+a_9z_1^{-2}+a_{10}z_1^{-3}+a_{11}z_1^{-4}}
\]

(2.11)

Notice that this transfer function is not separable but consists of a rotated version of a separable filter. Figure 2-16 illustrates the support of the denominator polynomial for this filter. It has the form of a non-symmetric half-plane infinite impulse response (IIR) filter, so it is recursively computable.
The application of this filter, using filter coefficients of the four pole separable filter with poles at $z_1 = 0.9e^{\frac{\pi}{2}}$, $z_2 = 0.9e^{\pm j0}$ in the original separable filter yielded the result shown in Figure 2-17.

E. SUMMARY

Autoregressive models can produce a variety of image textures. For general two-dimensional models, the system functions are generally not factorable and singularities
occur on surfaces, not at isolated points. For these reasons it is difficult to design two-dimensional filters for images and predict the resulting character of the images. Indeed, even to ensure stability of the filter is not trivial. As a result we concentrated here on separable forms, which by their nature are much easier to analyze. Certain types of texture patterns using various separable autoregressive models can be predicted based on filter pole placement in the $z_1$ and $z_2$ planes. Arbitrary or random selection of filter coefficients can yield interesting but generally unpredictable results. Obviously, an infinite number of variations on the models above could be attempted. Ultimately, the anticipated utility of the textures generated will guide the process of model and parameter selection.
III. IMPLEMENTATION OF AN FIR SUMMATION FILTER IN TWO DIMENSIONS

To implement the 2-D ARIMA model, the inverse of a filter representing a suitable difference operator is needed. One possible 2-D difference operator is the Laplacian, which has the impulse response shown in Figure 3-1 [Ref. 8:pp. 212-213].

\[
\begin{bmatrix}
0 & 0 & -1 & 0 \\
0 & -1 & 4 & -1 \\
-1 & 0 & -1 & 0 \\
0 & -1 & 0 & 0
\end{bmatrix}
\]

Figure 3-1 Laplacian Impulse Response

Its implementation involves convolving it with an image and is represented by the following difference equation:

\[
y(n,m) = \sum_{i=-1}^{1} \sum_{j=-1}^{1} b_{ij} x(n-i,m-j) \quad (3.1)
\]

where

- \(x(n,m)\) is the image input signal, and
- \(b_{ij}\) is the filter coefficient matrix \((b_{ij} = h(i,j))\)
In the Z-transform domain this can be written as:

\[
Y(z_1, z_2) = H(z_1, z_2) \cdot X(z_1, z_2)
\]

\[
= (4 - z^{-1} - z_1 - z^{-1} - z_2) \cdot X(z_1, z_2)
\]

In areas of an image where adjacent pixels have similar gray levels (low frequency, homogeneous areas), the result of this operator will be approximately zero. Where significant or sharp differences in gray levels between adjacent pixels exist, the result of this operation will be farther from zero. Thus the Laplacian difference operator is sometimes used as an "edge detector."

The problem addressed in this chapter is constructing the inverse of the operator. In the Z domain, the expression for the inverse would be [Ref. 4:p. 36]:

\[
H^{-1}(z_1, z_2) = \frac{1}{H(z_1, z_2)} = \frac{1}{4 - z^{-1} - z_1 - z^{-1} - z_2}
\]

which has an expansion as an infinite series of positive and negative powers of \( z_1 \) and \( z_2 \). That is, considering this expression as a problem in long division, the result of such division would be an expression of the form:

\[
H^{-1}(z_1, z_2) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} a_{ij}z_1^iz_2^j
\]

where
aij = coefficient values of $z_1^i z_2^j$ resulting from the long division

Note that if

$$\frac{1}{4 - z_1^{-1} - z_1 - z_2^{-1} - z_2} = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} a_{ij} z_1^{-i} z_2^{-j}$$

then cross multiplication would yield:

$$(4 - z_1^{-1} - z_1 - z_2^{-1} - z_2) \cdot \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} a_{ij} z_1^{-i} z_2^{-j} = 1 \quad (3.3)$$

The double summation expression in $z_1$ and $z_2$ will be truncated and considered to be an FIR filter with finite support and coefficients $a_{ij}$. This approximates the desired inverse filter. In particular, we will use the following constraints:

1) Choose the limits of summation to be equal in both directions, i.e.,

$$\sum_{i=-L}^{L} \sum_{j=-L}^{L} a_{ij} z_1^{-i} z_2^{-j}$$

This results in a "square" region of support for the filter (all values outside assumed zero).

2) Force the values for the filter coefficients to be symmetric, i.e., $a_{ij} = a_{-i-j} = a_{i-j} = a_{-i-j} = a_{i-j} = a_{-j-i} = a_{j-i} = a_{-j-i}$. Using these constraints and implementing the cross multiplication equation (3.3) will result in an expression in $z_1$ and $z_2$, with each combination of the $z_1^i z_2^j$ terms having a coefficient whose form is a summation of terms in $a_{ij}.$
where the coefficients of \( a_{ij} \) are either 4 or -1. The coefficient of the \( z_1^0z_2^0 \) term must equal 1 and the coefficient of any other \( z_1^{-i}z_2^{-j} \) term must equal zero to satisfy equation (3.3).

As an example, let \( L = 1 \). Equation (3.3) can then be expressed as:

\[
(4 - z^{-1} - z_1 - z^{-1} - z_2) \cdot \frac{1}{i=-1} \sum_{j=-1}^{1} a_{ij}z_1^{-i}z_2^{-j}
\]

\[
= 1 + 0 \cdot z_1^1 + 0 \cdot z_2^1 + 0 \cdot z_1z_2^1 + \cdots
\]

Performing the double summation yields

\[
\sum_{i=-1}^{1} \sum_{j=-1}^{1} a_{ij}z_1^{-i}z_2^{-j} = a_{-1-1}z_1^1z_2^1 + a_{-10}z_1^1z_2^0 + a_{-11}z_1^1z_2^{-1} +
\]

\[
+ a_{00}z_1^0z_2^0 + a_{0-1}z_1^0z_2^1 + a_{1-1}z_1^{-1}z_2^1 + a_{10}z_1^{-1}
\]

\[
+ a_{01}z_1^{-1} + a_{11}z_1^{-1}z_2^{-1}
\]

Performing the cross multiplication would yield 45 different terms in various combinations of \( z_1^{-i}z_2^{-j} \). Combining these terms to find the coefficient expression for each \( z_1^{-i}z_2^{-j} \) term soon becomes rather tedious and impractical for even moderate values of \( L \). An alternative way to proceed is to choose a \( z_1^a z_2^b \) term on the right hand side of the equation, and for each term in the expression \( 4 - z_1^{-1} - z_1z_2 - z_2^{-1} \), determine what values of \( i \) and \( j \) are required so that when each term is multiplied by \( a_{ij}z_1^{-i}z_2^{-j} \), it will result in an
expression in the chosen $z^a z^b$ term on the right hand side of the equation. Choosing $z^0 z^0 (= 1)$ on the right hand side of the equation, we have:

$$4 \cdot a_{ij} z^{-i} z^{-j} = c z^0 z^0$$
when $i = 0$ and $j = 0$; so $c = 4a_{00}$

$$-z^{-1} \cdot a_{ij} z^{-i} z^{-j} = c z^0 z^0$$
when $i = -1$ and $j = 0$; so $c = -a_{10}$

$$-z_{1} \cdot a_{ij} z^{-i} z^{-j} = c z^0 z^0$$
when $i = 1$ and $j = 0$; so $c = -a_{10}$

$$-z^{-1} \cdot a_{ij} z^{-i} z^{-j} = c z^0 z^0$$
when $i = 0$ and $j = -1$; so $c = -a_{01}$

$$-z_{2} \cdot a_{ij} z^{-i} z^{-j} = c z^0 z^0$$
when $i = 0$ and $j = 1$; so $c = -a_{01}$

So the coefficient for $z^0 z^0$ is simply a summation of the $c$ terms obtained above, i.e.,

$$(4a_{00} - a_{10} - a_{10} - a_{01} - a_{01}) z^0 z^0$$

This entire expression must equal 1 to satisfy (3.3), and since $z^0 z^0 = 1$, $4a_{00} - a_{10} - a_{10} - a_{01} - a_{01} = 1$ also.

Using the same method for the $z^1 z^1$ term on the right hand side yields:

$$4 \cdot a_{ij} z^{-i} z^{-j} = c z^1 z^1$$
when $i = -1$ and $j = -1$; so $c = 4a_{-1-1}$

$$-z^{-1} \cdot a_{ij} z^{-i} z^{-j} = c z^1 z^1$$
when $i = -2$ and $j = -1$; so $c = -a_{-2-1}$

$$-z_{1} \cdot a_{ij} z^{-i} z^{-j} = c z^1 z^1$$
when $i = 0$ and $j = -1$; so $c = -a_{0-1}$

$$-z^{-1} \cdot a_{ij} z^{-i} z^{-j} = c z^1 z^1$$
when $i = -1$ and $j = -2$; so $c = -a_{-1-2}$

$$-z_{2} \cdot a_{ij} z^{-i} z^{-j} = c z^1 z^1$$
when $i = -1$ and $j = 0$; so $c = -a_{-10}$
The resulting term in \( z_1^1z_2^1 \) is:

\[
(4a_{-1-1} - a_{-2-1} - a_{0-1} - a_{-1-2} - a_{-10})z_1^1z_2^1
\]

This expression must equal zero, since there is no \( z_1^1z_2^1 \) term on the right side of (3.3), so

\[
4a_{-1-1} - a_{-2-1} - a_{0-1} - a_{-1-2} - a_{-10} = 0.
\]

This procedure can be extended to any number of \( z_1^iz_2^j \) terms. When this is done, the resulting expressions for the coefficients of \( z_1^iz_2^j \) can be formed into a set of simultaneous equations in order to solve for the \( a_{ij} \) coefficient values. However, due to the symmetry condition imposed above, some of the equations for the coefficients of the \( z_1^iz_2^j \) terms are linearly dependent. For values of \( i \) and \( j \) that yield unique or distinct values for \( a_{ij} \), the resulting \( z_1^iz_2^j \) coefficient expressions are linearly independent. For example, the coefficient expression for the \( z_1^{-1}z_2^0 \) term is linearly independent of the coefficient expression for the \( z_1^{-1}z_2^{-1} \) term, since \( a_{10} \neq a_{11} \). But the coefficient expression for the \( z_1^{1}z_2^{0} \) term is linearly dependent on the coefficient expression for the \( z_1^{0}z_2^{-1} \) term, since \( a_{10} = a_{01} \).

Using only the linearly independent equations for a given filter size yields a set of \( p \) equations in \( p \) unknowns, where \( p \) is the number of unique and distinct \( a_{ij} \) values in the inverse filter. The value of \( p \) is related to the size of the desired inverse filter. If the size of the filter is \( N \cdot N \),
the number of unique $a_{ij}$ values using the symmetry of constraint above is:

$$p = \frac{N-1}{2} + 1 + \frac{N-1}{2} + \frac{N-1}{2} - 1 + \ldots + 1$$

$$= \frac{(N+1)(N+3)}{4}$$

For example, with $N = 7$, the unique $a_{ij}$ values in a $7 \times 7$ inverse filter can be represented by $a_{33}$, $a_{32}$, $a_{31}$, $a_{30}$, $a_{22}$, $a_{21}$, $a_{20}$, $a_{11}$, $a_{10}$, $a_{00}$. Though there are 49 elements in a $7 \times 7$ filter, all of them are equal to one of these values listed, due to symmetry. Obviously, $N$ is constrained to be odd for a square filter with a unique element $a_{00}$ in the center.

The solution of the resulting $p$ equations yields the values for the $p$ filter elements or coefficients. This defines the FIR approximation to the inverse filter. It is only an approximation due to the finite size constraint imposed, and it might be expected that the larger the filter size, the better the approximation.

An algorithmic procedure for obtaining the $a_{ij}$ coefficients is outlined below. An example follows.

1) Determine the desired size of the inverse filter.

2) For each combination of (positive) $i, j$ values corresponding to a unique $a_{ij}$ filter coefficient, identify the five term summation equation associated with each $z_1^{-1}z_2^{-j}$ term.
3) Combine equal \( a_{ij} \) values and develop a matrix of coefficients for the \( a_{ij} \) values. Let this matrix be \( A \).

4) Denoting the vector of unique \( a_{ij} \) values as \( \bar{a} \), the set of simultaneous equations in matrix form is:

\[
\bar{A}a = \begin{bmatrix}
1 \\
0 \\
. \\
. \\
0 
\end{bmatrix} \quad (3.5)
\]

where

\[
\bar{a} = \begin{bmatrix}
a_0 \\
a_1 \\
. \\
. \\
a_{N-1}
\end{bmatrix}
\]

The top row of \( \bar{A} \) corresponds to the summation of \( a_{ij} \) terms that represents the coefficient of the \( z_1^{0}z_2^{0} \) term.

5) Solve (3.5) for \( \bar{a} \).

An example of this procedure is appropriate at this point. For an inverse filter of size \( N \times N \):

Step 1

Let \( N = 5 \) (therefore \( L = 2 \))

Step 2

The coefficients corresponding to each unique \( z^{-i}z^{-j} \) term are:

\[
\begin{align*}
z_1^{0}z_2^{0} & \rightarrow 4a_{00} - a_{10} - a_{-10} - a_{01} - a_{0-1} \\
z_1^{-1}z_2^{0} & \rightarrow 4a_{10} - a_{20} - a_{00} - a_{11} - a_{1-1} \\
z_1^{0}z_2^{-1} & \rightarrow 4a_{11} - a_{21} - a_{01} - a_{12} - a_{10}
\end{align*}
\]
\[
\begin{align*}
\begin{array}{c}
\text{Step 3} \\
\text{Combining equal terms in Step 2 and expressing the coefficients of } a_{ij} \text{ in matrix form yields an } A \text{ matrix of:}
\end{array}
\end{align*}
\]

\[
A = \begin{bmatrix}
4 & -4 & 0 & 0 & 0 & 0 \\
-1 & 4 & -2 & -1 & 0 & 0 \\
0 & -2 & 4 & 0 & -2 & 0 \\
0 & -1 & 0 & 4 & -2 & 0 \\
0 & 0 & -1 & -1 & 4 & -1 \\
0 & 0 & 0 & 0 & -2 & 4
\end{bmatrix}
\]

\[
\text{Step 4}
\]

With \( A \) given in Step 3, the \( \bar{a} \) vector for (3.5) is

\[
\bar{a} = [a_{00} \ a_{10} \ a_{11} \ a_{20} \ a_{21} \ a_{22}]
\]

\[
\text{Step 5}
\]

Solving (3.5) for \( \bar{a} \) involves inverting \( A \) and multiplying it by \([1 \ 0 \ 0 \ 0 \ 0 \ 0]^T\). Thus:

\[
\bar{a} = A^{-1} \cdot [1 \ 0 \ 0 \ 0 \ 0 \ 0]^T
\]
Appendix H illustrates the forms of the resulting inverse filters of various sizes, as well as the normalized and unnormalized filter cross sections.

One way to validate the resulting inverse filter is to convolve it with the original Laplacian difference operator. The result should approximate an impulse at the origin. Appendix I shows the results of this convolution using 3×3, 5×5, 7×7, 9×9, 15×15, and 21×21 size inverse filters. It is seen there that as the size of the filter gets larger, it becomes a better approximation to the true inverse and the convolution looks more like an impulse.

To test the application of this filter on an actual image, a test image was filtered using the Laplacian difference operator. Then the resulting image data were filtered again using various size inverse filters. The results are shown in Figures 3-2 and 3-3. Note that the image resulting from Laplacian FIR filtering seems more stationary than the test image, which was one of the desired results. Inverse filtering of that result yields images that are progressively more similar to the original test image as the size of the inverse filter increases. However, a rather large inverse filter is needed to accurately reproduce the image. The result of the 21×21 inverse filter is quite similar to the test image, with some loss of contrast or darkness in certain areas, but with essentially the same pattern. The effect of the size limitation of the
Figure 3-2  Results of Filtering Test Image with Laplacian FIR Filter and its Inverse
Figure 3-3 Results of Filtering Test Image with Laplacian FIR Filter and its Inverse
inverse filter, as manifested in the convolution of the Laplacian and its inverse above, would seem to explain the lack of perfect test image reproduction. Larger inverse filter sizes could be tried, but large inverse filter sizes relative to image size would result in a significant portion around the edge of the image having only a part of the filter applied to it. This would adversely affect the overall quality of image reproduction.
IV. APPLICATION OF THE ARIMA MODEL TO IMAGE TEXTURES

As outlined in Chapter I, the utility of the ARIMA model centers around the fact that a difference operator applied to an image texture may improve the stationarity of the image statistical characteristics. A stationary image texture is required for accurate modeling by autoregressive techniques, and it was hoped that application of the autoregressively generated texture to an approximate inverse of the difference operator may yield a more accurate or recognizable representation of the original nonstationary image, as compared to a purely autoregressively generated version.

A. APPLICATION OF LAPLACIAN INVERSE FILTER TO AUTO-REGRESSIVELY GENERATED IMAGES

As an initial examination of the effects of the inverse filter developed in Chapter III on image textures, selected images generated in Chapter II were input to the 21 x 21 version of that filter. Figures 4-1 through 4-3 illustrate the results. All attempts resulted in a blurred or smoothed version of the original image. Since the inverse of a difference operation is a summation or "integration" operation, and since integration operations can be expected to smooth or blur (low pass filter) signals [Ref. 8:pp. 136-154], the results are not surprising. However,
Figure 4-1 Images from Figure 2-7 (top 4) Applied to Summation Filter
Figure 4-2 Images from Figure 2-11 (top 4) Applied to Summation Filter
Figure 4-3 Images from Figure 2-14 (top 4) Applied to Summation Filter
except to the extent that blurring is useful or desirable, applying the summation filter to image signals that are not based on the application of the corresponding difference filter to that signal seems to be of little utility.

In the remainder of this chapter we consider application of the summation filter to regenerate actual image textures.

B. AUTOREGRESSIVE FILTER PARAMETER ESTIMATION PROCEDURES

The first step in testing the ARIMA model is to estimate the autoregressive, quarter plane filter parameters required to model the real image textures and the signal resulting from application of the Laplacian operator to those images. For a zero-mean signal, these model parameters are found by solving a set of Normal equations. In these equations the white noise covariance is referred to as the prediction error covariance. The Normal equations can be expressed as

\[
\begin{bmatrix}
\tilde{a}_0 \\
\tilde{a}_1 \\
. \\
. \\
\tilde{a}_{p-1}
\end{bmatrix} =
\begin{bmatrix}
\tilde{s} \\
0 \\
. \\
. \\
0
\end{bmatrix}
\]  

(4.1)

where the \( R \) matrix is the correlation matrix for the signal (block Toeplitz with Toeplitz blocks), the \( \tilde{a} \) vector consists of appropriately ordered filter coefficient vectors, and \( \tilde{s} \) is a vector containing the prediction error covariance as
the first and only nonzero element. Here \( \vec{a}_i = [a_{i0} \ a_{i1} a_{i2} \ldots a_{iQ-1}]^T \) and \( \vec{\theta} = [\theta^2 0 0 \ldots 0]^T \).

Calculating the correlation matrix and prediction error covariance from the image signals, and solving (4.1) for the \( \vec{a} \) vectors, provides all the parameters needed for the 2-D AR model. The multichannel form of the Levinson recursion can be used to solve these equations more efficiently [Ref. 2:p. 454].

C. APPLICATION TO REAL IMAGE TEXTURES

Actual image textures used here are from the image data base at the University of Southern California's Signal and Image Processing Institute [Ref. 9:pp. 13-14]. The images selected from this data base are contained in a book by Brodatz [Ref. 10]. Portions of the images of size \( 128 \times 128 \) pixels were obtained and used as a basis for processing. Filter coefficients were calculated for the real image textures shown in Figures 4-4 and 4-5. Various filter sizes were tried to determine which yielded the best results in generating a particular image, and a quarter-plane filter size of \( 4 \times 4 \) was selected. Results of autoregressive filtering of white noise using the appropriate calculated coefficients to model each texture are given in Figures 4-6 and 4-7. Images generated by applying the Laplacian difference operator to the real images are shown in Figures 4-8 and 4-9. Autoregressive generation of these images using
Figure 4-4  Actual Image Textures
Figure 4-5  Actual Image Textures
Figure 4-6 Image Textures Generated Using an AR Model
Figure 4-7 Image Textures Generated Using an AR Model
Figure 4-9 Actual Images After Laplacian Filtering
filters with the corresponding calculated coefficients are
given in Figures 4-10 and 4-11. Finally, the application of
the signal represented by the images in Figures 4-10 and 4-
11 (without the 0-255 scaling reflected in these figures) to
the $21 \times 21$ inverse filter described in Chapter III yields
the images shown in Figures 4-12 and 4-13. Comparison of
all of the above results yields the following observations:

1) Autoregressive modeling of the water, grass and sand
textures yielded good results. Some of the other tex-
tures with more structure and sharp local variations
were not reproduced well.

2) Autoregressive reproduction of images created after
application of the difference operator, with the
exception of the water image, yielded generally poor
results. As observed in Chapter III, the application
of the difference operator produces a seemingly more
stationary result, but the edge structure that remain-
ed in most of the images after application of the dif-
ference operator was in general not reproducible using
a purely AR model.

3) Application of the inverse filter to the image signal
generated by AR model reproduction of the difference
operator results yielded smoothed versions of those
results. This is similar to what was observed in Sec-
tion A of this chapter when images were applied to the
inverse filter that were not based on the specific
data generated by the difference operator.

As a final test of the ARIMA model, a $64 \times 64$ contrast
e enhanced aerial photograph of trees, with smoother
variations and in general less edge structure than the other
images tested, was tried. The results are shown in Figure
4-14. Though this image seemed somewhat better adapted to
the model, overall the same observations outlined above
apply.
Figure 4-10  Laplacian Filtered Image Textures
Generated Using an AR Model
Figure 4-11 Laplacian Filtered Image Textures Generated Using an AR Model
Figure 4-12  Image Textures Generated Using an ARIMA Model
Figure 4-13 Image Textures Generated Using an ARIMA Model
Figure 4-14 Final Test of ARIMA Model on Contrast Enhanced Trees (Magnification X2)
D. SUMMARY

The effectiveness of AR reproduction of image data using white noise input and filter coefficients calculated based on the statistics of the image signal is highly dependent on the nature of the image data. The water image, for example, with its smoothly varying and rather homogeneous nature, was quite well adapted to AR reproduction. Other images with more structure, abrupt variations, and more non-homogeneous characteristics, were not autoregressively reproducible to any great extent.

Using the ARIMA model, it seems that the operation of the inverse filter is very sensitive to the nature of the input data. Input data that are strictly based on the difference operator output can reproduce the original image, as was found in Chapter III. However, the AR model used to generate the inverse filter input (based on the statistics of image signal produced using the difference operator) does not generate image data accurately enough to reproduce images that resemble the real images tested.
V. CONCLUSIONS

This thesis sought to explore experimentally and to understand how linear filtering models could be used to generate texture in images. Of particular interest was the investigation of 2-D ARIMA models to see if they might be of any utility in this effort. Some time was spent exploring separable 2-D models to understand how transfer function pole placement affected image texture characteristics. Image textures generated using these models and applied to the summation filter yielded blurred or smooth textures with seemingly little variety or utility. The ultimate test of the model was its ability to reproduce actual image textures. The purely AR portion of the model reproduced a few types of actual textures well. However, the full ARIMA model failed to generate image textures that resembled the source images used. Many of the textures had strong edge differences that were not accurately reproducible by the AR model. Also, the summation filter developed seemed very sensitive to deviations in image signal data from that generated by application of the difference operator; that is, the procedure seemed not to be "robust."

Since many of the images tested here have definite edge structure, the difference image had lines which were not reproduced well by the AR model. Correspondingly the
integrated AR model did not reproduce the original image. For this type of image, a combination of a line point process model [Ref. 11] with the integrator, would possibly have been more suitable. The image of trees had not such edge structure and produced somewhat better results. Further experimentation with images of this type and the ARIMA model would perhaps be appropriate.
APPENDIX A

COMPUTER PROGRAMS, SUBROUTINES, AND FUNCTIONS

Listed below are the names, associated computer systems, and functions of the various computer algorithms used to accomplish this thesis research. All programs were written by the thesis author unless otherwise noted. Program source codes are given at the end of this appendix (except for the MAKFIIL* series).

A. PROGRAMS

1. AUTOREG (VAX/VMS FORTRAN)

The program did the following:

1) Generated a 128·128 zero mean white noise matrix using subroutine PGAUSS.

2) Multiplied the white noise by the appropriate image data standard deviation when necessary.

3) Converted that matrix into a displayable image file using subroutines SCALE and INTBYTE, when necessary.

4) Read filter parameters from an input file into an array.

5) Implemented the equation:

\[
 y(n,m) = - [\begin{array}{c} & -1 & \\
 0 & a_{ij} & 0 \\
 & -1 & \\
\end{array}] \cdot \text{win}(n-4,m-4) \cdot \text{whn}(n,m) \quad (A.1)
\]

using the white noise array and the filter coefficient array as inputs.
6) Converted the array result from 4) into a displayable image file using subroutines SCALE and INTBYTE.

7) Used subroutine SUBINTFILE to create image data files from filter results for further processing.

8) Used subroutine NONC to apply the summation filter to image data when necessary.

2. NONCAUSAL (VAX/VMS FORTRAN)

This program did the following:

1) Read filter coefficient values into an array.

2) Read image data from an input image file, converted it to integer values using subroutine BYTEINT, calculated the mean from the data, and placed the data into a real array.

3) Implemented the equation:

\[ y(n,m) = \sum_{i=-L}^{L} \sum_{j=-L}^{L} a_{ij} x(n-i,m-j) \]  

(A.2)

using the image data array and the filter coefficient array.

4) Called the subroutine NONC to implement the equation in Step 3) a second time, when necessary.

5) Converted the result of Step 3) to a displayable image file using subroutine SCALE and INTBYTE.

3. CONV (VAX/VMX FORTRAN)

This program performs the same basic functions as NONCAUSAL, without having the capability of calling subroutine NONC. It was used for convenience in convolving certain filter structures with certain test images directly.
4. **MAKFIL* (VAX/VMS FORTRAN)**

This family of programs was used to create various autoregressive and FIR filter coefficient files, using source data manually entered into the program.

5. **SPECOR2 (IBM SYSTEM/370 3033 VS FORTRAN 1.4.1)**

This program implemented the equations derived in Appendix B and created data files used in developing the corresponding graphs.

6. **SPECOR3 (IBM SYSTEM/370 3033 VS FORTRAN 1.4.1)**

This program implemented the equations derived in Appendix D and created data files used in developing the corresponding graphs.

7. **SPECOR3A (IBM SYSTEM/370 3033 VS FORTRAN 1.4.1)**

This program implemented the equations derived in Appendix F and created data files used in developing corresponding graphs.

8. **VARIMGS (VAX/VMS FORTRAN)**

This program was used to display image data files on the COMTAL (not written by author).

9. **PIECE (VAX/VMS FORTRAN)**

This program was used to make 128 x 128 image data files from larger image data files.

10. **INTFILE (VAX/VMS FORTRAN)**

This program created appropriately formatted integer files from input image data for further processing.
11. TRANS (VAX/VMS FORTRAN)

This program changed the format of filter coefficient data files into a form readable by the image processing programs.

12. NSHP (VAX/VMS FORTRAN)

This program was used to convert quarter-plane autoregressive filter coefficient data to non-symmetric half-plane autoregressive filter coefficient data based on the transformation outlined in Chapter II, Section D.

B. SUBROUTINES

1. PGAUSS (VAX/VMS FORTRAN)

This subroutine, written by C.W. Therrien, was used to generate zero mean, unit variance white noise using RAN (a random number generator function) SQRT, COS, and SIN FORTRAN functions.

2. SCALE (VAX/VMS FORTRAN)

This subroutine takes an image data array and converts it to an integer array with values between an input maximum (MAX) and minimum (MIN) using the following scaling formula:

\[ I(i,j) = \frac{(A(i,j) - LOW) \times (MAX - MIN)}{HIGH - LOW} + MIN \]  \hspace{1cm} (A.3)

A(i,j) is the input image data array, I(i,j) is the output integer array, and HIGH and LOW are the high and low values of A(i,j), respectively (calculated in this subroutine).
This is done to provide appropriate values for image files that will be displayed on the COMTAL Vision One/20, since the gray scale intensity level of each pixel is represented by an 8-bit word. So values possible (in base 10) range from 0 (darkest), to 255 (brightest).

3. **INTBYTE AND BYTEINT (VAX/VMS FORTRAN)**

These subroutines are necessary since data in an image file are stored in two's complement form. The related variable type in FORTRAN for these values is BYTE. To process image data using FORTRAN implementation of the appropriate formulas, these byte values must be converted to integer (and eventually real using the FLOAT function) form. Results of image processing formulas in real form must be converted to integer (using the INT function) and then byte form to be placed in image data files. INTBYTE converts integer type variables to byte type variables using the following criterion (I is an integer and B is a byte):

- If $I \leq 127$ and $I \geq 0$ then $B = I$
- If $I > 127$ and $I \leq 255$ then $B = I - 256$

BYTEINT converts byte type variables to integer type variables using the following criterion:

- If $B \geq -128$ and $B < 0$ then $I = B + 256$
- If $B \geq 0$ and $B \leq 127$ then $I = B$

4. **SUBINTFILE (VAX/VMS FORTRAN)**

This subroutine performed the same function as INTFILE, but could be called by a program to operate on
processed image data arrays, rather than just image file data inputs.

5. **NONC (VAX/VMX FORTRAN)**

This subroutine performs essentially the same functions as NONCAUSAL, except that it can be called by a program to operate on an image data array.

C. APL FUNCTIONS

The APL systems on the IBM System/370 3033 and VAX/UNIX were used for matrix manipulations and operations, for graphing filter structures and convolution results, and for calculating autoregressive filter coefficients from image data. All APL functions except MAKMAT were written by C.W. Therrien.

1. **MAKMAT (IBM)**

This function was used to create the large coefficient matrices ($A$) used in calculating the FIR filter coefficients as outlined in Chapter III.

2. **CC2 (IBM)**

This function was used to circularly convolve the Laplacian FIR filter and its various inverses. Appropriate zero-padding of these filters makes the resulting circular convolution equivalent to linear convolution [Ref. 2:pp. 70-72], which was the desired operation.

3. **GETDATA (VAX/UNIX)**

This function is used to transfer image data files from a UNIX subdirectory to an APL workspace.
4. **PUTDATA (VAX/UNIX)**
   This function is used to transfer filter coefficient data files from an APL workspace to a UNIX subdirectory.

5. **MEAN (VAX/UNIX)**
   This function is used to calculate the mean of an image data file for use in the APL function COVF.

6. **COVF (VAX/UNIX)**
   This function is used to calculate terms in the 2-D covariance function for use in the APL function CORR.

7. **CORR (VAX/UNIX)**
   This function is used to estimate the 2-D covariance function of the image data.

8. **MVLEV (VAX/UNIX)**
   This function is used in APL function FF2DLEV to calculate necessary parameters for the 2-D Levinson recursion from the covariance function of the image data.

9. **FF2DLEV (VAX/UNIX)**
   This function performs the 2-D Levinson recursion to solve for the filter coefficient vector.
AUTOREG

THIS PROGRAM GENERATES AN IMAGE TEXTILE USING WHITE NOISE AS AN INPUT.
TO AN AUTOREGRESSIVE FILTER HOMSE PARAMETERS ARE OBTAINED FROM THE
FILE FILE. SUBROUTINE SURFACES IS USED TO GENERATE THE INPUT WHITE
NOISE AND SUBROUTINES SCALE AND INVERSE ARE USED TO PREPARE IMAGE
DATA FOR DISPLAY. SUBROUTINE SURFACES IS USED IF AN
INTEGER FILE RESULT IS DESIRED, AND SUBROUTINE NONC IS USED IF A
LAPLACIAN INVERSE FILTERING STEP IS NEEDED.

DEFINE VARIABLES
byte a(0:127), bim(0:127, 0:127)
integer n, sees, rsize, csize, ml, sm, ir, j, j0, row, col, integ(0:127, 0:1
(27)
real w1, w2, w3(0:127, 0:127), ssuam, i(0:127, 0:127), coef(0:9, 0:9
1), var, max, max1, out(0:127, 0:127)

OPEN FILES
open(unit=1, name=’final.dat’, access=’direct’, recsize=32, maxrec=129)
open(unit=2, name=’final.dat’, access=’direct’, recsize=32, maxrec=129)
open(unit=3, file=’final.dat’, status=’old’)

DEFINE PARAMETERS
seed=1234567
rsize=127
csize=127
ml=1
sm=1
max=229,330

CREATE WHITE NOISE ARRAY
do 10 is0=rsize
    do 20 js0=csize
        js1=js0+1
        call gauss(seed, w1, w2)
        w3(is0, js0) = w1
        w3(is0, js1) = w2
    20 continue
10 continue

SCALE ARRAY AND CONVERT TO BYTE FORMAT
call scale(w, integ, var)
call intxy(w, integ, bim)

WRITE THE WHITE NOISE IMAGE ARRAY TO A FILE
do 30 i0=0, rsize
    do 40 j0=0, csize
        bim(i0, j0) = w3(i0, j0)
    40 continue
30 continue

WRITE FILTER PARAMETERS 1:128 IN ARRAY
do 50 i=0, nsize
    do 60 j=0, csize
        f(i, j) = coef(i, j)
    60 continue
50 continue

50 continue

MULTIPLY WHITE NOISE BY REAL IMAGE STANDARD DEVIATION
var_sig(coef(0, 0))
do 70 i=0, nsize
    do 80 j=0, csize
        w(i, j) = w(i, j) * var
    80 continue
70 continue

84
AUTOREG (CONT.)

70 continue

C APPLY NOISE TO THE ADJACENT FILTER
C i = 0 , size
C 120 = 0 , size
C size = 0,000
C 130 = 0 , size
C
C if ( ( i, eq, 0 ) and ( j, eq, 0 ) ) go to 100
C 110 = n + 1
C c = - j
C 130 = n + 1
C if ( ( row, lt, 0 ) or ( col, lt, 0 ) ) go to 140
C 120 = size - ( row, col ) + sum
C
140 continue
C 130 continue
C 110 continue

C FILTER THE IMAGE DATA ARRAY USING THE LAPLACIAN INVERSE FILTER
C call noncausal ( in, out )
C SCALE THE RESULTING IMAGE ARRAY AND CONVERT TO BYTE FORM
C call scale ( inout, int, min, max )
C call intbyte ( int, min )
C WRITE THE GENERATED IMAGE INTO A FILE
C 150 = 0 , size
C 160 = 0 , size
C a ( j ) = row ( i,j )
C 160 continue
C write ( 2 * 1 + 1 ) ( a ( n, n ) = 0 , size )
C 150 continue

C CLOSE FILES
C close ( unit = 1 )
C close ( unit = 2 )
C close ( 3 )
C stop
C end

NONCAUSAL

C THIS PROGRAM GENERATES AN IMAGE FILE USING A NONCAUSAL FILTER
C THE FILTER PARAMETERS ARE OBTAINED FROM A DATA FILE. THE FILTER IS
C APPLIED TO AN IMAGE, SHARPENING SCALING, INTENSITY, AND BYTE FORM
C IS USED TO PREPARE IMAGE DATA ARRAYS FOR DISPLAY, SUBROUTINE NONC
C IS USED IF AN INTERMEDIATE FILTERING STEP IS DESIRED.
C
C DEFINE VARIABLES
C byte ( 0:127, 0:127, 0:127 )
C integer, n, size, csize, n, i, row, col, size ( 0:127, 0:127, 0:127 )
C index, index2
C real, sum, mean, sum ( 0:127, 0:127, 0:127, 0:127, 0:127, 0:127, 0:127, 0:127 )
C OPEN FILES
C open ( unit = 1 , name = ' pathname ', type = ' old ', access = ' read ' )
C open ( unit = 1 , name = ' pathname ', type = ' new ', access = ' write ' )
C open ( unit = 3 , file = ' pathname ', type = ' write ' )
C 85
NONCAUSAL (CONT.)

c \text{DEFINE PARAMETERS}
\begin{align*}
\text{index1} & = 1 \\
\text{index2} & = 128 \\
\text{rsize} & = 127 \\
\text{csize} & = 127 \\
\text{fsizes} & = 1 \\
\text{size} & = 25,020 \\
\text{imin} & = 0.020 \\
\end{align*}

c \text{READ FILTER PARAMETERS INTO AN ARRAY}
\begin{align*}
\text{do } 10 \text{ i=size,fsizes} \\
\text{do } 20 \text{ j=size/fsizes} \\
\text{read}(3,25) \text{ coef}(i,j) \\
\text{format}(320,1.2) \\
\text{continue} \\
\text{10 continue} \\
\end{align*}

c \text{READ IMAGE TO BE FILTERED INTO AN ARRAY AND CONVERT TO INTEGER}
\begin{align*}
\text{do } 30 \text{ i=0,rsize} \\
\text{read}(1,i+1) \text{ (s(n),n=0,127)} \\
\text{do } 40 \text{ j=0,csize} \\
\text{bin(i,j)=s(j)} \\
\text{continue} \\
\text{40 continue} \\
\text{30 continue} \\
c \text{call syreint(31,4,int)} \\
\end{align*}

c \text{CONVERT THE INTEGER ARRAY INTO A REAL ARRAY AND COMPUTE THE MEAN}
\begin{align*}
\text{mean}=20.000 \\
\text{high}=19000.000 \\
\text{low}=10000.000 \\
\text{do } 50 \text{ i=0,rsize} \\
\text{do } 60 \text{ j=0,csize} \\
\text{realj=3.25) \text{ coef(i,j*20}} \\
\text{continue} \\
\text{50 continue} \\
\text{60 continue} \\
\text{mean}=\sum_{i}^{128} \sum_{j}^{127} \text{ coef(i,j)} \\
\text{write}(55) \text{ mean,high,low} \\
\text{55 format('} \text{ \original image data} \text{ mean='},4,12.5, ' \text{ high='},4,12.5, ' \text{ low='},4,12.5) \\
\end{align*}

c \text{SURFACE THE MEAN AND THE DIFF}
\begin{align*}
\text{do } 70 \text{ i=0,127} \\
\text{do } 80 \text{ j=0,127} \\
\text{coef(i,j)=s(i,j)-mean} \\
\text{continue} \\
\text{70 continue} \\
\text{80 continue} \\
c \text{FILTER THE IMAGE ARRAY}
\begin{align*}
\text{do } 90 \text{ i=index1,index2} \\
\text{do } 100 \text{ j=index1,index2} \\
\text{gsum=0.000} \\
\text{do } 110 \text{ i=size,fsizes} \\
\text{do } 120 \text{ j=size/fsizes} \\
\text{gsum=gsum+} \\
\text{coef(i,j)} \\
\text{continue} \\
\text{110 continue} \\
\text{120 continue} \\
\text{trv(n,m)=gsun} \\
\text{100 continue} \\
\text{90 continue} \\
c \text{CALL SYHODINT TO INVERSE FILTER FILTERED IMAGE ARRAY}
\begin{align*}
\text{call nons(} \text{trv,} \text{m)}
\end{align*}
NONCAUSAL (CONT.)

c ADD THE MEAN OF THE INPUT IMAGE TO THE FILTERED RESULT
   go 143 i=0,1size
   go 145 j=0,1size
   a(i,j)=a(i,j)+int(mean)        155 continue

   145 continue

c CREATE AN IMAGE DATA FILE
   call subint(file(1))

c SCALE THE RESULTING IMAGE ARRAY AND CONVERT TO BYTE FORM
   call scale(1.,integer,max-min)
   call intbyte(integer,byte)

c WRITE THE GENERATED IMAGE INTO A FILE
   do 150 i=0,1size
       do 160 j=0,1size
           a(i,j)=intbyte(a(i,j),byte)

   150 continue

   write(2,'(i3)') (a(n),n=1,1size)

   160 continue

c close files
   close(unit=1)
   close(unit=2)
   close(3)

   end

CONV

c THIS PROGRAM GENERATES AN IMAGE FEATURE USING A NONCAUSAL FILTER
   FILTER PARAMETERS ARE OBTAINED FROM A DATA FILE. THE FILTER IS
   APPLIED TO AN IMAGE. SUBROUTINES SCALE, INTBYTE, AND BYTETO
   ARE
   USED TO PREPARE IMAGE DATA ARRAYS FOR DISPLAY.

c DEFINE VARIABLES
   byte a(0:127),n=0:127,6:127
   integer size,1size,2size,
   real max-min,int(max-min),sum(0:127)

c OPEN FILES
   open(unit=1, name='input.dat', file='input.dat', status='old', access='file')
   read(unit=1, size=52, name='input.dat', var='max-min', status='old', access='file')
   open(unit=2, name='input.dat', file='input.dat', status='old', access='file')
   open(3, file='input.dat', status='old', access='file')

c DEFINE PARAMETERS
   size=127
   1size=127
   2size=127

c READ FILTER PARAMETERS INTO AN ARRAY
   go 10 n=1,1size
   go 20 j=1,1size
   read(3,25) conf(i,j)

   25 format(12,'e12.12')

   20 continue

   10 continue

   c READ IMAGE TO BE FILTERED INTO AN ARRAY AND CONVERT TO INTEGER
   go 30 i=0,1size
   read(1,11) (a(n),n=1,127)
   go 40 j=1,1size
   bint(i,j)=a(i,j)

   40 continue

   30 continue

c call subroutine(intbyte)
CONV (CONT.)

c CONVERT THE INTEGER ARRAY INTO A REAL ARRAY AND COMPUTE THE MEAN
nsum=0.0
DO 50 j=0,rsizex
  DO 50 i=0,csizex
     r(i,j)=float(integ(i,j))
      nsum=nsum+r(i,j)
  50 CONTINUE
nmean=nsum/(float((rsizex+1)*(csizex+1)))
WRITE(*,55) nmean
55 FORMAT(1X,2F9.0)

C SUBTRACT THE MEAN FROM THE IMAGE ARRAY
DO 70 j=0,rsizex
  DO 70 i=0,csizex
     r(i,j)=r(i,j)-nmean
  70 CONTINUE

C FILLED THE IMAGE ARRAY
DO 90 j=0,rsizex
  DO 90 i=0,csizex
     nsum=255
  90CONTINUE

C SCALE THE RESULTING IMAGE ARRAY AND CONVERT TO BYTE FORM
CALL scale(nsum,integ)
CALL input(integ,ninex)

C WRITE THE GENERATED IMAGE INTO A FILE
DO 110 j=0,rsizex
  DO 110 i=0,csizex
     a(i,j)=int(nsum)
  110 CONTINUE
WRITE(2','(I1)) (a(i,j),j=0,rsizex)

160 CONTINUE

C CLOSE FILES
CLOSE(unit=1)
CLOSE(unit=2)
CLOSE(3)
STOP
END
C THIS PROGRAM SOLVES EQUATIONS FOR SPECTRAL CONTENT AND CORRELATION
C IN ONE DIRECTION OF A GIVEN AUTOREGRESSIVE IMAGE MODEL. IT WRITES
C THESE RESULTS TO DEVICES 3 AND 4 RESPECTIVELY.
C DEFINE VARIABLES
   INTEGER I,K
   REAL*8 PI,ALPHA,THETA,ALPHAS,SKN,RXX(-49:49),Z,ALPHA2
C DEFINE PARAMETERS
   PI=3.141592654
   ALPHA=0.9999999
   ALPHAS=ALPHA**2
C START X AXIS LOOP AND DEFINE X VALUES
   DO 10 I=0,99
      W=(-1.0*PI)+(2.0*PI)*(FLOAT(I)/99.0))
C DO SPECTRAL ANALYSIS
   SXW=1.0/(1.0-(2.0*ALPHA*COS(W))+ALPHAS)
   WRITE(3,15)W,SXW
   15 FORMAT(FIo.5,1X,F10.5)
   10 CONTINUE
C DO CORRELATION FUNCTION SOLUTION
   DO 23 K=-49,49
      ALPHA2=ALPHA**2
      RXX(K)=(ALPHA2/(1.0-ALPHAS))
      Z=ALPHA2
      RXK(I)=RXX(K)
      23 CONTINUE
   DO 30 K=-49,49
      Z=FLOAT(K)
      WRITE(4,25)Z,RXX(K)
      25 FORMAT(F10.0,1X,F10.15)
   30 CONTINUE
   STOP
   END
C THIS PROGRAM SOLVES EQUATIONS FOR SPECTRAL CONTENT AND CORRELATION
C IN ONE DIRECTION OF A GIVEN AUTOREGRESSIVE IMAGE MODEL. IT WRITES
C THESE RESULTS TO DEVICES 1 AND 6 RESPECTIVELY.
C DEFINE VARIABLES
INTEGER I,J,M
REAL*8 PI,ALPHA,TTHETA,ALPHA4,ALPHA5,THETHA,COS2C,W,A,B
* COS2W,SKH1,SKH,K,ALPHA1,KTHETA,ALPHA2,KP2TH,KTMP,INTERM,RKK(-69:
*49),Z
C DEFINE PARAMETERS
PI=3.141592654
ALPHA=0.9
THETA=0.0*(PI/12.0)
IF(THETA.EQ.0.0) THETA=0.000001
ALPHA=ALPHA**2
ALPHA=ALPHA+ALPHA
ALPHA=ALPHA**2
COS2C=COS(2.0*THETA)
THETHA=2.0*THETA
C START X AXIS LOOP AND DEFINE X VALUES
C DO 10 I=1,99
C M=(-1.0*I)/(2.0*PI*(FLOAT(I)/99.0))
C DO SPECTRAL ANALYSIS
C A*THETA=M
C B*THETA=M
C COS2W=COS(2.0*PI)
C SKH1=ALPHA1-(COS(A)*ALPHA1)*(ALPHA1*COS2C)-(COS(B1)*ALPHA1)*(ALPHA1
*COS2W)
C SKH1=1.0/(1.0+ALPHA1+(2.0*SKH1))
C WRITE(3,15)M,SKH1
C 15 FORMAT(F10.5,F10.5)
C 10 CONTINUE
C DO CORRELATION FUNCTION SOLUTION
C DO 10 J=1,99
C K=FLOAT(J)
C ALPHA=ALPHA**J
C KTHETA=K*THETA
C KP2TH=((2.0*K)*KTHETA)+PI
C KTMP=KTHETA+PI
C INTERM=(COS(KP2TH)-(ALPHA*COS(KTMP)))/(1.0+ALPHA-(2.0*ALPHA
*COS(KTMP))
C RKK(J)=ALPHA/(2.0*(SIN(KTHETA)**2)+(COS(KTHETA)/(1.0-ALPHA
*51)*INTERM)
C GO TO 16
C 15 RKK(J)=ALPHA/(2.0*(1.0-ALPHA)**2))
C 16 M=-1*J
C RKK(J)=RKK(J)
C 10 CONTINUE
C DO 40 J=49,99
C Z=FLOAT(J)
C WRITE(4,45)Z,RKK(J)
C 45 FORMAT(F10.5,F10.15)
C 40 CONTINUE
C STOP
C END
C THIS PROGRAM SOLVES EQUATIONS FOR SPECTRAL CONTENT AND CORRELATION
C IN ONE DIRECTION OF A GIVEN AUTOREGRESSIVE IMAGE MODEL. IT WRITES
C THESE RESULTS TO DEVICES 3 AND 4 RESPECTIVELY.
C
C DEFINE VARIABLES
INTEGER I,J,N
REAL*8 PI,AB,AMBS,AS,AK1,AK2,BK1,BK2,INTERM,RKK(-49:49),Z,A
RK,KP2,KP1,OPAS,OMAS

C DEFINE PARAMETERS
PI=3.141592654
A=-0.9
B=-0.89999
AMBS=1.0-B**2
AS=A**2
BS=B**2

C START X AXIS LOOP AND DEFINE X VALUES
DO 10 I=0,49
   X=(I+1.0)*((2.0*(FLOAT(I)/99.0)))
END

C DO SPECTRAL ANALYSIS
COS2W=COS(2.*WN)
SKM=1.0+((1.0+A*B*(AMBS)*(AS)+((A*B)+B*WS)+(2.0*A*B*COS2W))
SKM=1.0/(SKM)+1.0+(2.0*A*B)*(5.0-(5.0-BG))
WRITE(3,15)SKM
15 FORMAT(F10.5,1X,F10.5)
CONTINUE

C DO CORRELATION FUNCTION SOLUTION
DO 35 J=-49,49
IF(A.EQ.0.9) GO TO 35
AK1=AK(J+1)
AK2=AK(J+2)
BK1=BK(J+1)
BK2=BK(J+2)
INTERM=(AK2/1.0-AS)-((AK1*B+B*K1)/(1.0-AB))*(BK2/1.0-BG)
RKK(J)=(1.0/AMBS)*INTERM
GO TO 36
35 AK1=AK(J)
36 KP1=FLOAT(J+2)
KP2=FLOAT(J+1)
OPAS=1.0-AS
OMAS=1.0-AS
RKK(J)=(KP2+KP1+AK)/1.0-OMAS))-(FLOAT(J)*KP1*AK)/1.0-OPAS
END

C
C
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PIECE

c THIS PROGRAM TAKES A 128x128 PIECE OUT OF A 512x512 IMAGE DATA FILE
c a) IT TAKES THIS DATA INTO AN IMAGE FILE

C DEFINE VARIABLES
  B (0:511, 0:511, 0:511), N (0:3, 0:3, 0:3)
C OPEN FILES
  open(unit=11, name='P:INTSAFE.MAP', status='old', access='read', recsize=32, record=128)
  open(unit=22, name='P:INTSAFE.MAP', status='new', access='write', recsize=32, record=128)
C READ IMAGE INTO FILLED ARRAY SIZE 128x128
  do 30 i = 0, 127
    read(11,i+1) (B(i,j,k), k=0, 27)
  do 30 j = 0, 127
    B(i,j,1) = B(i,j,0)
  30 continue
C WRITE THE DESIRED IMAGE POSITION INTO A FILE
  do 150 i = 0, 127
    write(22,i+1) (B(i,j,0), j=0, 127)
  do 150 j = 0, 127
    write(22,12) (B(i,j,0), i=0, 127)
  150 continue
C CLOSE FILES
  close(unit=11)
  close(unit=22)
end

INTFILE

C THIS PROGRAM CREATES A 128x128 OR 512x512 INTEGER IMAGE FILE FROM A 128x128
C IMAGE IMAGE FILE

C DEFINE VARIABLES
  B (0:127, 0:127, 0:127)

C OPEN FILES
  open(unit=21, name='P:INTSAFE.MAP', status='new', access='write', recsize=32, record=128)
C READ IMAGE INTO FILLED ARRAY SIZE 128x128
  do 30 i = 0, 127
    read(11,i+1) (B(i,j), j=0, 127)
  do 30 j = 0, 127
    int(i,j,0) = B(i,j,0)
  30 continue
C CONVERT THE ARRAY INTO AN INTEGER ARRAY
  call conv16(n, int, int)
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INTFILE (CONT.)

c COMPUTE HIGH AND LOW VALUES OF THE IMAGE DATA AND WRITE TO TERMINAL
hi=255
lo=31+127
30 32 = hi,lo
1* (integ(1,i),11,10) low=integ(1,i)
1* (integ(1,i),21,20) high=integ(1,i)
32 continue
31 continue
write(33)high,low
33 format(2x)
c COMPUTE MEAN OF INTEGER ARRAY AND SUBTRACT IT FROM THE DATA
s=0.0
35 c=1,127
30 45 = c,127
s=s+integ(1,i)
45 continue
35 continue
c mean=s/((129.7+128.0)
c write(6,9)sum,mean
c 34 format(10,2e10.3)
c 35 c=1,127
30 45 = c,127
45 continue
34 format(10,2e10.3)
c 33 write(integ(1,i),integ(1,i)=integ(n+1,5)
c 44 continue
33 continue
c WRITE INTEGER ARRAY INTO A DATA FILE
1=12
2=12
write(2,15)!
30 format(2,5)
c 50 j=1,127
50 c j=1,127
50 continue
2 close(unit=1)
close(unit=2)
c 71 format(15)
c 63 continue
5 continue
2 close file
TRANS

TRANS

c THIS PROGRAM READS DATA OUT OF A FILE IN FREE FORMAT AND CONVERTS
it TO A PROGRAM READABLE FORMAT.
integer i,i
real*4 a(15)
open(1, file='readman.tar', status='old')
open(2, file='readman.tar', status='new')
read(1, i,j,a(1),a(2),a(3),a(4),a(5),a(6),a(7),a(8),a(9),a(10),a(11),a(12),a(13),a(14),a(15),a(16)
do 10 x=1,16
write(2,10) a(x)
10 format(a8.0)
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NSHP

c THIS PROGRAM GENERATES AN IMAGE FEATURE USING WHITE NOISE AS AN INPUT
c TO AN AUTOREGRESSIVE FILTER. SOME PARAMETERS ARE OBTAINED FROM THE
FILE FILTER. QUANTITATIVE PIOUSNESS IS USED TO GENERATE THE INPUT WHITE
NOISE AND SUCH-SCALES AND INTENSITY ARE USED TO PREPARE THE IMAGE
DATA ARRAYS FOR DISPLAY.

c DEFINE VARIABLES

Date $4(1:127)\), orb(0:127,0:127)
integer nsize=csizet,ml,n,m,1,2,1,1,1;
real val1,val2,an(0:127,0:127),sum,149(0:127,0:127),coef(-2:9,-2:13)

c OPEN FILES

do(1,2,names='inputn.data').sat',tv=type='new',access='direct'
s Meer=123,nmax=128)
do(1,2,names='inputn.data').rot=ate',tv=type='new',access='direct'
s Meer=123,nmax=128)
do(1,2,names='inputn.data').sat',status='old'

c DEFINE PARAMETERS

seed=1234567
rsize=127
csize=127
q=0.2
ml=4
ml1=10+1

c CREATE WHITE NOISE ARRAY

do 10 m=0,rsize
do 20 n=0,csize-1
ipn1=1
call gauss(seed,val1,val2)
val1=1,1
val2=1,1

20 continue
10 continue

c SCALE ARRAY AND CONVERT TO WHITE FOR

call scale(winntet)
call rotate(intc,n)

c WRITE THE WHITE NOISE IMAGE ARRAY TO A FILE

do 10 i=0,127

do 40 j=0,csize
af(j)=af(j)*(i+i)
40 continue
write(11,1) af(n,n),rsize
30 continue

c READ FILTER PARAMETERS INTO AN ARRAY

do 50 i=0,32
r=1,1,51 coef(i+i)
55 continue
nu continue
51 continue

c APPLY WHITE NOISE TO THE AUTOREGRESSIVE FILTER

do 110 m=0,csize

do 120 n=0,rsize
afm=afm*af
afm=1,1,1,1,1,1,1,1
afm=1,1,1,1,1,1,1,1
140 continue
30 continue
1i,1,1=(-1,0,0,0,0,0,0,0)
120 continue
110 continue
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NSHP (CONT.)

C SCALE THE RESULTING IMAGE ARRAY AND CONVERT TO BYTE FORM
C
CALL SCALE(I NSHP,INTEG)
CALL WRITE(IMAGE,INTEG)

C WRITE THE GENERATED IMAGE INTO A FILE:
DO 150 I = 1,NSHP
DO 100 J = 0,SIZE
A(I,J) = 1.0
100 CONTINUE
WRITE(25)((A(I,J),J = 0,SIZE),I = 1,NSHP)
150 CONTINUE

C CLOSE FILES:
CLOSE(UNIT=1)
CLOSE(UNIT=2)
CLOSE(3)
C
CLOSE(4)
STOP
END

P GAUSS

SUBROUTINE P GAUSS(K,Z1,Z2)
REAL*4 Z1,Z2
INTEGER K
INTEGER I
REAL*4 PI(127),R(127,127)
REAL*4 PI0(127,3127)
REAL*4 X,Z1,Z2
PI0=PI0/10
IF (K .LE. 0) RETURN
IF (K .GT. 100) RETURN
IF (K .GT. 300) RETURN
IF (Z1 .LE. 0.0) RETURN
IF (Z1 .GT. 10.0) RETURN
IF (Z2 .LE. 0.0) RETURN
IF (Z2 .GT. 1.0) RETURN
Z2 = Z1
DO 50 I = 1,127
DO 40 J = 1,127
R(I,J) = PI0(I,J)*Z2
40 CONTINUE
50 CONTINUE
STOP
END

SCALE

SUBROUTINE SCALE(IMAGE,INTEG)
C
IMPLIES SCALE AS APPER TO INTEGER VALUES BETWEEN 0 GIVEN
C
REAL*4 IMAGE
INTEGER INTEG
INTEGER J
REAL*4 Z1,Z2
REAL*4 PI(127),R(127,127)
REAL*4 PI0(127,3127)
REAL*4 X,Z1,Z2
PI0=PI0/10
IF (INTEG .LE. 0) RETURN
IF (INTEG .GT. 100) RETURN
IF (INTEG .GT. 300) RETURN
IF (Z1 .LE. 0.0) RETURN
IF (Z1 .GT. 10.0) RETURN
IF (Z2 .LE. 0.0) RETURN
IF (Z2 .GT. 1.0) RETURN
Z2 = Z1
DO 50 J = 1,127
DO 40 I = 1,127
R(I,J) = INTEG*(PI0(I,J)*Z2)
40 CONTINUE
50 CONTINUE
STOP
END
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SCALE (CONT.)

c SCALEUTE DIRH, LOW, AND MID OF SCALED IMAGE

i=0
n1%.
1=n100,n10
4=1,2,127
3=4,0,120
if(ileaf(integ(i,j)),st,hi,n) nih=10float(integ(i,j))
if(ileaf(integ(i,j)),lt,lo,n) low=float(integ(i,j))
sum=float(integ(i,j))+sum
60 continue
50 continue
48=nmax/(128.0,129.0)
write(65),nmax,mean
65 format(1_scalee data are float high=12.5, low=12.5, mean=0.61
2.5)
return
end

INTBYTE

%routine intbyte(integ, l)
% routine takes an integer array and converts it to a
% byte array
% define variables
integ(i,j), integ(0,127,0,127),
byte(i,j), int(0,127,0,127)
define conversion
n=0
10 if(0,integ(i,j),0,127,1)
10 if(integ(i,j),127,127,1)
10 if(integ(i,j),255,0,0,1)
10 if(integ(i,j),le,127,0,1)
10 if(integ(i,j),st,127,0,1)
10 if(integ(i,j),le,127,0,0,1)
10 if(integ(i,j),st,127,0,0,1)
10 if(integ(i,j),le,255,0,0,1)
20 continue
20 continue
10 continue
write(65), n
30 format(1 the number of points in the range 15',15)
return
end
BYTEINT

subroutine byteint(iin, integ)
    "This program takes a byte array and converts it into an integer array"
    define variables
        integer integ(0:127,0:127), i, j
        byte b(0:127,0:127)
    perform conversion
        do 10 i=0,127
            do 20 j=0,127
                if((b(i,j).lt.-128).or.(b(i,j).gt.127)) nnn+1
                if((b(i,j).lt.-129) .and.(b(i,j).lt.128)) integ(i,j)=-128
                if((b(i,j).gt.129) .and.(b(i,j).lt.0)) integ(i,j)=131
                if((b(i,j).gt.128).and.(b(i,j).le.127)) integ(i,j)=b(i,j)
                20 continue
        continue
        write(*,30)n
    30 format(' the number of points out of range is',nnn)
    return
end

SUBINTFILE

subroutine subintfile(iin)
    "This subroutine creates a 128x128 integer data file from filtered image data"
    define variables
        integer i,j,n, integ(0:127,0:127), sum
        real  mean(0:127,0:127), high,low
    open files
        open(i, file='(readm0, data=inner, ter', status='new')
    compute high and low values of the integer data and write to terminal
        high=1.0e6
        low=1.0e-6
        do 31 i=0,127
            do 32 j=0,127
                if((i,j).lt.1) lowmin(i,j)
                if((i,j).gt.100) highmin(i,j)
            32 continue
        continue
        write(*,33)high,low
    33 format('*12X12X12E12.6')
    compute mean of integer array and subtract it from the data
        sum=0
        do 35 i=1,127
            do 36 j=1,127
                sum=sum+integ(i,j)
            36 continue
            sum=sum/integ(i,i)
        35 continue
        mean=double(sum,124.4*129.0)
        write(*,34)sum,mean
    34 format(110,e10.3)
    do 39 i=1,127
        do 40 j=1,127
            integ(i,j)=integ(i,j)-int(mean+0.5)
        40 continue
    39 continue
    write(*,40)n
    40 format(' the number of points out of range is',nnn)
    return
end
SUBINTFILE

C CONVERT IMAGE DATA INTO INTEGER FORM
  D5 i5 10,127
  DO 55 i=0,127
    intk(i,j)=int(k(i,j)*0.5d0)
  55 CONTINUE
  D5 CONTINUE
C WRITE INTEGER ARRAY INTO A 124X128 DATA FILE
  write(1,126)
  126  i=128
  write(1,59)k,1
  59 FORMAT(215)
  DO 50 i=0,127
    write(1,126)intk(i,j),intk(i,j+1),intk(i,j+2),intk(i,j+3),
    intk(i,j+4),intk(i,j+5),intk(i,j+6),intk(i,j+7),intk(i,j+8),
    intk(i,j+9),intk(i,j+10),intk(i,j+11),intk(i,j+12),intk(i,j+13)
  50 CONTINUE
  60 CONTINUE
C CLOSE FILES
  close(unit=1)
  RETURN
END

NONC

SUBROUTINE NOXC(TRY,IN)
C THIS SUBROUTINE TAKES AN IMAGE ARRAY AND FILTERS IT WITH A
C UNIMASK FILTER.C
C DEFINE VARIABLES
  INTEGER size,csiz,ir,n,cn,fsiz,mute,indx,indk
  REAL nu,mu,tau,tao,tsiz,tsiz2,tsiz3,sun,sun,tau,sun,tau,b
  DO 30 i2=127
    tau(i2)=(tau1+i2)*tau2
c OPEY FILES
  open(1,FILE='tain.unm,sera,nc,fili',CO='CT',status='old')
C DEFINE PARAMETERS
  index=127
  mute=0
  tsiz3=127
  tsiz=127
  msize=1
  size=1
  do 10 i3=tsiz3
    read(1,125)coeff(i3)
  10 CONTINUE
  DO 20 j=0,127
    READ(1,25)coeff(i3)
  20 CONTINUE
C TAKE THE INPUT ARRAY AND COMPUTE THE MEAN, HIGH, AND LOW VALUES
  mean=0.0d0
  high=1.0000d0
  low=1.0000d0
  DO 40 j=0,127
    DO 30 i3=indx,indk
      mean=mean+1.0d0*
      fff(coeff(i3),j)=mean
      if(coeff(i3,j,gt,high) high=coeff(i3,j)
      if(coeff(i3,j,it,low) low=coeff(i3,j)
  30 CONTINUE
  40 CONTINUE
C WRITE THE FILTER PARAMETERS INTO A FILE
  WRITE(55,'(14E15.2)')mean,tau,sun,tau
  55 FORMAT(14E15.2)
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NONC (CONT.)

c FILTER THE IMAGE ARRAY
   do 90 nzindex1, index2
      do 100 index1, index2
         dsu=dsu+0.040
         do 110 i=size, size
            do 120 j=size, size
               row=i+1
               col=j+1
               if((row .lt. size1) .or. (col .lt. index1)) go to 120
               if((row .ge. size2) .or. (col .ge. index2)) go to 120
               dsu=sum(sum(sum(rav(row, col) .con(1, i))))+sum
               120 continue
            110 continue
            i sums
           100 continue
          90 continue

c CONVERT THE 130X130 ARRAY INTO A 128X128 ARRAY, IF NECESSARY
   c
   do 130 i=0,127
   c
   do 140 j=0,127
   c
      i sums
     140 continue
   c
   do 130 continue
      close(1)
   return
end
Copy available to DTIC does not permit fully legible reproduction
FUNCTION TO DO 2-D CIRCULAR CONVOLUTION

GETDATA

PUTDATA

Copy available to DTIC does not permit fully legible reproduction.
COVF

* RSIZE COVF F,DI0,L,L,K,R1

** FUNCTION TO GENERATE TERMS IN 2D COVARIANCE FCN FOR IMAGE

F-F-MEAN F
DI0=0
R=RSIZE(F)

LOOP1: K=0

          R[L,-K]=+*/((L,-K)+F)*((-L,-K)+F)+F

R=0: 0 I XR1.R

CORR

* RSIZE CORR F,DI0,P,L,L,Y

** FUNCTION TO ESTIMATE 2D COVARIANCE FUNCTION FOR IMAGE

F=GV*F
RSIZE(F)


MVLEV

* ATRAYLEV RT,R.T,NR,NB,NDIM,MA1,AF,AB,AF1,AB1,EF,EB,GMF,GAMB,DELT,1,DI0

** FRT IS THE (MATRIX) CORRELATION FUNCTION, PLANE J CONTAINS F(I,J).

** TO OBTAIN FORWARD PARAMETERS, AF==0, GAMB=1, BACKWARD PARAMETERS,
** ERROR COVARIANCE FCN="F", PUT AF==1, GAMB=0 TO OBTAIN INNOVATIONS.

** FILTER, LIKEWISE FOR BACKWARD PARAMETERS.

DI0=0

START, NR=1-(RT)(0), NR=NR+(RT)(1)

START, NR=1-(RT)(0), NR=NR+(RT)(1)

NR=NR+(RT)(1)

IF (NR<=0) END

END, RT(0), J

END

CRT=NC+1

CR=CR+CRT

CRT=NC+1

END, CRT, CRT+1.unbind

END, CRT, CRT+1.unbind
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FF2DLEV

FXD FUNCTION TO DO 2D LEVINESON RECURSION - USET FUNCTION AFFNEX

DIO=R
FF=2/F/1
M=1/M.*=1M
S=1.0
BEN=0.5
A=AR*sin(2*PI)
C[0,0]=AO[0]
D:

K=SIZE COVF F:DIO,K,L,L,K:R

FUNCTION TO GENERATE TERMS IN 2D COVARIANCE FNC FOR IMAGE

F=MEAN F
DIO=K
L=SIZE[0]
F=SIZE=0

K=-L
LOOP=REL(K)+/(L.K+F)x((L.K+F))-2=F
R=(L.K+F)+/x(-L.K+F)x((L.-K+F))-2/F
L=K+K// LOOP
K=0 1 4 K1.K
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APPENDIX B

DERIVATION OF THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE TWO POLE AUTOREGRESSIVE MODEL

Power Spectrum

\[ |H(e^{j\omega})|^2 = H(e^{j\omega}) \cdot (H(e^{j\omega}))^* = H(e^{j\omega})H(e^{-j\omega}) \]

In this case:

\[ H(e^{j\omega}) = \frac{1}{1 + ae^{-j\omega}} \quad H(e^{-j\omega}) = \frac{1}{1 + ae^{j\omega}} \]

Calculating \( H(e^{j\omega})H(e^{-j\omega}) \):

\[ \frac{1}{(1+ae^{-j\omega})(1+ae^{j\omega})} = \frac{1}{1+ae^{-j\omega}+ae^{j\omega}+a^2} = \frac{1}{1+2acos(\omega)+a^2} \]

The final result is:

\[ S_Y(\omega) = |H(e^{j\omega})|^2 = \frac{1}{(1+a^2)+2acos(\omega)} \quad (B.1) \]

Autocorrelation Function

Starting with \( H(z) \) for this case:

\[ H(z) = \frac{1}{1 + az^{-1}} \]

Per Ref. 7:p. 158:

\[ Z^{-1}[H(z)] = h(n) = (-\alpha)^n \cdot u(n) \quad \text{for} \quad \alpha < 1 \]

\( u(n) \) is the unit step function

Per Ref. 5:pp. 391-395, for the white noise input case:

\[ R_Y(l) = \sum_{n=-\infty}^{\infty} h(n) \cdot h(n-l) \quad (B.2) \]

Substituting \( h(n) \) above into Eq. B.2
\[ R_y(\ell) = \sum_{n=\ell}^{\infty} (-\alpha)^n \cdot (-\alpha)^{n-\ell} \quad \ell \geq 0 \]

\[ = \frac{1}{(-\alpha)^{\ell}} \sum_{n=\ell}^{\infty} (-\alpha)^{2n} \quad \ell \geq 0 \]

The summation term may also be expressed as:

\[ \sum_{n=\ell}^{\infty} (-\alpha)^{2n} = \sum_{n=0}^{\ell-1} (-\alpha)^{2n} - \sum_{n=0}^{\infty} (-\alpha)^{2n} \]

Per Ref. 12: p. 8, the summation terms on the right are equal to:

\[ \sum_{n=0}^{\ell-1} (-\alpha)^{2n} = \frac{1}{1 - (-\alpha)^2} \quad (\alpha < 1) \]

\[ \sum_{n=0}^{\infty} (-\alpha)^{2n} = \frac{1 - (-\alpha)^{2\ell}}{1 - (-\alpha)^2} \quad (\alpha < 1) \]

As a result:

\[ \sum_{n=\ell}^{\infty} (-\alpha)^{2n} = \frac{1}{1 - (-\alpha)^2} - \frac{1 - (-\alpha)^{2\ell}}{1 - (-\alpha)^2} = \frac{(-\alpha)^{2\ell}}{1 - (-\alpha)^2} \quad (\alpha < 1) \]

Substituting and using \((-\alpha)^2 = \alpha^2\) yields:

\[ R_y(\ell) = \frac{1}{(-\alpha)^{\ell}} \cdot \frac{(-\alpha)^{2\ell}}{1 - \alpha^2} = \frac{(-\alpha)^{\ell}}{1 - \alpha^2} \quad \ell \geq 0 \text{ and } \alpha < 1 \quad \text{ (B.3)} \]
APPENDIX C

GRAPHICAL RESULTS FOR THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE TWO POLE AUTOREGRESSIVE MODEL

Power Spectrum

\[ \text{Graphical results for the power spectrum and autocorrelation function for the two pole autoregressive model.} \]
Autocorrelation Function
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APPENDIX D

DERIVATION OF THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE FOUR POLE AUTOREGRESSIVE MODEL

Power Spectrum

\[ |H(e^{j\omega})|^2 = H(e^{j\omega}) \cdot H(e^{-j\omega}) \]

In this case:

\[
H(e^{-j\omega}) = \frac{1}{(1-ae^{-j\theta}e^{j\omega})(1-ae^{j\theta}e^{-j\omega})} = \frac{1}{1-ae^{-j(\theta+\omega)}-ae^{j(\theta-\omega)}+a^2 e^{j2\omega}}
\]

\[
H(e^{j\omega}) = \frac{1}{(1-ae^{-j\theta}e^{j\omega})(1-ae^{j\theta}e^{-j\omega})} = \frac{1}{1-ae^{-j(\theta+\omega)}-ae^{j(\theta-\omega)}+a^2 e^{-j2\omega}}
\]

Multiplying the above expressions yields:

\[
H(e^{j\omega})H(e^{-j\omega}) = \frac{1}{1-a e^{-j(\theta-\omega)}-a e^{-j(\theta+\omega)}+a^2 e^{-j2\omega}+a^3 e^{j(\theta-\omega)}+a^3 e^{j(\theta+\omega)}}
\]

Combining terms:

\[
H(e^{j\omega})H(e^{-j\omega}) = \frac{1}{1+2a^2+2a^3 e^{j(\theta+\omega)}+e^{-j(\theta-\omega)}+a^2 (e^{j2\theta}+e^{-j2\theta})}
\]

Using Euler's relation and combining terms:

\[
H(e^{j\omega})H(e^{-j\omega}) = \frac{1}{1+2a^2+2a^3 (\cos(2\theta)+\cos(2\omega))+a^2 (2 \cos(2\theta)-2 \cos(\omega)+a^2 \cos(2\theta)+a^2 \cos(2\omega))}
\]

\[ \times [a^3+\alpha] + a^2 \cos(2\omega) \]

109
Using \( \cos(\theta - \omega) + \cos(\theta + \omega) = 2\cos(\theta)\cos(\omega) \), and since 
\( S_Y(\omega) = H(e^{j\omega}) \cdot H(e^{-j\omega}) \cdot \sigma^2 \), with \( \sigma^2 = 1 \) the final result is:

\[
S_Y(\omega) = \frac{1}{1 + \alpha^4 + 2(\alpha^2 - 2[\alpha^3 - \alpha]\cos(\theta)\cos(\omega) + \alpha^2(\cos(2\theta) + \cos(2\omega)))}
\] (D.1)

**Autocorrelation Function**

\[
H(z) = \frac{1}{1 - \alpha e^{-j\theta} z^{-1} - \alpha e^{j\theta} z^{-1} + \alpha^2 z^{-2}} = \frac{1}{1 - (e^{-j\theta} + e^{j\theta}) z^{-1} + \alpha^2 z^{-2}}
\]

Using Euler's relation:

\[
H(z) = \frac{1}{1 - 2\alpha \cos(\theta) z^{-1} + \alpha^2 z^{-2}} \quad |z| > |\alpha|
\]

Per Ref. 7:pp. 204-216, partial fraction expansion can be used to find the inverse Z transform. To do so \( H(z) \) can be expressed in the form:

\[
H(z) = \frac{1}{(1 - e^{-j\theta} z^{-1})(1 - e^{j\theta} z^{-1})} = \frac{z}{(z - e^{-j\theta})(z - e^{j\theta})}
\]

Using the partial fraction expansion and table look up [Ref. 7:p. 158] yields:

\[
h(n) = \frac{\alpha^n}{\sin(\theta)} \cos(n\theta + \theta - \frac{\pi}{2}) \cdot u(n) \quad \text{for } \alpha < 1 \quad (D.2)
\]

Since \( \cos(\theta - \frac{\pi}{2}) = \sin(\theta) \), the final expression for \( h(n) \) is:

\[
h(n) = \frac{\alpha^n}{\sin(\theta)} \sin((n+1)\theta) \cdot u(n) \quad \alpha < 1 \quad (D.3)
\]
For simplicity in further derivation of \( R_Y(\ell) \) based on \( h(n) \), Eq. D.2 will be used.

Using the expression for the autocorrelation function of a random process represented by the above filter with a white noise input [Ref. 4:pp. 391-395]:

\[
R_Y(\ell) = \sum_{n=0}^{\infty} h(n) \cdot h(n-\ell) = \frac{\alpha^{-\ell}}{\sin^2(\theta)} \sum_{n=\ell}^{\infty} a^{2n} \cdot \cos(n\theta+\theta-\frac{\pi}{2}) \cdot \cos((n-\ell)\theta+\theta-\frac{\pi}{2})
\]

\( n = \ell \) in the summation index since \( h(n) \) is causal. \( \ell \) is assumed to be greater than zero here. For \( \ell < 0 \), \( R_Y(\ell) = R_Y(-\ell) \) by symmetry of the autocorrelation function [Ref. 5:p. 388], so we can proceed assuming only positive values of \( \ell \).

Using the trigonometric identity for a product of cosines:

\[
R_Y(\ell) = \frac{\alpha^{-\ell}}{\sin^2(\theta)} \sum_{n=\ell}^{\infty} a^{2n} \left[ \frac{1}{2} \cdot \cos(\ell\theta) + \frac{1}{2} \cos(2n\theta-\ell\theta+\theta-\pi) \right] \quad \ell \geq 0
\]

\[
R_Y(\ell) = \frac{\cos(\ell\theta) \cdot \alpha^{-\ell}}{2\sin^2(\theta)} \cdot \sum_{n=\ell}^{\infty} a^{2n} + \frac{\alpha^{-\ell}}{2\sin^2(\theta)} \sum_{n=\ell}^{\infty} a^{2n} \cdot (2n\theta-\ell\theta+\theta-\pi) \quad \ell \geq 0
\]

Using \( \sum_{n=\ell}^{\infty} a^n = \frac{1}{1-a} \) and standard geometric progression identities [Ref. 2:p. 8]:

\[
\sum_{n=0}^{\ell-1} a^n = \frac{1-a^{\ell}}{1-a} \quad \text{and} \quad \ell \sum_{n=0}^{\ell-1} a^n = \frac{1-a^{\ell}}{1-a}
\]
For the first term in \( R_y(\lambda) \)

\[
\sum_{n=\lambda}^{\infty} a^{2n} = \sum_{n=0}^{\infty} a^{2n - \frac{\lambda-1}{2}} = \frac{1}{1-a^2} - \frac{1-a^{2\lambda}}{1-a^2} = \frac{a^{2\lambda}}{1-a^2} \quad (D.6)
\]

For the second term in \( R_y(\lambda) \):

let \( \phi = -\lambda \theta + 2\theta - \pi \)

Using Euler's relation:

\[
\cos(2n\theta + \phi) = \frac{e^{j(2n\theta + \phi)} + e^{-j(2n\theta + \phi)}}{2}
\]

\[
\sum_{n=\lambda}^{\infty} a^{2n} \cdot \cos(2n\theta + \phi) = \frac{1}{2} \sum_{n=\lambda}^{\infty} a^{2n} \left(e^{j(2n\theta + \phi)} + e^{-j(2n\theta + \phi)}\right)
\]

\[
= \frac{1}{2} \sum_{n=\lambda}^{\infty} a^{2n} e^{j(2n\theta + \phi)} + \frac{1}{2} \sum_{n=\lambda}^{\infty} a^{2n} e^{-j(2n\theta + \phi)} \quad (D.7)
\]

For large \( n \), it is evident that the \( a^{2n} \) term will tend to make the term in each sum approach 0 for \( a < 1 \), and thus ensures convergence and a closed form expression for each term. Pursuing the mathematics required to find this closed form expression we have:

\[
\frac{1}{2} \sum_{n=\lambda}^{\infty} a^{2n} e^{j(2n\theta + \phi)} = \frac{e^{j\phi}}{2} \sum_{n=\lambda}^{\infty} (ae^{j\theta})^{2n} = \frac{e^{j\phi}}{2} \left( \sum_{n=0}^{\infty} (ae^{j\theta})^{2n} - \sum_{n=0}^{\lambda-1} (ae^{j\theta})^{2n} \right)
\]
\[
\frac{1}{2} \sum_{n=\ell}^{\infty} \alpha^{2n} \cdot e^{-j(2n\theta+\phi)} = \frac{e^{j\phi}}{2} \left[ \frac{1}{1-(ae^{-j\theta})^2} - \frac{1-(ae^{j\theta})^2}{1-(ae^{-j\theta})^2} \right]
\]

\[
= \frac{\alpha^{2\ell} \cdot e^{j(2\ell\theta+\phi)}}{2(1-(ae^{-j\theta})^2)} \quad \text{(D.8)}
\]

For the conjugate term we must have:

\[
\frac{1}{2} \sum_{n=\ell}^{\infty} \alpha^{2n} \cdot e^{-j(2n\theta+\phi)} = \frac{\alpha^{2\ell} \cdot e^{-j(2\ell\theta+\phi)}}{2(1-(ae^{-j\theta})^2)} \quad \text{(D.9)}
\]

Next a common denominator must be found to sum these two terms:

\[
\frac{\alpha^{2\ell} \cdot e^{j(2\ell\theta+\phi)}}{2(1-(ae^{-j\theta})^2)} \cdot \frac{(1-(ae^{-j\theta})^2)}{(1-(ae^{-j\theta})^2)}
\]

\[
= \frac{\alpha^{2\ell} \cdot e^{j(2\ell\theta+\phi)} - \alpha(2\ell+2) \cdot e^{j(2\ell\theta-2\theta+\phi)}}{2(1-(ae^{-j\theta})^2-(ae^{-j\theta})^2+\alpha^4)}
\]

\[
= \frac{\alpha^{2\ell} \cdot e^{-j(2\ell\theta+\phi)} - \alpha(2\ell+2) \cdot e^{-j(2\ell\theta-2\theta+\phi)}}{2(1-(ae^{-j\theta})^2-(ae^{-j\theta})^2+\alpha^4)}
\]

By Euler's relation:

\[
1-(ae^{-j\theta})^2-(ae^{-j\theta})^2+\alpha^4 = 1-2\alpha^2\cos(\theta)+\alpha^4
\]

Adding the terms with the common denominator yields:

\[
\frac{\alpha^{2\ell} \left[ e^{j(2\ell\theta+\phi)} - \alpha \cdot e^{j(2\ell\theta-2\theta+\phi)} + e^{-j(2\ell\theta+\phi)} - \alpha \cdot e^{-j(2\ell\theta-2\theta+\phi)} \right]}{2(1-2\alpha^2\cos(\theta)+\alpha^4)}
\]
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Again using Euler's relation the above expression reduces to:

\[
\frac{\alpha^{2\ell} [\cos(2\theta \ell + \phi) - \alpha^2 \cos(2\theta \ell - 2\theta + \phi)]}{1 - 2\alpha^2 \cos(2\theta) + \alpha^4}
\]  \hspace{1cm} (D.10)

which is the sum of the last two terms in Eq. (D.7). Substituting Eq. (D.10) and Eq. (D.6) into Eq. (D.5) yields:

\[
R_y(\ell) = \frac{\cos(\ell \theta) \cdot \alpha^{-\ell} [\alpha^{2\ell}]}{2\sin^2(\theta)} \left[ 1 - \alpha^2 \right] + \frac{\alpha^{-\ell} \left[ \alpha^{2\ell} [\cos(2\theta \ell + \phi) - \alpha^2 \cos(2\theta \ell - 2\theta + \phi)] \right]}{2\sin^2(\theta) \left( 1 - 2\alpha^2 \cos(2\theta) + \alpha^4 \right)} \hspace{1cm} (D.11)
\]

Combining and canceling terms and substituting for \(\phi\) and noticing that the same result must hold for \(\ell < 0\) we have:

\[
R_y(\ell) = \frac{\alpha^\ell}{2\sin^2(\theta)} \left[ \frac{\cos(|\ell| \theta) + \cos((2 + |\ell|) \theta - \pi) - \alpha^2 \cos(|\ell| \theta - \pi)}{1 - \alpha^2} \right] \hspace{1cm} (D.12)
\]
APPENDIX E

GRAPHICAL RESULTS FOR THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE FOUR POLE AUTOREGRESSIVE MODEL

Power Spectrum

\[ \text{ALPHA}=0.8 \quad \text{THETA}=\pi/3 \quad \text{ALPHA}=0.7 \quad \text{THETA}=\pi/3 \]

\[ \text{ALPHA}=0.9 \quad \text{THETA}=0 \quad \text{ALPHA}=0.9 \quad \text{THETA}=\pi/3 \]

\[ \text{ALPHA}=0.8 \quad \text{THETA}=\pi/2 \quad \text{ALPHA}=0.9 \quad \text{THETA}=\pi/6 \]
\[ \alpha = 0.9 \ \theta = \frac{2\pi}{3} \quad \alpha = 0.6 \ \theta = \frac{2\pi}{3} \]

\[ \alpha = 0.9 \ \theta = \frac{7\pi}{12} \quad \alpha = 0.6 \ \theta = \frac{\pi}{6} \]

\[ \alpha = 0.6 \ \theta = \frac{5\pi}{6} \quad \alpha = 0.5 \ \theta = \frac{\pi}{10} \]

\[ \alpha = 0.5 \ \theta = \frac{\pi}{6} \quad \alpha = 0.9 \ \theta = \frac{5\pi}{6} \]
Autocorrelation Function

\( \text{ALPHA} = 0.6 \ \text{THETA} = 5 \times \pi/12 \quad \text{ALPHA} = 0.6 \ \text{THETA} = 0 \)

\( \text{OMEGA} \)

\( \text{MAGNITUDE} \)

\( -3.15 \quad 0.00 \quad 3.15 \)

\( -3.15 \quad 0.00 \quad 3.15 \)

\( \text{OMEGA} \)

\( \text{MAGNITUDE} \)

\( \text{ALPHA} = 0.9 \ \text{THETA} = 5 \times \pi/12 \)

\( \text{OMEGA} \)

\( \text{MAGNITUDE} \)

\( -3.15 \quad 0.00 \quad 3.15 \)

\( \text{OMEGA} \)

\( \text{ALPHA} = 0.8 \ \text{THETA} = \pi/3 \quad \text{ALPHA} = 0.7 \ \text{THETA} = \pi/3 \)

\( R(L) \)

\( L \quad 0 \quad 60 \)

\( L \quad 0 \quad 60 \)
ALPHA=0.9 THETA=0

ALPHA=0.8 THETA=PI/2

ALPHA=0.9 THETA=PI/6

ALPHA=0.9 THETA=2*PI/3

ALPHA=0.6 THETA=2*PI/3

ALPHA=0.9 THETA=7*PI/12

ALPHA=0.6 THETA=PI/6
APPENDIX F

DERIVATION OF THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE FOUR POLE AUTOREGRESSIVE MODEL (WITH TWO POLES ON THE REAL AXIS)

Power Spectrum

Using initial results from Appendix D with the necessary modifications (including $\theta = 0$) we have:

\[ H(e^{-j\omega}) = \frac{1}{1-\alpha e^{-j\omega} - \beta e^{-2j\omega}} \]

\[ H(e^{j\omega}) = \frac{1}{1-\alpha e^{j\omega} - \beta e^{-j\omega}} \]

Therefore:

\[ H(e^{j\omega}) \cdot H(e^{-j\omega}) = \frac{1}{1-\alpha e^{-3j\omega} - \beta e^{-j\omega} + \alpha \beta e^{-j2\omega} - \alpha^2 e^{j\omega} + \alpha \beta e^{j2\omega}} \]

Combining terms and using Euler's relation:

\[ H(e^{j\omega}) \cdot H(e^{-j\omega}) = \frac{1}{1-(\alpha^2 + \alpha \beta + \beta^2) \cdot 2 \cos(\omega) + 2 \alpha \beta \cos(2\omega) + \alpha^2} \]
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Assuming $\sigma^2 = 1$ and since $S_y(\omega) = H(e^{j\omega}) \cdot H(e^{-j\omega}) \cdot \sigma^2$, the final result is:

$$S_y(\omega) = \frac{1}{1-2(\alpha_a + \alpha_b + \alpha_a^2 + \alpha_b^2) \cos(\omega) + 2\alpha_a \alpha_b \cos(2\omega) + \alpha_a^2 + \alpha_b^2}$$

$$+ \alpha_a^2 \alpha_b^2$$  \hspace{1cm} (F.1)

**Autocorrelation Function**

$$H(z) = \frac{1}{1-\alpha_a e^{j\theta} z^{-1} - \alpha_b e^{-j\theta} z^{-1} + \alpha_a \alpha_b z^{-2}}$$

Letting $\theta = 0$

$$H(z) = \frac{1}{1-(\alpha_a + \alpha_b) z^{-1} + \alpha_a \alpha_b z^{-2}} = \frac{z^2}{z^2-(\alpha_a + \alpha_b) z + \alpha_a \alpha_b}$$

$$|z| > |\alpha|$$

Expanding in terms of partial fractions we have:

$$H(z) = \frac{\alpha_a}{\alpha_a - \alpha_b} \cdot \frac{z}{z-\alpha_a} + \frac{\alpha_b}{\alpha_b - \alpha_a} \cdot \frac{z}{z-\alpha_b}$$

This corresponds to the impulse response

$$h(n) = \left(\frac{\alpha_a}{\alpha_a - \alpha_b} \cdot \alpha_a^n + \frac{\alpha_b}{\alpha_b - \alpha_a} \cdot \alpha_b^n\right) \cdot u(n) \quad \alpha < 1$$  \hspace{1cm} (F.2)

Proceeding as in Appendix D:
\[ R_Y(\ell) = \sum_{n=-\infty}^{\infty} h(n) \cdot h(n-\ell) = \sum_{n=-\ell}^{\infty} \left( \frac{a_n}{a-a} + \frac{a^{n+1}}{b^{n+1}} \left( \frac{a}{a-a} + \frac{b}{b-a} \right) \right) \]

\[ (\ell \geq 0) \]

\[ R_Y(\ell) = \sum_{n=\ell}^{\infty} \left( \frac{a^2}{(a-a)^2} + \frac{a^{n+1}}{a-b}(a-b)^{-1} + \frac{a^{n+1}}{b-a} \right) \]

\[ + \frac{a^2}{(a-b)^2} \]

\[ (\ell \geq 0) \] (F.3)

Since \((a-a) = -(a-b)\):

\[ (a-a)^2 = (a-b)^2 = -(a-a)(a-b) = -(a-b)(a-a)\]

So:

\[ R_Y(\ell) = \frac{1}{(a-a)^2} \left[ a^2 + \sum_{n=\ell}^{\infty} a^{n+1} \right] \]

\[ - \sum_{n=\ell}^{\infty} (\alpha a)^n + a^{2n} \sum_{n=\ell}^{\infty} (\alpha a)^n \]

\[ (\ell \geq 0) \]

Continuing with the same principles and assumptions as in Appendix D, we have:

\[ \sum_{n=\ell}^{\infty} a^{2n} = \sum_{n=0}^{\infty} a^{2n} - \sum_{n=0}^{\ell-1} a^{2n} = \frac{1}{1-a^2} - \frac{1-a^2}{1-a^2} = \frac{a^2}{1-a^2} \]

\[ \sum_{n=\ell}^{\infty} a^n = \sum_{n=0}^{\infty} a^n - \sum_{n=0}^{\ell-1} a^n = \frac{1}{1-a} - \frac{1-a^\ell}{1-a} = \frac{a^\ell}{1-a} \]
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Making the appropriate substitutions in the expression for $R_Y(\ell)$, we have:

$$R_Y(\ell) = \frac{1}{(a - a_b)^2} \left[ a_2^2 - a \left( \frac{a}{a_b} \right) \right] - a_{a_b} \left( \frac{a_{a_b}}{1 - a_{a_b}} \right)$$

$$- a_{b} \left( 1 - \frac{a_{a_b}}{1 - a_{a_b}} \right) + \frac{a_{2b}^{2\ell}}{1 - a_{b}} (\ell > 0) \quad (F.4)$$

Combining terms yields the final expression:

$$R_Y(\ell) = \frac{1}{(a - a_b)^2} \left[ a_2^{2\ell} - \frac{a_{a}^{\ell+1} + a_{b}^{\ell+1}}{1 - a_{a_b}} + \frac{a_{b}^{2+\ell}}{1 - a_{b}} \right] \quad (F.5)$$
APPENDIX G

GRAPHICAL RESULTS FOR THE POWER SPECTRUM AND AUTOCORRELATION FUNCTION FOR THE FOUR POLE AUTO-REGRESSIVE MODEL (WITH TWO POLES ON THE REAL AXIS)

Power Spectrum

\[ A = 0.9 \quad B = -0.9 \]

\[ A = 0.5 \quad B = 0.5 \]

\[ A = 0.9 \quad B = -0.2 \]

\[ A = 0.9 \quad B = 0.0 \]
**Autocorrelation Function**

- **$A=0.9 \ B=-0.9$**
  - Left graph: Magnitude vs. Omega
  - Right graph: $R(L)$ vs. L

- **$A=0.8 \ B=-0.9$**
  - Left graph: Magnitude vs. Omega
  - Right graph: $R(L)$ vs. L

- **$A=0.5 \ B=-0.5$**
  - Graph: Magnitude vs. Omega

- **$A=0.9 \ B=0.9$**
  - Left graph: Magnitude vs. L
  - Right graph: $R(L)$ vs. L
APPENDIX H

LAPLACIAN INVERSE FILTER FORMS

INVERSE FIR FILTER
3x3 UNNORMALIZED

INVERSE FIR FILTER
5x5 UNNORMALIZED

INVERSE FIR FILTER
7x7 UNNORMALIZED

INVERSE FIR FILTER
9x9 UNNORMALIZED

INVERSE FIR FILTER
15x15 UNNORMALIZED

INVERSE FIR FILTER
21x21 UNNORMALIZED
LAPLACIAN INVERSE FILTERS (3x3 TO 21x21)  
HORIZONTAL CROSS SECTION  

LAPLACIAN INVERSE FILTERS (3x3 TO 21x21)  
DIAGONAL CROSS SECTION  

LAPLACIAN INVERSE FILTERS (3x3 TO 21x21)  
HORIZONTAL CROSS SECTION (NORMALIZED)  

LAPLACIAN INVERSE FILTERS (3x3 TO 21x21)  
DIAGONAL CROSS SECTION (NORMALIZED)  
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APPENDIX I

CONVOLUTION OF LAPLACIAN DIFFERENCE OPERATOR AND VARIOUS SIZE FIR INVERSE FILTERS

CONVOLUTION OF LAPLACIAN AND ITS 3x3 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 5x5 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 7x7 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 9x9 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 11x11 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 13x13 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 15x15 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 17x17 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 19x19 INVERSE

CONVOLUTION OF LAPLACIAN AND ITS 21x21 INVERSE
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