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1. Introduction.

There are several ways of developing the autoregressive stochastic process as a finite-parameter model for time series analysis. In this paper we obtain the properties of the autoregressive process from a stationary stochastic process that satisfies the simple condition that a linear combination of current and past elements of the process is independent of (or alternatively uncorrelated with) all earlier elements of the process. This approach provides a coherent, clear, and rigorous exposition of the autoregressive model. The stationarity and independence imply that the roots of the associated polynomial equation are less than 1 in absolute value. The existence of the moving average representation is deduced and its form for distinct roots. The Yule–Walker equations, which are derived, determine the autocovariance sequence. Another set of parameters consists of the variance of the process and the partial autocorrelation sequence.


A stochastic process \( \{y_t\} \), which consists of a doubly infinite sequence of random variables \( y_t, t = \ldots, -1, 0, 1, \ldots \), can be defined by means of the distributions of all finite sets of these variables, \( y_{t_1}, \ldots, y_{t_n}, n = 1, 2, \ldots \). The stochastic process is stationary if the distribution of \( y_{t+h}, \ldots, y_{t+n+h} \) is the same as the distribution of \( y_{t_1}, \ldots, y_{t_n} \) for \( h = \ldots, -1, 0, 1, \ldots \) and \( n = 1, 2, \ldots \). If \( \mathcal{E} y_t^2 < \infty \), then \( \mathcal{E} y_t \) does not depend on \( t \) and we write \( \mathcal{E} y_t = \mu \) and \( \mathcal{E} (y_t - \mu)(y_{t+h} - \mu) \) does not depend on \( t \) and we write

\[
(1) \quad \mathcal{E} (y_t - \mu)(y_{t+h} - \mu) = \sigma(h), \quad h = \ldots, -1, 0, 1, \ldots.
\]

Note that \( \sigma(-h) = \sigma(h) \). The quantity \( \sigma(h) \) is known as the autocovariance of order \( h \).

We now consider a stationary stochastic process \( \{y_t\} \) with mean \( \mu \) such that for some constants \( \beta_0 = 1, \beta_1, \ldots, \beta_p \)
\[ \sum_{j=0}^{p} \beta_j (y_{t-j} - \mu) = u_t \]

is independent of \( y_{t-1}, y_{t-2}, \ldots \) for \( t = \ldots, -1, 0, 1, \ldots \). Then \( \{u_t\} \) is a stationary stochastic process because the distribution of \( u_{t+s}, \ldots, u_{t_n+s} \) does not depend on \( s \) (since the distribution of \( y_{t+s}, y_{t+s-1}, \ldots, y_{t+s-p}, \ldots, y_{t+n}, \ldots, y_{t+n-p} \) does not depend on \( s \)). Furthermore, \( u_t \) is independent of \( u_{t-1} = \sum_{j=0}^{p} \beta_j (y_{t-j-1} - \mu), u_{t-2} = \sum_{j=0}^{p} \beta_j (y_{t-j-2} - \mu), \ldots \). Thus the \( u_t \)'s are independently and identically distributed. Since \( \mathcal{E} y_t = \mu \), then \( \mathcal{E} u_t = 0 \). If \( \mathcal{E} y_t^2 < \infty \), we can write \( \mathcal{E} u_t^2 = \sigma^2 \), which we assume to be positive. (If \( \sigma^2 = 0 \), the process satisfies a linear relation with probability 1 and is deterministic.) The process \( \{y_t\} \) is called an autoregressive process of order \( p \), and (2) is called a stochastic difference equation of degree \( p \).

Now multiply the left-hand and right-hand sides of the stochastic difference equation (2) by the left-hand and right-hand sides of \( y_t - \mu = u_t - \sum_{j=1}^{p} \beta_j (y_{t-j} - \mu) \), respectively, and take expected values, assuming \( \mathcal{E} (y_t - \mu)^2 < \infty \). Since \( u_t \) is independent of \( y_{t-1}, \ldots, y_{t-p} \), we obtain

\[ \sum_{j=0}^{p} \beta_j \sigma(j) = \sigma^2. \]

When we multiply both sides of (2) by \( y_{t-n} - \mu \) and take expected values, we obtain

\[ \sum_{j=0}^{p} \beta_j \sigma(s - j) = 0, \quad s = 1, 2, \ldots \]

Equations (3) and (4) will be called the Yule–Walker equations. (Many authors do not include (3) in “the Yule–Walker equations.”)

Now we shall show that the roots of the “associated polynomial equation are less than 1 in absolute value. If \( p = 1 \), (3) and (4) for \( s = 1 \) are

\[ \sigma(0) + \beta_1 \sigma(1) = \sigma^2, \]
(6) \[ \sigma(1) + \beta_1 \sigma(0) = 0. \]

These yield

(7) \[ (1 - \beta_1^2) \sigma(0) = \sigma^2. \]

Since \( \sigma^2 > 0 \), it follows that \( \sigma(0) > 0 \) and \( (1 - \beta_1^2) > 0 \); that is \( |\beta_1| < 1 \). (If \( \sigma^2 = 0 \) and \( \sigma(0) > 0 \), then either \( \beta_1 = 1, \sigma(1) = -\sigma(0) \), and \( y_t = -y_{t-1} \) with probability 1 or \( \beta_1 = -1, \sigma(1) = \sigma(0) \), and \( y_t = y_{t-1} \) with probability 1.)

Now suppose \( p = 2 \) and the roots of

(8) \[ x^2 + \beta_1 x + \beta_2 = 0 \]

are complex conjugate \( (\beta_1^2 - 4\beta_2 < 0) \); denote the roots as \( \alpha e^{\pm i\theta} \), where \( 0 < \alpha \) and \( 0 < \theta < \pi \). Then (3) and (4) for \( s = 1 \) and 2 are

(9) \[ \sigma(0) - 2\alpha \cos \theta \sigma(1) + \alpha^2 \sigma(2) = \sigma^2, \]

(10) \[ -2\alpha \cos \theta \sigma(0) + (1 + \alpha^2)\sigma(1) = 0, \]

(11) \[ \sigma(2) - 2\alpha \cos \theta \sigma(1) + \alpha^2 \sigma(0) = 0. \]

Subtraction of (11) from (9) yields

(12) \[ (1 - \alpha^2)[\sigma(0) - \sigma(2)] = \sigma^2. \]
Since $\sigma^2 > 0$, we see that $\alpha < 1$ and $\sigma(2) < \sigma(0)$ because $\sigma(2) \leq \sigma(0)$ by the Cauchy–Schwarz inequality. (If $\sigma^2 = 0, \sigma(0) > 0$, and the roots are not real, $\alpha = 1$.)

Now we consider $p$ in general. Let $x_1, \ldots, x_p$ be the roots of the associated polynomial equation

\begin{equation}
\sum_{j=0}^{p} \beta_j x^{p-j} = 0.
\end{equation}

Then the associated polynomial can be written

\begin{equation}
\sum_{j=0}^{p} \beta_j x^{p-j} = \prod_{i=1}^{p}(x - x_i),
\end{equation}

and the stochastic difference equation can be written

\begin{equation}
u_t = \sum_{j=0}^{p} \beta_j \mathcal{L}^j(y_t - \mu) = \prod_{i=1}^{p}(1 - x_i \mathcal{L})(y_t - \mu),\end{equation}

where $\mathcal{L}^j y_t = y_{t-j}$. If $x_1$ is a real root, we can write the stochastic difference equation as

\begin{equation}
w_t - x_1 w_{t-1} = u_t,
\end{equation}

where

\begin{equation}
w_t = \prod_{i=2}^{p}(1 - x_i \mathcal{L})(y_t - \mu).
\end{equation}

Then $u_t$ is independent of $w_{t-1}, w_{t-2}, \ldots$, and $\{w_t\}$ is a stationary autoregressive process of order 1 and hence $|x_1| < 1$. If $x_1$ and $x_2$ are conjugate complex roots, $x_1 = \alpha e^{i\theta}$ and $x_2 = \alpha e^{-i\theta}$, then
(18) \[ v_t - 2\alpha \cos \theta v_{t-1} + \alpha^2 v_{t-2} = u_t, \]

where

(19) \[ v_t = \prod_{i=3}^{p} (1 - x_i L)(y_t - \mu). \]

Then \( u_t \) is independent of \( v_{t-1}, v_{t-2}, \ldots \), and \( \{v_t\} \) is a stationary autoregressive process of order 2. From the above treatment of the case \( p = 2 \), we know that \( |x_1| = |x_2| = \alpha < 1 \). We summarize the above results in the following theorem.

**Theorem 1.** Let \( \{y_t\} \) be a stationary stochastic process with mean \( \mathcal{E} y_t = \mu \) and finite variance such that (2) holds for suitable \( \beta_1, \ldots, \beta_p \) (\( \beta_0 = 1 \)) and \( \mathcal{E} u_t^2 = \sigma^2 > 0 \) with \( u_t \) independent of \( y_{t-1}, y_{t-2}, \ldots \). Then \( u_t \) is a sequence of independently and identically distributed random variables. The second-order moments \( \mathcal{E} (y_t - \mu)(y_{t+h} - \mu) = \sigma(h) \) satisfy (3) and (4). The roots of the associated polynomial equation (13) are less than 1 in absolute value.

3. The Moving Average Representation.

Now we want to show that \( y_t \) can be expressed as an infinite linear combination of the independent \( u_t \). In the case of \( p = 1 \) we write

(20) \[ y_t = \phi y_{t-1} + u_t. \]

If we replace \( y_{t-1} \) in (20) by \( \phi y_{t-2} + u_{t-1} \) (which is (20) with \( t \) replaced by \( t - 1 \)), we obtain

(21) \[ y_t = u_t + \phi u_{t-1} + \phi^2 y_{t-2}. \]

If we substitute successively, we obtain
(22) \[ y_t = u_t + \phi u_{t-1} + \ldots + \phi^s u_{t-s} + \phi^{s+1} y_{t-(s+1)}. \]

From (22) we obtain

(23) \[ \mathcal{E} [y_t - (u_t + \phi u_{t-1} + \ldots + \phi^s u_{t-s})]^2 = \phi^{2(s+1)} \mathcal{E} y_{t-(s+1)}^2. \]

Since \(|\phi| = |\beta_1| < 1\), the right-hand side of (23) goes to 0 as \(s\) increases. Then we write

(24) \[ y_t = \sum_{r=0}^{\infty} \phi^r u_{t-r} \]

and say that the series on the right \textit{converges in the mean} (of in the mean square or in quadratic mean) to \(y_t\).

Now let us turn to the general case. The lag operator \(L\) is a linear operator for which polynomials are defined. The autoregressive model (2) with \(\mu = 0\) can be written

(25) \[ \left( \sum_{j=0}^{p} \beta_j L^j \right) y_t = u_t. \]

Formally (25) can be inverted to give

(26) \[ y_t = \left( \sum_{j=0}^{p} \beta_j L^j \right)^{-1} u_t, \]

\[ = \left( \sum_{s=0}^{\infty} \delta_s L^s \right) u_t, \]

\[ = \sum_{s=0}^{\infty} \delta_s u_{t-s}, \]

where the coefficients \(\delta_0, \delta_1, \ldots\) are defined by the identity
\begin{equation}
1 = \sum_{j=0}^{p} \beta_{j} z^{j} \sum_{s=0}^{\infty} \delta_{s} z^{s}
= \sum_{j=0}^{p} \sum_{s=0}^{\infty} \beta_{j} \delta_{s} z^{j+s}
= \sum_{r=0}^{\min(r,p)} \sum_{j=0}^{r} \beta_{j} \delta_{r-j} z^{r},
\end{equation}

where \( r = j + s \) and the limits of the last sum on \( j \) depend on the value of \( r \). The coefficient of each power of \( z \) on the left-hand side of (27) is equal to the coefficient of that power on the right-hand side. Thus

\begin{equation}
1 = \beta_{0} \delta_{0} = \delta_{0},
\end{equation}

\begin{equation}
0 = \beta_{0} \delta_{1} + \beta_{1} \delta_{0} = \delta_{1} + \beta_{1},
\end{equation}

\begin{equation}
\vdots
\end{equation}

\begin{equation}
0 = \beta_{0} \delta_{p-1} + \beta_{1} \delta_{p-2} + \ldots + \beta_{p-1} \delta_{0},
\end{equation}

\begin{equation}
0 = \beta_{0} \delta_{t} + \beta_{1} \delta_{t-1} + \ldots + \beta_{p} \delta_{t-p}, \quad t = p, p+1, \ldots.
\end{equation}

We look for a sequence \( \delta_{0}, \delta_{1}, \ldots \) that satisfies the \( p \) equations (28) and the set of equations (29). Equations (28) determine \( \delta_{0}, \ldots, \delta_{p-1} \) successively and (29) determines \( \delta_{p}, \delta_{p+1}, \ldots \) in turn; the solution to these equations exists and is unique.

Does (26) converge in the mean? We note that

\begin{equation}
(1 - x_i z)^{-1} = \sum_{s=0}^{\infty} x_i^s z^s
\end{equation}

converges uniformly for \( |z| \leq \gamma/|x_i| \) for \( 0 < \gamma < 1 \). Hence,
(31) \[ \sum_{s=0}^{\infty} \delta_s z^s = (1 + \beta_1 z + \ldots + \beta_p z^p)^{-1} = \prod_{i=1}^{p} \left( \sum_{s=0}^{\infty} x_i^s z^s \right) \]

converges uniformly for \(|z| \leq \gamma / \max_{i=1,\ldots,p} |x_i|\), which is greater than 1 if \(\gamma\) is large enough. Hence, \(\delta_s \to 0\) as \(s \to \infty\). We write for \(m > p\)

(32) \[
\sum_{s=0}^{m} \delta_s u_{t-s} = \sum_{s=0}^{m} \delta_s \sum_{j=0}^{p} \beta_j y_{t-s-j} \\
= \sum_{s=0}^{m} \sum_{j=0}^{p} \beta_j \delta_s y_{t-s-j} \\
= \sum_{r=0}^{m+p} \sum_{j=\max(0,r-m)}^{p} \beta_j \delta_r-j y_{t-r} \\
= y_t + \sum_{r=m+1}^{m+p} \sum_{j=r-m}^{p} \beta_j \delta_r-j y_{t-r}
\]

by comparison with (27). From this we obtain for \(m > p\)

(33) \[
\mathcal{E} \left( y_t - \sum_{s=0}^{m} \delta_s u_{t-s} \right)^2 = \mathcal{E} \left( \sum_{r=m+1}^{m+p} \sum_{j} \beta_j \delta_r-j y_{t-r} \right)^2
\]

The right-hand side is a quadratic form in \(\delta_{m+1-p}, \ldots, \delta_{m+p}\). Since \(\delta_s \to 0\) as \(s \to \infty\), the right-hand side converges to 0 and (26) converges in the mean as \(m \to \infty\).

**Theorem 2.** If \(y_t, t = \ldots, -1, 0, 1, \ldots\), satisfies (2) with \(u_t\) independent of \(y_{t-1}, y_{t-2}, \ldots\) and \(\mathcal{E} y_t = \mu\), then

(34) \[
y_t = \mu + \sum_{s=0}^{\infty} \delta_s u_{t-s}
\]

converges in the mean, where \(\delta_0 = 1, \delta_1, \ldots\) are determined by (28) and (29).

The expression (34) is called the moving average representation of the autoregressive process \(\{y_t\}\).
We shall now find an explicit expression for \( \delta_t \) when the roots of the associated polynomial equation are distinct.

The equation (29) is a **homogeneous difference equation**. (It is homogeneous of degree 1 in the \( \delta_t \)'s, and it is a difference equation because it can be written as a polynomial in \( \nabla = 1 - \mathcal{L} \) operating on \( \delta_t \).) The case \( p = 1 \) suggests that a solution to the homogeneous difference equation (29) may be of the form \( \delta_t = x^t \). Then the right-hand side of

\[
(35) \quad \sum_{j=0}^{p} \beta_j x^{t-j} = x^{t-p} \sum_{j=0}^{p} \beta_j x^{p-j}
\]

is 0 if \( x \) satisfies the associated polynomial equation (13); that is, if \( x \) is one of the roots \( x_1, \ldots, x_p \) of (13). It follows that

\[
(36) \quad \delta_t = \sum_{i=1}^{p} k_i x_i^t, \quad t = 0, 1, \ldots,
\]

is also a solution. If we substitute (36) into (28), we obtain

\[
1 = \sum_{i=1}^{p} k_i,
\]

\[
0 = \sum_{i=1}^{p} k_i x_i + \beta_1 \sum_{i=1}^{p} k_i = \sum_{i=1}^{p} (x_i + \beta_1) k_i,
\]

\[
\vdots
\]

\[
0 = \sum_{i=1}^{p} k_i x_i^{p-1} + \beta_1 \sum_{i=1}^{p} k_i x_i^{p-2} + \ldots + \beta_{p-1} \sum_{i=1}^{p} k_i = \sum_{i=1}^{p} (x_i^{p-1} + \beta_1 x_i^{p-2} + \ldots + \beta_{p-1}) k_i.
\]

The determinant of the coefficients of \( k_1, \ldots, k_p \) in (37) is

\[
(38) \quad \begin{vmatrix}
1 & 1 & \ldots & 1 \\
x_1 + \beta_1 & x_2 + \beta_1 & \ldots & x_p + \beta_1 \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{p-1} + \beta_1 x_1^{p-2} + \ldots + \beta_{p-1} & x_2^{p-1} + \beta_1 x_2^{p-2} + \ldots + \beta_{p-1} & \ldots & x_p^{p-1} + \beta_1 x_p^{p-2} + \ldots + \beta_{p-1}
\end{vmatrix}
\]
\[
\begin{align*}
\beta_1 & \quad 0 \quad \ldots \quad 0 \quad \beta_1 \\
\vdots & \quad \vdots \quad \ldots \quad \vdots \quad \vdots \\
\beta_{p-1} & \quad \beta_{p-2} \quad \ldots \quad 1
\end{align*}
\]
\[
\begin{align*}
1 & \quad 1 \quad \ldots \quad 1 \\
x_1 & \quad x_2 \quad \ldots \quad x_p \\
\vdots & \quad \vdots \quad \ldots \quad \vdots \\
x_1^{p-1} & \quad x_2^{p-1} \quad \ldots \quad x_p^{p-1}
\end{align*}
\]
\[
= \prod_{j<i} (x_i - x_j).
\]

This (Vandermonde) determinant is different from 0 if and only if the roots are distinct. Hence, there is a unique solution to (28) of the form (36) if and only if the roots of (13) are distinct. Then \(\delta_t = \sum_{i=1}^p k_i x_i^t\) is a solution to (28) and (29) and is the only solution to (28). Since \(\delta_t\) is uniquely determined by \(\delta_{t-1}, \ldots, \delta_{t-p}\) in (29), \(t = p, p+1, \ldots\), the solution of \(\delta_t = \sum_{i=1}^p k_i x_i^t\) is the unique solution to (28) and (29) if the roots of (13) are distinct.

**Theorem 3.** The unique solution to the homogeneous difference equation (29) satisfying the conditions (28) is \(\delta_t = \sum_{i=1}^p k_i x_i^t\), where \(k_1, \ldots, k_p\) satisfy (37) and \(x_1, \ldots, x_p\) are the roots of (13), if \(x_1, \ldots, x_p\) are distinct.

If \(p = 1\), \(\delta_r = (-\beta_1)^r\), an exponential function of \(r\). If \(p = 2\) and \(x_1\) and \(x_2\) are different, \(k_1 = x_1/(x_1 - x_2), k_2 = -x_2/(x_1 - x_2)\), and

\[
\delta_r = \frac{x_1^{r+1} - x_2^{r+1}}{x_1 - x_2}, \quad r = 0, 1, \ldots
\]

If \(x_1\) and \(x_2\) are real, \(\delta_r\) is a linear combination of two exponential functions of \(r\). If the roots are complex, we may write them \(x_1 = \alpha e^{i\theta}\) and \(x_2 = \alpha e^{-i\theta}\). Then

\[
\delta_r = \alpha r \frac{e^{i\theta(r+1)} - e^{i\theta(r+1)}}{e^{i\theta} - e^{-i\theta}}
\]

\[
= \alpha r \frac{\sin \theta (r+1)}{\sin \theta},
\]

a damped sine function of \(r\).
4. The Autocovariance Sequence.

Now we find an explicit expression for \( \{\sigma(h)\} \) when the roots of the associated polynomial equation are distinct. To do this we first demonstrate that (3) and the first \( p \) equations in (4) determine \( \sigma(0), \sigma(1), \ldots, \sigma(p) \) uniquely regardless of whether the roots are distinct. Since \( \sigma(h) = \sigma(-h), h = 1, \ldots, p - 1 \), these \( p + 1 \) equations can be written

\[
\begin{align*}
\sigma(0) + \beta_1 \sigma(1) + \ldots + \beta_p \sigma(p) &= \sigma^2, \\
\beta_1 \sigma(0) + (1 + \beta_2) \sigma(1) + \ldots + \beta_p \sigma(p - 1) &= 0, \\
\vdots \\
\beta_p \sigma(0) + \beta_{p-1} \sigma(1) + \ldots + \sigma(p) &= 0.
\end{align*}
\]

The determinant of the matrix of coefficients is

\[
\begin{vmatrix}
1 & \beta_1 & \beta_2 & \ldots & \beta_{p-1} & \beta_p \\
\beta_1 & 1 + \beta_2 & \beta_3 & \ldots & \beta_p & 0 \\
\beta_2 & \beta_1 + \beta_3 & 1 + \beta_4 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\beta_{p-1} & \beta_{p-2} + \beta_p & \beta_{p-3} & \ldots & 1 & 0 \\
\beta_p & \beta_{p-1} & \beta_{p-2} & \ldots & \beta_1 & 1
\end{vmatrix}
\]

If we multiply the \( (j + 1) \)st column by \( x_1^j + x_1^{-j} \) and add the result to 2 times the first column, \( j = 1, \ldots, p \), we obtain as the first column the transpose of

\[
\begin{align*}
\left( \sum_{j=0}^{p} \beta_j x_1^j + \sum_{j=0}^{p} \beta_j x_1^{-j}, x_1, x_1^{-1} \sum_{j=0}^{p} \beta_j x_1^j + x_1 \sum_{j=0}^{p} \beta_j x_1^{-j}, \ldots, x_1^{-p} \sum_{j=0}^{p} \beta_j x_1^j + x_1^p \sum_{j=0}^{p} \beta_j x_1^{-j} \right) \\
= \sum_{j=0}^{p} \beta_j x_1^j (1, x_1, \ldots, x_1^p)
\end{align*}
\]
because \( \sum_{j=0}^{p} \beta_j x_1^{-j} = 0 \). We assume that \( \beta_p \neq 0 \) and hence \( x_j \neq 0, j = 1, \ldots, p \). Thus

\[
\sum_{j=0}^{p} \beta_j x_1^j = \prod_{i=1}^{p} (1 - x_i x_1)
\]

is a factor of the determinant. Since this operation can be done with any root,

\[
\prod_{i \leq j} (1 - x_i x_j)
\]

is a factor. The term in the determinant of highest degree in \( x_1, \ldots, x_p \) is

\[
\pm \beta_p^{p+1} = \pm \prod_{i=1}^{p} x_i^{p+1},
\]

which is the degree of (45). Since the determinant is 1 for \( x_1 = \ldots = x_p = 0 \), the determinant is (45). This is different from 0 because \( |x_i| < 1, i = 1, \ldots, p \). Thus the Yule–Walker equations determine \( \sigma(0), \ldots, \sigma(p) \) uniquely as the solution to (41).

The equation (4) is a homogeneous difference equation for \( \sigma(h), h = -(p-1), -(p-2), \ldots, \) and \( \sigma(h) = \sum_{i=1}^{p} c_i x_i^h \) satisfies it for any \( c_1, \ldots, c_p \). However, if the roots are distinct there is only one set of \( c_1, \ldots, c_p \) that satisfies \( \sigma(h) = \sum_{i=1}^{p} c_i x_i^h \) for \( h = -(p-1), \ldots, 0 \); that is,

\[
\begin{bmatrix}
\sigma(0) \\
\sigma(-1) \\
\vdots \\
\sigma(-(p-1))
\end{bmatrix}
= 
\begin{bmatrix}
1 & 1 & \cdots & 1 \\
x_1^{-1} & x_2^{-1} & \cdots & x_p^{-1} \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{-(p-1)} & x_2^{-(p-1)} & \cdots & x_p^{-(p-1)}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_p
\end{bmatrix}
\]

(47)

The determinant of the matrix of coefficients of \( c_1, \ldots, c_p \) in (47) in the Vandermonde determinant \( \prod_{i > j} (x_i^{-1} - x_j^{-1}) \), which is nonzero.

Theorem 4. If the roots of the associated polynomial equation are distinct and \( \beta_p \neq 0 \), the autocovariances are given by \( \sigma(h) = \sum_{i=1}^{p} c_i h_i^h, h = 1 - p, 2 - p, \ldots, \) where \( c_1, \ldots, c_p \) satisfy (47) or equivalently (3) and \( \sigma(h) = \sigma(-h), h = 1, \ldots, p - 1 \).

If \( p = 1, \sigma(h) = (-\beta_1 h^2)/(1 - \beta_1^2), h = 0, 1, \ldots, \) an exponential function of \( h \). If \( p = 2 \) and \( x_1 \) and \( x_2 \) are different,
(48) \[ \sigma(h) = \frac{\sigma^2}{(x_1 - x_2)(1 - x_1 x_2)} \left( \frac{x_1^{h+1}}{1 - x_1^2} - \frac{x_2^{h+1}}{1 - x_2^2} \right). \]

If \( x_1 \) and \( x_2 \) are real, \( \sigma(h) \) is a linear combination of two exponential functions. If \( p = 2 \) and \( x_1 \) and \( x_2 \) are conjugate complex, \( \alpha e^{\pm i\delta} \), then (48) can be written

(49) \[
\sigma(h) = \frac{\sigma^2 \alpha^h \sin \theta (h + 1) - \alpha^2 \sin \theta (h - 1)}{(1 - \alpha^2) \sin \theta [1 - 2\alpha^2 \cos 2\theta + \alpha^4]},
\]

\[
= \frac{\sigma^2 \alpha^h \cos(\theta h - \psi)}{(1 - \alpha^2) \sin \theta \sqrt{1 - 2\alpha^2 \cos 2\theta + \alpha^4}},
\]

where

(50) \[ \tan \psi = \frac{(1 - \alpha^2) \cos \theta}{(1 + \alpha^2) \sin \theta}. \]

Here we have assumed that \( \{y_t\} \) is strictly stationary and that \( u_t \) defined by (2) is independent of \( y_{t-1}, y_{t-2}, \ldots \) Then the \( u_t \)'s are independently identically distributed. A similar development can be carried out on the assumptions that \( \{y_t\} \) is stationary in the wide sense and that \( u_t \) is uncorrelated with \( y_{t-1}, y_{t-2}, \ldots \) Then the \( u_t \)'s are uncorrelated and have the same variance.

An alternative approach to the stationary autoregressive model is to assume \( \{u_t\} \) consists of independently identically distributed random variables with \( E u_t = 0 \) and \( E u_t^2 = \sigma^2 \). Then define \( y_t \) by (34), where \( \{\delta_s\} \) satisfies (28) and (29) for some \( \beta_1, \ldots, \beta_p \) with the roots of (13) less than 1 in absolute value. Then \( \{y_t\} \) satisfies (2) and \( u_t \) is independent of \( y_{t-1}, y_{t-2}, \ldots \)

5. The Direction of Time.

What gives time the direction is that \( u_t \) is independent of the observable past: \( y_{t-1}, y_{t-2}, \ldots \). If \( \{y_t\} \) is Gaussian (that is, all finite distributions are normal), then \( \{y_t\} \) is determined by \( E y_t = \mu \) and \( E (y_t - \mu)(y_{t+h} - \mu) = \sigma(h), h = 0, 1, \ldots \). Since \( \sigma(h) = \sigma(-h) \),
the covariance function does not distinguish between the sequence \( t = \ldots, -1, 0, 1, \ldots \) and the sequence \( t = \ldots, 1, 0, -1, \ldots \). In fact, for \( \beta_1, \ldots, \beta_p \) and \( \sigma^2 \) given, the random variable

\[
\sum_{j=0}^{p} \beta_j y_{t+h} = w_t
\]

is independent of \( y_{t+1}, y_{t+2}, \ldots, \{w_t\} \) is a sequence of independently identically distributed random variables, and the Yule–Walker equations hold. For example, if \( \sigma(h) = (-\beta_1)^{|h|} \sigma(0), h = \pm 1, \pm 2, \ldots \), then (51) is

\[
y_t + \beta_1 y_{t+1} = w_t,
\]

and \( y_t = \sum_{s=0}^{\infty} (-\beta_1)^s w_{t+s} \).

Let us look briefly at the case in which some roots of the polynomial equation are larger than 1 in absolute value. Suppose \( |x_i| > 1, i = 1, \ldots, q, |x_i| < 1, i = q+1, \ldots, p \). We write the stochastic difference equation as

\[
u_t = \sum_{r=0}^{p} \beta_r \mathcal{L}^r y_t
\]

\[= \prod_{i=1}^{p} (1 - x_i \mathcal{L}) y_t.
\]

The inverse of (53) is

\[
y_t = \prod_{i=1}^{p} (1 - x_i \mathcal{L})^{-1} u_t
\]

\[= \prod_{i=1}^{q} (1 - x_i \mathcal{L})^{-1} \prod_{i=q+1}^{p} (1 - x_i \mathcal{L})^{-1} u_t
\]

\[= \prod_{i=1}^{q} \left( -\frac{1}{x_i} \right)^p \left( 1 - \frac{1}{x_i} \right) \prod_{i=q+1}^{p} (1 - x_i \mathcal{L})^{-1} u_t
\]

where \( \mathcal{L}^{-1} \). Each term \( (1 - x_i^{-1} \mathcal{P})^{-1} \) can be expanded in a power series in \( \mathcal{P} \), and each term

\( (1 - x_i \mathcal{L})^{-1} \) can be expanded in a power series in \( \mathcal{L} \). If \( 1 \leq q < p \), the operator will be a power series in \( \mathcal{L} (= \mathcal{P}^{-1}) \) and in \( \mathcal{P} (= \mathcal{L}^{-1}) \); the indicated infinite series in \( \ldots, u_{t-1}, u_t, u_{t+1}, \ldots \) will be doubly infinite. If \( q = p \) (all roots in absolute value greater than 1), the operator is
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an infinite power series in \( \xi \) (only nonnegative powers); the indicated infinite series in the random variables involves \( u_{t+p}, u_{t+p+1}, \ldots \). This discussion is in purely formal terms, but it can be justified in the manner used for the case of all roots less than 1 in absolute value. In fact, if the linear form \( \prod_{i=1}^{r}(1 - x_i \xi) y_t = u_t^* \) is replaced by the linear form (for any \( x_i \)'s)

\[
\prod_{i=1}^{r}(1 - x_i^{-1}) \prod_{i=r+1}^{p} (1 - x_i \xi) y_t = u_t^*
\]

the residuals \( u_t^* \) are also uncorrelated (though not necessarily independent).

Now consider the special case of one root equal to 1

\[
y_t = y_{t-1} + u_t,
\]

and assume \( \xi u_t = 0, \xi u_t^2 = \sigma^2 \). Then

\[
y_t - y_{t-s} = u_t + u_{t-1} + \ldots + u_{t-s+1},
\]

and

\[
\xi (y_t - y_{t-s})^2 = \xi y_t^2 + \xi y_{t-s}^2 - 2 \xi y_t y_{t-s} = s\sigma^2.
\]

If the process is stationary, \( \xi y_t^2 = \xi y_{t-s}^2 \); from (58) we obtain

\[
\xi y_t y_{t-s} = \xi y_t^2 - \frac{1}{2} s\sigma^2, \quad s = 1, 2, \ldots.
\]

This can hold for all \( s > 0 \) only if \( \sigma^2 = 0 \) and then \( y_t = y_{t-s} \) with probability 1. Intuitively, we see that unless the variance of \( u_t \) is 0, (56) implies that the variance of \( y_t \) increases with \( t \), but this fact is contrary to stationarity.

A more general case is

\[
(1 - \xi) \prod_{i=2}^{p} (1 - x_i \xi) y_t = u_t,
\]
where \(|x_i| \neq 1, i = 2, \ldots, p\). If \(\prod_{i=2}^{p}(1 - x_i \mathcal{L})y_t = z_t\), then \((1 - \mathcal{L})z_t = u_t\) and \(z_t = z_{t-s}\) with probability 1, say \(z_t = z\). Thus

\[
\prod_{i=2}^{p}(1 - x_i \mathcal{L})y_t = z,
\]

and \(y_t = \sum_{s=-\infty}^{\infty} \delta_s z\); that is, \(y_t = y_{t-s}\) with probability 1. \((z\) can be a random variable.\)

6. Fluctuations of the Time Series.

The typical time series generated by an autoregression model fluctuates up and down. Its oscillations are not regular, but tend to have an average length which depends on the difference equation. If we think of (2) as generating the series for successive values of \(t\) we see that each set of \(p\) \(y_t\)'s directly affects the next \(y_t\). If \(p = 2\), we can write the equation

\[
y_t = \phi_1 y_{t-1} + \phi_2 y_{t-2} + u_t
\]

\[
= (\phi_1 + \phi_2) y_{t-1} - \phi_2 (y_{t-1} - y_{t-2}) + u_t,
\]

which indicates that the direct effect of preceding \(y_t\)'s on \(y_t\) involves the value of \(y_{t-1}\) and the change between \(y_{t-2}\) and \(y_{t-1}\). This effect will generally have a tendency to produce fluctuations.

Another way of looking at the process is in terms of the representation of \(y_t = \sum_{r=0}^{\infty} \delta_r u_{t-r}\). A given \(u_s\) will affect a subsequent \(y_{s+q}\) according to the coefficient \(\delta_q\). Since these coefficients oscillate, the effect on successive \(y_t\)'s fluctuates, tending to produce fluctuations in the series \(y_t\).

The fluctuating behavior is also indicated by the covariance function. Since \(\sigma(s) \neq 0\) (usually), there is some statistical association between \(y_t\) and \(y_{t+s}\), though it tends to decrease as \(s\) \((> 0)\) increases. This association (measured by the correlation coefficient) tends to fluctuate. For example, if there is a pair of complex roots, the trigonometric functions oscillate and the association may increase with \(s\) in some intervals (of \(s\)).
7. Partial Autocorrelations.

A stationary stochastic process \( \{y_t\} \) with finite second moment defines an autocovariance sequence \( \{\sigma(h)\} \). In turn, each set \( \sigma(0), \sigma(1), \ldots, \sigma(p) \) defines a set of coefficients \( \phi_1(p), \ldots, \phi_p(p) \) by the \( p \) Yule–Walker equations

\[
\sum_{j=1}^{p} \sigma(s-j)\phi_j(p) = \sigma(s), \quad s = 1, \ldots, p.
\]

(63)

We shall now show that the autoregressive coefficient \( \phi_p(p) \) in the fitted AR\((p)\) model is identical to the partial correlation coefficient between \( y_t \) and \( y_{t-p} \) "holding \( y_{t-1}, \ldots, y_{t-p+1} \) fixed." This partial correlation coefficient is the correlation between the residual of \( y_t \) regressed on \( y_{t-1}, \ldots, y_{t-p+1} \) and the residual of \( y_{t-p} \) regressed on \( y_{t-1}, \ldots, y_{t-p+1} \). We suppose \( \xi y_t = 0 \).

Define

\[
y^{(p-1)}_{\sim t-1} = \begin{bmatrix} y_{t-1} \\ y_{t-2} \\ \vdots \\ y_{t-p+1} \end{bmatrix}, \quad \xi y_t y^{(p-1)}_{\sim t} = \sigma_{p-1} = \begin{bmatrix} \sigma(1) \\ \sigma(2) \\ \vdots \\ \sigma(p-1) \end{bmatrix},
\]

(64)

\[
\xi y^{(p-1)}_{\sim t-1} y^{(p-1)}_{\sim t-1}' = \Sigma_{p-1} = \begin{bmatrix} \sigma(0) & \sigma(1) & \ldots & \sigma(p-2) \\ \sigma(1) & \sigma(0) & \ldots & \sigma(p-3) \\ \vdots & \vdots & \ddots & \vdots \\ \sigma(p-2) & \sigma(p-3) & \ldots & \sigma(0) \end{bmatrix}.
\]

(65)

Then the vector of regression coefficients \( \phi_{p-1} = [\phi_1(p-1), \ldots, \phi_{p-1}(p-1)]' \) of \( y_t \) on \( y^{(p-1)}_{\sim t-1} = (y_{t-1}, \ldots, y_{t-p+1})' \) is the solution to

\[
\Sigma_{p-1} \phi_{p-1} = \sigma_{p-1}.
\]

(66)

The vector of regression coefficients of \( y_{t-p} \) on \( y_{t-p+1}, \ldots, y_{t-1} \) is defined by the same equation. (The covariances of \( y_r \) and \( y_s \) depends only on \( |r-s| \), not the sign of \( r-s \).) Thus the vector of
regression coefficients of $y_{t-p}$ on $y_{t-1}^{(p-1)}$ is $\tilde{\phi}_{p-1} = [\phi_{p-1}(p-1), \ldots, \phi_1(p-1)]'$. The variances of the residuals are

\begin{align}
(67) \quad & \mathcal{E}(y_t - \tilde{\phi}_{p-1}^{\prime} y_{t-1}^{(p-1)})^2 = \sigma(0) = \tilde{\phi}_{p-1}^{\prime} \Sigma_{p-1} \tilde{\phi}_{p-1} \\
(68) \quad & \mathcal{E}(y_{t-p} - \tilde{\phi}_{p-1}^{\prime} y_{t-1}^{(p-1)})^2 = \sigma(0) = \tilde{\phi}_{p-1}^{\prime} \Sigma_{p-1} \tilde{\phi}_{p-1};
\end{align}

these two are the same. The covariance between the two residuals is

\begin{align}
(69) \quad & \mathcal{E}(y_t - \tilde{\phi}_{p-1}^{\prime} y_{t-1}^{(p-1)})(y_{t-p} - \tilde{\phi}_{p-1}^{\prime} y_{t-1}^{(p-1)}) = \sigma(p) = \tilde{\phi}_{p-1}^{\prime} \Sigma_{p-1} \tilde{\phi}_{p-1}.
\end{align}

The partial autocorrelation between $y_t$ and $y_{t-p}$ given $y_{t-1}^{(p-1)}$ is

\begin{align}
(70) \quad & \text{PACF}(p) = \frac{\sigma(p) - \tilde{\phi}_{p-1}^{\prime} \Sigma_{p-1} \tilde{\phi}_{p-1}}{\sigma(0) - \tilde{\phi}_{p-1}^{\prime} \Sigma_{p-1} \tilde{\phi}_{p-1}}.
\end{align}

Now let us write the equation for the vector of regression coefficients of $y_t$ on $y_{t-1}, \ldots, y_{t-p}$ in partitioned form

\begin{align}
(71) \quad & \begin{bmatrix} \Sigma_{p-1} & \tilde{\phi}_{p-1} \\ \tilde{\phi}_{p-1}^{\prime} & \sigma(0) \end{bmatrix} \begin{bmatrix} \phi^{(1)}(p) \\ \phi_p(p) \end{bmatrix} = \begin{bmatrix} \sigma_{p-1} \\ \sigma(p) \end{bmatrix},
\end{align}

where $\tilde{\phi}_{p-1} = [\sigma(p-1), \ldots, \sigma(1)]'$. The partitioned equations are

\begin{align}
(72) \quad & \Sigma_{p-1} \phi^{(1)}(p) + \tilde{\phi}_{p-1} \phi_p(p) = \sigma_{p-1}, \\
(73) \quad & \tilde{\phi}_{p-1}^{(1)}(p) + \sigma(0) \phi_p(p) = \sigma(p).
\end{align}

The first equation yields
(74) \[ \phi^{(1)}(p) = \frac{\Sigma_{p-1}^{-1} \varphi_{p-1}}{\Sigma_{p-1}^{-1} \varphi_{p-1}} \phi_{p-1} \]

\[ = \phi_{p-1} - \phi_{p}(p) \theta_{p-1}. \]

Substitution into (73) yields

(75) \[ \left[ \sigma(0) - \sigma_{p-1}^{-1} \sum_{p-1}^{p-1} \varphi_{p-1} \right] \phi_{p}(p) = \sigma(p) - \sigma_{p-1}^{'} \sum_{p-1}^{p-1} \varphi_{p-1}. \]

Comparison of (70) and (75) shows that \( \phi_{p}(p) = \text{PACF}(p). \)

These equations lead to the Levinson-Durbin recursive relations (74) and

(76) \[ \phi_{p}(p) = \frac{\sigma(p) - \sigma_{p-1}^{'} \phi_{p-1} \theta_{p-1}}{\sigma(0) - \sigma_{p-1}^{'} \phi_{p-1} \theta_{p-1}}. \]

The parameters \( \sigma(0) \) and \( \{ \phi_{p}(p) \} \) are equivalent to the sequence \( \{ \sigma(h) \}. \)

8. Prediction.

The autoregressive process (2) for \( \mu = 0 \) can be written

(77) \[ y_{t} = \phi_{1} y_{t-1} + \ldots + \phi_{p} y_{t-p} + u_{t}, \]

where \( u_{t} \) is independent of \( y_{t-1}, y_{t-2}, \ldots \) Then the conditional expectation of \( y_{t} \) given \( y_{t-1}, y_{t-2}, \ldots \) is

(78) \[ \mathcal{E}\{ y_{t} | y_{t-1}, y_{t-2}, \ldots \} = \phi_{1} y_{t-1} + \ldots + \phi_{p} y_{t-p}. \]

This conditional expectation is the best predictor of \( y_{t} \) based on the past. Its variance is

(79) \[ \mathcal{E}[\phi_{1} y_{t-1} + \ldots + \phi_{p} y_{t-p} - y_{t}]^{2} = \mathcal{E} u_{t}^{2} = \sigma^{2}. \]
The mean squared error of any other predictor, say \( f(y_{t-1}, y_{t-2}, \ldots) \), is

\[
(80) \quad \mathcal{E} [f(y_{t-1}, y_{t-2}, \ldots) - y_t]^2 \\
= \mathcal{E} [f(y_{t-1}, y_{t-2}, \ldots) - \phi_1 y_{t-1} - \ldots - \phi_p y_{t-p} - u_t]^2 \\
= \mathcal{E} u_t^2 + \mathcal{E} [f(y_{t-1}, y_{t-2}, \ldots) - \phi_1 y_{t-1} - \ldots - \phi_p y_{t-p}]^2.
\]

**Theorem 5.** The predictor of \( y_t \) based on \( y_{t-1}, y_{t-2}, \ldots \) with minimum mean square error for the stationary stochastic process satisfying (2) for which the roots are less than 1 in absolute value is (58).
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