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This work was supported by the Engineering Psychology Programs from the Office of Naval Research. The present article reviews our work on decision making under risk from a new perspective, discussed primarily in the first and last sections. Most of the empirical demonstrations have been reported in earlier publications; new problems are marked by a star.
Alternative descriptions of a decision problem often give rise to different preferences, contrary to the principle of invariance that underlies the rational theory of choice. Violations of this theory are traced to the rules that govern the framing of decisions and the psychophysical principles of evaluation embodied in prospect theory. Invariance and dominance are obeyed when their application is transparent and often violated in other situations. Because these rules are normatively essential but descriptively invalid, no theory of choice can be both normatively adequate and descriptively accurate.
The modern theory of decision making under risk emerged from a logical analysis of games of chance rather than from a psychological analysis of risk and value. The theory was conceived as a normative model of an idealized decision maker, not as a description of the behavior of real people. In Schumpeter’s words, it "has a much better claim to being called a logic of choice than a psychology of value" (1954, p. 1058).

The use of a normative analysis to predict and explain actual behavior is defended by several arguments. First, people are generally thought to be effective in pursuing their goals, particularly when they have incentives and opportunities to learn from experience. It seems reasonable, then, to describe choice as a maximization process. Second, competition favors rational individuals and organizations. Optimal decisions increase the chances of survival in a competitive environment, and a minority of rational individuals can sometimes impose rationality on the whole market. Third, the intuitive appeal of the axioms of rational choice makes it plausible that the theory derived from these axioms should provide an acceptable account of choice behavior.

The thesis of the present article is that, in spite of these a priori arguments, the logic of choice does not provide an adequate foundation for a descriptive theory of decision making. We argue that the deviations of actual behavior from the normative model are too widespread to be ignored, too systematic to be dismissed as random error, and too fundamental to be accommodated by relaxing the normative system. We first sketch an analysis of the foundations of the theory of rational choice, then show that the most basic rules of the theory are commonly violated by decision makers. We conclude from
these findings that the normative and the descriptive analyses cannot be reconciled. A
descriptive model of choice is presented, which accounts for preferences that are
anomalous in the normative theory.

1. A Hierarchy of Normative Rules

The major achievement of the modern theory of decision under risk is the deriv-
ation of the expected utility rule from simple principles of rational choice that make no
reference to long-run considerations (Von Neumann & Morgenstern, 1944). The
axiomatic analysis of the foundations of expected utility theory reveals four substantive
assumptions: cancellation, transitivity, dominance and invariance, besides the more
technical assumptions of comparability and continuity. The substantive assumptions
can be ordered by their normative appeal from the cancellation condition, which has
been challenged by many theorists, to invariance, which has been accepted by all. We
briefly discuss these assumptions.

Cancellation. The key qualitative property that gives rise to expected utility
theory is the "cancellation" or elimination of any state of the world that yields the same
outcome regardless of one's choice. This notion has been captured by different formal
properties, such as the substitution axiom of Von Neumann and Morgenstern (1944), the
extended sure-thing principle of Savage (1954), and the independence condition of Luce
and Krantz (1971). Thus, if A is preferred to B then the prospect of winning A if it
rains tomorrow (and nothing otherwise) should be preferred to the prospect of winning
B if it rains tomorrow because the two prospects yield the same outcome (nothing) if there is no rain tomorrow. Cancellation is necessary to represent preference between prospects as the maximization of expected utility. The main argument for cancellation is that only one state will actually be realized, which makes it reasonable to evaluate the outcomes of options separately for each state. The choice between options should therefore only depend on states in which they yield different outcomes.

Transitivity. A basic assumption in models of both risky and riskless choice is the transitivity of preference. This assumption is necessary and essentially sufficient for the representation of preference by an ordinal utility scale $u$ such that $A$ is preferred to $B$ whenever $u(A) > u(B)$. Thus, transitivity is satisfied if it is possible to assign to each option a value that does not depend on the other available options. Transitivity is likely to hold when the options are evaluated separately, but not when the consequences of an option depend on the alternative to which it is compared, as implied for example by considerations of regret. A common argument for transitivity is that cyclic preferences can support a "money pump", in which the intransitive person is induced to pay for a series of exchanges that returns to the initial option.

Dominance. This is perhaps the most obvious principle of rational choice: if one option is better than another in one state and at least as good in all other states, the dominant option should be chosen. A slightly stronger condition -- called stochastic dominance -- asserts that, for unidimensional risky prospects, $A$ is preferred to $B$ if the cumulative distribution of $A$ is to the right of the cumulative distribution of $B$. 
Dominance is both simpler and more compelling than cancellation and transitivity, and it serves as the cornerstone of the normative theory of choice.

**Invariance.** An essential condition for a theory of choice that claims normative status is the principle of invariance: different representations of the same choice problem should yield the same preference. That is, the preference between options should be independent of their description. Two characterizations that the decision maker, upon reflection, would view as alternative descriptions of the same problem should lead to the same choice -- even without the benefit of such reflection. This principle of invariance (or extensionality, Arrow, 1982), is so basic that it is tacitly assumed in the characterization of options, rather than explicitly stated as a testable axiom. For example, decision models that describe the objects of choice as random variables all assume that alternative representations of the same random variables should be treated alike. Invariance captures the normative intuition that variations of form that do not affect the actual outcomes should not affect the choice. A related concept, called consequentialism, has been discussed by Hammond (1985).

The four principles underlying expected utility theory can be ordered by their normative appeal. Invariance and dominance seem essential, transitivity could be questioned, and cancellation has been rejected by many authors. Indeed, the ingenious counter-examples of Allais (1953) and Ellsberg (1961) led several theorists to abandon cancellation and the expectation principle in favor of more general representations. Most of these models assume transitivity, dominance and invariance (e.g. Allais, 1979; Chew,
Other developments abandon transitivity but maintain invariance and dominance (e.g. Bell, 1982; Fishburn, 1982, 1984; Loomes & Sugden, 1982). These theorists responded to observed violations of cancellation and transitivity by weakening the normative theory in order to retain its status as a descriptive model. However, this strategy cannot be extended to the failures of dominance and invariance that we shall document. Because invariance and dominance are normatively essential and descriptively invalid, a theory of rational decision cannot provide an adequate description of choice behavior.

We next illustrate failures of invariance and dominance, then review a descriptive analysis that traces these failures to the joint effects of the rules that govern the framing of prospects, the evaluation of outcomes and the weighting of probabilities. Several phenomena of choice that support the present account are described.

II. Failures of Invariance

In this section we consider two illustrative examples in which the condition of invariance is violated, and discuss some of the factors that produce these violations.

The first example comes from a study of preferences between medical treatments (McNeil, Pauker, Sox & Tversky, 1982). Respondents were given statistical information about the outcomes of two treatments of lung cancer. The same statistics were presented to some respondents in terms of mortality rates and to others in terms of sur-
vival rates. The respondents then indicated their preferred treatment. The information was presented as follows:

**Problem 1 (Survival frame)**

**Surgery:** Of 100 people having surgery 90 live through the post-operative period, 68 are alive at the end of the first year and 34 are alive at the end of five years.

**Radiation Therapy:** Of 100 people having radiation therapy all live through the treatment, 77 are alive at the end of one year and 22 are alive at the end of five years.

**Problem 1 (Mortality frame)**

**Surgery:** Of 100 people having surgery 10 die during surgery or the post-operative period, 32 die by the end of the first year and 66 die by the end of five years.

**Radiation Therapy:** Of 100 people having radiation therapy, none die during treatment, 23 die by the end of one year and 78 die by the end of five years.

The inconsequential difference in formulation produced a marked effect. The overall percentage of respondents who favored radiation therapy rose from 18% in the survival frame \((N=217)\) to 4.1% in the mortality frame \((N=336)\). The advantage of radiation therapy over surgery evidently looms larger when stated as a reduction of the risk of immediate death from 10% to 0%, rather than as an increase from 90% to 100% in the rate of survival. The framing effect was not smaller for experienced physicians or for statistically sophisticated business students than for a group of clinic patients.

Our next example concerns decisions between conjunctions of risky prospects with monetary outcomes. Each respondent made two choices, one between favorable prospects and one between unfavorable prospects (Tversky & Kahneman, 1981, p.454). It was assumed that the two selected prospects will be played independently.
Problem 2 (N = 150). Imagine that you face the following pair of concurrent decisions. First examine both decisions, then indicate the options you prefer.

Decision (i) Choose between:
A. a sure gain of $240
B. 25% chance to gain $1000 and 75% chance to gain nothing

Decision (ii) Choose between:
C. a sure loss of $750
D. 75% chance to lose $1000 and 25% chance to lose nothing

The total number of respondents is denoted by N, and the percentage who chose each option is indicated in brackets. (Unless otherwise specified, the data were obtained from undergraduate students at Stanford University and at the University of British Columbia.) The majority choice in Decision (i) is risk averse, while the majority choice in Decision (ii) is risk seeking. This is a common pattern: choices involving gains are usually risk averse, and choices involving losses are often risk seeking -- except when the probability of winning or losing is small (Hershey & Schoemaker, 1980; Fishburn & Kochenberger, 1979; Kahneman & Tversky, 1979).

Because the subjects considered the two decisions simultaneously they expressed, in effect, a preference for the portfolio A and D over the portfolio B and C. However, the preferred portfolio is actually dominated by the rejected one! The combined options are shown below:

A & D: 25% chance to win $240 and 75% chance to lose $760.
B & C: 25% chance to win $250 and 75% chance to lose $750.
When the options are presented in this aggregated form, the dominant option is invariably chosen. In the format of Problem 2, however, 73% of respondents chose the dominated combination A & D and only 3% chose B & C. The contrast between the two formats illustrates a violation of invariance. These observations illustrate the general point that failures of invariance are likely to produce violations of stochastic dominance and vice versa.

The respondents evidently evaluated decisions (i) and (ii) separately in Problem 2, where they exhibited the standard pattern of risk aversion in gains and risk seeking in losses. People who are given these problems are very surprised to learn that the combination of two preferences that they considered quite reasonable led them to select a dominated option. The same pattern of results was also observed in a scaled-down version of Problem 2, with real monetary payoff (see Tversky & Kahneman, 1981, p.458).

As illustrated by the preceding examples, variations in the framing of decision problems produce systematic violations of invariance and dominance which cannot be defended on normative grounds. It is instructive to examine two mechanisms that could ensure the invariance of preferences: canonical representations and the use of expected actuarial value.

Invariance would hold if all formulations of the same prospect were transformed to a standard canonical representation (e.g., a cumulative probability distribution of the same random variable), because the various versions would then all be evaluated in the same manner. In Problem 2, for example, invariance and dominance would both be
preserved if the outcomes of the two decisions were aggregated prior to evaluation. Similarly, the same choice would be made in both versions of the medical problem if the outcomes were coded in terms of one dominant frame (e.g., rate of survival). The observed failures of invariance indicate that people do not spontaneously aggregate concurrent prospects or transform all outcomes into a common frame.

The failure to construct a canonical representation in decision problems contrasts with other cognitive tasks in which such representations are generated automatically and effortlessly. In particular, our visual experience consists largely of canonical representations: objects do not appear to change in size, shape, brightness or color, when we move around them or when illumination varies. When we look at a white circle from a sharp angle in dim light, we see it as circular and white, not as ellipsoid and grey. Canonical representations are also generated in the process of language comprehension, where listeners quickly recode much of what they hear into an abstract propositional form that no longer discriminates, for example, between the active and the passive voice and often does not distinguish what was actually said from what was implied or presupposed (Clark & Clark, 1977). Unfortunately, the mental machinery that transforms perceptions and sentences into standard forms does not automatically apply to the objects of choice.

Invariance could be satisfied even in the absence of a canonical representation, if the evaluation of prospects were separately linear, or nearly linear, in probability and monetary value. If people ordered risky prospects by their actuarial values, invariance and dominance would always hold. In particular, there would be no difference between
the mortality and the survival versions of the medical problem. Because the evaluation of outcomes and probabilities is generally non-linear, and because people do not spontaneously construct canonical representations of decisions, invariance commonly fails. Normative models of choice, which assume invariance, therefore cannot provide an adequate descriptive account of choice behavior. In the next section we present a descriptive account of risky choice, called prospect theory, and explore its consequences. Failures of invariance are explained by framing effects that control the representation of options, in conjunction with the non-linearities of value and belief.

**III. Framing and Evaluation of Outcomes**

Prospect theory distinguishes two phases in the choice process: a phase of framing and editing, followed by a phase of evaluation (Kahneman & Tversky, 1979). The first phase consists of a preliminary analysis of the decision problem, which frames the effective acts, contingencies, and outcomes. Framing is controlled by the manner in which the choice problem is presented, as well as by norms, habits and expectancies of the decision maker. Additional operations that are performed prior to evaluation include cancellation of common components and the elimination of options that are seen to be dominated by others. In the second phase, the framed prospects are evaluated and the prospect of highest value is selected. The theory distinguishes two ways of choosing between prospects: by detecting that one dominates another, or else by comparing their values.
For simplicity, we confine the discussion to simple gambles with numerical probabilities and monetary outcomes. Let $(x,p;y,q)$ denote a prospect that yields $x$ with probability $p$, $y$ with probability $q$, and preserves the status quo with probability $(1 - p - q)$. According to prospect theory, there are values $v(.)$, defined on gains and losses, and decision weights $\pi(.)$, defined on stated probabilities, such that the overall value of the prospect equals $\pi(p)v(x) + \pi(q)v(y)$. A slight modification is required if all outcomes of a prospect have the same sign.  

The Value Function

Following Markowitz (1952), outcomes are expressed in prospect theory as positive or negative deviations (gains or losses) from a neutral reference outcome, which is assigned a value of zero. Unlike Markowitz, however, we propose that the value function is commonly S-shaped, concave above the reference point and convex below it, as illustrated in Figure 1. Thus, the difference in subjective value between gains of $100$ and $200$ is greater than the subjective difference between gains of $1100$ and $1200$. The same relation between value differences holds for the corresponding losses. The proposed function expresses the property that the impact of a marginal change decreases with the distance from the reference point in either direction. These hypotheses regarding the typical shape of the value function may not apply to ruinous losses or to circumstances in which particular amounts assume special significance.
Figure 1. A typical value function.
A significant property of the value function, called *loss aversion*, is that the response to losses is more extreme than the response to gains. The common reluctance to accept a fair bet on the toss of a coin suggests that the displeasure of losing a sum of money exceeds the pleasure of winning the same amount. Thus, the proposed value function is (i) defined on gains and losses, (ii) generally concave for gains and convex for losses, (iii) steeper for losses than for gains. These properties of the value function have been supported in many studies of risky choice involving monetary outcomes (Fishburn & Kochenberger, 1979; Hershey & Schoemaker, 1980; Kahneman & Tversky, 1979; Payne, Laughhunn, & Crum, 1980), and human lives (Eraker & Sox, 1981; Fischhoff, 1983; Tversky, 1977; Tversky & Kahneman, 1981). Loss aversion may also contribute to the observed discrepancies between the amount of money people are willing to pay for a good and the compensation they demand to give it up (Bishop & Heberlein, 1979; Knetsch & Sinden, 1984). This effect is implied by the value function if the good is valued as a gain in the former context and as a loss in the latter.

*Framing Outcomes*

The framing of outcomes and the contrast between traditional theory and the present analysis are illustrated in the following problems.
As implied by the value function, the majority choice is risk averse in Problem 3 and risk seeking in Problem 4, although the two problems are essentially identical. In both cases one faces a choice between $400 for sure and an even chance of $500 or $300. Problem 4 is obtained from Problem 3 by increasing the initial endowment by $200 and subtracting this amount from both options. This variation has a substantial effect on preferences. Additional questions showed that variations of $200 in initial wealth have little or no effect on choices. Evidently, preferences are quite insensitive to small changes of wealth, but highly sensitive to corresponding changes in reference point. These observations show that the effective carriers of values are gains and losses, or changes in wealth, rather than states of wealth as implied by the rational model.

The common pattern of preferences observed in Problems 3 and 4 is of special interest because it violates not only expected utility theory but practically all other normatively based models of choice. In particular, these data are inconsistent with the model of regret, advanced by Bell (1982) and by Loomes and Sugden (1982), and axiomatized by Fishburn (1982). This follows from the fact that Problems 3 and 4 yield identical outcomes and an identical regret structure. Furthermore, regret theory cannot accommodate the combination of risk aversion in Problem 3 and risk seeking in Problem
4 -- even without the corresponding changes in endowment that make the problems extensionally equivalent.

Shifts of reference can be induced by different decompositions of outcomes into risky and riskless components, as in the above problems. The reference point can also be shifted by a mere labeling of outcomes, as illustrated in the following problems (Tversky & Kahneman, 1981, p.453).

Problem 5 (N = 152): Imagine that the U.S. is preparing for the outbreak of an unusual Asian disease, which is expected to kill 600 people. Two alternative programs to combat the disease have been proposed. Assume that the exact scientific estimates of the consequences of the programs are as follows:

If Program A is adopted, 200 people will be saved. [72°C]
If Program B is adopted, there is 1/3 probability that 600 people will be saved, and 2/3 probability that no people will be saved. [28°C]

In Problem 5 the outcomes are stated in positive terms (lives saved) and the majority choice is accordingly risk-averse. The prospect of certainly saving 200 lives is more attractive than a risky prospect of equal expected value. A second group of respondents was given the same cover story with the following descriptions of the alternative programs:

Problem 6 (N = 155):
If Program C is adopted 400 people will die. [22°C]
If Program D is adopted there is 1/3 probability that nobody will die, and 2/3 probability that 600 people will die. [78°C]

In Problem 6 the outcomes are stated in negative terms (lives lost) and the majority choice is accordingly risk seeking. The certain death of 400 people is less acceptable
than a 2/3 chance that 600 people will die. Problems 5 and 6, however, are essentially identical. They differ only in that the former is framed in terms of the number of lives saved (relative to an expected loss of 600 lives if no action is taken), whereas the latter is framed in terms of the number of lives lost.

On several occasions we presented both versions to the same respondents and discussed with them the inconsistent preferences evoked by the two frames. Many respondents expressed a wish to remain risk averse in the "lives saved" version and risk seeking in the "lives lost" version, although they also expressed a wish for their answers to be consistent. In the persistence of their appeal, framing effects resemble visual illusions more than computational errors.

Discounts and Surcharges

Perhaps the most distinctive intellectual contribution of economic analysis is the systematic consideration of alternative opportunities. A basic principle of economic thinking is that opportunity costs and out-of-pocket costs should be treated alike. Preferences should only depend on relevant differences between options, not on how these differences are labeled. This principle runs counter to the psychological tendencies that make preferences susceptible to superficial variations in form. In particular, a difference that favors outcome A over outcome B can sometimes be framed either as an advantage of A or as a disadvantage of B, by suggesting either B or A as the neutral reference point. Because of loss aversion, the difference will loom larger when A is neutral and B-A is evaluated as a loss than when B is neutral and A-B is evaluated as a
gain. The significance of such variations of framing has been noted in several contexts.

Thaler (1980) drew attention to the significance of labeling a difference between two prices as a surcharge or a discount. It is easier to forego a discount than to accept a surcharge, because the same price difference is valued as a gain in the former case and as a loss in the latter. Indeed, the credit card lobby is said to insist that any price difference between cash and card purchases should be labeled a cash discount rather than a credit surcharge. A similar idea could be invoked to explain why the price response to slack demand often takes the form of discounts or special concessions (Stigler & Kindahl, 1970). Customers may be expected to show less resistance to the eventual cancellation of such temporary arrangements than to outright price increases.

Schelling (1981) has described a striking framing effect in a context of tax policy. He points out that the tax table can be constructed by using as a default case either the childless family (as is in fact done) or, say, the modal two-child family. The tax difference between a childless family and a two-child family is naturally framed as an exemption (for the two-child family) in the first frame and as a tax premium (on the childless family) in the second frame. This seemingly innocuous difference produces a profound effect on judgments regarding the desired relation between income, family size and tax. Schelling reported that his students rejected the idea of granting the rich a larger exemption than the poor in the first frame, but favored a larger tax premium on the childless rich than on the childless poor in the second frame. Because the exemption and the premium are alternative labels for the same tax differences in the two cases, the judgments violate invariance. This example demonstrates that framing the consequences
of a public policy in positive or in negative terms can have powerful effects.

The notion of a money illusion is sometimes applied to workers' willingness to accept, in periods of high inflation, increases in nominal wages that do not protect their real income -- although they would strenuously resist equivalent wage cuts in the absence of inflation. The essence of the illusion is that, whereas a cut in the nominal wage is always recognized as a loss, a nominal increase that does not preserve real income may be treated as a gain. Another manifestation of the money illusion was observed in a study of the perceived fairness of economic actions (Kahneman, Knetsch & Thaler, 1985). Respondents in a telephone interview evaluated the fairness of the action described in the following vignette, which was presented in two versions that differed only in the bracketed clauses:

A company is making a small profit. It is located in a community experiencing a recession with substantial unemployment {but no inflation / and inflation of 12\%}. The company decides to {decrease wages and salaries 7\% / to increase salaries only 5\%} this year.

Although the loss of real income is very similar in the two versions, the proportion of respondents who judged the action of the company "unfair" or "very unfair" was 62\% for a nominal reduction, but only 22\% for a nominal increase.

Bazerman (1983) has documented framing effects in experimental studies of bargaining. He compared the performance of experimental subjects when the outcomes of bargaining were formulated as gains or as losses. Subjects who bargained over the allocation of losses more often failed to reach agreement and more often failed to discover a Pareto-optimal solution. Bazerman attributed these observations to the general propen-
sity toward risk-seeking in the domain of losses, which may increase the willingness of both participants to risk the negative consequences of a deadlock.

Loss aversion presents an obstacle to bargaining whenever the participants evaluate their own concessions as losses and the concessions obtained from the other party as gains. In negotiating over missiles, for example, the subjective loss of security associated with dismantling a missile may loom larger than the increment of security produced by a similar action on the adversary's part. If the two parties both assign a 2:1 ratio to the values of the concessions they make and of those they obtain, the resulting 4:1 gap may be difficult to bridge. Agreement will be much easier to achieve by negotiators who trade in 'bargaining chips' that are valued equally, regardless of whose hand they are in. In this mode of trading, which may be common in routine purchases, loss aversion tends to disappear (Kahneman & Tversky, 1984).

IV. The Framing and Weighting of Chance Events

In expected-utility theory, the utility of each possible outcome is weighted by its probability. In prospect theory, the value of an uncertain outcome is multiplied by a decision weight \( \pi(p) \), which is a monotonic function of \( p \) but is not a probability. The weighting function \( \pi \) has the following properties. First, impossible events are discarded, that is, \( \pi(0) = 0 \), and the scale is normalized so that \( \pi(1) = 1 \), but the function is not well behaved near the end points (Kahneman & Tversky, 1979). Second, for low probabilities \( \pi(p) > p \), but \( \pi(p) + \pi(1-p) \leq 1 \) (subcertainty). Thus, low probabilities are overweighted, moderate and high probabilities are underweighted, and the latter effect is
more pronounced than the former. Third, \( \pi(pqr)/\pi(p) < \pi(pqr)/\pi(pq) \) for all \( 0 < p, q, r \leq 1 \) (subproportionality). That is, for any fixed probability ratio \( r \), the ratio of decision weights is closer to unity when the probabilities are low than when they are high (e.g., \( \pi(.1)/\pi(.2) > \pi(.4)/\pi(.8) \)). A hypothetical weighting function that satisfies these properties is shown in Figure 2. Its consequences are discussed in the next section.²

-----------------------------
Insert Figure 2 about here
-----------------------------

Non-transparent Dominance

The major characteristic of the weighting function is the overwriting of probability differences involving certainty and impossibility (e.g., \( \pi(1.0) - \pi(0.9) \) or \( \pi(0.1) - \pi(0.0) \)) relative to comparable differences in the middle of the scale (e.g., \( \pi(0.3) - \pi(0.2) \)). In particular, for small \( p \), \( \pi \) is generally subadditive, e.g., \( \pi(0.01) + \pi(0.06) > \pi(0.07) \). This property can lead to violations of dominance, as illustrated in the following pair of problems.

* Problem 7 \( (N=88) \). Consider the following two lotteries, described by the percentage of marbles of different colors in each box and the amount of money you win or lose depending on the color of a randomly drawn marble. Which lottery do you prefer?

<table>
<thead>
<tr>
<th>Option A</th>
<th>90% white</th>
<th>6% red</th>
<th>1% green</th>
<th>1% blue</th>
<th>2% yellow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0</td>
<td>win $45</td>
<td>win $30</td>
<td>lose $15</td>
<td>lose $15</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Option B</th>
<th>90% white</th>
<th>6% red</th>
<th>1% green</th>
<th>1% blue</th>
<th>2% yellow</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0</td>
<td>win $45</td>
<td>win $45</td>
<td>lose $10</td>
<td>lose $15</td>
<td></td>
</tr>
</tbody>
</table>

It is easy to see that option B dominates option A: for every color the outcome of B is
Figure 2. A typical weighting function.
at least as desirable as the outcome of A. Indeed, all respondents chose B over A. This observation is hardly surprising because the relation of dominance is highly transparent, so the dominated prospect is rejected without further processing. The next problem is effectively identical to Problem 7, except that colors yielding identical outcomes (red and green in B, yellow and blue in A) are combined. We have proposed that this operation is commonly performed by the decision maker, if no dominated prospect is detected.

* Problem 8 (N=124). Which lottery do you prefer?

Option C

- 90% white
- 6% red
- 1% green
- 3% yellow
- $0 win $15 win $30 lose $15

Option D

- 90% white
- 7% red
- 1% green
- 2% yellow
- $0 win $15 lose $10 lose $15

The formulation of Problem 8 simplifies the options but masks the relation of dominance. Furthermore, it enhances the attractiveness of C, which has two positive outcomes and one negative, relative to D, which has two negative outcomes and one positive. As an inducement to consider the options carefully, participants were informed that one-tenth of them, selected at random, would actually play the gambles they chose. Although this announcement aroused much excitement, 58% of the participants chose the dominated alternative C. In answer to another question the majority of respondents also assigned a higher cash equivalent to C than to D. These results support the
following propositions: (i) Two formulations of the same problem elicit different preferences, in violation of invariance. (ii) The dominance rule is universally obeyed when its application is transparent. (iii) Violations of dominance can occur when the relation of dominance is masked by a frame in which the inferior option yields a more favorable outcome in an identified state of the world (e.g., drawing a green marble). (iv) The discrepant preferences are consistent with the subadditivity of decision weights.

The role of transparency may be illuminated by a perceptual example. Figure 3 presents the well-known Muller-Lyer illusion: the top line appears longer than the bottom line, although it is in fact shorter. In Figure 4, the same patterns are embedded in a rectangular frame, which makes it apparent that the protruding bottom line is longer than the top one. This judgment has the nature of an inference, in contrast to the perceptual impression that mediates judgment in Figure 3. Similarly, the finer partition introduced in Problem 7 makes it possible to conclude that option D is superior to C, without assessing their values. Whether the relation of dominance is detected depends on framing, as well as on the sophistication and experience of the decision maker. The
Figure 3. The Muller-Lyer illusion.
Figure 4. A transparent version of the Muller-Lyer illusion.
dominance relation in Problems 8 and 1 could be transparent to a sophisticated decision maker, although it was not transparent to most of our respondents.

Certainty and Pseudo-certainty

The overweighting of outcomes that are obtained with certainty relative to outcomes that are merely probable gives rise to violations of the expectation rule, as first noted by Allais (1953). The next series of problems (Tversky & Kahneman, 1981, p.455) illustrates the phenomenon discovered by Allais and its relation to the weighting of probabilities and to the framing of chance events. Chance events were realized by drawing a single marble from a bag containing a specified number of favorable and unfavorable marbles. To encourage thoughtful answers, one-tenth of the participants, selected at random, were given an opportunity to play the gambles they chose. The same respondents answered Problems 9-11, in that order.

Problem 9 (N=77). Which of the following options do you prefer?
A. a sure gain of $30 [78%]
B. 80% chance to win $45 and 20% chance to win nothing [22%]

Problem 10 (N=81). Which of the following options do you prefer?
C. 25% chance to win $30 and 75% chance to win nothing [42%]
D. 20% chance to win $45 and 80% chance to win nothing [58%]

Note that Problem 10 is obtained from Problem 9 by reducing the probabilities of winning by a factor of 4. In expected utility theory a preference for A over B in Problem 9 implies a preference for C over D in Problem 10. Contrary to this prediction, the
majority preference switched from the lower prize ($30) to the higher one ($45) when the probabilities of winning were substantially reduced. We called this phenomenon the certainty effect because the reduction of the probability of winning from certainty to .25 has a greater impact than the corresponding reduction from .8 to .2. In prospect theory, the modal choice in Problem 9 implies $v(45)\pi(.80) < v(30)\pi(1.0)$, whereas the modal choice in Problem 10 implies $v(45)\pi(.20) > v(30)\pi(.25)$. The observed violation of expected utility theory, then, is implied by the curvature of $\pi$ (see Figure 2) if

\[
\frac{\pi(.20)}{\pi(.25)} > \frac{v(30)}{v(45)} > \frac{\pi(.80)}{\pi(1.0)}.
\]

Allais' problem has attracted the attention of numerous theorists, who attempted to provide a normative rationale for the certainty effect by relaxing the cancellation rule (see, e.g., Allais, 1979; Chew, 1983; Fishburn, 1982, 1983; Machina, 1982; Quiggin, 1982). The following problem illustrates a related phenomenon, called the pseudo-certainty effect, which cannot be explained by relaxing cancellation because it also involves a violation of invariance.

Problem 11 (N=85): Consider the following two stage game. In the first stage, there is a 75\% chance to end the game without winning anything, and a 25\% chance to move into the second stage. If you reach the second stage you have a choice between:

- E. a sure win of $30
- F. 80\% chance to win $45 and 20\% chance to win nothing

Your choice must be made before the outcome of the first stage is known.

Because there is one chance in four to move into the second stage, Prospect E offers a .25 probability of winning $30 and Prospect F offers .25 \times .80 = .20$ probability of winning $45$. Problem 11 is therefore identical to Problem 10 in terms of
probabilities and outcomes. However, the preferences in the two problems differ: most subjects made a risk-averse choice in Problem 11 but not in Problem 10. We call this phenomenon the pseudo-certainty effect, because an outcome that is actually uncertain is weighted as if it were certain. The framing of Problem 11 as a two-stage game encourages respondents to apply cancellation: the event of failing to reach the second stage is discarded prior to evaluation, because it yields the same outcomes in both options. In this framing Problems 11 and 9 are evaluated alike.

Although Problems 10 and 11 are identical in terms of final outcomes and their probabilities, Problem 11 has a greater potential for inducing regret. Consider a decision maker who chooses F in Problem 11, reaches the second stage but fails to win the prize. This individual knows that the choice of E would have yielded a gain of $30. In Problem 10, on the other hand, an individual who chooses D and fails to win cannot know with certainty what the outcome of the other choice would have been. This difference could suggest an alternative interpretation of the pseudo-certainty effect in terms of regret (e.g., Loomes & Sugden, 1982). However, the certainty and the pseudo-certainty effects were found to be equally strong in a modified version of Problems 9-11 in which the critical events are nested to equate opportunities for regret across problems. This result does not imply that considerations of regret play no role in decisions. (For examples, see Kahneman & Tversky, 1982, p.710.) It merely indicates that Allais' example and the pseudo-certainty effect are primarily controlled by the non-linearity of decision weights and the framing of contingencies rather than by the anticipation of regret.
The certainty and pseudo-certainty effects are not restricted to monetary outcomes. The following problem illustrates these phenomena in a medical context. The respondents were 72 physicians attending a meeting of the California Medical Association. Essentially the same pattern of responses was obtained from a larger group (N = 180) of college students.

*Problem 12 (N=72). In the treatment of tumors there is sometimes a choice between two types of therapies: (i) a radical treatment such as extensive surgery which involves some risk of imminent death, (ii) a moderate treatment, such as limited surgery or radiation therapy. Each of the following problems describes the possible outcome of two alternative treatments, for three different cases. In considering each case, suppose the patient is a 40-year-old male. Assume that without treatment death is imminent (within a month) and that only one of the treatments can be applied. Please indicate the treatment you would prefer in each case.

Case 1

Treatment A: 20% chance of imminent death and 80% chance of normal life, with an expected longevity of 30 years. [35%]

Treatment B: certainty of a normal life, with an expected longevity of 18 years. [65%]

Case 2

Treatment C: 80% chance of imminent death and 20% chance of normal life, with an expected longevity of 30 years. [68%]

Treatment D: 75% chance of imminent death and 25% chance of normal life with an expected longevity of 18 years. [32%]

Case 3

Consider a new case where there is a 25% chance that the tumor is treatable and a 75% chance that it is not. If the tumor is not treatable, death is imminent. If the tumor is treatable, the outcomes of the treatment are as follows:

Treatment E: 20% chance of imminent death and 80% chance of normal life, with an expected longevity of 30 years. [32%]
Treatment F: certainty of normal life, with an expected longevity of 18 years. [68%]

The three cases of this problem correspond respectively to Problems 9-11 and the same pattern of preferences is observed. In Case 1, most respondents make a risk-averse choice in favor of certain survival with reduced longevity. In Case 2, the moderate treatment no longer ensures survival and most respondents choose the treatment that offers the higher expected longevity. In particular, 64% of the physicians who chose B in Case 1 selected C in Case 2. This is another example of Allais' certainty effect.

The comparison of Cases 2 and 3 provides another illustration of pseudo-certainty. The cases are identical in terms of the relevant outcomes and their probabilities, but the preferences differ. In particular, 56% of the physicians who chose C in Case 2 selected F in Case 3. The conditional framing induces people to disregard the event of the tumor not being treatable, because the two treatments are equally ineffective in this case. In this frame, treatment F enjoys the advantage of pseudo-certainty. It appears to ensure survival, but the assurance is conditional on the treatability of the tumor. In fact, there is only a .25 chance of surviving a month if this option is chosen.

The conjunction of certainty and pseudo-certainty effects has significant implications for the relation between normative and descriptive theories of choice. Our results indicate that cancellation is actually obeyed in choices -- but only in problems that make its application transparent. Specifically, we find that people make the same choices in Problems 11 and 9, and in Cases 3 and 1 of Problem 12. Evidently, people
'cancel' an event that yields the same outcomes for all options, in two-stage or nested structures. Note that in these examples cancellation is satisfied in problems that are formally equivalent to those in which it is violated. The empirical validity of cancellation therefore depends on the framing of the problems.

The present concept of framing originated from the analysis of Allais' problems by Savage (1954, pp. 101-104) and Raiffa (1968, pp. 80-86), who reframed these examples in an attempt to make the application of cancellation more compelling. Savage and Raiffa were right: naive respondents indeed obey the cancellation axiom when its application is sufficiently transparent. However, the contrasting preferences in different versions of the same choice (Problems 10 and 11, Cases 2 and 3 of Problem 12) indicate that people do not follow the same axiom when its application is not transparent. Instead, they apply (non-linear) decision weights to the probabilities as stated. The status of cancellation is therefore similar to that of dominance: both rules are intuitively compelling as abstract principles of choice, consistently obeyed in transparent problems and frequently violated in non-transparent ones. Attempts to rationalize the preferences in Allais' example by discarding the cancellation axiom face a major difficulty: they do not distinguish transparent formulations in which cancellation is obeyed from non-transparent ones in which it is violated.
Discussion

In the preceding sections we have challenged the descriptive validity of the major tenets of expected utility theory and outlined an alternative account of risky choice. In this section we discuss alternative theories and argue against the reconciliation of normative and descriptive analyses. The major economic objections to our analysis and conclusions are addressed.

Descriptive and Normative Considerations

Many alternative models of risky choice, designed to explain the observed violations of expected utility theory, have been developed in the last decade. These models divide into the following four classes: (i) Non-linear functionals (e.g. Allais, 1953, 1979; Machina, 1982) obtained by eliminating the cancellation condition altogether. These models do not have axiomatizations leading to a (cardinal) measurement of utility, but they impose various restrictions (i.e. differentiability) on the utility functional. (ii) The expectations quotient model (axiomatized by Chew, 1983; Chew & MacCrimmon, 1979; Fishburn, 1983; Weber, 1982) replaces cancellation by a weaker substitution axiom and represents the value of a prospect by the ratio of two linear functionals. (iii) Bilinear models with non-additive probabilities (e.g. Quiggin, 1982; Kahneman & Tversky, 1979; Luce & Narens, 1985; Schmeidler, 1984; Segal, 1984; Yaari, 1984). The models in this class assume various restricted versions of cancellation (or substitution) and construct a bilinear representation in which the utilities of outcomes are weighted by a non-additive
probability measure, or by some non-linear transform of the probability scale. (iv) Non-transitive models that represent preferences by a bivariate utility function. Fishburn (1982, 1984) axiomatized such models while Bell (1982) and Loomes and Sugden (1982) interpreted them in terms of expected regret. For further theoretical developments see Fishburn (1985).

Insert Table 1 about here

The relation between models and data is summarized in Table 1. The left column lists the four major tenets of expected utility theory. The middle column lists the major empirical violations of these tenets and cites a few representative references. (The numbers refer to the problems described in the preceding sections.) The right column of the table lists the subset of models discussed above that are consistent with the observed violations.

The conclusions of Table 1 may be summarized as follows. First, all the above models (as well as some others) are consistent with the violations of cancellation produced by the certainty effect. Therefore, Allais' "paradox" cannot be used to compare or evaluate competing non-expectation models. Second, bivariate (nontransitive) models are needed to explain observed intransitivities. Third, only prospect theory can accommodate the observed violations of (stochastic) dominance and invariance. Although some models (e.g. Loomes & Sugden, 1982; Luce & Narens, 1985) permit some limited
Problem: 1.3-4.5-6.7-8-10-11.12

Prospect theory

Invariance

Prospect theory

Subadditive decision weights (Problem 6)

Progressive, risk attitudes (Problem 2)

Preference reversals (Slovic & Lichtenstein, 1983)

Dominance

Maximality/semordner (Tversky, 1969)

Transitivity

(problems: 9-10-12 cases 12)

Ambivalence, 1979: Kahneman & Tversky, 1979)

Certainty effect

Cancellation

Empirical violation

Table I. Summary of empirical violations and explanatory models
failures of invariance, they do not account for the range of framing effects described in this article.

Because framing effects and the associated failures of invariance are ubiquitous, no adequate descriptive theory can ignore these phenomena. On the other hand, because invariance (or extensionality) is normatively indispensable, no adequate prescriptive theory should permit its violation. Consequently, the dream of constructing a theory that is acceptable both descriptively and normatively appears unrealizable (see also, Tversky & Kahneman, 1983).

Prospect theory differs from the other models mentioned above in being unabashedly descriptive and in making no normative claims. It is designed to explain preferences, whether or not they can be rationalized. Machina (1982, p.292) claimed that prospect theory is "unacceptable as a descriptive model of behavior toward risk" because it implies violations of stochastic dominance. But since the violations of dominance predicted by the theory have actually been observed (see Problems 2 and 8), Machina's objection appears invalid.

Perhaps the major finding of the present article is that the axioms of rational choice are generally satisfied in transparent situations and often violated in non-transparent ones. For example, when the relation of stochastic dominance is transparent (as in the aggregated version of Problem 2, and in Problem 7) practically everyone selects the dominant prospect. However, when these problems are framed so that the relation of dominance is no longer transparent (as in the segregated version of Prob-
blem 2, and in Problem 8) most respondents violate dominance, as predicted. These results contradict all theories that imply stochastic dominance, as well as others (e.g. Machina, 1982) that predict the same choices in transparent and non-transparent contexts. The same conclusion applies to cancellation, as shown in the discussion of pseudo-certainty. It appears that both cancellation and dominance have normative appeal although neither one is descriptively valid.

The present results and analysis -- particularly the role of transparency and the significance of framing -- are consistent with the conception of bounded rationality pioneered by Herbert Simon (see e.g. March, 1978; Nelson & Winter, 1982; Simon, 1955, 1978). Indeed, prospect theory is an attempt to articulate some of the principles of perception and judgment that limit the rationality of choice.

The introduction of psychological considerations (e.g. framing) both enriches and complicates the analysis of choice. Because the framing of decisions depends on the language of presentation, on the context of choice, and on the nature of the display, our treatment of the process is necessarily informal and incomplete. We have identified several common rules of framing and we have demonstrated their effects on choice, but we have not provided a formal theory of framing. Furthermore, the present analysis does not account for all the observed failures of transitivity and invariance. Although some intransitivities (e.g. Tversky, 1969) can be explained by discarding small differences in the framing phase, and others (e.g. Raiffa, 1968, p.75) arise from the combination of transparent and non-transparent comparisons, there are examples of cyclic preferences and context effects (see e.g. Slovic & Lichtenstein, 1983; Slovic, Fischhoff &
Lichtenstein, 1982) that require additional explanatory mechanisms (e.g. multiple reference points and variable weights). An adequate account of choice cannot ignore the effects of framing and context, even if they are normatively distasteful and mathematically intractable.

**Bolstering Assumptions**

The assumption of rationality has a favored position in economics. It is accorded all the methodological privileges of a self-evident truth, a reasonable idealization, a tautology and a null hypothesis. Each of these roles either puts a hypothesis of rational action beyond question, or places the burden of proof squarely on any alternative analysis of belief and choice. The advantage of the rational model is compounded because no other theory of judgment and decision can ever match it in scope, power and simplicity.

Furthermore, the assumption of rationality is protected by a formidable set of defenses in the form of bolstering assumptions that restrict the significance of any observed violation of the model. In particular, it commonly assumed that substantial violations of the standard model are i) restricted to insignificant choice problems; ii) quickly eliminated by learning, or iii) irrelevant to economics because of the corrective function of market forces. Indeed, incentives sometimes improve the quality of decisions, experienced decision makers often do better than novices, and the forces of arbitrage and competition can nullify some effects of error and illusion. Whether these conditions are ever satisfied in any particular situation is an empirical issue, to be settled...
by observation, not by supposition.

It has been frequently claimed (see e.g. Smith, 1985) that the observed failures of rational models are attributable to the cost of thinking and will thus be eliminated by proper incentives. Experimental findings provide little support for this view. Studies reported in the economic and psychological literature have shown that errors that are prevalent in responses to hypothetical questions persist even in the presence of significant monetary payoffs. In particular, elementary blunders of probabilistic reasoning (Grether, 1980; Tversky & Kahneman, 1983), major inconsistencies of choice (Grether & Plott, 1979; Slovic & Lichtenstein, 1983) and violations of stochastic dominance in non-transparent problems (see Problem 2 above) are hardly reduced by incentives. The evidence that high stakes do not always improve decisions is not restricted to laboratory studies. Significant errors of judgment and choice can be documented in real-world decisions that involve high stakes and serious deliberation. The high rate of failures of small businesses, for example, is not easily reconciled with the assumptions of rational expectations and risk aversion.

Incentives do not operate by magic: they work by focusing attention and by prolonging deliberation. Consequently, they are more likely to prevent errors that arise from insufficient attention and effort than errors that arise from misperception or faulty intuition. The example of visual illusion is instructive. There is no obvious mechanism by which the mere introduction of incentives (without the added opportunity to make measurements) would reduce the illusion observed in Figure 3, and the illusion vanishes -- even in the absence of incentives -- when the display is altered in Figure 4. The
corrective power of incentives depends on the nature of the particular error and cannot be taken for granted.

The assumption of rationality of decision making is often defended by the argument that people will learn to make correct decisions, and sometimes by the evolutionary argument that irrational decision makers will be driven out by rational ones. There is no doubt that learning and selection do take place and tend to improve efficiency. As in the case of incentives, however, no magic is involved. Effective learning takes place only under certain conditions: it requires accurate and immediate feedback about the relation between the situational conditions and the appropriate response. These conditions are not always satisfied in the problems faced by managers, entrepreneurs and politicians because i) outcomes are commonly delayed and not easily attributable to a particular action; ii) variability in the environment degrades the reliability of the feedback, especially where outcomes of low probability are involved; iii) there is often no information about what the outcome would have been if another decision had been taken; iv) most important decisions are unique and, therefore, provide little opportunity for learning (see Einhorn & Hogarth, 1978). The conditions for organizational learning are hardly better. Learning surely occurs, for both individuals and organizations, but the claim that a particular flaw in the decision making of the individual or group will be easily eliminated by experience must be demonstrated.

Finally, it is sometimes argued that failures of rationality in individual decision making are inconsequential because of the corrective effects of the market (Knez, Smith & Williams, 1985). Economic agents are often protected from their own irrational
predilections by the forces of competition and by action of arbitrages, but there are situations in which this mechanism fails. Hausch, Ziemba, and Rubenstein (1981) have documented an instructive example: the market for win bets at the racetrack is efficient, but the market for bets on place and show is not. That is, bettors commonly underestimate the probability that their favorite will end up in second or third place, and this effect is sufficiently large to sustain a contrarian betting strategy with a positive expected value. This inefficiency is found in spite of the high incentives, the unquestioned level of dedication and expertise among participants in racetrack markets, and of obvious opportunities for learning and for arbitrage.

Situations in which errors that are common to many individuals are unlikely to be corrected by the market have been analyzed by Haltiwanger and Waldman (1985) and by Russell and Thaler (1985). Furthermore, Akerlof and Yellen (1985) have presented their near-rationality theory in which some prevalent errors in responding to economic changes (e.g. inertia, money illusion) will i) have little effect on the individual (thereby eliminating the possibility of learning), ii) provide no opportunity for arbitrage, and yet iii) have large economic effects. The claim that the market can be trusted to correct the effect of individual irrationalities cannot be made without supporting evidence, and the burden of specifying a plausible corrective mechanism should rest on those who make this claim.

The main theme of this paper has been that the normative and the descriptive analyses of choice should be viewed as separate enterprises. This conclusion suggests a research agenda. To retain the rational model in its customary descriptive role, the
relevant bolstering assumptions must be validated. Where these assumptions fail, it is instructive to trace the implications of the descriptive analysis (e.g. the effects of loss aversion, pseudo-certainty, or the money illusion) for public policy, strategic decision making, and macro economic phenomena (see Akerlof & Yellen, 1985; Arrow, 1982).
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Footnotes

1. If \( p + q = 1 \) and either \( x > y > 0 \) or \( x < y < 0 \), the value of a prospect is given by \( v(y) + \pi(p)[v(x) - v(y)] \), so that decision weights are not applied to sure outcomes.

2. The extension of the present analysis to prospects with many (non-zero) outcomes involves two additional steps. First, we assume that continuous (or multi-valued) distributions are approximated, in the framing phase, by discrete distributions with a relatively small number of outcomes. For example, a continuous distribution on the interval \([0, 90]\) may be represented by the discrete prospect \((0, .1; 10, .1; ...; 90, .1)\). Second, in the multiple-outcome case the weighting function, \( \pi_p(p_i) \), must depend on the probability vector \( p \), not only on the component \( p_j \) for \( i = 1, ..., n \). For example, Quiggin (1982) uses the function \( \pi_p(p_i) = \pi(p_i) / (\pi(p_1) + ... + \pi(p_n)) \). As in the two-outcome case, the weighting function is assumed to satisfy subcertainty \((\pi_p(p_1) + ... + \pi_p(p_n) \leq 1)\) and subproportionality.

3. In the modified problems 9'-11', the probabilities of winning were generated by drawing a number from a bag containing 100 sequentially numbered tickets. In Problem 10', the event associated with winning $45 (drawing a number between 1 and 20) was included in the event associated with winning $30 (drawing a number between 1 and 25). The sequential setup of Problem 11 was replaced by the simultaneous play of two chance devices: the roll of a die (whose outcome determines whether the game is on) and the drawing of a numbered ticket from a bag. The possibility of regret now exists in all
three problems, and Problems 10' and 11' no longer differ in this respect because a decision maker would always know the outcomes of alternative choices. Consequently, regret theory cannot explain either the certainty effect (9' vs. 10') or the pseudo-certainty effect (10' vs. 11') observed in the modified problems.

4. It is noteworthy that the conditional framing used in Problems 11 and 12 (Case 3) is much more effective in eliminating the common responses to Allais' paradox than the partition framing introduced by Savage (see e.g. Slovic & Tversky, 1974). This is probably due to the fact that the conditional framing makes it clear that the critical options are identical -- after eliminating the state whose outcome does not depend on one's choice (i.e. reaching the second stage in Problem 11, an untreatable tumor in Problem 12, Case 3).

5. Because the present paper focuses on prospects with known probabilities, we do not discuss the important violations of cancellation due to ambiguity (Ellsberg, 1961).
OFFICE OF NAVAL RESEARCH
Engineering Psychology Program

TECHNICAL REPORTS DISTRIBUTION LIST

OSD

CAPT Paul R. Chatelier
Office of the Deputy Under Secretary of Defense
OUSDRE (E&LS)
Pentagon, Room 3D129
Washington, D.C. 20301

J. Randy Simpson
Statistics Program Code 1111SP
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Lyle D. Broemeling
Code 1111SP
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Department of the Navy
Engineering Psychology Program
Office of Naval Research
Code 1142EP
800 North Quincy Street
Arlington, VA 22217-5000 (3 copies)

Information Sciences Division
Code 1133
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Aviation & Aerospace Technology Programs
Code 121
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

CAPT William M. Houk
Commanding Officer
Naval Medical R&D Command
Bethesda, MD 20814-5055

Physiology and Neurobiology Program
Office of Naval Research
Code 1141NP
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Randall P. Schumaker
NRL A.I. Center
Code 7510
Naval Research Laboratory
Washington, D.C. 20375-5000

CAPT. P. M. Curran
Code 125
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Charles Holland
Office of Naval Research
Code 1133
800 N. Quincy Street
Arlington, VA 22217-5000
Department of the Navy
Special Assistant for Marine Corps Matters
Code OOMC
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Mr. R. Lawson
ONR Detachment
1030 East Green Street
Pasadena, CA 91106-2485

CDR James Offutt
Office of the Secretary of Defense
Strategic Defense Initiative Organization
Washington, D.C. 20301-7100

Director
Technical Information Division
Code 2627
Naval Research Laboratory
Washington, D.C. 20375-5000

Dr. Michael Melich
Communications Sciences Division
Code 7500
Naval Research Laboratory
Washington, D.C. 23075-5000

Dr. J. S. Lawson, Jr.
4773-C Kahala Avenue
Honolulu, HI 96816

Dr. Neil McAlister
Office of Chief of Naval Operations
Command and Control
OP-094H
Washington, D.C. 20350

Dr. A. F. Norcio
Computer Sciences & Systems
Code 7592
Naval Research Laboratory
Washington, DC 20375-5000

Dr. James McMichael
Office of the Chief of Naval Operations, OP987H
Technology Assessment Division
Washington, D.C. 20350

Mr. John Davis
Combat Control Systems Department
Code 35
Naval Underwater Systems Center
Newport, RI 02840

Human Factors Department
Code N-71
Naval Training Systems Center
Orlando, FL 32813

Mr. Norm Beck
Combat Control Systems Department
Code 35
Naval Underwater Systems Center
Newport, RI 02840

Human Factors Engineering
Code 441
Naval Ocean Systems Center
San Diego, CA 92152

Dr. Gary Poock
Operations Research Department
Naval Postgraduate School
Monterey, CA 93940

Mr. H. Talkington
Engineering & Computer Science
Code 09
Naval Ocean Systems Center
San Diego, CA 92152

CDR Paul Girard
Command & Control Technology Department, Code 40
Naval Ocean Systems Center
San Diego, CA 92152
Department of the Navy

Mr. Paul Heckman
Naval Ocean Systems Center
San Diego, CA  92152

Dr. William Uttal
Naval Ocean Systems Center
Hawaii Laboratory
P. O. Box 997
Kailua, HI  96734

Dr. A. L. Slafkosky
Scientific Advisor
Commandant of the Marine Corps
Washington, D. C.  20380

Dr. L. Chmura
Computer Sciences & Systems
Code 7592
Naval Research Laboratory
Washington, D.C. 20375-5000

Dr. Michael Letsky
Office of the Chief of Naval Operations (OP-0187)
Washington, D.C.  20350

Professor Douglas E. Hunter
Defense Intelligence College
Washington, D. C.  20374

CDR C. Hutchins
Code 55
Naval Postgraduate School
Monterey, CA  93940

Dr. Stanley Collyer
Office of Naval Technology
Code 222
800 North Quincy Street
Arlington, VA  22217-5000

Professor Michael Sovereign
Joint Command, Control & Communications Curriculum
Code 74
Naval Postgraduate School
Monterey, CA  93943

Commander
Naval Air Systems Command
Crew Station Design
NAVAIR 5313
Washington, D. C.  20361

Mr. Philip Andrews
Naval Sea Systems Command
NAVSEA 61R
Washington, D. C.  20362

Aircrew Systems Branch
Systems Engineering Test Directorate
U.S. Naval Test Center
Patuxent River, MD  20670

Mr. Milton Essoglou
Naval Facilities Engineering Command
R&D Plans and Programs
Code 03T
Hoffman Building II
Alexandria, VA  22332

CAPT Robert Bierson
Naval Biodynamics Laboratory
Michoud Station
Box 29407
New Orleans, LA  70189

Dr. Arthur Bachrach
Behavioral Sciences Department
Naval Medical Research Institute
Bethesda, MD

Dr. George Moeller
Human Factors Engineering Branch
Naval Submarine Base
Submarine Medical Research Lab.
Groton, CT  06340
Department of the Navy

Head
Aerospace Psychology Department
Naval Aerospace Medical Research Lab
Pensacola, FL 32508

Commanding Officer
Naval Health Research Center
San Diego, CA 92152

Dr. Jerry Tobias
Auditory Research Branch
Submarine Medical Research Lab
Naval Submarine Base
Groton, CT 06340

Dr. Robert Blanchard
Code 71
Navy Personnel Research and Development Center
San Diego, CA 92152-6800

LCDR T. Singer
Human Factors Engineering Division
Naval Air Development Center
Warminster, PA 18974

Mr. Jeff Grossman
Human Factors Division, Code 71
Navy Personnel R&D Center
San Diego, CA 92152-6800

LT. Dennis McBride
Human Factors Branch
Pacific Missile Test Center
Point Mugu, CA 93042

Dr. Kenneth L. Davis
Code 1114
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

LCDR R. Carter
Office of Chief on Naval Operations
(OP-01B)
Washington, D.C. 20350

Dean of the Academic Departments
U. S. Naval Academy
Annapolis, MD 21402

CDR W. Moroney
Naval Air Development Center
Code 602
Warminster, PA 18974

Dr. Harry Crisp
Code N 51
Combat Systems Department
Naval Surface Weapons Center
Dahlgren, VA 22448

Mr. John Quirk
Naval Coastal Systems Laboratory
Code 712
Panama City, FL 32401

Human Factors Branch
Code 3152
Naval Weapons Center
China Lake, CA 93555

CDR Kent S. Hull
MS 239-21
NASA/Ames Research Center
Moffett Field, CA 94035

Dr. Rabinder N. Madan
Code 1114SE
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Eugene E. Gloye
ONR Detachment
1030 East Green Street
Pasadena, CA 91106-2485
Dr. Glen Allgaier
Artificial Intelligence Branch
Code 444
Naval Electronics Ocean System Center
San Diego, CA 921525

Dr. Steve Sacks
Naval Electronics Systems Command
Code 61R
Washington, D.C. 20363-5100

Dr. Sherman Gee
Command and Control Technology, (Code 221)
Office of Naval Technology,
800 N. Quincy Street
Arlington, VA 22217-5000

Dr. Robert A. Fleming
Human Factors Support Group
Naval Personnel Research & Development Ctr.
1411 South Fern Street
Arlington, VA 22202

Department of the Army

Dr. Edgar M. Johnson
Technical Director
U.S. Army Research Institute
Alexandria, VA 22333-5600

Technical Director
U.S. Army Human Engineering Laboratory
Aberdeen Proving Ground, MD 21005

Director, Organizations and Systems Research Laboratory
U.S. Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333-5600

Dr. Milton S. Katz
Director, Basic Research
Army Research Institute
5001 Eisenhower Avenue
Alexandria, VA 22333-5600

Department of the Air Force

Dr. Kenneth R. Boff
AF AMRL/HE
Wright-Patterson AFB, OH 45433

Dr. A. Fregly
U.S. Air Force Office of Scientific Research
Life Science Directorate, NL
Bolling Air Force Base
Washington, D.C. 20332-6448

Mr. Charles Bates, Director
Human Engineering Division
USAF AMRL/HES
Wright-Patterson AFB, OH 45433

Dr. Earl Alluisi
Chief Scientist
AFHRL/CCN
Brooks Air Force Base, TX 78235

Dr. J. Tangney
Directorate Life Sciences
AFSOR
Bolling AFB
Washington, D.C. 20032-6448

Mr. Yale Smith
Rome Air Development Center, RADC/COAD
Griffiss AFB
New York 13441-5700

Dr. A. D. Baddeley
Director, Applied Psychology Unit
Medical Research Council
15 Chaucer Road
Cambridge, CB2 2EF England

Dr. Kenneth Gardner
Applied Psychology Unit
Admiralty Marine Tech. Estab.
Teddington, Middlesex
TW11 OLN
England
Other Government Agencies

Dr. M. C. Montemerlo  
Information Sciences &  
Human Factors Code RC  
NASA HQS  
Washington, D.C. 20546

Dr. Alan Leshner  
Deputy Division Director  
Division of Behavioral and  
Neural Sciences  
National Science Foundation  
1800 G. Street, N.W.  
Washington, D.C. 20550

Defense Technical Information  
Center  
Cameron Station, Bldg. 5  
Alexandria, VA 22314 (2 copies)

Dr. Clinton Kelly  
Defense Advanced Research  
Projects Agency  
1400 Wilson Blvd.  
Arlington, VA 22209

Other Organizations

Dr. Harry Snyder  
Dept. of Industrial Engineering  
Virginia Polytechnic Institute  
and State University  
Blacksburg, VA 24061

Dr. Amos Tversky  
Dept. of Psychology  
Stanford University  
Stanford, CA 94305

Dr. Amos Freedy  
Perceptronics, Inc.  
6271 Varie1 Avenue  
Woodland Hills, CA 91364

Dr. Jesse Or1ansky  
Institute for Defense Analyses  
1801 N. Beauregard Street  
Alexandria, VA 22311
Other Organizations

Dr. David Van Essen  
California Institute of Tech.  
Division of Biology  
Pasadena, CA 91125

Dr. Stanley N. Roscoe  
New Mexico State University  
Box 5095  
Las Cruces, NM 88003

Dr. James H. Howard, Jr.  
Department of Psychology  
Catholic University  
Washington, D.C. 20064

Mr. Joseph G. Wohl  
Alphatech, Inc.  
3 New England Executive Park  
Burlington, MA 10803

Dr. William Howell  
Department of Psychology  
Rice University  
Houston, TX 77001

Dr. Marvin Cohen  
Decision Science Consortium, Inc.  
Suite 721  
7700 Leesburg Pike  
Falls Church, VA 22043

Dr. Christopher Wickens  
Department of Psychology  
University of Illinois  
Urbana, IL 61801

Dr. Scott Robertson  
Catholic University  
Department of Psychology  
Washington, D.C. 20064

Dr. William B. Rouse  
School of Industrial and Systems Engineering  
Georgia Institute of Technology  
Atlanta, GA 30332

Dr. Robert Wherry  
Analytics, Inc.  
2500 Maryland Road  
Willow Grove, PA 19090

Ms. Denise Benel  
Essex Corporation  
333 N. Fairfax Street  
Alexandria, VA 22314

Dr. Edward R. Jones  
Chief, Human Factors Engineering  
McDonnell-Douglas Astronautics Co.  
St. Louis Division  
Box 516  
St. Louis, MO 63166

Dr. Andrew P. Sage  
Assoc. V. P. for Academic Affairs  
George Mason University  
4400 University Drive  
Fairfax, VA 22030

Dr. Lola L. Lopes  
Department of Psychology  
University of Wisconsin  
Madison, WI 53706

Dr. Joaquin Fuster  
University of California at Los Angeles  
760 Westwood Plaza  
Los Angeles, CA 90024

Dr. Joaquin Fuster  
Georgetown University  
Department of Psychology  
Washington, D.C. 20057
Other Organizations

Dr. Richard Pew
Bolt Beranek & Newman, Inc.
50 Moulton Street
Cambridge, MA  02238

Dr. Robert A. Hummel
New York University
Courant Inst. of Mathematical
Sciences
251 Mercer Street
New York, New York  10012

Dr. Hillel Einhorn
Graduate School of Business
University of Chicago
1101 E. 58th Street
Chicago, IL  60637

Dr. Paul Slovic
Decision Research
1201 Oak Street
Eugene, OR  97401

Dr. Douglas Towne
University of Southern California
Behavioral Technology Lab
1845 South Elena Avenue, Fourth Floor
Redondo Beach, CA  90277

Dr. John Payne
Graduate School of Business
Administration
Duke University
Durham, NC  27706

Dr. Kent A. Stevens
University of Oregon
Dept. of Computer & Info Sci.
Eugene, OR  97403

Dr. James T. Todd
Brandeis University
Waltham, MA  02254

Dr. Donald A. Glaser
U. of California, Berkeley
Department of Molecular Biology
Berkeley, CA  94720

Dr. Azad Madni
Perceptronics, Inc.
6271 Variel Avenue
Woodland Hills, CA  91364

Dr. Dana Yoerger
Deep Submergence Laboratory
Woods Hole Oceanographic
Institution
Woods Hole, MA  02543

Dr. Tomaso Poggio
Massachusetts Institute of Tech.
Center for Biological Information
Processing
Cambridge, MA  02139

Dr. Whitman Richards
Massachusetts Inst. of Tech
Department of Psychology
Cambridge, MA  02139
Other Organizations

Dr. Leonard Adelman  
PAR Technology Corp.  
Building A  
1220 Sunset Hills Road, Suite 310  
McLean, VA 22090

Dr. Michael Athans  
Massachusetts Inst. of Technology  
Lab Information & Decision Systems  
Cambridge, MA 02139

Dr. David Castanon  
ALPHATECH, Inc.  
111 Middlesex Turnpike  
Burlington, MA 01803

Dr. A. Ephremides  
University of Maryland  
Electrical Engineering Dept.  
College Park, MD 20742

Dr. Baruch Fischhoff  
Perceptronics, Inc.  
6271 Variel Ave.  
Woodland Hills, CA 91367

Dr. Bruce Hamill  
The Johns Hopkins Univ.  
Applied Physics Lab  
Laurel, MD 20707

Barry Hughes  
Space and Naval Warfare Systems  
Code 611  
Washington, D.C. 20363-5100

Dr. E. Douglas Jensen  
Carnegie-Mellon University  
Computer Science Dept.  
Pittsburgh, PA 15213

Dr. David L. Kleinman  
Electrical Engineering & Computer Science Dept.  
University of Connecticut  
Storrs, CT 06268

Dr. Alexander Levis  
Massachusetts Institute of Technology  
Lab Information & Decision Systems  
Cambridge, MA 02139

Dr. D. McGregor  
Perceptronics Inc.  
1201 Oak Street  
Eugene, OR 97401

Dr. David Noble  
Engineering Research Assoc.  
8616 Westwood Center Dr.  
McLean, VA 22180

Dr. P. Papantoni-Kazakos  
University of Connecticut  
Department of Electrical Eng. and Computer Science (U-157)  
Storrs, CT 06268

Professor Wayne F. Stark  
University of Michigan  
Department of Electrical Eng. and Computer Science  
Ann Arbor, MI 48109

Mr. Robert L. Stewart  
The Johns Hopkins University  
Applied Physics Laboratory  
Laurel, MD 20707

Dr. Kepi Wu  
Space and Naval Warfare Systems  
Code 611  
Washington, D.C. 20363-5100
END

DTIC

7-86