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CHAPTER 1

INTRODUCTION

In the event of chemical warfare, military medical technicians must be able to identify and treat victims exposed to harmful chemical agents. To determine which victims are in need of immediate treatment, a diagnostic tool is needed to help technicians in the performance of triage. As a preface to the design of such a diagnostic tool, this report will review technologies currently available which may be used to identify life signs at the first echelon of medical attention in a toxic environment.

Scope of Research

This study is divided into two parts. The first part requires a detailed search and evaluation of current literature on noninvasive methods and instrumentation techniques to measure vital life signs. The second part describes the fabrication of a prototype system. Emphasis is on providing insight and recommendations on direction of technical development which could lead to a noninvasive system for measurement or monitoring of vital life signs in a field environment. Minimum emphasis was placed on fabrication of the prototype because of funding limitations.

Specific Aims

The specific aims of the study were:

(1) to determine the set of physiological parameters most likely to give the condition of an individual,

(2) to evaluate current noninvasive techniques and medical instruments to perform the desired life sign detection in a field environment without violating the integrity of the chemical protective garment, and

(3) to recommend areas of technological development which may lead to a noninvasive system or instrument for measurement or monitoring of vital life signs.

Approach

The review of various methods for the expansion of man's senses to acquire vital life signs under a specific scenario leads to several viewpoints from which to approach the subject of biomedical instrumentation. One approach is from the physical phenomena that are to be measured, such as, bioelectric potentials, biomechanical sound waves, electromagnetic (biomagnetic field), and thermal radiations from the body. Another approach is from the measurement techniques of each physiological
system. For vital life signs measurement and assessment this reduces to the three principal systems: cardiovascular, pulmonary, and nervous. From a physician's viewpoint, the latter may be more familiar and therefore preferred; whereas, from an engineer's viewpoint, the former is more familiar and can be associated with the principle of transduction, i.e., resistive, inductive, capacitive, piezo-electric, mechanical force, pressure, etc.

This report is approached from the biomedical engineers' view, i.e., the application of engineering science and technology to medical problems. The chapters which follow, therefore, will be presented in the order of physical phenomena to be measured. This style of presentation has an advantage in that measurement techniques which are applicable to more than one physiological system can be discussed in the same section. This will be the case where the same transducer may be used for more than one system (in special cases, the measurements may be simultaneously obtained). The order of presentation will be from the more commonly used methods and instruments to the more advanced methods and systems still under study or development. Chapters 3 and 4 will discuss bio-potential systems, i.e., electrodes for electrocardiogram (ECG) recordings. Emphasis is placed on the dry or capacitive coupled electrodes and high impedance preamplifier systems. Chapter 5 deals with the latest studies in the electric fields. Chapters 6 through 9 cover noninvasive electro-mechanical devices. These devices include the electronic stethoscope for respiratory or cardiac sounds analysis. Chapter 8 reviews the auscultatory method of indirect blood pressure measurements. Chapter 9 discusses ultrasonics. Chapters 10 and 11 review the use of electromagnetic radiations from the body, i.e., infrared and microwaves. Chapters 12 and 13 examine the latest state of the methods resulting from detection of biomagnetic fields from the body. Chapter 14 discusses the trend in imaging system. Chapter 15 is a discussion and evaluation of the utility value of the various methods and systems presented in previous chapters. Conclusions and recommendations are presented in Chapter 16.
CHAPTER 2

DIAGNOSIS OF CHEMICAL CASUALTIES

Although there are a variety of chemical agents used to incapacitate military personnel, the most prevalent and dangerous are nerve agents [1]. A group of highly toxic organophosphates include the G-agents and V-agents, available in both liquid and vaporous forms. These agents may be absorbed through any body surface including the skin, eyes, respiratory tract, gastrointestinal tract, and membranes of the nose and mouth. The respiratory tract is the most rapid and efficient route of absorption [1].

The primary mechanism of action of nerve agents is via the inhibition of cholinesterase enzymes throughout the body [2]. Such inhibition results in the accumulation of excessive concentrations of acetylcholine (ACH) at its various sites of action which include cholinergic motor neurons, preganglionic (cholinergic) fibers of the sympathetic, and pre- and post-ganglionic fibers of the parasympathetic nervous endings [3-5]. The accumulation of ACH at these sites results in both muscarine-like and nicotine-like signs and symptoms. Accumulation of ACH in the brain and spinal cord results in characteristic central nervous system (CNS) symptoms [1].

Following inhalation of a nerve agent, respiratory symptoms begin before the systemic effects, but other muscarine-like, nicotine-like, and CNS effects may develop [1]. Local ocular effects, as well as respiratory effects, begin within one to several minutes after exposure, before there is any evidence of systemic absorption. The earliest ocular effect is pupillary constriction, sometimes unequal, and redness of the eyes or twitching of the eyelids. The earliest effects on the respiratory tract, following minimal exposure, are a watery nasal discharge, nasal hyperemia, prolonged wheezing expiration suggestive of bronchoconstriction and increased bronchial secretion. At about six to eight times the minimal symptomatic exposure, enough nerve agent is absorbed to produce more severe local ocular and respiratory effects as well as systemic effects [1].

As the nerve agent is absorbed into the systemic circulation, muscarine-like effects occur with excessive bronchial secretion causing coughing, airway obstruction, and respiratory distress. Bronchial secretions run out the sides of the mouth. Laryngeal spasm may add to respiratory difficulties, and the victim may become cyanotic. Following inhalation of nerve agent vapor, the respiratory manifestations predominate over the other muscarine-like effects which include sweating, increased peristalsis, abdominal cramps, nausea and vomiting, diarrhea, urinary frequency (sometimes involuntary), increased lacrimation, and occasional slight bradycardia [1].

With the appearance of nicotine-like systemic effects, involuntary muscular twitching and muscle cramps may occur. The skin may be pale and blood pressure slightly elevated due to vasoconstriction. If the exposure has been sufficient, twitching movements appear in all parts of the body.
followed by severe generalized muscular weakness, including the muscles of respiration. The respiratory movements become more labored, shallow and rapid, then slow, and finally become intermittent or cease entirely. Unless artificial respiration is started promptly, the subject may die of anoxia [1].

With the appearance of moderate symptoms, CNS effects may be found in abnormalities of the electroencephalogram (EEG). These abnormalities are characterized by irregularities in rhythm, variations in potential, and intermittent bursts of abnormally slow waves of elevated voltage similar to those seen in patients with epilepsy [1]. The conscious patient becomes confused and slurs his speech. He may become comatose; his reflexes may disappear; and his respiration may become Cheyne-Stokes in character. These symptoms may be followed by generalized convulsions. Depression of the circulatory centers may also occur, causing the blood pressure, which previously may have been elevated, to fall. Cardiac rhythm may become irregular [1].

Common symptomatic indicators of the degree of the subject's exposure and seriousness of his condition may be determined from this review of signs and symptoms resulting from exposure to nerve agents. Common indicators include pulmonary edema and respiratory distress, muscular twitching, pupillary constriction, vasoconstriction, bradycardia, and abnormal EEG. Of these, the most universal indicator of either muscarinic, nicotinic, or CNS effects is respiratory distress.

Vital Signs

A swift, correct physiological assessment is essential for adequate emergency care. Such an assessment may be made by determining the patient's vital signs; however, vital signs and their parameters are rarely defined quantitatively.

According to Webster's Dictionary [6], vital delineates those things concerned with or characterized by life; whereas, a sign denotes objective evidence observed or interpreted by a bystander. Thus vital signs may be regarded as those discernible signs of life which are intrinsic to the state of well being of the human body. Most sources agree that temperature, pulse (heart rate), respiration, and blood pressure constitute the major vital signs [7-10]. Although many consider pupillary reflex and level of consciousness also vital signs, they are not vital to life and will not be included in this report. Therefore, the determination of the main vital signs (pulse, respiration, blood pressure, and temperature) enable medical personnel to generally assess a patient's condition. It is logical to prioritize vital signs, by the accepted assessment and treatment of emergency cases, i.e., ABC—airway, breathing, cardiac [11,12]. Therefore, respiration and cardiac (rate, action, etc.) are primary signs in respective order, whereas, blood pressure and temperature are secondary signs. It should be noted that vital signs interact such that one particular vital life sign should not be used to determine a patient's condition.
In an optimum situation, a medic, physician, etc. would deal with one injured/ill person at a time and use all medical technology and knowledge now available. However, this is not always possible and sometimes even a facsimile of the care one would like to administer is not possible. In the event of a disaster, moreover, one must determine a system so that the greatest number of patients with optimum function may be saved [13].

Triage

When such a situation with multiple patients occurs, triage may be used as a system for denoting priority. Triage involves distinguishing between an individual dying from an uncontrollable, irreparable condition and a less spectacularly injured person for whom immediate treatment may be life or function saving [2].

The concept of triage involves categorization of patients according to a priority for further assessment and treatment. The military concept of triage differs from the concept applied by nonmilitary medical personnel in that the military concept is aimed at maximizing the return of personnel to duty whereas the nonmilitary concept is to maximize survivability of disaster victims. Assignment of priority is dependent, therefore, on triage concept in use. Thus, any vital life signs detection system should be designed to provide information that will assist in categorizing and assigning a priority for care within this triage concept.

A complete survey of all patients is imperative before management of their respective conditions. This encompasses establishment of adequate airway, checking for presence of pulse and responsiveness, and realization of the presence of shock. Then categorization of patients according to priority and assignment of personnel to complete the assessment and treatment on that basis may be done [14]. Those that must be treated at the scene and transported immediately, receive the highest priority. These may include: airway and breathing difficulties, cardiac arrest, uncontrolled or suspected severe hidden bleeding, open chest or abdominal wounds, severe head injuries, and severe shock. Second priority encompasses: burns, major multiple fractures, and back injuries with or without spinal cord damage. Casualties that have minor fractures or other injuries of a minor nature, obvious mortal wounds, and the obvious dead receive the lowest priority and are treated last [13].

This system works well for most nonmilitary disaster situations; however, warfare and the advent of chemicals and other toxics require modification of the basic nonmilitary triage system because of the specialized situation. For example, once a chemical hazard has been determined personnel will don available protective suits [1]. This suit not only inhibits penetration by a chemical agent, but also inhibits the assessment of one’s physiological condition and the rendering of necessary aid, e.g., establishment of adequate airway. Thus, realization of the need for an instrument or technique to measure vital signs through such protective garment becomes obvious. The need for a swift determination of a victim's physiological status is of utmost importance.
The first major steps of triage should be followed. These include assignment of the person in charge to control the medical scene followed by a survey. This initial survey should include realization of exposure to harmful chemical agents. The most common indications of contamination include miosis, respiratory distress, muscular twitching, cardiovascular dysfunction (e.g. bradydysrhythmias), salivation, and gastrointestinal dysfunction. Presently, the administration of 2 to 6 mg of atropine intramuscularly in an uncontaminated area of the thigh or upper arm is used to control the body's reaction to the nerve agent [1]. Anticonvulsant drugs should be administered as necessary.

Casualties should be categorized and assigned a priority dependent on the military concept of triage. Paramedical personnel should take into account travel time and adequacy of care available to the patient before determining priority. If the situation becomes emergent, those with burns but minimal chemical exposure, minor fractures without spinal cord damage, and other assorted minor injuries and contamination should be transported first. If there is no means of clearing out bronchial secretions or giving artificial respiration through the protective mask and the patient is unconscious and in respiratory distress, lowest priority should be deemed. Likewise, those with rapidly deteriorating conditions and those obviously dead comprise the lowest priority.
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CHAPTER 3

ELECTRODES

In a living organism the functioning of many systems is often accompanied by a pattern of electrical signals \[11\]. These potentials can be monitored, measured, and/or recorded if some type of interface is introduced to transport the signal from the body to the electronic measuring apparatus \[10\]. Such a signal may then be used to monitor a particular physiological process. The conventional means for carrying out this function are biopotential electrodes \[10\]. As Webster's Dictionary states, "an electrode acts as a conductor to establish electrical contact with a nonmetallic portion of a circuit," in this case the human body \[4\]. In essence, the electrode operates as an electrochemical transducer to change ionic current into an electronic current \[2,10\]. This current is a feasible mode by which the physiological monitoring of a particular body function, specifically the electrical activity of the heart, can be obtained.

The conventional method for recording voltage variations associated with the beating of the heart is the conducting electrode pair \[7,11\]. "Despite the many configurations and names applied to electrodes used to measure bioelectric events, there are basically two functional types, extracellular and intracellular" \[13\]. Only extracellular electrodes will be discussed in this report.

There are two basic types of extracellular electrodes, i.e., nonpolarizable and polarizable. Perfectly nonpolarizable electrodes freely permit current to pass across the electrode-electrolyte interface without requiring energy to make the transition. An electrolyte is a conducting medium containing readily available ions, e.g., water with salts or acids, gels with salts, etc. On the other hand, perfectly polarizable electrodes are those in which no actual charge crosses the electrode-electrolyte interface when a current is applied. The transfer of ionic charge which does pass is a displacement current and the electrode actually functions as a capacitor \[10\]. When electrodes are applied to a subject, a galvanic cell is created and the pair of electrodes act as transducers \[12,13\].

The particular charge distribution that occurs when an electrode comes in contact or close proximity with an electrolyte or the subject causes the electrode to acquire a potential \[13\]. The electrical stability of an electrolyte is related to the stability of the region of charge gradient. The region of charge gradient is the charge layer that exists at the interface between the electrode and the subject under observation. Stabilization of this interface and prevention of movement artifacts is of major concern in design consideration. The interface includes not only an electrode-electrolyte interface (if used) but also the skin and its underlying tissue fluids \[12\]. Therefore, "distortionless insertion of the event into a recording apparatus requires special consideration of the electrodes and the input impedance of the amplifier" \[12\].
Wet Electrode Electrolytes

The term "wet" is applied to electrodes that employ an electrolyte, e.g., a paste, jelly, or some other type of conducting medium through which a current, either ionic or electrical, may pass between the skin and electrode. Such a medium is believed to enter the integument and gradually shunt the skin's impedance, thus lowering overall impedance [2]. Electrolytes may also reduce some movement artifact; however, this is true only with the recessed type of electrode where the electrode-electrolyte interface is not in contact with the skin of the subject [12].

Despite the advantages of using an electrolyte, there are many drawbacks. Although the whole idea behind an electrolyte is the passage of current or merely ionic activity, increased electrochemical noise at the electrode site does deteriorate the biopotential being measured [1]. These electrical artifacts cause severe reliability problems [5]. Also, it has been realized that paste is not only irritating to the skin, but also requires careful skin preparation to obtain clinically useful results [3,5]. Olson et al. stated that "further studies are needed to find a gel (electrolyte) which consistently interacts with the skin to reduce and equalize skin impedance" [2]. Because of their unsatisfactory performance in long-duration experiments, conventional "wet" electrodes are not feasible for extended use. During long-term use increasing variations in resistance readings occur if the skin surface is damaged. Irritation as well as infection can result from the electrolytic paste [1]. Sadly enough, pastes can serve as sites for bacterial and fungal growth [7] as studies have shown increased aerobic and anaerobic bacteria at the attachment site [1]. Thus the attachment site becomes a prominent site for poisoning and/or contamination to occur.

Impedance

The desire to reproduce the time varying biological phenomena as a distortionless signal requires that current into the preamplifier be zero [1]. The input impedance of most biological preamplifiers is high [12] in order to avoid the loss of amplitude and distortion of the electrical waveform. Geddes recommends that the input impedance of the amplifier be 100 to 1000 times higher than the impedance of the electrode-subject circuit [13]. When the electrode-skin impedance magnitude is much smaller than that of the amplifier input impedance, distortion and noise effects on the biopotential reading are negligible [2].

Each type of electrode exhibits an impedance that depends on the nature of its design and the electrical double layer from which its electrical current (either actual or displacement) is derived [12]. Precaution must be taken, therefore, to permit as little current as possible through the interface so that a minimum of voltage loss and waveform distortion will be introduced by the electrode's impedance [13]. The series impedance of a given interface decreases with increasing current density per frequency. Geddes and Baker contend that a low impedance circuit can be obtained by a thin dielectric with a high dielectric constant or high capacitance [12].
Such a capacitance may be calculated from the relationship:

$$C = K f^{-\alpha}$$

(3.1)

where $K$ is a constant that depends on the type of metal-electrolyte junction, and $\alpha$ is a constant describing the rate at which the capacitance decreases with increasing frequency (ideally $\alpha = 5$).

Roughened surfaces, an increase in concentration of the electrolyte, and increase in temperature all increase the value of the series equivalent electrode-electrode capacitance [13]. If the two amplifier instruments are connected to skin impedances which have appreciable different values, the noise rejection capability of the amplifier system is seriously compromised [2]; however, it has been noted that impedance imbalance decreases with time [2,3,13]. In addition, Day and Geddes observed that the smaller the electrode, the higher the interface impedance [1,12]. Geddes states that electrode noise may be reduced if differences in electrode material are made as small as possible [13]. The overall solution to the impedance problem takes into account all of these factors. Most good biopotential systems are based on common mode rejection ratio or more aptly reported by Fraden et al. "common mode interference, detection, amplification, and compensation" [6].

**Conventional Wet Electrodes**

Various wet electrodes have been used reliably for quite some time. One of the oldest electrode designs is the suction electrode. This electrode employs a rubber cup that is easily and quickly applied, especially to a wet surface, but only for a short period of time because the negative pressure alters the capillary pressure gradient [6]. This electrode requires an electrolyte. The trend in clinics has been to use recessed electrodes with a conducting gel. The recessed electrode moves the metal disc a short distance away from the subject. This method results in movement-artifact free readings because the electrolyte absorbs the relative movement between the surface of the skin and the electrode. On the other hand, the electrode impedance is higher than direct contact electrodes.

Two promising concepts in electrode design and fabrication are the pressed pill and the disc [1]. The main design goals are a stable, reversible, low impedance electrode. The pressed pill electrode consists of metal-powder/metal salts that are combined under pressure. Often plant hydrosols are included because they afford plasticity, adhesion, and texture. This technique also proved to be a good safety feature because the membrane protecting the electrode is homogeneous with the matrix and can be penetrated (scratched) or damaged. Hydrosol colloid incorporated with silver/silver chloride was found to be relatively free from polarization effects and afforded extremely low potentials [1].
Geddes contends that the silver/silver chloride electrode is most suitable because of its low cell potential, stability, and longevity [1,12]. The silver/silver chloride electrodes are popular because they can be made electrically stable. The silver/silver chloride electrode has also been fabricated with a gelatin coat, and tests indicate that this process adds to the electrode's reversibility by keeping out protein and other poisoning molecules while being very compatible with human skin [1]. Nevertheless, wet electrodes are not without their disadvantage, as they all require an electrolyte which can be contaminated in a chemical environment. Silver/silver chloride is photosensitive, reacts with light, and the chloride coating can be degraded by abrasion [12].

**Dry Electrode/Active Electrodes**

Another type of electrode, introduced by the USAF School of Aerospace Medicine, is the anodized aluminum plate (2.5 x 2.5 cm) electrode or dry electrode. The anodized metal disc relies on capacitive coupling with the skin [3]. A major disadvantage of aluminum oxide is that it can be corroded by saline [8]. The Air Force has also developed lithium impregnated balsa wood electrodes. This electrode was designated as a dry electrode since no electrolyte was necessary for use. Its design requires that the intermolecular air spaces in the balsa wood are first emptied and then filled with lithium chloride solution [14]. Although this electrode shows promise, it will be disregarded because its very design includes an ease of contamination by chemicals in the environment.

An active electrode is an electrode packaged with its amplifier into one single unit, which neither uses an electrolyte nor requires skin preparation [5]. Presently, there are two types of active electrodes: insulated and dry [5,13]. Insulated electrodes contain "no metal-electrolyte interface at all". Theoretically, the only current is due to capacitor coupling [7,10,12]. One plate of this capacitor is the electrode itself while the other plate includes the insulating covering on the electrode and the dry outer layer of skin (stratum corneum) [10,13]. This insulating covering is usually a surface oxide film of the metal that has been grown on the electrode plate by vapor deposition [10]. Because no electrode-electrolyte interface is used, there are no artifacts from motion or electrode polarizaton [3]; however, "displacement on the skin will change the capacitive coupling and hence alter the charge distribution and potential" [13]. Whether this technique causes major problems has not yet been determined. On the other hand, the dry electrode incorporates the use of metallic or other conductive contact between the body and the input of the electrode amplifier [5]. Both of these electrodes are excellent prospects because: (1) there is no need for an electrolyte, (2) there is improved patient safety since little or no DC current is passed, (3) long-term application is possible, and (4) reduction of electrode area is feasible [5].

The capacitive electrode shows much promise in the noninvasive measurement of physiological signs, particularly the electrocardiogram. One must take a couple of points into consideration.
Since the output impedance of the electrode is very high, it is necessary to supply an impedance matching circuit in conjunction with the electrode to be used along with the usual clinical monitoring equipment [3]. Also, a field effect transistor (FET) or a metal-oxide semiconductor field effect transistor (MOSFET) is useful in cleaning up the signal from an insulated electrode [3]. These devices help prevent electrostatic puncture of the insulator. However, this extra precaution is not as necessary when an insulated power supply such as batteries is used [13]. Another means by which high impedance output may be compensated for is by putting ultrathin film of insulating materials having high dielectric constants and strength on the surface of the electrode [13].

A few feasible types of insulated electrodes are being employed today. A recent paper by Griffith et al. [7] delineates a lighter weight, more compact electrode configuration through the use of hybrid integrated-circuit technology. Their electrode consists of such a circuit adhered to a capacitor. The capacitor has been formed by "sputtering thin films of tantalum-pentoxide dielectric on a circular silicon substrate 0.176 cm in radius" [7]. However, if a larger substrate had been used, they could have used a more efficient impedance matching circuit. One drawback of this electrode is that there must be no gap between the subject and the capacitor of the electrode. Any misconnection creates a series capacitance that seriously affects results [5]. The capacitor is housed in a plastic disc that is attached to an electrode housing that contains a hybrid impedance matching circuit. The capacitor is linked directly into this circuit. This is particularly advantageous because this enables capacitors to be exchanged without changing the impedance matching circuit. In order to meet the ideal operational amplifier requirement of no significant DC offset at its output, the largest chip resistor, 100 MO (Mini-Systems, Inc.), was used in the buffer circuit [5,9]. The conductor circuit was printed onto a circular ceramic substrate (1.35 cm in diameter, 0.064 cm thick) with a conducting glaze fired on top. Then the operational amplifier and resistor chips were attached. The electrode was finally integrated to the input of the impedance matching circuitry. The ensemble was then placed in a National Aeronautics and Space Administration (NASA) plastic electrode housing [5]. Studies were done on the electrode's ability to function if dirty or damaged and showed no change in step response until the film "had been heavily scratched." The signal from the active electrode is superior and quite readable although a little noisy upon overall comparison with that of conventional wet electrodes. The main problem at present occurs when gross separation between the subject and the capacitor happens which causes capacitance changes [5].

Ko et al. [3] used a silicon substrate rather than a ceramic substrate. The insulating layer is thermally grown silicon dioxide instead of tantalum-peroxide. Their chip of N-type silicon (6 x 6 mm, 0.23 mm thick) incorporates a MOSFET in place of a FET. Results of their studies show that a thicker dielectric layer is not really necessary as the true dielectric layer is the thickness of the stratum corneum plus the thickness of the insulating film [3,13]. The silicon may be specially etched for a desired circuit; however, this technique is costly regardless of the superiority of design.
Problems To Overcome

The main problem appears to be perspiration or moisture— the lack of it, the presence of it, the unknown amount of it. Sweat can corrode the insulating layer and/or change the impedance, etc. [12,13]. Chemical contamination could easily occur, as an instrument is used on one victim after another, if it is not waterproof. Therefore a thin, waterproof, insulating coating is suggested.

Electrode size should also be considered. The basic capacitance theory does relate size to actual capacitance which affects impedance. The smaller the electrode, the higher the interface impedance [12]. High input impedance amplifiers have made dry electrodes very feasible with records of equal quality to wet electrodes [1,3].
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CHAPTER 4

IMPEDANCE PLETHYSMOGRAPHY

Electrical bioimpedance plethysmography is a noninvasive technique by which small changes in tissue volume can be detected. The electrical impedance method is a safe noninvasive measurement technique for assessing the mechanical activity of the heart rather than the electrical activity, i.e., blood flow, cardiac output, pulse volume, stroke volume, etc. [3,4].

The basis for the impedance plethysmograph principle is the dissociation of biological tissues salts, into their corresponding positively charged cations and negatively charged anions [1]. Similar to the electrons in inorganic substances, the ions of biological tissues are responsible for the conduction of electricity. Thus, the conductance (G) of a current (I) through biological tissue depends on the number of charged ions in the tissue fluid volume [1]. Since the number of ions is fixed relative to the volume of fluid, it is theoretically possible to relate conductance to the total volume (V) of that tissue. Any change in conductance (8G) will reflect a change in volume (6V), or

\[
\frac{\delta V}{V} = \frac{\delta G}{G}
\]  

(4.1)

This relationship makes it practical to determine the impedance of the tissue by applying a small magnitude, high-frequency current across the tissue and sensing small variations of voltage with a pair of electrodes. The relationship then becomes,

\[
\frac{\delta V}{V} = -\frac{\delta Z}{Z}
\]  

(4.2)

As the volume of tissue changes due to pulsations of blood, the impedance of the tissue changes, thus, “biovolumes” can be measured in terms of electrical impedance of the tissue.

Impedance Plethysmograph Systems

For reasons of economy and ease of application, some early impedance plethysmograph systems use two electrodes. The same electrodes are used to apply the current and measure the voltage. This method causes several problems [6]:

(1) The current density is higher near the electrodes than elsewhere in the tissue. This causes the measured impedance, \( Z = V/I \), to weight the impedance of the tissue more heavily at the electrode site than throughout the rest of the tissue.

(2) Pulsations of blood in the tissue cause changes in the skin-electrode impedance as well as changes in the desired tissue impedance. Since the skin-electrode impedance is in series with
the desired electrode impedance, it is impossible to separate the two and determine the actual tissue impedance.

To resolve these problems, a four-electrode impedance plethysmograph system is used. In the four-electrode system the excitation current flows through the two outermost electrodes. This results in a more uniform current density in the region sensed by the two inner electrodes. A tetrapolar electrode system is used to eliminate skin/electrode problems and establish a current field between the outer electrodes, or the chest [5]. The inner voltage sensing electrodes are placed as accurately as possible at the base of the neck and the level of the diaphragm [7], as shown in Figure 4.1.

The choice of frequency and current magnitude used for detecting bioimpedance or bioimpedance changes, is dictated by the prevention of harmful effects, i.e., stimulation of tissues or imparting excessive energy which is dissipated as heat [8]. Even low values of current through the thorax can stimulate sensory receptors and nerves which result in an unpleasant shock to the patient. With higher values of current, muscle tissue is stimulated and there is a potential danger of inducing ventricular fibrillation [8].

It has been shown that with increasing frequency, larger currents can be used [1,6,8]. The use of higher frequencies not only provides the protection to avoid tissue stimulation, but it permits the safe use of currents at magnitudes which could be lethal if the frequency were lower [8]. Several considerations suggest the use of a frequency of about 100 kHz [6]:

(1) It is desirable to use a current greater than 1 mA in order to achieve adequate SNR (signal-to-noise ratio). At low frequencies this current will cause an unpleasant shock to the patient. Since the current required for perception increases with frequency, frequencies above 20 kHz are used to avoid perception of the current.

(2) As the frequency is increased from low values up to 100 kHz, the skin-electrode impedance will decrease by a factor of about 100.

(3) If frequencies much higher than 100 kHz are used, then impedances of the stray capacitance will make design of the instrument difficult.

With these considerations in mind, most impedance plethysmograph systems are designed to have a constant 4 mA 100 kHz output current, which is what Kubicsek et al. [9] used in their original impedance cardiograph design. Systems available today, as typified by the Minnesota Impedance Cardiograph, offer several important features [10]. Since biological tissues will not respond to current frequencies in excess of 10^5 cycles per second (hertz-Hz) unless 30 to 50 mA are applied [8]. The use of this frequency at 4 mA has a large margin of safety. A 4 mA 100 kHz stimulating current applied to the chest results in a 12 to 13 degree phase angle, which means that the capacitive reactance is about 1/4 of the impedance.
Figure 4.1. Four-electrode system for the indirect measurement of cardiac output or blood flow by means of electrical impedance.
At this frequency, there are no inductive reactance changes in biological tissue. A high output impedance (100K ohm) insures a constant current source and, along with the high input impedance (100K ohm), minimizes skin contact impedance to less than 0.004% [10].

Comparative Evaluations

In 1966, Kubicek et al. [7] introduced impedance cardiography as a noninvasive method for the measurement of cardiac output and stroke volume. The cardiac output can be calculated from the bioimpedance measurement with the following equation:

\[ SV = R(L^2/Z_0^2)\times t \times (\delta Z/\delta t)_{max} \]  

(4.3)

Where \( SV \) = Stroke Volume (ml),  
\( R \) = Resistivity of the blood (ohm-cm),  
(150 ohm-cm is normally used),  
\( L \) = Mean distance (cm) between the two inner electrodes,  
\( Z_0 \) = The basic impedance (ohm) between the two inner electrodes,  
\((\delta Z/\delta t)_{max} \) = Maximum rate of change in impedance (ohm/s),  
and \( t \) = Ventricular ejection times (s).

The ventricular ejection time is determined by measuring the time between the zero crossing of the first derivative just preceding the maximum negative peak \((\delta Z/\delta t)_{max}\) and the maximum positive peak at the time of the second heart sound (see Figure 4.2), or the end of t-wave of the ECG is determined by the first high-frequency component of the second heart sound in the absence of a definitive positive peak of \(\delta Z/\delta t\) [7]. Since then several studies have compared measurement of cardiac output by the bioimpedance method to the dye dilution technique and to other methods. A study undertaken by Kubicek et al. involved simultaneous measurements by the two methods with the experimental subject at rest and while undergoing two levels of exercise on a bicycle.

Results of the study indicated that, on the average, the bioimpedance method provided the same physiological information concerning relative changes in cardiac output as the reference dye dilution technique [7]. This study also indicated that the reproducibility of single impedance observations of cardiac output is greater than for a similar value obtained by the dye dilution technique [7]. Other studies comparing the impedance method to the dye dilution technique confirm these results [4,11,12].

Some studies have reported consistently greater stroke volume when indirectly measured by impedance cardiography method than by dye dilution techniques [4]. In certain cases, the impedance method overestimates the stroke volume by about 30% [12].
Figure 4.2. Record showing relationship between electrocardiogram (ECG), phonocardiogram (PCG), and derivative of impedance ($\delta Z/\delta t$) during cardiac cycle.
The widest scatter between indicator dilution and impedance values was found in patients with heart disease [13]. This finding was especially true in the case of valvular incompetence [13,14]. If this is the case, the impedance method would be inaccurate for measuring stroke volume in these patients. In patients with aortic incompetence the impedance cardiac output was unrealistically high [13].

In summary, impedance plethysmography may be used to obtain a measure of stroke volume; however, it is not as accurate as other available methods. Although the bioimpedance method is noninvasive, it is not a passive measurement method since it requires that an excitation current be delivered to the subject. The use of four electrodes may not be a problem in the clinical environment, but it may present a major problem in the military field environment.
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CHAPTER 5

ELECTRIC FIELDS

Another noninvasive system for biomedical monitoring and evaluation of cardiovascular function was first developed and described by William A. Shafer in the mid 1960s [1]. The system was described as a field-effect monitor. Shafer [2], Richardson [4], and Keefe et al. [5] reported detecting and recording extracorporeal electrical field changes originating from the human body by means of receptor antennas and high-impedance matching circuits.

Shafer’s field-effect monitor consisted of a flat 6 x 8 in. (15.24 x 20.32 cm) rectangular copper plate which was backed by a slightly larger grounding screen. To obtain a high input impedance (800 megohm), signals from the antenna were input to a field-effect transistor. A cathode follower circuit was used to buffer the input from the lowpass filter stages. Shafer used a 30 Hz cutoff frequency [1]. In a later article, Shafer describes the system as an electric field distortion monitor with a pair of sensing antennas which were fine wires attached to the surface of a dielectric making a Faraday screen. This system sensed the difference in potential between the two antennas by means of a differential amplifier [3].

The system described by Richardson and Adams [4] is similar to Shafer’s first system in that a single-ended amplifier with an input impedance of $10^{15}$ ohm was used. The sensing antenna consisted of two thin copper foil sheets pasted on an 8 in$^2$ (51.62 cm$^2$) piece of Bakelite dielectric. One piece of copper foil was grounded whereas the other piece of copper foil detected the electric field [4].

The system used by Keefe et al. [5] was developed by System Research Laboratories (SRL), Dayton, Ohio. This system consisted of whip antennas connected to battery-powered, high-impedance matching circuits. The output signals from the matching circuits were linearly amplified and bandpass filtered from 0.7 Hz to 30 Hz. Keefe et al. [5] and Richardson and Adams [4] used an aluminum screened room in their study while Shafer did not.

Theoretical Concepts

In his early works Shafer proposes two concepts on how the "electric field" that surrounded the body was affected or generated. His first concept was that the sensing antennas were measuring subtle changes in the field brought about by pulsations transmitted to the surface of the skin from underlying vessel networks. The second concept is that a field is generated by the body when blood is forced through the capillaries. Shafer discarded the first concept for the latter. Shafer contends "when a fluid is forced through a diaphragm or capillary, a potential drop is generated in the direction of flow". This phenomenon is referred to as "streaming potential" [2].
Richardson and Adams [4] disagreed with Shafer's "streaming potential" concept. In one set of experiments, occlusion of a subject's leg with a pressure cuff did not alter or diminish measurements about the leg. In a second set of experiments, measurements of the subjects' electric field were obtained before and after removal of excess (static) body charge by grounding the subjects. Grounding the subject diminished the field measurements to the point that the body's electric field became unmeasurable. Thus, Richardson and Adams proposed that the information contained in the body's electric field charges is net body charge and body proximity charge. Body proximity charges are caused by respiration and other body movements including the movement caused by heart action.

Keefe et al. [5] reported recording time-varying electric field signals which reflected both cardiac and respiratory activity from subjects in the supine position. Amplitudes of 0.1 to 7.5 mV were obtained with whip antennas about 12 in. (30.48 cm) from the body. The amplitude of the signals varied inversely with the square of the distance from the subject. Keefe et al. reported that in the instances where the antennas were located at the head and at the feet, the observed wave shape of the electric field measurements was similar in form and in phase with signals obtained by direct ballistocardiogram measurement. Keefe et al. discussed two hypotheses. One hypothesis is that the etiology of the observed extracorporeal electric field signals are the physical movement of the passively charged body surface. The second hypothesis is that the electric fields are generated by a repetitive electrical signal on the body from its own internal configuration. Against the first hypothesis and in contradiction with the results obtained by Richardson and Adams, Keefe et al. reported that when the subject was connected to ground, recordings of the signals showed little change. In addition, signals obtained from direct skin-contact electrodes have the same appearance to simultaneously recorded signals of the electric field from the body. Keefe et al. concluded that the field changes are not due to the electrical activity of heart. They favor a ballistogenically produced electric field with the exact cause remaining unknown.

To this date follow-on studies have not been conducted to determine the origin of the body's electrical field disturbances nor to determine the applicability to situations where noninvasive monitoring is necessary or desirable.
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CHAPTER 6

RESPIRATORY SOUNDS

Another family of noninvasive physiological measurement systems are the electro-mechanical devices which transform mechanical energy into electrical energy. A large number of medical instruments use strain gage transducers. Most recently self-generating piezoelectric transducers are being used in medical instruments. Some examples of these applications are:

(1) microphones for detection of sounds from the body, i.e., respiratory and cardiac,

(2) accelerometers for motion and tremor measurements, and

(3) ultrasonic measurements [35].

This chapter will discuss the use of microphones for detection of respiratory sounds and basic problems associated with the use of sounds as a means to diagnose the condition of the respiratory system.

Background

Laennec established the clinical relationship between respiratory sound and gross pulmonary pathology [21] and introduced auscultation of respiratory sounds by stethoscope [32] in the early 19th century. Since he established auscultation of respiratory sounds as a means of diagnosis of the lung's condition in 1819, auscultation in respiratory medicine has not undergone a great deal of development. This lack of advancement is due to (1) the confused usage of the subjective terminology, (2) the limitations of the instrumentation and the process of analysis of the sounds, (3) the incompleteness of understanding of the mechanism by which the sounds are generated, and (4) the lack of specificity of the location of the source of the sounds.

Confusion of Terminology

Physicians usually describe the quality of sounds heard by subjective adjectives meant to convey the idea of relative intensity and pitch used to detect pathology. The following words are often employed to describe respiratory sound heard through the chest wall: soft, whistling, rough, tearing, rolling, harsh, blowing, musical, scratchy, faint, moderately loud, loud, low pitched, moderately low pitched, moderately high pitched, and high pitched [5]. For adventitious respiratory sounds, words such as dry, wet, fine, coarse, etc. are often used to qualify rales, crepitations, wheezing, rhonchi, stridor [3]. None of these terms are defined in the language of acoustics, resulting in widely differing opinions as to their characteristics and significance. The diversity of these terms coupled with the nonuniformity of their usage in the medical
field creates difficulty in the use of respiratory sounds as an indicator of the respiratory system condition. Physicians not only differ in the way they interpret the meaning of terms, they also have different perceptions of the sound heard. This difference in perception is primarily due to the variations in human hearing ability and distortion induced by the detection instrument (stethoscope).

Limitations of Detection Instruments and Human Hearing

Although the stethoscope being used by physicians today is substantially different from the original version invented by Laennec, the underlying working principle remains the same. The entire range of heart and respiratory sounds is transmitted, but the frequency response is uneven. Some frequencies are amplified while others are attenuated [12]. In addition, selection of the chest piece to be used and the variation in pressure used in applying it to the chest wall affect the pitch of the sound heard. For a period of time there was a question as to which chest piece was best. It was decided that both the diaphragm and the bell were necessary for the auscultation of the heart. The difference in frequency transfer of the bell and diaphragm and the effect on frequency response of varying the application pressure can be demonstrated by the auscultation of heart sounds. Low pitched heart sounds are heard best with the bell resting lightly on the chest. On the other hand, firm pressure with the bell or diaphragm amplifies the higher frequencies and suppresses low pitched frequencies. Thus, the faint diastolic murmur of aortic reflux which is composed mainly of high frequencies and the mitral diastolic murmur which is composed mainly of low frequencies can be selectively heard.

Both the stethoscope and the ear have limitations in their use as instruments for the evaluation of respiratory sounds. Respiratory sounds have a wide spectrum. There is no significant concentration of energy in a particular frequency band except during wheezing. However, this frequency band will differ from one patient to another. In order to compare such relative frequency intensities within a particular sound spectrum, the measuring instrument must not contribute variations in intensity as does the conventional stethoscope. An additional complication in sound evaluation is the nonlinearity of the human auditory system. The ear recognizes very small differences in pitch, but its sensitivity to intensity variations decreases logarithmically as the intensity increases. In addition, the ear's perception of intensity falls off at both ends of the frequency spectrum [14]. The ear also has limitations in its ability to distinguish short sound bursts. A burst shorter than 3 ms will be heard only as a click irrespective of the frequency [16]. With the introduction of advanced electronic microphones, amplifiers, and filters, the human factor and instrumentation shortcomings can be easily overcome [10]. Electronic instruments can be designed to exhibit a flat frequency response over the entire range of respiratory sound spectrum. It is the lack of complete understanding of the mechanisms and sources from which respiratory sounds are generated, however, which still poses obstacles in the acceptance and advancement of using respiratory sounds as a major clinical tool in pulmonary medicine.

30
Mechanisms and Source of Respiratory Sounds Generation

The search for the sources of respiratory sounds and the mechanisms by which they are produced continued throughout the 19th century and up to the present time [2, 4, 5, 13, 15, 18, 20, 24, 25, 34]. Bullar [2] did an experiment with extirpated lungs of a calf in which he enclosed the left lung in an air-tight, fluid-filled chamber with glass sides and left the right lung outside the thorax in a totally collapsed state. The two lungs were connected by the trachea, but were severed below the larynx. A bronchial breathing sound was heard over the right collapsed lung when inspiration was simulated in the left lung by lowering the pressure surrounding it in the artificial thorax. The trachea was then plugged and air was forced out of the left lung into the right lung. In this case a vesicular inspiratory murmur was heard over the right lung. Bullar also demonstrated that no sound could be heard without air flow despite fluctuations in lung volume and pressure. He concluded, therefore, that bronchial sounds were generated by air currents passing over the main bronchus of the outside lung, and the vesicular inspiratory sounds were generated when air passed from narrower to wider spaces inside the lungs.

In the early part of this century, Bushnell claimed that the sounds of expiration originated in the larynx and inspiratory sounds were generated partly in the larynx and partly in the alveoli [4]. He thought that the larynx was not only the principal origin of expiratory sounds, but also of inspiratory sounds. He attempted to prove that the alveoli had no part in sound generation. He suggested that the "vesicular sounds" which were heard over the chest wall were merely due to resonance in the thorax of the sounds originating in the larynx. His explanation of the inspiratory sounds which were heard over the chest wall of patients having had laryngectomy was that "other noises besides those produced in the larynx, if at all comparable to the latter, may contain sounds capable of exciting the chest resonance" [4]. Martini and Muller [23], on the other hand, believed that the bronchial network of the lungs was responsible for the respiratory sounds generation. They demonstrated that each generation of bronchus up to the generation with inner caliber of 3 mm had their own specific frequency of vibration. During respiration the bronchi were set vibrating at their specific frequency and these vibrations acted on the lung tissues and on the chest wall. These vibrations were either weakened or strengthened according to the laws of the so-called forced vibrations, as first proved by O. Frank and quoted by Martini [24]. Martini argued strongly against the theory that the larynx was the origin of respiratory sounds. Based on Martini and Muller's observations [23], Fahr [13] used the analogy of labial instrument to explain the production of respiratory sounds. He also confirmed the finding of Martini and Muller that no bronchial sounds could be heard until consolidation of lung tissues extended from the periphery to the lung regions where bronchi with 3 mm inner caliber terminated.

As the knowledge of fluid dynamics increased, it was discovered that sound was generated by the turbulent flow of a fluid and that such phenomenon was observed in the human upper bronchial tree [8, 19, 33, 36]. Forgacs et al. [15] performed an experiment in which asthmatic and chronic bronchitis patients were given a mixture of 79% helium and 21% oxygen.
They found that the respiratory sound intensity of the patient was lower than that measured while breathing normal air. Since it was known that a lower density fluid generates less turbulence under the same flow condition and that the helium-oxygen gas mixture used had a much lower density than air, Forgacs et al. concluded that respiratory sounds were generated in the turbulence zone of the bronchial tree. Based on the calculation of Reynolds numbers in the trachea and the first few generations of the bronchi by Pedley et al. [28], Forgacs et al. [15] deduced that air flow beyond segmental bronchi is laminar and hence air flow in the peripheral branches is silent. The term "vesicular sound" which suggests that sound is generated in the alveoli is a misnomer. Forgacs [16] recommended that this term be replaced with "normal breathing sounds."

Forgacs [16] also mentioned that in between the turbulence zone and the laminar zone there is an intermediate zone. In this intermediate zone, the laminar flow pattern is interrupted by whirlpools or vortices. The formation of vortices, also like turbulence, begins when the Reynolds number reaches a critical value. Above this number the rate of formation of vortices depends on flow rate alone. A hissing sound associated with the vortices changes into an "edge tone" of well-defined pitch when the rapid flowing gas stream hits a narrow wedge. The theory of vortex sound was first developed by Powell in 1964 [31]. But Forgacs [16] did not believe that musical respiratory sounds were generated by this mechanism. He believed that respiratory sounds heard through the chest wall were generated mainly in the turbulent zone, including the mouth up to the segmental bronchi with a minor contribution from the vortex zone in the more peripheral airways.

Hardin and Patterson [18], on the other hand, felt that turbulence played a minor role in the production of respiratory sounds which were produced primarily by vortices. They also suggested that the vortices induced frequency is directly related to flow rate within a range specific to each generation of bronchi. By using the mathematical equation they developed, they calculated the frequencies that would be generated by vortices for the 5th to 13th order of bronchi during forced expiration and inspiration. They claimed that the calculated result corresponded to the experimental result produced in a study of the effect of smoking on a 27-year-old adult. Also by way of mathematics, it was shown that a 19% constriction on all bronchi of the 6th order at a given flow rate produces a change in both frequency and sound intensity of the 5th and 6th orders of bronchi while these two parameters remain essentially unchanged in all other orders of bronchi. Hardin and Patterson believed that the spectrum of respiratory sounds could be used to detect changes in the state of the respiratory system. However, their proof that "vortices themselves produce the sound or that the spectral components of the respiratory sounds they analyzed came from the size of bronchi" was not satisfactory to Murphy [26].

Few experiments have been done solely to determine the source of generation of respiratory sounds. Researching the site from where respiratory sounds originated was almost always a by-product of research studying the mechanisms of respiratory sound production [2,13,15,18,23].
Only recently, Kramman [20] used a technique which he called "subtraction phonopneumography" to investigate the site of origin of "vesicular sounds." Lung sounds were recorded on a tape recorder simultaneously from two different areas of the chest. The two signals were played back with their amplitudes being equalized and then were added with and without phase inversion of one of them (i.e., subtraction and addition of the signals respectively). The resulting signals were displayed on different portion of screen of a storage oscilloscope. A ratio which he called "subtraction intensity index" (SII) was calculated based on the adjusted peak-to-peak amplitude of the resulting signals. Breath sounds which were generated from a single equidistant source from the two microphones would exhibit total cancellation at the subtraction display and hence would give a low SII; however, the result of the experiment was not conclusive. Several factors caused the uncertainty, such as multiple sources and different characteristics in sound transmission pathways. As Krammn (20] pointed out "the presumed presence of these factors that could eliminate cancellation precludes basing firm conclusions on the absence of cancellation."

From previous research on the mechanism of respiratory sound generation, one may conclude that respiratory sounds are generated by either turbulence or vortices, or perhaps by both of these phenomena within the tracheo-bronchial tree. Both phenomena occur when the Reynolds number of the air flow is greater than the critical value. The Reynold number is best applied to smooth and cylindrical pipes. The tracheo-bronchial tree is neither smooth nor perfectly cylindrical. There are factors which affect the pattern of air flow that are not included in the calculation of the Reynolds number. Thus the two explanations served as good preliminary models but are still not optimized for accurate prediction. The understanding of the mechanism of respiratory sound generation remains in its infancy.

Nevertheless, since Laennec's time it has been known that pulmonary pathology cause change in respiratory sound. It is not surprising that differences exist between normal and pathological respiratory sounds. Changes in the pulmonary system can be revealed by comparing pathological versus normal respiratory sounds. This is the approach of most research in respiratory sound recorded at the chest wall. There are problems with the analyses done on respiratory sound intensity recorded from the chest wall [1,7,9,11,22,27,29].

Problems with Sound Intensity Recorded from Chest Wall

Leblanc et al. [22] were the first group to study the correlation of respiratory sound intensity and distribution of pulmonary ventilation. They noticed that the intensity of respiratory sounds varied with lung volume, flow rate, body orientation, and site of recording. Ploysongsang et al. [29] extended Leblanc's experiment; they compensated for the transmission variation through the chest wall with the ratio of breath sound index (Ib) to sound transmission index (Tn). Comparing their measurement results with those obtained from Xenon-133 study, they concluded that uncompensated respiratory sounds cannot be used to assess
regional ventilation with certainty. On the other hand, the compensated respiratory sounds were much better indices of total regional ventilation. In further studies, they attempted to quantify ventilation of different lung regions by using the variation of respiratory sound intensity picked up from different parts of chest wall [30]. However, the variability in amplitude of the inspiratory sound heard on the chest wall was argued by O'Donnell and Kraman [27] and later followed by Dosani and Kraman [9] who stated that the variability of the amplitude is not due to distribution of ventilation nor chest wall thickness. These two studies showed that significant intersubject and intrasubject variations happen even with normal people without any diseases of the lung. They suggested that the site of production of the sound and its transmission path to the chest wall may be the factors affecting the intensity. Dosani and Kraman also point out that the chest wall thickness may not have a predominant effect on the intensity. From their results, it was shown that low or equal intensity at the lateral wall compares to positions near the spine where the thickness of the chest wall is greater.

Rationale for Trachea as Site of Respiratory Sound Detection

The variability of sound intensity as measured at the chest wall is due mainly to the variability of acoustic properties of the chest wall [1,7,11,17,29]. Research findings indicate that respiratory sounds measured at the trachea undergo very little filtering [7,11,17]. The location, as Charbonneau [7] points out, is more precise and less dependent on the subject's morphology. Furthermore, Druzgalski [11] reports that respiratory sound spectra obtained at the trachea correlate with that recorded over lobial regions.

Rationale for Experiment

Banaszak et al. [1] found a linear relationship between lung sound intensity of different frequency bands and peak flow rate by analog filtering techniques. Gabriely et al. [17] used and redrew Banasak's data and found an inverse, linear-relationship between log intensity and log frequency. These graphs clearly showed that the same frequency range existed for different flow rates. They also showed that the inspiratory sound amplitude spectrum and log amplitude spectrum of a wheezing patient had distinct additional peaks which differ from normal. They recorded flow rate but just used it as an indication for the initial digitalization point. Furthermore, Charbonneau et al. [7] reported that they can differentiate asthmatic patients from normal subjects by analyzing respiratory sounds picked up at the trachea at two different peak flow rates, 0.5 L/s and 1.0 L/s. Their results indicated that the mean inspiratory sound amplitude spectrum for a normal subject at the two peak flow rates has very similar shape [7]. Thus, it may be inferred that a frequency index, such as mean frequency of the power spectrum, may be used as a differentiating index between normal and pathological persons without reference to flow rate. Medically, respiratory sounds are accepted as more informative than radiological and some physiological tests concerning the
dynamic function of the respiratory system [6]. To date, no research has been conducted solely to establish the relationship between constant flow rate and frequency contents of the respiratory sounds as measured at the trachea. Only Charbonneau [7] examined several indices of respiratory spectrum with flow rate at peak value. Charbonneau's study does not examine constant flow.

Wing Chan Wong [37] for his master's thesis conducted experiments to determine the correlation between respiratory flow rate and the frequency spectrum of respiratory sounds as measured at the trachea in normal young male adults. Wong calculated three parameters from the power spectra of the respiratory sounds. These indices were:

(a) the mean frequency of the power spectrum (MPF), which corresponds to the first moment of the distribution about zero or the central tendency of the distribution,

(b) the frequency of the maximum power (peak power frequency--FP), which corresponds to the most frequent occurrence of an event or the mode of the distribution, and

(c) the highest frequency (FM) at which the power in the spectrum equals or is less than 10% of the maximum power, which corresponds to a rough estimate of signal bandwidth from DC to the frequency at which the power contents remains 10 db below the maximum power of the spectrum.

Results from the general linear model (GLM) multivariate analysis of variance (ANOVA) for unbalance data are shown in Table 6.1 for inspiration and expiration. From the table it can be inferred that it is highly unlikely that the means of the parameters MPF, FP, and FM at the various constant flow rates are equal. This means that the characterizing parameters are not constant during inspiration nor are they constant during expiration. Because the GLM ANOVA test for more than two means cannot resolve which mean is different from any other mean, both Duncan and Scheffe pairwise test were performed. The implication from the pairwise test results is that there may be a range of flow rates wherein the characteristic parameters may be constant. Therefore, regression analyses were performed over various ranges of respiratory flow. From inspection of the linear regression plots (example shown in Figure 6.1), a break appears to exist between 0.75 L/s and 1.00 L/s flow rates. The parameters MPF and FP were grouped by the Scheffe test from 0.75 L/s to 1.5 L/s; therefore, 0.75 L/s was selected as the break point. Tables 6.2 through 6.4 summarize the results of the regression analyses for the three characterizing parameters. The best estimates (intercept and slope) of the linear mode, Pearson correlation coefficient (r), the r² value and the significant probability (PR > |T|) of the t-tests are given in these tables. The t-test is used to test the null hypothesis that the slope is zero:

\[ H_0: \beta_1 = 0 \] (6.1)
TABLE 6.1. SUMMARY OF GLM RESULTS

<table>
<thead>
<tr>
<th>Mode Parameter</th>
<th>Main effects</th>
<th>Interaction</th>
<th>$r^2$</th>
<th>C.V.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expiration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFF</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.9060</td>
</tr>
<tr>
<td>FP</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.5892</td>
</tr>
<tr>
<td>FM</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.7401</td>
</tr>
<tr>
<td>Inspiration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MFF</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.9111</td>
</tr>
<tr>
<td>FP</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.5525</td>
</tr>
<tr>
<td>FM</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.8326</td>
</tr>
</tbody>
</table>

The value under an effect or interaction of a parameter is the PR>F value that the null hypothesis is true. $r$ denotes coefficient of correlation. C.V. denotes coefficient of variance in percent. (C.V. is defined as the ratio of residual standard deviation to the mean of the dependent variable.)
Figure 6.1. Plot of regression analysis result on between subject means of MPF of flow rates 0.25 - 1.5 L/s expiration.
TABLE 6.2. SUMMARY OF REGRESSION ANALYSIS OF PARAMETER MPF.

| Resmode | Range | Intercept | Slope  | r    | r^2   | Prob>|T| |
|---------|-------|-----------|--------|------|-------|-------|
| E       | .25-.75 | 335.9     | 121.66 | 0.9989 | 0.9978 | 0.0295 |
|         | .75-1.5 | 408.4     | 28.24  | 0.8610 | 0.7415 | 0.1389 |
|         | .25-1.5 | 363.3     | 65.30  | 0.9307 | 0.8662 | 0.0070 |
| I       | .25-.75 | 250.4     | 79.97  | 0.9870 | 0.9742 | 0.1026 |
|         | .75-1.5 | 276.5     | 49.37  | 0.9423 | 0.8879 | 0.0577 |
|         | .25-1.5 | 259.6     | 63.42  | 0.9760 | 0.9526 | 0.0009 |

For expiration (E) and inspiration (I), and flow rate ranges 0.25-0.75, 0.75-1.5 and 0.25-1.5 L/s.

TABLE 6.3. SUMMARY OF REGRESSION ANALYSIS OF PARAMETER FP.

| Resmode | Range | Intercept | Slope  | r    | r^2   | Prob>|T| |
|---------|-------|-----------|--------|------|-------|-------|
| E       | .25-.75 | 273.5     | 193.75 | 0.9992 | 0.9984 | 0.0257 |
|         | .75-1.5 | 406.0     | 32.50  | 0.6565 | 0.4310 | 0.3435 |
|         | .25-1.5 | 320.0     | 103.12 | 0.9010 | 0.8119 | 0.0142 |
| I       | .25-.75 | 161.9     | 107.23 | 0.7199 | 0.5183 | 0.4883 |
|         | .75-1.5 | 167.1     | 72.05  | 0.9567 | 0.9153 | 0.0433 |
|         | .25-1.5 | 179.3     | 64.05  | 0.8426 | 0.7100 | 0.0352 |

For expiration (E) and inspiration (I), and flow rate ranges 0.25-0.75, 0.75-1.5, and 0.25-1.5 L/s.

TABLE 6.4. SUMMARY OF REGRESSION ANALYSIS OF PARAMETER FM.

| Resmode | Range | Intercept | Slope  | r    | r^2   | Prob>|T| |
|---------|-------|-----------|--------|------|-------|-------|
| E       | .25-.75 | 580.1     | 157.93 | 0.9998 | 0.9997 | 0.0113 |
|         | .75-1.5 | 705.2     | -14.78 | 0.3601 | 0.1297 | 0.6398 |
|         | .25-1.5 | 632.4     | 45.35  | 0.7057 | 0.4980 | 0.1172 |
| I       | .25-.75 | 453.2     | 145.37 | 0.9996 | 0.9993 | 0.0162 |
|         | .75-1.5 | 543.8     | 52.13  | 0.6187 | 0.3828 | 0.3813 |
|         | .25-1.5 | 478.3     | 105.70 | 0.9071 | 0.8226 | 0.0125 |

For expiration (E) and inspiration (I), and flow rate ranges 0.25-0.75, 0.75-1.5, and 0.25-1.5 L/s.
The conclusions reached by Wong were that the relationship between the spectra parameter (MPF, FP, FM) and flow rate increased from 0.25 L/s to 1.5 L/s [37]. This is in agreement with the finding reported by Forgacs [16] that the respiratory sound intensity was linearly related to respiratory flow rate within certain limits, up to a flow rate of approximately 60 L/min (1.0 L/s) at which point the relationship became nonlinear. Wong reports that the spectral parameters level off as the flow rate increases beyond 0.75 L/s during inspiration or expiration. Since the spectral estimators were not the same for inspiration as for expiration, additional information in terms of respiratory mode may be necessary in application of a discriminate function to separate a normal functioning respiratory system from an abnormally functioning system.
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Physicians use the acoustical stethoscope not only to examine a patient's respiratory sounds, but also to examine cardiac sounds for murmurs. Some clinics obtain phonocardiographs during medical examinations. Phonocardiography (PCG) is the graphic representation of the combined heart and great vessels sound. The vibrations that are produced within or about the heart or great vessels propagate outwards through the various tissues. These vibrations appear continuously on the surface of the body.

In the cardiovascular system, low-frequency (infrasonic) mechanical waves are produced and propagated to the skin surface in greater amplitude than the higher frequencies. Consequently, measurements at the skin contain infrasonic components of far greater magnitude than the audible sounds. The tremendous disparity in signal amplitude presents a technical problem in recording if the relative amplitudes of all waves are displayed. Recording systems with sufficient sensitivity to detect the low-amplitude, high-frequency sounds will be saturated by the large-amplitude, low-frequency events. Reducing the sensitivity of the recording system to accommodate the large amplitude of the low-frequency waves may result in loss or nondetection of the relatively small-amplitude, high-frequency sounds from the data. The infrasonic waves may be eliminated by filtering; then the instrument sensitivity may be increased to permit measurement and interpretation of the audible waves [1]. The use of electronic filtering may distort the signal. Distortion introduced by sharp band pass filters may obscure splitting of heart sounds making it impossible to discern where a heart sound ends and a murmur begins. The "ideal" set of filters cannot be optimized simultaneously for both heart sounds and murmurs. Van Vollenhoven et al. [1] suggest that the best compromise for obtaining the most information for clinical diagnosis is to use lower order high-pass filters which have cut-off frequencies in the low-frequency range and gradual slopes of attenuation.

Most PCGs have at least two filter settings. One range results in moderate filtering of low-frequency sounds, thereby reproducing more effectively low-frequency events. The second filter range setting results in greater filtering of low frequencies. It is designed to accentuate high-frequency events such as diastolic murmur of aortic insufficiency. American National Standards Institute (ANSI) recommends that the input signal be filtered with the standard B network for sound measurement. Webster [2] suggests that a solution to the problem of filtering is to pre-emphasize the heart sound frequencies by inserting a frequency-compensation network in the amplifier. The basic system for sound recording consists of a microphone, an amplifier, and an oscilloscope. The function of the microphone is to convert mechanical energy (sound vibrations) into electrical energy. There are many types of microphones, but the following two are the main types. The first is the crystal, or piezoelectric microphone. Certain crystalline materials generate electric energy when
subjected to the pressure changes of sonic vibrations. This electric energy occurs when pressures are applied to them in such a way as to deform the molecular lattice structure. Since the phenomenon is molecular, it is possible to obtain large electric signals from very small displacements. For this reason, low-frequency sound waves may be faithfully reproduced [3]. The second type is the dynamic, or electromagnetic microphone. In this apparatus, a diaphragm is connected to a movable coil, and the latter is located in a magnetic field. Sonic vibrations set the diaphragm into an oscillating motion, which in turn moves the coil back and forth in the magnetic field. This movement generates electrical energy in direct proportion to the displacement velocity of the coil; therefore, the strength of the electric signal is dependent on both the intensity and frequency of the vibrations. As a result, the system is less sensitive to lower frequencies than the piezoelectric system. On the other hand, its signals are easier to amplify for sound recording and less subject to the pickup of extraneous noise [1].

Microphones should have the general characteristic of being easily applied, comfortable to the patient and stable in contact with the chest wall. Microphones may make contact with the skin either through bell-shaped endings, which use air coupling between skin and sensing element, or by flat pieces, shaped like a diaphragm, which allow conduction through a solid material directly to the sensing element. Most researchers and clinicians prefer the bell-shaped microphone since it appears to reduce extraneous background noises. The microphones are usually held in place with an elastic strap or suction [1].

Travel states that there is little to be gained by attempting to standardize the amplification of sound waves, because of the variation in patient-to-patient from the contour of the chest and the sound intensity actually reaching the chest wall. It is better to adjust the gain of the instrument to demonstrate what the clinician is seeking. For best sound recording, it is generally desirable to increase the amplitude as much as possible, while maintaining a relatively smooth baseline [1].

Heart sounds are short-lived bursts (transients) of vibratory energy believed to be caused by sudden tension on valve leaflets and/or chordae tendineae [1]. In a normal PCG there are four heart sounds, but only two are used (Fig. 7.1). The first heart sound is composed of four components. The first component is composed of small, low-frequency initial vibrations, which coincide with the beginning of left-ventricular contraction. The initial vibrations are probably caused by muscular contraction during the earliest phase of ventricular systole. Atrial contraction may also contribute to this component. The second large, higher frequency vibrations, comprise the major component of the first heart sound and represent abrupt tension on the mitral valves as it finishes closing. This component begins 0.02 s after the first component. The third component is a second set of high-frequency vibrations which follows mitral closure by an average of 0.03 s. This component results from abrupt deceleration of blood as the mitral leaflets tense at the end of closure. Another theory suggests that this component may be due to initial injection into the great vessels. It is possible that both mechanisms may contribute to this
Figure 7.1. Heart sounds. Phonocardiogram (PCG) recorded in center channel with Electrocardiogram (ECG) (top tracing) and carotid artery pulse (bottom tracing). The first sound (S1) shows four major components labeled 1 through 4. The second sound (S2) is split into two components A2 and P2 which corresponds to aortic valve and pulmonary valve closure, respectively.
portion of the first heart sound. The fourth component consists of small, low-frequency vibrations which coincide with the acceleration of blood into the great vessels. The entire first sound lasts for an average of 0.1-0.12 s [1].

Aortic and pulmonary valve closures give rise to the second heart sound, presumably as a result of abrupt deceleration of blood as these valves tense at the end of their closure. Normally, the second heart sound is split into two separate components. The phenomenon reflects the fact that the aortic valve closes before the pulmonary valve. With quiet respiration the splitting interval varies in such a way that during expiration the sounds are superimposed in 90% of normal persons. The aortic sound is generally greater in amplitude than the pulmonary sound [1].

The third heart sound is a low-frequency transient (20-70 Hz) which is usually composed of 1 or 2 vibrations occurring during rapid ventricular filling of early diastole. The origin of this sound remains evasive. The most widely accepted theory is that the sound is produced by abrupt tension of the chordae tendineae and valve leaflets within the left ventricle as this chamber rapidly elongates in early diastole. However, recent studies show that this sound is still present even when the mitral and tricuspid valves and chordae have been removed. Thus, the third sound probably originates from within the left ventricular wall as it stops abruptly diastolic active and rapid elongation then begins to expand more passively and slowly in response to the incoming blood. The third heart sound occurs about 0.15 s after aortic closure. The duration of the third heart sound is 0.04-0.05 s [1].

The fourth heart sound is similar to the third heart sound in frequency and duration, although it tends to have a slightly lower frequency. It occurs at the time of atrial contraction immediately before ventricular systole. Because of its low-frequency the fourth heart sound is usually inaudible. However, it can be recorded easily by phonocardiography. The fourth heart sound is probably produced by vibrations within the ventricular walls as these chambers expand with the rapid inflow of blood produced by atrial contraction. The fourth sound begins approximately 0.14 s after the P wave of the ECG and lasts 0.04 s [1].

The PCG is useful in diagnosing problems within the heart. These problems range from murmurs to malfunctioning valves to diseases in the conduction system. Longhini et al. [4] presented a study that focused on spectrum analysis as a useful method of processing the cardiac sounds as recorded by PCG in order to obtain the frequency spectral distribution of normal heart sounds. Results from the study demonstrated that it was worthwhile to substitute Fast Fourier Transform (FFT) techniques for bandpass filtering. This is the first step necessary towards developing automatic analysis of the PCG.
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CHAPTER 8

AUSCULTATORY METHOD OF INDIRECT MEASUREMENT OF BLOOD PRESSURE

The measurement of arterial blood pressure is an important indicator of vascular disease or physiological problems. Blood pressure is commonly used in clinical screening and in monitoring of acutely ill patients, because it reflects the effects of changes in cardiac output, peripheral vascular resistance, and other hemodynamic or physiological changes. The indirect measurement of blood pressure by a standard sphygmomanometer and stethoscope is not accurate when compared with direct intraarterial measurements. If the need is to establish whether a person's arterial blood pressure is in the normal range or not, then the accuracy of the measurement has limited consequences. But if the need is for accurate diagnosis of a murmur or serial observations during antihypertensive therapy, then the errors in indirect blood pressure measurements must be reduced or avoided [1]. The accuracy of arterial blood pressure measurements by the indirect auscultatory method obtained from normal subjects with normal circulatory status were found to be poor in some situations [2,3]. The accuracy of auscultatory method was found unacceptable in patients with abnormal blood pressure ranges as a result of shock [4].

Direct blood pressure measurements are generally obtained clinically from patients with an unstable cardiovascular system by inserting a 20-g catheter into a radial artery and recording the signals from a linear pressure transducer. The advantages of the direct or invasive method of measuring arterial blood pressure are:

1. permits continuous observation of blood pressure,
2. provides access to the arterial system for sampling blood, gases, electrolytes, and hematocrit/hemoglobin [5].

The disadvantages of direct measurement of intraarterial blood pressure are "technical problems of inserting the catheter, including air bubbles in the fluid-filled pressure lines, thrombus formation, ischemic damage, and cerebral embolization from irrigation of radial artery lines" [5].

The advantages of the indirect measurement methods of arterial blood pressure are improved patient safety, reduced risk of side effects, and ease of noninvasive measurement. The disadvantage of the indirect method is the accuracy of the measure.

The accuracy of indirect arterial blood pressure measurement by the auscultatory (Korotkoff) method is dependent on: (1) observer errors, i.e., observer bias, carelessness, inattention, influence by prior readings, (2) differences between observers, (3) errors because of the observed position and conditions under which the measurement is obtained, and (4) instrument error, i.e., incorrect size of cuff [1,7,8].
Equipment for Indirect Measurement of Blood Pressure

The mercury sphygmomanometer remains the standard instrument for measuring arterial blood pressure in medical practice. The sphygmomanometer consists of a compression bladder enclosed in an unyielding cuff, an inflating bulb or pump, a controllable exhaust valve, and a manometer. In addition a standard medical stethoscope is necessary to obtain the indirect measurement of blood pressure [1]. Geddes and Whistler [6] contend that the relationship of the width of the bladder in the cuff to the size of the member to which it is applied is the most important factor in the accuracy of the measure. In an effort to reduce the indirect measurement errors resulting from incorrect cuff size to no more than 5%, the American Heart Association (AHA) recommended that the cuff width should be 40% of the arm circumference. The arm circumference measurement is obtained at the midpoint of the arm, i.e., half the distance from the acromion to the olecranon [1]. An extract of the AHA recommended standard dimensions for blood pressure cuffs is given in Table 8.1. The bladder length recommended in Table 8.1 should cover 80% of the circumference of the arm. In summary, arm circumference is the basis for proper cuff and inflation bladder combination, not the age of the patient [1].

Manometers

The most commonly used manometers to register pressure are the gravity mercury manometer and the aneroid manometer. The mercury manometer consists of (1) mercury in a vertical tube and reservoir and (2) a calibrated linear vertical scale. Aneroid manometers make use of a metal bellows which elongates with applied pressure and mechanically transmits the movement to the indicator needle [1].

Determination of Blood Pressure

Suggested conditions for indirect measurement of arterial blood pressure are a quiet room at a comfortable temperature, no eating or smoking for 30 min before the measurement, no postural changes for 5 min before the reading and, finally, any factors which alter blood pressure should be recognized and avoided, i.e., anxiety, emotional turmoil, exertion, bladder distension, pain, etc. The deflated cuff should be placed 2.5 cm above the antecubital space with center of the bladder directly over the medial surface of the arm. The bell stethoscope is placed over the brachial artery in the antecubital space. Pressure is then increased by inflating the cuff to about 30 mmHg above the reading where the radial pulse disappears. The cuff is deflated at a rate of about 3 mmHg/s via the exhaust valve. Too rapid or too slow a deflation rate will result in measurement errors [1].

As the arterial pressure decreases, the Korotkoff sounds from the brachial artery become audible. The basic principle of blood pressure measurement is occlusion of the artery to prevent blood flow, as the occluding pressure is slowly released, blood is forced through the artery
in a turbulent flow condition. If the Reynolds number exceeds the critical value in the turbulent flow, noises or sounds will be produced by the turbulent blood flow. The characteristics of the sounds change as the pressure is released and the blood flow returns to near laminar flow.

The AHA describes the phases of the Korotkoff sounds as the pressure is decreased in the following manner [1].

Phase I: That period marked by the first appearance of faint, clear tapping sounds which gradually increase in intensity.

Phase II: The period during which a murmur or swishing quality is heard.

Phase III: The period during which sounds are crisper and increase in intensity.

Phase IV: The period marked by distinct, abrupt muffling of sound so that a soft, blowing quality is heard.

Phase V: The point at which sounds disappear. When all sounds disappear, the cuff should be deflated rapidly and completely.

The systolic blood pressure value is the level at which the initial tapping sound is heard, phase I. In adults, the best index of diastolic blood pressure is the value at which the onset of phase V or the Korotkoff sounds disappear. The accuracy of determining the diastolic pressure depends on the auditory acuity of the observer and the efficiency of the stethoscope [1].

In the last decade, numerous automatic noninvasive arterial blood pressure measuring systems were developed to eliminate errors resulting from the observer and to extend the range of measurement [7-12]. Silas et al. [7] evaluated the Dinamap 845 automated blood pressure recorder against a Hawksley random zero sphygmomanometer which was used as the standard. They did not use direct intraarterial pressure readings as a basis for comparison. Hunyor et al. [9] evaluated four automated devices, two manual models and the standard mercury sphygmomanometer against direct intraarterial blood pressure of the brachial artery to which the blood pressure cuff was applied. The findings suggested that all seven types of sphygmomanometers (automated or manual) were not accurate when compared with simultaneous direct readings. The subjects for this study were nine patients who were receiving various drug treatments for hypertension. Results of the differences in blood pressure readings between indirect and direct are given in Table 8.2. In all cases the indirect systolic blood pressure measurements were lower than the intraarterial systolic pressure. In all indirect diastolic blood pressure measurements, with the exception of the Cardy 8 system, the readings were higher than direct readings [9].

In summary, indirect blood pressure measurements whether taken manually or with an automated system are inaccurate when compared with direct intraarterial measurements. Edwards et al. [12] conclude that "even allowing for an unbiased approach of the observer and a perfectly still and rested subject, the results are no more satisfactory than those of a standard mercury-in-glass sphygmomanometer and stethoscope with moderate care. The sphygmomanometer has the advantage of cheapness and many years of user experience."
### TABLE 8.1. RECOMMENDED BLADDER DIMENSIONS FOR BLOOD PRESSURE CUFF

(Extract, from AHA Committee Report 70-019-B)

<table>
<thead>
<tr>
<th>Arm Circumference (cm)</th>
<th>cuff/subject</th>
<th>Bladder width (cm)</th>
<th>Bladder length (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17-26</td>
<td>small adult</td>
<td>11</td>
<td>17</td>
</tr>
<tr>
<td>24-32</td>
<td>adult</td>
<td>13</td>
<td>24</td>
</tr>
<tr>
<td>32-42</td>
<td>large adult</td>
<td>17</td>
<td>32</td>
</tr>
</tbody>
</table>

### TABLE 8.2. COMPARISON OF THE DIFFERENCE BETWEEN INDIRECT MEASURE WITH DIRECT INTRAARTERIAL READINGS

(IDSBP-DSBP = difference)

<table>
<thead>
<tr>
<th>System</th>
<th>Systolic</th>
<th>SD</th>
<th>Diastolic</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Accoson standard</td>
<td>-10</td>
<td>3.3</td>
<td>8</td>
<td>5.5</td>
</tr>
<tr>
<td>2. London School Hygiene Machine</td>
<td>-21</td>
<td>6.4</td>
<td>3</td>
<td>7.9</td>
</tr>
<tr>
<td>3. Hawklay Random Zero machine</td>
<td>-7</td>
<td>10.4</td>
<td>8</td>
<td>6.7</td>
</tr>
<tr>
<td>4. Kenz - 45</td>
<td>-14</td>
<td>7.7</td>
<td>10</td>
<td>11.0</td>
</tr>
<tr>
<td>5. Cardy 8</td>
<td>-11</td>
<td>7.3</td>
<td>-6</td>
<td>13.7</td>
</tr>
<tr>
<td>6. I-Health</td>
<td>-16</td>
<td>9.1</td>
<td>2</td>
<td>10.2</td>
</tr>
<tr>
<td>7. Arteriosonde 1217</td>
<td>-31</td>
<td>12.7</td>
<td>4</td>
<td>9.2</td>
</tr>
</tbody>
</table>

Data extracted from Table II of Hunyor et al. (9).
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CHAPTER 9

ULTRASOUND

High-frequency sounds called ultrasounds are used in clinical diagnosis of peripheral vascular diseases. The technique is noninvasive and nonionizing. Nonionizing means it does not require an ionic current to flow in the transduction of the phenomenon. Ultrasonic measurements present little risk to either patient or examiner. Literature indicates that there is no evidence of adverse biological effect from diagnostic ultrasonic equipments [1,2]. Advances in electronics and digital processing techniques in the past decade allowed sophisticated scanning and processing methods to be implemented in ultrasonic diagnostic systems. This advancement increased the use of ultrasound from solely midline detection in echoencephalography to valve motion and closure study in echocardiography; cysts, stone, and tumor detection in abdominal scanning; fetal examining in obstetrics; retina examination in ophthalmology; study of tissue lesions in the breast in gynecology; etc. The mechanical wave property of ultrasound systems may be used in biological studies where conventional radiological methods fail to delineate the interfaces of soft tissues. The relatively fast propagation speed coupled with the "hazard free" advantage of ultrasound have led to the development of real-time, two-dimensional imaging systems. These real-time systems rapidly proliferated into clinical settings and became well established in many medical specialties.

Since ultrasound is a mechanical wave, it obeys wave theory. When it travels through media, it will undergo reflection and refraction at the boundary. More than that, if the interface boundary moves, the reflected echo will exhibit Doppler shift. This property is being used to detect blood flow. Recent experiments have been published in which ultrasonic Doppler effects were used to determine blood pressure [3,4,5] and pulmonary hypertension [6]. Commercial products which use the Doppler method are available to evaluate peripheral arterial diseases [7].

It is the ability to detect flow and pressure by ultrasound noninvasively which seems most attractive in a chemical warfare application. Under the influence of toxic chemical, the cardiac output or the arterial pressure may fall to such a low value that without prompt treatment and compensation, the irreversible shock may take the victim's life. In theory, blood flow velocity obtained at the aorta using range-gated pulsed Doppler along with the aortic diameter obtained by regular pulse echo method can be used to calculate the blood flow or, more correctly, stroke volume. Then cardiac output can be calculated from the product of the stroke volume and heart rate. Unfortunately, there are technical problems, in determining the velocity precisely, that render the flow and cardiac output calculations inaccurate [8]. Furthermore, there is an even more fundamental problem when using an ultrasonic instrument in a chemical warfare situation; that is the coupling of the transducer and the body through the protective clothing or an air medium.
Theory of Operation

The ability of ultrasound to reveal subsurface structure is due to its mechanical wave properties. As the piezoelectric transducer vibrates under excitation, whatever medium is in contact with the transducer face is forced to undergo the same vibration. The energy emitted by the transducer is propagated as a pressure front. This pressure, \( P \), causes particles ahead of it to displace from their resting position and appear to move with velocity, \( v \).

The pressure \( P \) and the velocity \( v \) are related by the equation

\[
P = \rho cu
\]

where \( \rho \) is the density of the medium and \( c \) is the velocity of the ultrasound in the medium [9]. The velocity of sound, \( c \), in the medium is governed by the medium's elastic property and density

\[
c = \sqrt{\frac{\xi}{\rho}}
\]

where \( \xi \) is elastic modulus [10].

The term \( P/v \) is called the acoustic characteristic impedance which may be expressed as

\[
Z = \frac{P}{v} = \rho c
\]

Table 9.1 lists the characteristic impedances of some common materials [11].

As the wave travels from one medium to another medium, there are no sudden discontinuities in either particle pressure or particle velocity. The two media remain in contact and both the particle pressure and velocity are continuous across the interface. These conditions are given by equations 9.4 and 9.5 as:

\[
v_i \cos \theta_i - v_r \cos \theta_r = v_t \cos \theta_t \quad (9.4)
\]

and

\[
P_i + P_r = P_t \quad (9.5)
\]

where \( v_i, v_r, v_t \) are incident, reflected and transmitted velocity,
\( P_i, P_r, P_t \) are incident, reflected and transmitted pressure,
and \( \theta_i, \theta_r, \theta_t \) are incident, reflected and transmitted angle as shown in Figure 9.1.

Rearranging equation 9.3 gives

\[
v = \frac{P}{Z}
\]

Expressing equation 9.4 in terms of \( P \) and \( Z \) results in equation 9.7.

\[
\left( \frac{P_i}{Z_1} \right) \cos \theta_i - \left( \frac{P_r}{Z_1} \right) \cos \theta_r = \left( \frac{P_t}{Z_2} \right) \cos \theta_t
\]

(9.7)
<table>
<thead>
<tr>
<th>Material</th>
<th>Characteristic impedance $\times 10^{-12}$ (kg \cdot m^{-2} \cdot sec^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Biological</td>
<td></td>
</tr>
<tr>
<td>Air at S.T.P.</td>
<td>0.0004</td>
</tr>
<tr>
<td>Castor oil</td>
<td>1.43</td>
</tr>
<tr>
<td>Water</td>
<td>1.48</td>
</tr>
<tr>
<td>Polythene</td>
<td>1.84</td>
</tr>
<tr>
<td>Aluminum</td>
<td>18.0</td>
</tr>
<tr>
<td>Mercury</td>
<td>19.7</td>
</tr>
<tr>
<td>Brass</td>
<td>38.0</td>
</tr>
<tr>
<td>Biological</td>
<td></td>
</tr>
<tr>
<td>Fat</td>
<td>1.38</td>
</tr>
<tr>
<td>Brain</td>
<td>1.58</td>
</tr>
<tr>
<td>Blood</td>
<td>1.61</td>
</tr>
<tr>
<td>Human tissue, mean value</td>
<td>1.63</td>
</tr>
<tr>
<td>Muscle</td>
<td>1.70</td>
</tr>
<tr>
<td>Skull-bone</td>
<td>7.80</td>
</tr>
</tbody>
</table>

Figure 9.1. The relationships of incident, reflected, and transmitted ultrasonic waves at an interface.
Since the wave obeys wave theorem, the incidence angle ($\theta_1$) is equal to the reflected angle ($\theta_r$).

$$\theta_1 = \theta_r \quad (9.8)$$

The simultaneous solutions to equations 9.5 and 9.7 are given by

$$\frac{P_r}{P_i} = \frac{Z_2 \cos \theta_1 - Z_1 \cos \theta_t}{Z_2 \cos \theta_1 + Z_1 \cos \theta_t} \quad (9.9)$$

and

$$\frac{P_t}{P_i} = \frac{2Z_2 \cos \theta_1}{Z_2 \cos \theta_1 + Z_1 \cos \theta_t} \quad (9.10)$$

For ultrasonic imaging, $\theta_1$ and $\theta_t$ are assumed to be zero, hence equations 9.9 and 9.10 reduced to:

$$\frac{P_r}{P_i} = \frac{Z_2 - Z_1}{Z_2 + Z_1} \quad (9.11)$$

and

$$\frac{P_t}{P_i} = \frac{2Z_2}{Z_2 + Z_1} \quad (9.12)$$

So if $Z_1 \gg Z_2$, $P_r/P_i$ will be close to one and very little pressure is transmitted to medium 2. This is the case for any solid material interface with air, as shown in Table 9.1. This will happen if there is a thin layer of air in between the protective clothing and the skin.

**Doppler Effect**

If the assumption of good contact can be made by pressing on the clothing, there is another kind of technical problem to be solved when flow is to be measured correctly.

Ultrasound as a wave phenomenon will not only be reflected from a boundary, but it will also exhibit the Doppler effect if the reflective surface moves. The frequency shift is given by the expression

$$f_D = -2fv \cos \phi/c \quad (9.13)$$

where $v$ = absolute velocity of the reflective surface along the direction of motion,

$f$ = ultrasonic frequency,

$c$ = ultrasonic velocity,

and $\phi$ = angle between the direction of motion and the axis of travel of the sound beam.

The algebraic sign of $f_D$ is positive if the movement is towards the transducer and negative if otherwise. This relationship holds true only if the transmitter also acts as receiver. In most cases, in order to cut down
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Figure 9.2. Angular relationship of flow to the transmitted and reflected ultrasonic sound beam.
on cross talk, separate transmitter and receiver are used, then the situation becomes as shown in Figure 9.2. The frequency shift is then given by

$$f_d = \frac{((c-u\cos\beta)/(c+u\cos\alpha) - 1)\cdot f}{l}$$  \hspace{1cm} (9.14)

If \( c \gg u \), which is always the case in biological systems, then

$$f_d = \frac{-uv(\cos\alpha + \cos\beta)}{c}$$  \hspace{1cm} (9.15)

From the trigonometry identity \( \cos(\alpha + \beta) = \cos\alpha - \sin\beta \), equation 9.15 is rewritten as

$$f_d = \frac{-(2uv\cos((\alpha + \beta)/2)\cos((\alpha - \beta)/2))/c}{c}$$  \hspace{1cm} (9.16)

Comparing equation 9.16 with equation 9.13 shows that

$$\cos\phi = \cos((\alpha + \beta)/2)\cos((\alpha - \beta)/2)$$  \hspace{1cm} (9.17)

As Wells points out, the angle \( \phi \) is always an unknown [12]. Hence, in the two transducers case, the two unknown angles, \( \alpha \) & \( \beta \), compound the problem. There is no simple solution to this. Fahrbach [13] designed a probe which consisted of two Doppler flow probes inclined at right angles to each other. From the Doppler shifts measured by each probe, the angles can be calculated. Hence the velocity of blood flow can be found. Another system was designed by Hansen et al. [14]. The probe consisted of three transducers. Two act as transmitting transducers and the third one is the receiving transducer. The receiving transducer is placed in between the two transmitting transducers. Each transmitting transducer is excited by a slightly different frequency to produce a moving interference fringe pattern. The back-scattered signal is amplitude modulated and depends on the direction of the blood flow. This, by the first approximation, is independent of the angle of inclination of the beam to that of the direction of blood flow. The two systems seem to have solved the unknown angle problem provided that the blood vessel is located. Locating the blood vessel takes a skillful operator quite sometime to achieve, which is not desirable in an emergency situation.

In summary, Doppler ultrasound detects blood flow by the frequency shift of ultrasound reflected from moving blood (Doppler effect). The instrument emits a beam of ultrasound, with a frequency of 2 to 10 MHz, from a piezoelectric crystal in the tip of a hand-held probe. The ultrasound is transmitted into the tissues via an acoustic gel on the skin. Sound reflected from moving blood is shifted in frequency by an amount proportional to the blood flow velocity. The back-scattered ultrasound is received by a second crystal and the frequency shift is detected and amplified by the instrument.

Many commercial types of Doppler instruments are available, varying from small portable pocket-socket models to more sophisticated table-top instruments. Most detectors are continuous-wave devices which emit an ultrasound beam without interruption. Such devices are not range-specific;
that is, they will detect blood flow at any depth within the range of the instrument, up to several centimeters depending on the frequency of the instrument (the lower the frequency the greater the potential range of flow detection). Pulse-Doppler detectors transmit intermittent bursts of ultrasound which can be sampled for return signals at various times after transmission, permitting range resolution of detected flow at a given point from the transducer. Most Doppler detectors are not sensitive to the direction of the blood flow. Directional Doppler detectors are capable of determining whether the frequency of the backscattered sound is above or below the transmission frequency, permitting determination of flow toward or away from the Doppler probe. The output of Doppler instruments may be an audio signal (earphone or loudspeaker), an analogue tracing by means of a frequency-to-voltage convertor (zero-crossing detector), or a sound spectral analysis of the audio frequency spectrum. In addition, some instruments (continuous or pulsed) which incorporated a position-sensing arm between the Doppler probe and a storage oscilloscope permit imaging of accessible vascular segments, such as the carotid artery, by means of ultrasonic arteriography.

Applications

Doppler ultrasound may be used for the following three purposes:
(1) blood velocity signal analysis,
(2) determination of systolic blood pressure, and
(3) vascular imaging.

Velocity signal analysis is used in the assessment of peripheral arterial, cerebrovascular, and venous disease. Systolic blood pressures permit semi-quantification of the presence, location and functional extent of peripheral arterial occlusive disease. Doppler ultrasonic imaging is most useful to detect arterial occlusive disease of the carotid bifurcation.

In summary, the Doppler ultrasonic velocity detector is the most versatile of all the available noninvasive diagnostic techniques to assess peripheral vascular diseases. The device may be as small as a large penlight, is portable, and may be used rapidly by an experienced technologist. The use of Doppler ultrasound in peripheral arterial disease appears as simple as measuring a standard blood pressure; however, the technique requires experience and attention to technical details. Cerebrovascular evaluation requires more experience and venous evaluation demands the greatest degree of skill and experience from the examiner. The technique requires some subjective interpretation of the character of flow velocity signals which are usually audibly interpreted by the observer. However, analogue tracings may be readily recorded for a permanent hardcopy record of the examination. With experience, a technologist may achieve approximately 95% accuracy in detecting peripheral arterial, cerebrovascular, or venous disease with this instrument. In general, the sensitivity of Doppler ultrasound to arterial and venous disease is restricted to those lesions which result in hemodynamically significant impairment to blood flow, 50% or greater reduction in diameter of the
vascular lumen. Thus, mild arterosclerotic plaques and small venous thrombi may be overlooked with this technique. With all its merits ultrasonic techniques may not be applicable in a chemical defense field environment for the following reasons:

(1) Line personnel as well as medical personnel will put on protective garments to prevent toxic agents from reaching the body. This precludes conventional medical methods of assessing the condition of a victim.

(2) In order that an ultrasonic device can perform its functions, a good acoustic coupling between the transducer and the body is mandatory. As shown by equation 9.10, if the acoustic characteristic impedance of a medium is much greater than the second medium, most of the acoustic energy will be reflected back. That leaves little, if any, energy to be transmitted through the air layer, hence, an acoustic shadow is formed behind the solid-air interface. This will be the case when the ultrasound travels through the garment and hits the air gap underneath layers of clothing or between transducer and skin. No information behind the air can be obtained.

(3) If some part of the body were exposed and a coupling gel used, then a good acoustic coupling might be achieved and blood flow could be measured. As discussed in the Doppler effect section, in order to measure flow, the angle of attack (θ) and the diameter of the vessel must be known to use the Fahrbach or Haneen method.

(4) In either case, a skillful, experienced operator is needed to locate the artery from which the flow is to be determined. If this is not done correctly, the error will be large and a wrong diagnosis will result.

Ultrasound is a very attractive diagnostic tool in the clinical environment where a good acoustic couple and proper orientation of probe can be achieved. But out in the field, with time and circumstance constraints, if good coupling and aiming cannot be achieved, ultrasound may not provide any useful information concerning the state of the patient.
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CHAPTER 10

PHOTOPLETHYSMOGRAPHY

The use of electromagnetic radiations from the body in the infrared spectrum of light energy provides a passive, noninvasive method of measuring and recording a subject's relative blood volume change. Changes in blood volume and the blood volume pulse may be measured by observation of the peripheral vascular bed. Historically, blood volume measurements of the body were performed by submerging the body (or body part) in water or in a tightly enclosed air container. These volume measurements and recordings are referred to as plethysmography.

Plethysmography is a simple method of recording blood volume changes. The photoplethysmograph instrumentation is not complicated and the transducer can be applied to many external parts of the body. It is important to note that a plethysmograph is capable only of recording relative changes in blood volume and their temporal relationships [1].

The photoplethysmographic method is based upon the large difference between the extinction coefficient of whole blood and that of tissue. The extinction coefficient is also referred to as the absorption coefficient.

\[
L = L_0 \cdot 10^{-\varepsilon_1 t - \varepsilon_2 x}
\]

where: \(L_0\) = incident light, \(L\) = transmitted light, \(\varepsilon_1\) and \(\varepsilon_2\) are extinction coefficients of whole blood and tissue in the infrared region, respectively; \(x\) and \(t\) are equivalent "thicknesses" of blood and tissue in centimeters, respectively [1]. Tissue is comparatively transparent to the red part of the visible spectrum, whereas blood absorbs most of the red light. Thus, the extinction coefficient of blood is much higher than that of tissue, especially in the near-infrared region of the spectrum (800-900 nm). Therefore, light in this spectral region undergoes variations in intensity as it passes through the tissue. The variations in intensity are indicative of changes in the amount of blood in the tissue, since lower intensity of infrared light transmitted implies a greater amount of blood present. Two basic methods of photoplethysmograph implementation are (1) measurement of the light transmitted through the tissue (transmitted mode), and (2) measurement of the light reflected from the tissue (reflective mode). In either method, it is standard to record an upward pen reflection as an increase in opacity [1].

The photoplethysmograph transducer consists of two distinct parts: a light source and a photodetector. The most commonly used light sources are small incandescent lamps, which cover the 700-900 nm band with sufficient intensity. The size and intensity of the lamp are limited by heat emission, which may alter the phenomena to be measured [1].

In spite of the great difference between the extinction coefficients of blood and tissue, only small fluctuations in light intensity result because the blood volume is only a small part of the total tissue volume. In turn,
the blood volume pulse is also a small part of the blood volume. An average finger has a tissue volume of 4.5 cm$^3$, a blood volume of 100 mm$^3$, and a blood volume pulse with an amplitude of 2.8% of the blood volume. Calculations made by Weinman [1] show that only 1% of the incident light in the infrared region will be transmitted by the finger phalanx, and that the blood volume pulse will have an amplitude of only 1% of the transmitted light. Thus, the photodetector must be sensitive enough in this spectral region to register the small amount of infrared light reaching it. In addition, the inherent noise level of the photodetector must be 50 to 100 times smaller than the signal intensity level. Two photocells meet these criteria: the photomultiplier (PM), and the photoconductive cell (PhC). Weinman suggests the use of the photoconductive cell since it is much smaller than the photomultiplier.

The behavior of the photoconductive cell is such that the conductance of the cell varies proportionally to the fluctuations in light reaching it. A circuit which makes use of this property is shown in Figure 10.1. An increase in incident light causes an increase in the photocell conductance, $G_{ph}$, and a resulting increase in the current, $I_{ph}$. Thus, the voltage (V) across the load resistor, $R_L$, is varied respectively [1].

The response time of the photoconductive cell is a function of the incident light intensity, i.e., long response time for low light intensities and shorter for higher intensities. Weinman suggests use of a time constant of 10 ms as sufficient for blood volume pulse measurements. For example, assume that the photoconductive cell behaves as a low-pass filter, then the cut-off (corner) frequency will be

$$f_c = \frac{1}{2\pi T} = 16 \text{ Hz}$$

where $T$ is the filter response time constant at a pulse rate of 60 beats per minute (bpm). The high-frequency component of the blood volume pulse will be about 4 Hz, well within the good signal reproduction range of the photoconductive cell [1].

Another important consideration in selection of the photodetector is linearity of the detector. Photocell conductance is a nonlinear function of light intensity as given by equation 10.3.

$$G_{ph} = K\gamma$$

where $\gamma$ is a function of light intensity, $L$.

However, since the intensity fluctuations caused by blood volume or the blood volume pulse are so small, linearity may be assumed [1].

A high signal-to-noise ratio is also an important characteristic in the selection of a detector, since the lowest detectable signal is limited by the noise level of the photoconductive cell. The signal-to-noise ratio of the photoconductive cell is a function of conductance. At large conductances (high intensities of light) the signal-to-noise ratio is high and deteriorates as the conductance decreases. The conductance of a cell
Figure 10.1. Circuit for the photoconductive cell.
is about 6.7 \( \mu \text{hos} \) at typical photoplethysmographic intensities. The signal-to-noise ratio of a 903 Clairex cell is about 10,000 to 1.

The conductance of the photoconductance cell is not only a function of light intensity, but of light history. After application of the transducer, 5 to 10 min elapsed time is required to allow the effects of the exposure of the transducer to room lighting to diminish. A typical transducer may contain two light sources and a photocell. It may be used in either the transmitting or reflective mode. The transducers are usually small enough to be applied to a variety of locations. However, since the transducer must be held in place with a minimum amount of pressure to avoid signal distortion, it is very sensitive to motion artifacts. Thus, the subject must remain quite still during measurement recording [1].

An alternative to the system discussed so far is a recently developed LED-transistor plethysmograph. The LEDs spectral emission is 940 nM with a bandwidth of about 40 nM. The silicon photo-transistor used is sensitive to radiation only in this range [2]. This infrared system overcomes many problems associated with the miniature tungsten lamp/photocell systems, but presents other problems. The first of these is the question of how far the oxygen content of blood influences the measurement with the LED-transistor system. It is well known that the intensity of light transmitted through whole blood or reflected from it is a function of its oxygen saturation. If such is the case in photoplethysmography, no distinction could be made between light intensity changes caused by varying oxygen saturation and blood volume fluctuations. The oximetry of whole blood is based on the great difference between the distinction coefficients of saturated and reduced blood in the red region of the spectrum (650 nM). However, in the infrared region, the extinction coefficient is independent of blood oxygen content. By using infrared light, the influence of oxygen saturation of blood on photoplethysmographic records is removed [1].

Another disadvantage of the photocell is that its output is very temperature-dependent, whereas the phototransistor exhibits temperature drift of 4 mV/°C which is insignificant for most applications. Furthermore, the LED will not create as much heat as the miniature lamp. Test results indicated that the small amount of heat produced by the LED was either too small to be detected, or was dissipated too quickly to have any effect [2]. A further deficiency of the photocell which was mentioned earlier is dependence of the DC signal on light history. The phototransistor tested in this respect showed remarkable stability under drastically changing light conditions, thus indicating that the output of the LED-transistor plethysmograph is independent of prior light exposure [2].

Spaiser [3] fabricated a functional LED-transistor infrared photoplethysmograph coupler. He found that its response was extremely stable and more consistent with the spectral response of blood volume pulse than previous systems. Spaiser estimated that such a system would take an experienced technician 10 h to construct at a total parts cost of about $150.
Photoplethysmographic signal processing involves simple amplification, with either DC or AC coupling. The blood volume pulse signal is obtained by AC coupling and amplification of the transducer signal. The close resemblance of the blood volume pulse to an arterial pressure wave has led to the belief that, if the blood volume pulse can be quantified, more information might be obtained from the signal. However, from Weinman's work it may be shown that absolute quantification of the blood volume pulse is not possible. Conductance of the photoconductive cell is given in equation 10.3, as \( G_{ph} = kL^7 \). From Figure 10.1, the conductance may also be expressed as

\[
G_{ph} = \frac{I_{ph}}{E_b}
\]  

(10.4)

where the current in the photocell may be written as

\[
I_{ph} = KE_b L^7
\]  

(10.5)

or

\[
I_{ph} = aL^7
\]  

(10.6)

Differentiating the photocell current \( I_{ph} \) with respect to the transmitted light results in equation 10.7.

\[
\delta I_{ph} = a\gamma L^{7-1}\delta L
\]  

(10.7)

Rewriting equation 10.7 yields

\[
\frac{\delta I_{ph}}{\delta L} = a\gamma L^7/L
\]  

(10.8)

Substituting equation 10.6 into equation 10.8 results in

\[
\frac{\delta I_{ph}}{\delta L} = \gamma I_{ph}/L
\]  

(10.9)

Then, rearranging equation 10.9 yields

\[
\frac{\delta I_{ph}}{\gamma I_{ph}} = \frac{\delta L}{L}
\]  

(10.10)

Recall equation 10.2 in the application of the Lambert-Beer law to circulating whole blood as

\[
L = L_0\cdot 10^{-1\cdot 10^{-x}}
\]  

(10.11)

Differentiation of this equation with respect to the tissue thickness, \( x \), yields,

\[
\delta L = -eL_0(10^{-1}\cdot 10^{-x})(\log_{10} 10)\delta x
\]  

(10.12)

Substituting equation 10.2 for transmitted light results in equation 10.13.

\[
\delta L/\delta x = -e(\log_{10} 10)
\]  

(10.13)

Equation 10.13 may be rearranged as

\[
\frac{\delta L}{L} = -e(\log_{10} 10)\delta x
\]  

(10.14)
Equation 10.10 and 10.14 may be written as finite difference equations

\[ \frac{\Delta L}{L} = \frac{\Delta I_{ph}}{(\gamma I_{ph})} \]  \hspace{1cm} (10.15)

and \[ \frac{\Delta L}{L} = -e(\log_e 10)\Delta x \]  \hspace{1cm} (10.16)

or \[ \frac{\Delta L}{L} = b\Delta x \] , where \( b \) is a constant.

Then, combining equations 10.15 and 10.17 yields

\[ b\Delta x = \frac{\Delta I_{ph}}{(\gamma I_{ph})} \]  \hspace{1cm} (10.18)

or \[ \Delta x = c\Delta I_{ph}/I_{ph} \] , where \( c \) is a constant.

From Figure 10.1,

\[ \Delta I_{ph} = \Delta V/R_L \]  \hspace{1cm} (10.20)

Equation 10.19 is written as

\[ \Delta x = c\Delta V/(R_L I_{ph}) \]  \hspace{1cm} (10.21)

where \( \Delta x \) is the change in the equivalent thickness of whole blood [1]. Thus, absolute quantification of \( \Delta x \) is not possible mostly because of unknown physical and physiological parameters that determine the constant \( c \). However, relative quantification of the blood volume pulse can be obtained, and the blood volume pulse can be used to observe effects of various stimuli [1].

If the photocell transducer is DC coupled and amplified, the blood volume signal can be obtained. This signal is more difficult to analyze than the blood volume pulse. Changes in the blood volume measurement by photoplethysmography should indicate changes in the total volume of blood in the part of the body being measured. Weinman [1] demonstrated this finding during venous occlusion experiments. Occlusion of the brachial vein with a pressure cuff resulted in an upward baseline migration indicating an increasing blood volume in the finger. Similarly, vasodilation caused by placement of the hand into hot water resulted in a downward shift of the baseline. Thus, the information from the blood volume signal appeared related to vasomotion, and its effects on overall blood volume in the peripheral circulation.

With the information discussed so far, it would appear that photoplethysmography is a useful research tool in studying peripheral circulation. However, there remains a paucity of knowledge as to what factors actually contribute to the signals obtained. Hocherman and Palti [4] claim that there is very little correlation between the blood volume signal and actual blood volume. This conclusion was obtained from simultaneous recordings of photoplethysmographic and water plethysmographic measurements. They found that the general pattern remained the same for both signals, but that there was no constant relationship between the two. Sometimes, the discrepancy was so marked that the digital volume as
recorded by the water plethysmograph, and the opacity changes as recorded by the photoplethysmograph took opposite courses. From this data it is obvious that there is little direct correlation between the two measures. In other words, redistributing the blood in a finger causes a change in opacity that is not related to a volume change. If the suggestion is true, the reliability of the blood volume signal as a volume indicator is seriously impaired since local vasomotion is fairly unpredictable [4].

Because of the problems associated with three-dimensional orientation of blood within a vascular bed, D'Agrossa and Hertzman [5] developed a system which would enable photoplethysmography to be applied to a single vessel. The system consisted of a binocular microscope, with a photocell mounted in one of the eyepieces, and the other eyepiece left open to permit visual observation simultaneously. The light source was mounted on the microscope. A single artery of a frog's mesentery was isolated in the field-of-view. Simultaneous blood volume and blood volume pulse recordings were made during experiments that would produce known effects on the artery in question. In all experiments, it was noted that a reduction in flow (measured with an electromagnetic (EM) flowmeter) with no measurable change in vessel diameter was due to an increase in downstream resistance. The increased resistance was expected to increase pulsatile changes in the vessel wall, and thus increase the amplitude of the blood volume pulse. However, no pulsatile changes in the vessel walls were noted during visual observations. In fact, the amplitude of the blood volume pulse decreased. If the origin of the blood volume pulse were volumetric in nature, its amplitude should have increased with an increased outflow resistance. The results seem to indicate that opacity changes are not volumetric in origin, but seem to be more related to flow. It was observed that changes in flow create changes in the three-dimensional orientation of individual red blood cells within the vessel. This could account for opacity changes recorded with no change in vessel diameter. The implications are that more factors contribute to the blood volume pulse signal than were originally thought. The lack of information on the contribution of the orientation of erythrocytes to opacity prevents the blood volume pulse from being quantitatively related to flow [5]. There are differences of opinion as to which mode of measurement, transmitting or reflective, is best. Most locations on the body lend themselves to the reflective mode, since they are too thick to transmit light. Also, the reflective mode has the advantage of providing higher light intensities to be measured, yielding a better photocell time response and signal-to-noise ratio [1]. Uretzky and Palti [6] devised a system which permitted simultaneous display of both measurement modes when performed on the same finger. The results indicated that both modes were capable of reliably recording physiological events, and that the output waveforms were for the most part parallel. At times, drastic discrepancies occurred, but it was realized that variations in light intensity, as picked up by the photocell, originate principally in the vascular bed adjacent to the photocell. That is, the photocell on the dorsal side of the finger (transmitting mode) was fairly insensitive to changes occurring on the ventral side of the finger, and the ventral photocell (reflective mode) was insensitive to dorsal changes [6]. Generally, the transmitting mode is accepted as more accurate. The basis of its operation is quite simple: tissue is less opaque to near-infrared
radiation than whole blood and, consequently, less light reaches the sensor when the blood volume increases, and more light is transmitted when it decreases. Thus, light intensity is inversely related to blood volume, and the recording system is set up such that a positive pen deflection indicates less light or more blood [7].

Despite its advantages, the reflective mode is not as well understood. The reflective photoplethysmography technique is based upon sensing of the backscattered near-infrared light from the vascular tissue, and correlating the variations in reflected light intensity with blood volume changes of the tissue. The inverse relationship between reflected light intensity and blood volume pulse was reported by Weinman et al. [7]. They also reported the unexpected direct relationship between light intensity and blood volume, i.e., the more blood present, the more near-infrared radiation detected by the photosensor in the reflective mode. In simultaneous recordings the outputs for both modes were parallel and the inverse relationship was usually valid for both modes. However, in some instances Weinman et al. found a direct relationship in the reflective mode. Thus, they reported that reflective photoplethysmograms are a mixture of normal and inverted signals [7]. This suspicion is reinforced by the fact that the shape of the signal can be altered by moving the transducer. This change in transducer position reduces considerably the clinical value of reflection photoplethysmography in that a comparison of recordings obtained from the same patient at different times is not possible, because it cannot be ascertained whether a change in the waveform is due to physiological causes, or merely due to transducer position. In an attempt to understand the reason for these errors, Weinman et al. undertook a study of light reflection from a single artery. It was found that an artery embedded in tissue will be detected by the photocell as a signal consisting of the following components:

(1) backscattered light, emanating from the bulk of the tissue and attenuated by the interposed artery, and

(2) light reflected from the arterial wall proximal to the sensor.

Three possible cases of light intensity exist:

(1) the vessel will be detected as more light than the surrounding medium when the light reflected from the vessel wall predominates,

(2) as less light when light reflected from the tissue predominates,

and

(3) the vessel is "invisible" to the sensor, if both elements of reflected light are equal.

Thus, the shape of the waveform depends upon the optical properties of tissues surrounding the vessel, as well as upon the position of the transducer. The inverse relationship therefore exists between light intensity and blood volume, because the tissue is usually responsible for the majority of the reflected light, and the presence of more blood serves
to decrease the amount of light reflected [7]. It is suggested that, since
the majority of the light reflected by the tissues is due to the broad
spectrum of light emitted by the miniature tungsten lamp, the use of an
infrared light source would minimize this problem. The majority of the
infrared light reflected will always be due to the red blood cells, and not
to the tissue [2].

Another possible source of error in photoplethysmographic recordings
that has been investigated is the effect of the hematocrit on opacity. As
expected, it was found that an increased hematocrit caused an increase in
opacity. It was concluded that a change in hematocrit of 28% or greater is
sufficient to warrant taking it into account in the interpretation of the
recordings. In one setting, however, any fluctuations in hematocrit can be
considered to have a negligible effect on the photoplethysmogram [8].

Despite numerous potential sources of error, it is generally accepted
that the blood volume and blood volume pulse signals are indicative of
vasomotion within the peripheral vascular bed. Hence, photoplethysmography
can be applied to the study of this area. Two specific applications are
its use in diagnosing Raynaud's disease [9], and Vibration White Fingers
(VWF) [10], a condition found among machinery or factory workers. Both
conditions are caused by the body's overreacting to cold, and closing
peripheral vessels sometimes to such a degree as to shut off the blood
supply to the digits. It is important to be able to distinguish the two
conditions from others with similar symptoms, because the usual treatment
for Raynaud's or VWF is the severing of a sympathetic nerve. Photoplethysmography could be a useful clinical tool in this area. But,
before the technique can be applied to other clinical and diagnostic areas,
more widespread research in the infrared technology, greater error
reduction, and quantification potential are necessary [2]. Also, a better
optical model of tissue is required for an enhanced understanding of the
principles involved [7].
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CHAPTER 11

MICROWAVE THERMOGRAPHY

Studies involving electromagnetic radiations from biological specimens and more recently live human tissues have grown rapidly in the last two decades [1,2]. The most recent flurry of biological research involves microwave energy. Three basic types of biological research involving microwave energy are absorption, generation, and scattering [1].

Most research efforts are directed at the absorption processes of various tissues when microwave energy is transmitted into the tissue and converted into heat [2]. These studies have shown that microwave thermography is possible. Since absorption studies usually require powerful microwave generators, the principal aim of these studies is to establish safety standards for therapeutic and diagnostic treatments of patients with medical microwave instruments [4].

In the area of microwave generation by living biological systems, very little work has been reported. These studies usually require sophisticated measuring units because of the low power of the generated waves [1]. Myers et al. [3] report using a microwave radiometer system to detect temperature gradients in live tissue. This technique, known as microwave thermography, involves detecting the intensity of the thermal radiation emitted by the body at microwave frequencies. The microwave intensity measurements correspond to temperatures. This information is plotted in two dimensions and used to locate abnormal heating or cooling spots of the body.

Detection of thermal patterns by microwave thermography depends upon two factors: thermal radiation by the body, and the partial transparency of the tissue to microwaves. It is well established that all objects including the body emit electromagnetic radiations resulting from collisions of accelerated electrical charges caused by internal thermal motion [2] and absorb electromagnetic radiations from their surrounding [3]. The intensity of emitted radiation is approximated by Rayleigh-Jeans equation

\[ I(f, T) = e(f)^{*(2KTF^2)/c^2} \]  

where:  
- \( K \) is Boltzmann's constant,  
- \( C \) is the speed of light,  
- \( T \) is the temperature of the object,  
- \( f \) is the microwave frequency,  
- and \( e(f) \) is dimensionless emissivity \( \leq 1 \).

The emissivity depends upon the permittivities of the emitting and receiving media [2].

At normal human body temperature, the graph of specific intensity of black-body thermal radiation versus frequency has a maximum value about
3.0 x 10^{13} \text{ Hz} or a wavelength ($\lambda$) about 10 \text{ $\mu$m}. This frequency is in the infrared range. At the microwave frequency of 3.0 x 10^9 \text{ Hz} (3.0 \text{ GHz} \text{ or } \lambda=10 \text{ cm}) the electromagnetic radiation intensity emitted by the body is decreased by about 10^8 from its peak value. Thus expensive advanced, low-noise microwave radiometers are essential; however, the benefit of the measurement system is that at microwave frequencies the intensity is directly proportional to the temperature of the tissue. This direct relationship is what makes this technique viable.

The second factor, which deals with the transparency of tissue to microwaves, is also of great importance. The effective transparency of the body to microwaves depends upon frequency and the properties of the tissue. Studies have shown that absorption at specific frequency depends mainly upon the water content of the tissue, and that absorption increases with frequency. Thus, microwaves penetrate farthest in areas of low water content at low frequencies. However, if the frequency is too low, the penetration depth will possibly be much greater than the "hot" region under investigation, and the detected temperature variation will be reduced due to inclusion of an increased amount of "normal" tissue. Utilizing these facts, Myers et al. [3] selected an operating frequency of 3.3 x 10^9 \text{ Hz}, giving a penetration depth of approximately 3 \text{ cm}.

The experiments by Myers et al. used a radiometer operating at 3.3 \text{ GHz} to measure the emitted radiation collected by three antennas. The antennas were open-ended, dielectric-filled waveguides, which were placed flush against the skin for maximum detection. Coaxial cable carried the signals from the antennas to the radiometer, and a strip-chart recorded the data. The results of the experiments conducted showed that subsurface temperature abnormalities can be detected by microwave thermography even when surface temperature measurements show no abnormality. One experiment detected a subsurface temperature rise in the thigh of a cat caused by focused ultrasound, whereas, surface temperature measurements did not detect the temperature change. Temperature rise due to muscular contraction was detected in a human study, from which the muscle primarily responsible for the action was distinguishable. Further experiments have detected cooling as well as heating [3].

Great potential for microwave thermography is evident in the possible clinical applications. The method can be used extensively in diagnosis, such as detection of breast cancer. Cooling of the facial tissue due to cerebrovascular blockage could be detected as well as heating due to inflammation caused by such things as an appendicitis. However, clinical studies and evaluation are still required as to the use of microwave thermography [3].

In other studies, Pedersen et al. [6,7] investigated the use of microwave radiation for pulmonary diagnosis. Their results indicated that the amplitude and phase of reflected microwave radiation is correlated with respiratory function. In addition, the ratio of lung tissue plus fluid to total lung volume is changed by pulmonary edema and emphysema.
These results stimulated studies by Lin [5] and Iskander et al. [8-12]. Iskander et al. conducted in vivo experiments on dogs and developed a numerical procedure to simulate and verify the sensitivity of the microwave method to quantify small changes in lung water content. Iskander et al. [11] reported a close correlation between changes in the phase of microwave transmission coefficient and the pulmonary arterial pressure. Experiments on isolated perfused lungs confirmed the sensitivity of the microwave method and revealed a correlation between the phase of the microwave transmission coefficient and the weight of the isolated lung [9]. Iskander et al. [8] reached the conclusion that "nonuniformities in water distributions in the aperture of the microwave transmitter, and location on the receiver significantly affect the microwave measurement."

Myers et al. [3] point out that the "resolution properties of any antenna depend upon the frequency, the antenna aperture dimensions, the source-aperture distance, and the dielectric properties of the medium being viewed." In most studies rectangular waveguide antennas in direct contact with the skin are used. Lueddecke et al. [13] indicate that microwave radiometry measurements suffer from variable emissivity mismatch between the specimen under test and the receiving antenna. Finally, although the microwave measurements are affected by several factors other than changes in lung water contents, results are encouraging where it may be possible to develop a system and method suitable for clinical application.

The last classification of research involving microwave energy are studies into microwave scattering from biological tissue [1,5]. Griffin [1] states that about half of the microwave power incident on the surface of a subject is scattered. These scattered waves provide information on surface movement. The microwave reflection method of measuring surface movement of a subject has the advantages of not requiring any attachment or contact with the subject. The study of scattered or reflected waves requires the least elaborate microwave measuring equipment of the three types of microwave studies. The scatter study is less expensive and safer than other microwave studies because the equipment is a simpler generator and receiver system and the microwave power necessary for reflected waves of the human body is well below accepted standards.

Griffin used a microwave interferometer system based on the three-port circulator to detect small movements through the difference in phase between an input (incidence) reference wave and a reflected wave from the target area. A square-law detector was used in the interferometer to produce a DC output current given by the law of the cosine equation:

$$ I = K(e_r^2 + e_s^2 + 2e_re_s\cos\phi)/2 $$

(11.2)

where: $K$ is a proportionality constant,
$e_r$ is the magnitude of the reference signal,
$e_s$ is the magnitude of the reflected signal,
and $\phi$ is the phase difference between the reference and phase signals.

The $e_s^2$ term can be neglected for longitudinal movements that are small
compared to the distance between the test subject and the receiving antenna. The cosine term will cause an interference pattern in the detector output that decreases in amplitude with increasing separation of target and antenna. Small movements can be detected by placing the target between a maximum and an adjacent minimum in the interference pattern. The cosinusoidal interference pattern can be approximated by a straight line in this area. Movements of the target would be interpreted as a change in the detector output multiplied by a constant of proportionality. This constant of proportionality depends on the range and the slope of the line approximating the interference pattern at the operating point $\phi_0 = \pi/2$ or $3\pi/2$.

The straight line approximation places an upper limit to accurate motion detection. At one-tenth of the wavelength of the microwave, the straight line approximation is no longer valid. A nonlinear scale would allow for measurements beyond the cutoff. Two devices that could be used to study motion by the microwave method were discussed by Griffin [1]. One system which is easy to operate was the Magic Tee device. Another system, the three port circulator device, was 6 dB more accurate for the same power source, but it was more difficult to operate. Griffin claims useful measurements of the chest wall motion indicating the breath rate. Griffin also claims that movement of the foot while the knee was being supported by the other knee showed the heart rate. The suggestion was offered that the graph of the previous case could hold information of the reflex action of the subject, as well as the weight of the limb [1]. A simple microwave reflectometry device can be fabricated for about $15,000.
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Biomagnetic fields are defined as "magnetic fields produced by electric currents associated with bioelectric activity or by magnetization of biological tissue" [1]. The concept of biomagnetism is not new, but until recently, the association of magnetism with biological processes was associated mainly with cults and quackery [2]. Oersted's experiments proved that a flow of electric current results in a corresponding magnetic field. Thus, the origins of small biomagnetic fields of the body are the resulting current dipoles of all excitable tissues, i.e., cardiac, muscles, nerves, and brain [3].

Measurements of biomagnetic fields began with the first reported recordings of the magnetocardiogram in 1963 by Baule and McFee [4]. Soon thereafter, Cohen reported recording the magnetic fields from the neural activity of the brain, the magnetoencephalogram [5]. But it was not until 1970 when Zimmerman fabricated the first SQUID magnetometer, that research in magnetic fields measurements and biomagnetism area stimulated significant scientific interest and growth [6].

Biomagnetic Field Theory

It is an established fact that the total magnetic field is the result of ion movement which constitutes a localized impressed current or a current dipole and the volume current which results from the potential gradients set up in tissue by the current dipole (impressed current) [7]. Thus Cuffin and Cohen [8] represent the total magnetic field, $\mathbf{H}$, as

$$\mathbf{H} = \mathbf{H}_d + \mathbf{H}_v$$

(12.1)

where: the $\mathbf{v}$ denotes vector notation,
$\mathbf{H}_d$ is the magnetic field produced by the dipole current, and
$\mathbf{H}_v$ is the magnetic field produced by the volume current.

The calculation of the magnetic field produced by a current dipole within a sphere orients a right-hand coordinate system such that the Z-axis passes through the center of the dipole and the dipole lies in the Z-X plane. If the current dipole, $\mathbf{P}$, is not perpendicular to the Z-axis, it can be decomposed into its radial component along the Z-axis, $P_z$, and its tangential component along the X-axis, $P_x$ (Fig. 12.1).

Cuffen and Cohen [8] pointed out that the radially oriented dipole, $P_z$, produces no magnetic field outside the sphere. In addition, Cohen and Hosaka indicate that the volume current represents the radial component which produces no magnetic field [7]. Thus, the magnetic field is produced by the tangential component of the current dipole, $P_x$. The magnetic field
Figure 12.1. Coordinate axis, components of $\vec{P}$. 
of a sphere resulting from the tangential current dipole is calculated from the curl of \( \mathbf{A} \) divided by the permeability of the magnetic material [9].

\[
\vec{H}_d = \frac{(\nabla \times \mathbf{A})}{\mu}
\]

(12.2)

The vector magnetic potential, \( \mathbf{A} \), as developed by Geselowitz, is as follows:

\[
\vec{A} = \frac{(\int (\omega \mu J^2/R) \delta v) - \omega \mu (V/R) \delta \vec{S})/4\pi}{4\pi}
\]

(12.3)

where: \( J^2 \) is the current dipole moment per unit volume of source current (current density), \( \sigma \) is the conductivity of the medium, \( V \) is the electric potential on the surface of the volume conductor, \( \mu \) is the magnetic permeability of the media, \( \delta v \) is an element of volume, \( \delta \vec{S} \) is a vector surface element, and \( R \) is the distance from an element \( \delta v \) or \( \delta \vec{S} \) to the field point, \( p \) (Figs. 12.2 and 12.3).

The total magnetic field of equation 12.1 can be separated as

\[
\vec{H} = \vec{H}_d + \vec{H}_v
\]

(12.4)

where

\[
\vec{H}_d = H_d r^3 + H_d \theta + H_d \phi
\]

(12.5)

\[
\vec{H}_v = 0 + H_v \theta + H_v \phi
\]

(12.6)

or as the three vector components:

\[
\vec{H}_r = \frac{\sin \theta \sin \phi \mu}{4\pi \gamma^{3/2}}
\]

(12.7)

\[
\vec{H}_\theta = \frac{\sin \phi \mu}{4\pi \gamma^{3/2}} \left[ \frac{\gamma \cos \theta}{\sin^2 \theta} \left( \frac{r}{a} \frac{r^{1/2}}{a} \right) - \left( \frac{\cos \theta}{a} \right) \right]
\]

(12.8)

and

\[
\vec{H}_\phi = \frac{\cos \phi \mu}{4\pi \gamma^{1/2} \sin^2 \theta}
\]

(12.9)

These equations are in agreement with equation (22) on page 25 of Cuffen and Cohen [8]. For an indepth theoretical derivation of the magnetic field components of a magnetic field produced by a current dipole within a homogeneous sphere, the reader is referred to the works by Frank [10], Geselowitz [11,12], Cuffin and Cohen [8], and Lessard and Wu [13].

**SQUID Magnetometer**

Several types of magnetometers have been developed for measuring biomagnetic fields. The magnetometers varied from an ordinary induction
Figure 12.2. Relationship of $\mathbf{r}$, $\mathbf{R}$, and $\mathbf{P}$.

Figure 12.3. Projection of $\mathbf{r}$ on X-Y plane.
coil of metal wire to low-noise, superconducting device of various coil configurations. Prior to the development of the Superconducting Quantum Interference Device (SQUID) by Zimmerman, biomagnetic measurements required elaborate magnetically shielded rooms [14-17]. However, in 1981, magnetocardiographic measurements in an unshielded, normally noisy environment were recorded by Barbanera et al. [18] with a 2nd derivative gradiometer coil configuration.

Detection of biomagnetic fields can be difficult, since the amplitude of the surrounding magnetic noise is greater than the amplitude of the signal from excitable tissues by many orders of magnitude. The steady magnetic field of the Earth is on the order of \(1 \times 10^{-4}\) Tesla (T), while the average amplitude of the magnetic fields of the heart is about \(5 \times 10^{-8}\) Tesla and of the brain is on the order of \(10^{-12}\) Tesla. The higher order fields (Earth, urban noise, or other sections of the human body) are, for the most part, steady fields or regularly changing. A magnetometer or more precisely a gradiometer is not affected by steady fields.

The SQUID is a high-technology development of both the fields of cryogenics and of superconducting physics. The SQUID is based on the development of the Josephson effect found in superconductors. Superconductors are metals that have a surprisingly low resistance at extremely low temperatures (<\(10^6\) K). A Josephson junction consists of a 'sandwich' of a non-superconductor layer between two layers of superconducting metal. The DC-SQUID has two of the junctions in a ring, which is what forms the magnetometer. The critical current that flows around the ring is dependent on the magnetic flux that threads the ring. The SQUID can then be viewed as a sensor, or flux transformer, that has a voltage output, \(V\), proportional to the current input. The device is basically a set of two coils, the detector coil, and the input coil (Fig. 12.4).

A magnetic field induces a current in the detector coil, which is transferred to the input coil. The input coil transduces the magnetic field to a voltage response. The following discussion, based on Williamson and Kaufman [19], describes the relationship of the two coils. The magnetic flux \(\phi_d\) in the detector coil, produces a current in the input coil, \(I_i\), in units of milliamperes, dependent on the combination of the inductances, \(L_d\) and \(L_i\), which are in terms of microHenries.

\[
\phi_d = (L_d + L_i)I_i \quad (12.10)
\]

\[
\phi_d = N_d A_d B \quad (12.11)
\]

where \(N_d\) is the number of turns in the detector coil. \(A_d\) is the cross-sectional area of the coil (in square meters), and \(B\) is the magnetic induction. The current of the input coil can then be found to be:

\[
I_i = \frac{N_d A_d B}{L_d + L_i} \quad (12.12)
\]
Figure 12.4. The DC-SQUID system illustration.
The detector inductance can be expressed [19] as:

\[ L_d = \mu_0 K_d A_d N_d^{2/3} \]  
(12.13)

where \( K_d \) is a dimensionless constant dependent on the geometry of the coil and is on the order of unity. To provide an optimal flux balance between the coils, the inductances on each arm must be equal \((L_d = L_1)\). Substituting and rewriting equation 12.12:

\[ I_i = \frac{A_d^{1/2} B}{2\mu_0 K_d N_d} \]  
(12.14)

From equation 12.14 it can be concluded that the input current is dependent on two main factors:

1. the square root of the area of the coil \((A_d^{1/2})\) and
2. the inverse of the number of input coils \((N_d)\).

Since the field of a magnetic dipole is inversely proportional to the distance from the dipole to the sensor, a variety of different types of input coils can be designed. For steady and distant magnetic fields, the field detected by one coil can be almost offset by the field detected by a linked coil wound in the opposite direction. Using this principle, a gradiometer can be constructed using a series of linked coils wound in set orientations. In the second-order gradiometer (Fig. 12.5), the second spatial derivative of the field is the only part that is discernible. This result is possible by essentially having two gradiometers set opposite to each other, or in three sets of coils, having the first and third sets wound in the same sense, while the middle coil is wound in the opposite sense.

The DC-SQUID is illustrated in Figure 12.6. It consists of a superconducting loop with two weak links, or Josephson junctions, as described before. There is a DC bias voltage between the two junctions from a bias current of about twice the critical or bias current. The input inductor sets up a current through the SQUID loop that will increase the current at one junction and decrease it at the other. This nonlinear voltage change, as a result of the change of the current, is dependent on the period of the flux, \( \phi_0 \). The voltage output is fed into a negative feedback loop, consisting of an AC modulation field inductively coupled to the SQUID, with the resulting voltage output returned by a phase locking detector/amplifier.

The SQUID can be used to measure low-level magnetic fields. The SQUID was used by Cohen [20] to measure the magnetoencephalogram (MEG), the magnetic fields generated by the brain. Williamson and Kaufman [19] give a comprehensive background into the instrumentation and theoretical aspects of the field of biomagnetism, within which neuromagnetism is discussed in detail. Further theoretical and practical aspects of the measurement of MEGs with the SQUID are explained in detail by Kaufman and Williamson [21] and by Reite and Zimmerman [22-24].
Figure 12.5. A second-order gradiometer detection coil.

Figure 12.6. A schematic of the input coil and superconducting junctions of a DC-SQUID.
In summary, there have been numerous reports detailing the measurement and interpretation of magnetic fields of the heart (magnetocardiogram), brain (magnetoencephalogram), muscles (magnetomyogram), and lungs (magnetothoraciogram). The advantages of biomagnetic measurements are:

1. Magnetic measurements can be performed without having any attachments on the subject,
2. Very little briefing of the subject is required,
3. Use of the equipment is easy,
4. The newer designs of the SQUID magnetometer require very little supporting hardware or maintenance, and
5. The system will soon be portable.

The major problem with the magnetic measurements is that the signal-to-noise ratio is low. It is difficult to distinguish the very low-level biomagnetic signals from the surrounding environmental magnetic noise level.
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CHAPTER 13

NUCLEAR MAGNETIC RESONANCE

This chapter addresses the basic theory of nuclear magnetism and nuclear magnetic resonance (NMR) essential to the understanding of a NMR blood flow measurement system. The four major aspects of NMR theory are (1) magnetization, (2) relaxation, (3) resonance, and (4) saturation. Magnetization depends upon the steady magnetic field to which the sample is subjected; relaxation governs the rapidity of the magnetization and demagnetization of the sample; resonance is essential in obtaining the responses from magnetized nuclei; and saturation is required in the measurement of flow rates [1].

The use of magnetic fields to study a number of atomic nuclei has lead to classification of various materials as diamagnetic, paramagnetic, ferromagnetic, and antiferromagnetic [1]. Diamagnetism is due to the magnetic moment caused by orbital electrons. The use of electron spin in biological systems is limited by the lack of biological substances having a net electron spin. Paramagnetism is due to a magnetic moment caused by a net electron spin and a nuclear spin. A number of biological substances are paramagnetic due to the nuclear spin. Hydrogen ion in the body is the most prominent element which has nuclear spin. Hydrogen atoms behave as spherical bodies with angular momentum and uniform charge distribution or as microscopic permanent magnets. In a magnetic-free field, nuclear paramagnetic substances exhibit no net magnetization because the microscopic nuclear magnets (spin axis) are randomly oriented [2]. When an external magnetic field, $B$, is applied, the nuclear paramagnetic atom dipoles realign either parallel or antiparallel to the direction of the magnetic field and a net magnetization is induced. The ratio of the number of dipoles parallel with the field ($N(m^+)$) to the number of dipoles nonparallel to the field ($N(m^-)$) is a function of the Boltzmann constant and the absolute temperature of the substance. This value can be expressed as:

$$\frac{N(m^+)}{N(m^-)} = \exp\left(\frac{2\pi m}{kT}\right)$$

(13.1)

where: $H$ is the external magnetic field strength, $k$ is the Boltzmann's constant, $T$ is temperature in °K, and $m$ is the magnetic moment equal to $\gamma I_m$.

$I_m$ is the quantum number (which in the following derivation will be set equal to one-half) and $\gamma$ is the non-zero spin angular momentum of the nuclei. This value, $\gamma I_m$, is typically on the order of 0.001 to 0.0001 Bohr magnetons. Equation (13.1) can be rewritten as a proportionality of the total number of dipoles in the unit volume of the substance to the net difference between parallel and antiparallel nuclei. This value is expressed in equation (13.2) as:

$$...$$
\[
\frac{N(m^+) - N(m^-)}{N(m^+) + N(m^-)} = \frac{\exp\left(\frac{2mH}{kT}\right) - 1}{\exp\left(\frac{2mH}{kT}\right) + 1}
\]
\[
(13.2)
\]

Usually the term \(\frac{2mH}{kT}\) << 1 then the exponent terms can be approximated as \(1 + \frac{2mH}{kT}\) by replacement of the exponent with the first two terms of the Maclaurin's Series expansion [2].

The total number of dipoles in the volume of a fluid can be denoted as \(N_0\) and the difference in the number of aligned nuclei can be expressed as the ratio of the nuclear magnetic force to the nuclear magnetic moment: \(M/m\). Equation 13.2 is then rewritten as:

\[
\frac{M/m}{N_0} = \frac{(1 + \frac{2mH}{kT}) - 1}{(1 + \frac{2mH}{kT}) + 1}
\]
\[
(13.3)
\]

Solving equation 13.3 for \(M\), the magnetic force of the nucleus, results in equation 13.4.

\[
M = \frac{(m^2N_oH)}{(kT)}
\]
\[
(13.4)
\]

It should be noted that this derivation is restricted to a quantum number, \(I_m\), of 1/2. A more general representation of the net nuclear magnetization is:

\[
M = \frac{(N\gamma^2h^2I(I+1)H_o)}{(3kT)}
\]
\[
(13.5)
\]

Equation 13.5 is a function relating the external magnetic field strength to the nuclear magnetic field strength [1]. Due to basic thermodynamic principles the energy released or absorbed on orientation of the nuclei when magnetized must have a sink or source. It is, in fact, emitted in the RF range at what is known as the Larmor frequency (\(\omega\)). The Larmor frequency is the relationship between the magnetogyric ratio (\(\gamma\)) to the external magnetic field (\(H\)) and can be expressed as \(\omega = \gamma H\). Abragam [1] states that the total energy per unit time may be expressed, based on equation 13.1, as:

\[
P = h\omega \left(\frac{\hbar \omega}{kT}\right) \left(\frac{1}{2\Gamma + 1}\right) \left(\frac{\hbar \omega}{2}\right) \left(\sum |(m|I|m-1)|^2 f(\omega)\right)
\]
\[
= 2\pi \hbar \left(\frac{\omega_h \hbar^2}{kT}\right) \left(\frac{\gamma^2 \hbar^2}{6}\right) I(I + 1) f(\omega)
\]
\[
(13.6)
\]

where the only terms not previously defined are \(f(\omega)\), the function of the frequency that is being emitted or absorbed, and \(\hbar\) is Plank's constant divided by \(2\pi\). A change in the magnetic force \(M\), measured indirectly, indicates a change in the magnetic moment, \(m\), or in effect a change in the energy level of the nuclei [1]. The change in the magnetic force (\(M\)) can only occur as a change in the orientation of the nuclei with respect to the
imposed field, \( H \). The energy that is emitted can then be measured by a radiofrequency (RF) receiver and is a direct measurement of the change in orientation.

The preceding discussion has involved only static unit volume of fluid. To measure flow, the fluid must have movement; therefore, a change in the magnetization with respect to time becomes necessary to measure. The following discussion will pursue this. The proportionality between the equilibrium magnetic force, \( M_0 \), and the applied magnetic field, \( H_0 \), in equation 13.5 may be simplified as:

\[
M_0 = X_0 H_0
\]  
(13.7)

where:

\[
X_0 = \frac{N h^2 I(I + 1)}{(3kT)}
\]  
(13.8)

The factor \( X_0 \) is called the static nuclear susceptibility or magnetic susceptibility. The change in magnetization for a moving system may be divided into two parts: (1) the polarization of the nuclei in the detector by the external magnetic field, and (2) the interaction of the nuclei with the resonance field. The first part can be derived directly from equation 13.6 as:

\[
\frac{\delta M}{\delta t} = \frac{(X_0 H_0 - M)}{T_1}
\]  
(13.9)

where \( M \) is the initial or equilibrium net magnetization force that may or may not exist. The time factor, \( T_1 \), known as the relaxation time and is the time from aligned orientation to random orientation after removal of the external \( H \) field [3]. In the case of a completely isolated nucleus, i.e., the \( T_1 \) can be very high. The conclusion from this is that \( T_1 \) is very dependent on the density and interaction of the nucleus with the surrounding environment. The other determining factor in the change in magnetization involves the interaction of the nucleus with the resonance field at the RF wavelengths.

Flow of various fluids may be measured noninvasively by measuring how the electromagnetic force (EMF) generated as a conducting field within the fluid is affected by an external electromagnetic field. This method, though simple to implement and to interpret, is not useful for all fluids in all situations. For example, dielectric fluids may not be measured by this method due to the nonconductive properties of the fluids. The amplitude of the EMF also decreases squarely as the distance from the fluid increases, such that the sensor must be fairly close to the fluid being measured. External noise also affects the EMF flow transducer to a large degree; therefore isolation and shielding are necessary [4,6,8].

The nuclear magnetic resonance (NMR) flowmeter has no moving parts and is completely insensitive to spatial orientation of either the sensor or of the vessel. The information that is obtained from the sensor is in the form of a low RF electric signal that can be processed directly or digitized and transmitted for a distance to be interpreted. The signal can also be processed and used in control systems, such as in feedback loops. The sensor is easily calibrated and operates along a linear scale [5].
The method of measuring fluid flow using NMR has been applied to measuring blood flow in both animals and in man. The early methods were by inserting glass catheters into lumen of the vessel and the measurement sensor external to the body and the vessel. This method did not achieve the primary goal of a noninvasive measuring blood flow. The detection coil of this type of unit was tuned to 12 MHz and a modulation frequency of 1400 Hz. The resonance of the blood was observed at the same frequency. Though these first studies were percutaneous, their importance is in the information revealed concerning the nuclear properties of blood, especially the relaxation time, T [4].

Presently, two techniques are used in the measurement of fluid flow by NMR. The technique used to measure pulsatile flow is known as the “self-tag NMR method” and is necessary in determining arterial blood flow distributions. The technique used to measure steady flow is known as the "time-of-flight measurement" or the "active-tag NMR method" and is applied in the measurement of venous flow [2,4].

To determine the flow rate of a pulsatile fluid, a radio-frequency magnetic field which oscillates at the Larmor frequency is applied to the material perpendicularly to the direction of the static magnetic moment. This method causes randomization or the orientation of the microscopic magnetic moments contributing to the reduction of the net magnetism. When the fluid pulses, nonsaturated nuclei move into the detector coil and the NMR signal increases with the velocity of the liquid as the number of nonsaturated nuclei entering the detector increases. Conversely, as the velocity of the fluid decreases, the number of nonsaturated nuclei moving into the detector coil decreases proportionally. For example, during diastole, the magnetization is near zero because of the radio-frequency randomization of the individual magnetic moments of the nuclei and the low level of nuclei flowing into the detector; therefore, the NMR flowmeter output tends toward zero. However, during systole, the magnetized blood is located proximal to the detector coil and is passed through the detector coil during diastole. As a result, the peak-to-peak output voltage is directly related to the pulsatile component of flow where:

\[ AV = C_d A_t M \]

where: 
- \( C_d \) is the detector transfer constant,
- \( A_t \) is the area of the lumen, and
- \( M \) is the equivalent in the flow stream magnetization as a function of pulsatility of velocity [5].

The active-tag method is used to determine the flow rate of a steady flow fluid such as venous blood. In the active-tag method a detector coil is placed downstream from a radiofrequency radiation coil which is periodically energized at the Larmor frequency. This causes demagnetization of a small bolus of fluid by saturation. The passage of the demagnetized bolus of fluid through the detector coil yields two parameters necessary in the determination of the flow rate: (1) \( T_d \), the time from the tagging of the bolus to the time the tagged bolus reaches the detector, and (2) the tag signal amplitude, which is used to determine the volume of fluid [5].
The composition of blood is approximately 83% water and the balance consists of proteins, fats, and carbohydrates that comprise the erythrocytes, leukocytes, and thrombocytes. The hydrogen nucleus is of most interest in NMR because of the simplicity of its atomic structure. Thus, the $T_1$ of blood is best approximated by the relaxation time of hydrogen (water) as affected by the suspended particulate matter. Three phases of water are identified in blood: (1) bulk, or unbound water (98.4%) with a $T_1$ of 4.5 s, (2) hydrated to proteins (1.4%) with a $T_1$ of 0.018 s, and (3) within the particulate molecules (0.2%) with a $T_1$ of 54 µs. The composite relaxation time of blood is a combination of these three parts:

$$\frac{1}{T_{\text{net}}} = \frac{f(a)}{T_1(a) + t(a)} + \frac{f(b)}{T_1(b) + t(b)} + \frac{f(c)}{T_1(c) + t(c)} \quad (13.11)$$

where the f's are the fraction of water within the total blood volume and the t's are the residence times of the water in each of these states. The net value of the $T_1$ of blood is then calculated to be 0.07 s at low Larmor frequencies (<100 kHz) and approaching 0.4 s at the higher frequencies (>10 MHz) [4].

There are two major divisions of NMR blood flowmeters, the single coil regenerative design and the crossed coil design. The single coil, though simpler in concept, is much more difficult to design accurately and not nearly as efficient. The emitter time period of the device should be designed for high-frequency, low-amplitude emission. On the other hand, the receiver is best designed for low-frequency, high signal-to-noise response. A design that has only a single coil is a compromise at best, yet a two coil design is bulky and more expensive to build. The crossed coil design takes up little space (Fig. 13.1). This design is more stable throughout a range of frequencies as well as more sensitive than single coil variety. The transmitter excitation source may be designed to be frequency and amplitude stable, while the receiver can be designed for low noise. This allows the transmitter to be designed for high-frequency (>100 kHz) while the receiver can be designed to pick up low frequencies (<100 Hz). The coils are arranged orthogonally to eliminate the chance of crosstalk or mutual inductance.

Two types of crossed coil flowmeter design are the cylindrical crossed coil and the flat crossed coil designs. The cylindrical coil has two coils arranged at orthogonal angles around a 12.6 cm inner diameter fiberglass/epoxy tube (Fig. 13.1). This design was found to be adequate for measuring the blood flow of the upper limb of human adults and the legs of children. For accurate sensitivity, the magnetic field was constructed as large as possible, yet not too unwieldy. The magnet described was constructed of ceramic permanent magnet material, 58 cm wide, 36 cm high, 45 cm long, and produced a magnetic field of 750 Gauss. This system operated at 3.2 MHz. Studies have indicated that this system compares favorably to similar studies with electromagnetic (EM) blood flowmeters [5].
Figure 13.1. Arrangement of coils in cylindrical coil limb flowmeter.

Figure 13.2. Flat coil detector.
The second type of flowmeter, the flat crossed coil flowmeter, was designed to allow for the measurement of blood flow in the head and thorax (Fig. 13.2). The transmitter and receiver coils are mounted end-to-end in a planar fashion. A pair of rectangular transmitter coils mounted side-to-side produce concurrent currents in adjacent sides. A single receiver coil is mounted centrally below the transmitters. The magnetic field lines of the transmitter and receiver that intersect are orthogonal. This type of system is operated at 9 MHz, 21.4 MHz, and 75 MHz Larmor frequencies. The sensitivity of the system varies inversely to the spacing between the detector and the vessel due to the combined effects of the receiver coil sensitivity and the transmitter field level:

$$K(r) = \frac{A(c)}{(\gamma^2 + \lambda^2/4)}$$  \hspace{1cm} (13.12)

where $A(c)$ is the area of the receiver coil, $\lambda$ is the width of the receiver coil, $\gamma$ is the spacing, and $K(r)$ is the sensitivity of the system. This contrasts with the cylindrical crossed coil detector which has a fairly constant sensitivity throughout the length of the detector.

In summary, NMR blood flowmeters have been shown to be effective as a method for measuring the flow of blood in a convenient, noninvasive, and unobstructive manner. The methodology was shown to have no known side effects to the physiology of the body. Work being done currently in this facet of NMR research, as well as other facets (NMR imaging), is proving to be one of the foremost areas of future research in medical vital signs measurements, diagnostics, and imaging [10,11].
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CHAPTER 14

IMAGING SYSTEMS

The impact of technology upon clinical medicine is evident in many areas, but none more visible than the area of medical imaging. In less than 50 years, advances in instrumentation, detector fabrication, radionuclide production, and, most importantly, computer technology have made the field of medical imaging one of the fastest growing areas in medicine. Recent developments in other areas have brought out entirely new techniques for imaging such as ultrasonics, computer tomography, and nuclear magnetic resonance (NMR). One important factor deserving note is that transmission devices most often display anatomy whereas emission techniques can also display physiology, but with much lower resolution for the latter technique. This chapter will address the state-of-the-art in diagnostic radiography.

The science of radiology and nuclear medicine had its beginning in the late 1890s more by accident than by scientific method. In the fall of 1895, W. C. Roentgen, a German physicist, was conducting experiments on cathode rays in his laboratory. When he excited a low-pressure tube with high voltage, Roentgen noticed some crystals glowing on a nearby bench. Upon investigation, Roentgen found that the rays causing this phenomenon could pass through solid matter. Within a few days Roentgen took the first x-ray film of his wife's hand. Within weeks the news had spread around the scientific community and within months medical x-rays were being taken in many places around the world. The first documented electroradiographic process was demonstrated by S. P. Thomson in 1896. Thomson displayed a process called ionography to produce x-ray images using a mixture of charged lead and sulfur particles. The particles were attracted by the electrostatic field of a latent image formed on an ebonite disc. This technique was soon forgotten and replaced by the presently used method of xerography, using x-ray sensitive film to reproduce an x-ray image.

Nuclear medicine is the process of using radioactive materials (radioisotopes) to trace activities in the body (usually by injection of the material into the bloodstream). The history of nuclear medicine began in 1921 when Von Hevesy carried out the first biological radioactive tracer experiment. In 1927, Kotzareff produced one of the first images using radioisotopes, making an autoradiograph of the kidneys following intracardiac administration of a radium solution to animals. Later, artificially produced radionuclides and the introduction of charged-particle accelerators in the late 1930s made human studies possible. Recent developments in radiation detectors has decreased the necessary radiation dose to the patient enough to allow the practice of emission radiography to become an effective clinical tool.

A number of new imaging techniques have surfaced using the technological advances of the last 20 years. Ultrasound imaging is widely used on soft tissue studies or applications involving fetal visualization. Positron emission tomography, or PET scanning, uses opposing detector...
arrays to collect data based on the annihilation of positron within the array field. Nuclear magnetic resonance (NMR was reviewed in previous chapter) is a technique used for years to analyze compositions of chemical samples. Recently, this technique has been applied to the medical field in order to visualize certain areas based on biochemical differences of tissues at the site. Proton scanning (a transmission technique) is analogous to standard x-ray transmission imaging except that heavier, positively charged particles (alpha particles, protons, deuterium) are used instead of x-rays. This technique allows for a lower exposure to the patient and better resolution for certain types of tissue types. Other variations in imaging technology are largely results of using these techniques but varying the methods of radiation delivery and collection, display, and especially processing.

All medical imaging techniques (except ultrasound) use some sort of ionizing radiation to gather information about tissue characteristics. Ionizing radiation (as opposed to nonionizing radiation) has the feature that the radiation ionizes the matter through which it travels (unlike infrared, radio, or light radiation). This radiation is produced either by instrumentation such as x-ray tubes (in transmission imaging) or by nature or man-made radioisotopes introduced into the body (emission imaging). Essentially three types of ionizing radiation exist for use in imaging systems:

1. Beta rays are negatively charged electrons. Their velocity varies widely and may approach the speed of light. Their penetration depth depends on velocity, but is usually small.

2. Alpha rays are positively charged helium nuclei that travel at less than 1/10 the speed of light. Their penetration is small.

3. Gamma rays and x-rays are both electromagnetic waves that have a higher frequency than visible light. Penetration of these rays is relative to energy.

As shown in Figure 14.1, x-rays range from the ultraviolet frequency to almost $10^{20}$ Hz, with diagnostic medical x-rays in the frequency of about $10^{18}$ Hz. Gamma rays have a slightly higher range, surpassing $10^{20}$ Hz. Although x-rays and gamma-rays have essentially become synonymous in medical applications, x-rays are tube-generated for transmission radiography, while gamma radiation is produced by the decay of radioisotopes used in emission imaging.

It should be noted here that alpha, beta, and gamma radiations are primarily used in emission radiography, each produced by radioactive decay of radionuclides introduced into the body. Alpha rays have also been used for transmission imaging, but require a heavy particle accelerator, which makes this a cost-prohibitive procedure.

Another type of emission imaging technique involves the use of particles called positrons. A positron is a positively charged electron (antimatter) that is produced whenever a very high energy x-ray enters the
intense electric field of the nucleus. The result is emission of two particles: an electron and a positron. The positron is quickly annihilated and forms two photons of equal energy that travel in opposite directions. Although this process is of no use in transmission imaging because of the high energy required to produce the X-rays, positron emission scanning is a useful technique which will be discussed later, where detectors are arranged in opposing pairs to take advantage of the phenomenon of positron annihilation.

Ionizing radiation is biologically harmful and its dosage is cumulative. Excessive exposure can cause genetic mutations, can be carcinogenic, and can cause physical illness (radiation sickness), and even death. For these reasons, it is imperative that radiation dosage be kept to a minimum during each test.

In transmission radiography, dosage (or dose rate) is a measure of the energy of the applied radiation. X-ray energy is a function of frequency (E = hf) and is expressed in electron volts (eV). The applied radiation must be of high enough energy (frequency) to produce an effective image and of low enough energy to be biologically safe. Standard x-ray instruments characteristically produce a radiation energy from about 10 keV to 150 keV for normal applications, and up to 500 keV in special cases. In emission imaging, dosage is a function of the radiative decay of the radionuclide used (half life), radiation type, and washout (excretion or expulsion of the radionuclide). Since alpha and beta-rays have low penetration, their dosages would have to be greater to be detected externally.

The remainder of this chapter will focus primarily on the techniques, theory, and instrumentation involved in diagnostic transmission imaging, with brief mention of the instrumentation involved in emission scanning and specific emission scanning techniques.

Basically, production of x-ray beams used in diagnostic transmission radiology is achieved in two ways: the Bremsstrahlung quantum effect and by replacement of K-shell electrons in a nucleus. In the Bremsstrahlung effect, a fast electron approaches a target atom. If the electron passes close enough to the heavy, positively charged nucleus, it is deflected somewhat and loses energy in the process. This energy is emitted as an x-ray photon. The amount of x-ray radiation emitted in this manner depends on two factors: the mass of the target nucleus (more protons increase the attraction of electrons) and the velocity (energy) of the electrons (higher velocities increase the probability of penetration near the nucleus). A second means of x-ray generation occurs when a high energy electron strikes a K-electron in a target atom and knocks it out of its orbit and free of the atom. The vacancy is immediately filled by a higher-orbit electron and an x-ray photon is emitted in the process. The energy of this x-ray is characteristic of the target atom. So-called characteristic x-rays are of little use at the present; consequently, the Bremsstrahlung effect accounts for almost all x-ray generation used in medical imaging.

The device used to produce x-rays in this manner is the high-vacuum x-ray diode tube (Fig. 14.2). A cathode filament is heated on one side of a
Figure 14.1. Spectra of electromagnetic radiation.

Figure 14.2. High vacuum X-ray diode tube.
glass vacuum tube, providing a source of electrons ("boiling" them off). The electrons are accelerated toward the anode disk by a high voltage (from 10 kV to 150 kV), and x-rays are produced by the Bremsstrahlung effect at the disk surface. These x-rays are collimated (focused) to produce optimal contrast relative to the patient dose.

A typical block diagram of an x-ray machine is shown in Figure 14.3. Surprisingly simple, the instrument consists primarily of adjustable transformers and a rectifier supplying the necessary high voltage and current to the x-ray tube. DC voltage selection is achieved by switching between multiple taps on a line transformer and determines peak delivered radiation energy (which is analogous to penetration depth). A separate current selector determines the cathode filament current (heat) which regulates the amount of electrons "boiled off" to produce x-rays (analogous to x-ray quantity or exposure strength). A timing circuit is employed to control the exposure time as shown in Figure 14.3.

The anode disk is usually made of tungsten, because of its high atomic number which increases the Bremsstrahlung effect and high melting point. Since most electrons striking the anode do not produce x-rays, over 99% of the power generated is dissipated as heat. Because of this tremendous power, the anode in most machines is rotated from 3600 rpm up to 10,000 rpm in order to facilitate heat dissipation. Extensive safety features are built in to protect the users from excessive heat. Nevertheless, tube burnout is the most common cause of failure in these systems.

There are primarily three ways in which x-rays lose energy within the body (or within a detector). Since x-ray imaging is a measure of the attenuation of x-rays transmitted through the body, these effects can be used to control contrast or intensity of an image. The photoelectric effect occurs when an incoming x-ray photon transfers all of its energy to an electron which then escapes from the atom. The photoelectron then ionizes surrounding atoms for a short distance. This is primarily the phenomenon likely to occur in the intense electric field near the nucleus rather than in outer levels of the atom, and is more common in elements with a high atomic number (same as Bremsstrahlung effect). This characteristic causes the variation in attenuation between dense and loose tissue, or between heavy and light elements, that shows up on an x-ray image.

Another manner in which x-rays lose energy in the body is by photon collision with a loosely bound outer electron. The electron receives part of the energy of the x-ray photon, and the remainder is transferred to a Compton (scattered) photon, which then travels in a direction different from the original x-ray. The Compton effect is most pronounced in dense tissue consisting of light elements, or at high x-ray energy levels (greater than 100 keV) in all tissues.

The third phenomenon causing attenuation in the body is the pair production effect, or positron production. This effect occurs only at very high energy levels (greater than 1 MeV) which would be harmful to the body.
Figure 14.3. Block diagram of an X-ray machine.
Therefore, this phenomenon is of no use in transmission radiography, but does have some application in emission imaging.

With these effects in mind, optimum images can be produced by varying x-ray energy levels, exposure times, and field dimensions. For standard x-ray films, these parameters are determined subjectively by radiologists and technicians, producing a wide range of acceptable results for the physician to analyze. With the advent of modern computers and instrumentation, more quantitative control was gained through the use of digital image processing and photomultiplier techniques. These techniques are used in processes involving active detectors, rather than film, such as tomography, fluoroscopy, and emission radiography.

As stated before, ionizing radiation differs from nonionizing radiation in that it ionizes the gases through which it travels. This effect, along with those just discussed, is used in the construction of active detectors for both transmission and emission imaging systems. For use in techniques where a simple static x-ray film is not sufficient, these detectors are sensitive to a particular type of radiation and have several advantages over film such as real-time visualization, refresh capabilities, greater sensitivity, more precise orientation, and emission detection.

Basically two types of detectors are in use today: the scintillation crystal detector and the gas ionization chamber. Gas ionization tubes are primarily used for beta-ray detection (an emission phenomenon), while x-ray and gamma-ray detection is achieved using scintillation crystals. One of the most commonly used detectors is the Geiger-Mueller tube, a type of ionization chamber similar to the well-known Geiger counter.

The Geiger-Mueller tube operates by counting beta particles entering its chamber. Beta particles passing through the gas mixture in the tube cause ionization, and the electrons are collected by the anode and the positive ions by the cathode via a high potential of approximately 1 kV. Therefore, each beta particle causes a brief pulse of current. The total number of current pulses, electronically counted over a given period of time, indicate the radiation intensity falling on the mica window. This type of detector, and those related, are used in emission imaging techniques with beta-emitting radionuclides.

The scintillation crystal detector operates on the photoelectric effect principle. Certain materials (termed fluorescent) glow when struck by ionizing radiation. This so-called luminescence (as opposed to incandescence) is caused by ionizations evoked by the photoelectric effect at the crystal surface which cause energy emissions in the visible spectrum. The amount of light emitted is directly proportional to the energy and quantity of the incident radiation (as in the Bremsstrahlung effect). This principle may be used to detect any type of ionizing radiation, depending on the crystal material and device configuration, and it is the most widely used type of detector in medical imaging. Sodium iodide and zinc sulfide are the most common crystal materials, both being very sensitive to gamma and x-ray radiation.
The visible light emitted by the scintillation crystal detector is of very low ambient light intensity. Therefore, most detectors of this sort are paired with either a device called a photomultiplier or an image intensifier. When the crystal detects incident radiation, the resulting flashes are reflected onto the cathode of the photomultiplier tube. Dynodes multiply this signal up to 10 million times by a secondary emission process and produce an appreciable current pulse for each flash. These pulses are counted for the entire crystal surface and used to determine radiation intensity. The image intensifier tube acts as an accelerator for electrons emitted when light photons from the crystal detector strike a photocathode. The electrons may be accelerated to energies up to 25 keV and when focused on a small fluorescent screen, produce an image of the detected radiation. Note that the photomultiplier acts as a counter for the quantity of incident radiation while the image intensifier actually generates an effective real-time image (mainly used in fluoroscopy).

When detecting radiation transmitted through or emitted from the body, some scattering will occur and tend to blur the image. To obtain a satisfactory image (or count), a collimator is used to reduce the effect of scattering. A collimator acts as a type of lens used to exclude from the detector (or film) those photons which are not directly from the field of interest. A collimator used in x-ray film systems consists of a grid made up of lead strips slanted toward the transmission x-ray point source. Only x-rays traveling in a straight line from the point source pass through the grid onto the film, while the rest are absorbed by the lead. The principle of operation used in emission imaging is based on the same principle as the grid collimator. Collimators are not required in some techniques, such as positron emission tomography, because of unique detection methods. Generally collimators are needed for all transmission and most emission imaging.

Only in the last 20 years has medical imaging consisted of anything more than a standard static x-ray film. Better detectors and electronics, as well as practical radioisotope production, helped advance nuclear medicine and fluoroscopic techniques. But by far the single largest impact on medical imaging was caused by the advent of the modern computer. With the power and speed of the new computers, image processing became a new, effective means of reconstructing multi-dimensional views of the human anatomy and of physiological activity.

Essentially, four types of imaging systems are used clinically today (excluding conventional x-ray photography). Ultrasonic imaging will not be discussed in this chapter. The remaining three are transmission tomography, x-ray fluoroscopy, and nuclear medicine imaging. The first two are transmission techniques while nuclear medicine is considered an emission imaging technique. X-rays are produced as previously discussed and can be represented as a point source. With film placed behind the object to be x-rayed, an image is formed of composite bone, tissue, and air. These structures overlap and may be difficult to discern from one another. A subjective evaluation is performed by the radiologist, but structures which have roughly the same density are sometimes impossible to separate, such as tumors in soft tissue. However, this technique is still...
effective for most needs, and remains the most common clinical imaging process used.

In the early 1930s, a process termed tomography was described which would help alleviate some of these imaging problems. If the film and x-ray point source were simultaneously moved in opposite directions within the same horizontal plane (with the patient in between), an image is produced which allows a new parameter to be controlled: depth. This technique is shown in Figure 14.4 and is explained as follows: If the rectangle abcd is a "slice" in the chest of a patient, for example, then the image of the rectangle ABCD can be constantly in focus only if the x-ray point source and the film are moved at precisely the same rate in the same plane as shown (that is, lines Oa, Ob, Oc, and Od always coincide with lines OA, OB, OC, and OD, respectively). If this is done, all other planes parallel to abcd will be blurred in the formed image. This phenomenon allows for selective control of the position of the rectangle abcd, or in more conventional terms, depth. Therefore, using the technique of tomography (in this case, longitudinal tomography), one can produce a two-dimensional representation (film) of a three-dimensional slice.

A process called axial, or transverse, tomography is depicted in Figure 14.5. The theory is essentially the same as in longitudinal tomography, but the slice (or abcd-plane) is in the transverse plane. A rotational rather than translational movement is used, with the patient and film being rotated in tandem as shown. These two procedures are an improvement over conventional x-rays, but still use x-ray film as the detector; therefore, these tomography techniques still depend much on the subjective determinations of exposure strength, time, and x-ray energy.

A new, more effective technique became possible with the advent of modern computers, with their processing power and speed. Instead of using film as the collection medium, computers were used to reconstruct images from information gathered by active detectors (scintillation or gas ionization). The process of computerized axial tomography (CAT), a transmission technique, began in 1972 when EMI Limited of England introduced the first CAT scanner. Perhaps no other medical device has received the publicity and rapid acceptance as the CAT scanner. Within 10 years, scanners used for both head and full body imaging have found homes in most every medical facility that could afford one.

The basic operating principles of the CAT scanner are diagrammed in Figure 14.6. A relatively high energy narrow x-ray beam (about 140 keV) is produced by an x-ray tube. This beam is scanned across the patient's body, and an opposing scintillation detector delivers information on tissue densities to a processing computer. The subject is rotated and a number of successive scans are taken. With this information, the computer reconstructs a transverse image of the slice in question using a series of image processing algorithms.

In the newer systems, the patient is placed between a twin set of x-ray emitters and an opposing pair of scintillation detectors. A scan is made in one direction at 160 separate points (80 for each detector) along the
Figure 14.4. Longitudinal tomograph process.

Figure 14.5. Axial tomograph process.
Figure 14.6. Basic computerized axial tomography (CAT) scanner.
linear path. The entire system is then rotated 1° and another 160 point scan is taken. The process which takes about 4 min continues until a 180° rotation has been achieved. The computer analyzes the data received concerning densities in the slice and computes a reconstruction of the image. Output can be represented by a monochrome image (shades of grey corresponding to density), directly by numbers showing density, or by color coded images. Resolutions of 0.1% or better have been achieved on presently available systems.

One can understand why this technique was not practical until modern computers became available. A scan produces a 160 x 180 element image, or 28,800 pixels (picture elements). Processing arrays of this magnitude require great speed and storage capability, both of which have become available only recently. Images are computed by various algorithms such as the standard algebraic reconstruction technique (ART).

Many CAT scanners are now available from a number of manufacturers. While the general operational theory is the same for all of the scanners, differences in the gantry systems, radiation delivery and detection, reconstruction techniques, and display result in a wide range of performance.

The gantry is the motorized platform responsible for orienting and moving the emitter/detector pairs around the subject. Transmission and detection will vary depending on x-ray parameters and the type of detectors used. Computer operations controlling processing and display are very versatile and produce a variety of results.

A recently developed imaging system similar to a standard x-ray CAT scanner, at least in operation, is the proton scanner developed at the Los Alamos Scientific Laboratory. Protons, and other heavy charged particles, deuterons, and tritons, interact with other atoms in a completely different manner than x-rays. X-ray detection in medical imaging is based on the difference between the quantity of x-rays entering a field and the quantity that exits the field (ΔN), where absorption and scattering account for the difference. The use of protons in medical imaging differs from that of x-rays by the fact that protons are charged whereas x-rays are not. In passage through matter, protons interact with many atoms losing a small amount of energy in each interaction, thus, a proton detector would measure the energy attenuation (ΔE) of the protons entering the field.

The advantages of this type of system are not readily apparent, especially if one considers the extremely high energy needed to accelerate the protons (about 200 MeV) compared to x-ray energies (about 100 keV). However, since essentially all the proton radiation passes through the field and can be processed (unlike x-rays), the radiation quantity is appreciably less than in x-ray systems, resulting in an overall improvement in dosage which is especially significant when the field (slice) is large. Several disadvantages do exist, however, which presently inhibit the widespread clinical use of this system. First, spatial resolution for most tissues is considerably less using proton scanning techniques (half as much), because of the small angular deflections caused by interactions with
the target atoms (Coulomb scattering). Also, this technique calls for the use of a charged-particle accelerator to produce the proton beam. At this time, such a dedicated accelerator costs about $7 million, a prohibitive amount considering the cost of about half a million dollars for a conventional CAT scanner. However, future advancements in accelerator design may reduce the cost to an affordable level, and proton scanners may then be considered a feasible addition to many medical institutions.

X-ray fluoroscopy is another transmission technique used extensively for medical imaging. A block diagram of a typical system is shown in Figure 14.7. Fluoroscopy is a technique used to visualize the dynamic activities of the body in vivo. X-rays are produced as in other procedures, but their energy is considerably lower due to an extensive exposure time needed for the real-time visualization. Since the x-rays are of very low intensity, a contrast medium is injected into the subject that allows the target organs to appear opaque to the x-rays. The detection system consists of a fluorescent crystal screen (scintillation type of detector) which gives a low intensity visualization of the real-time image, some type of image intensifier, and cameras to record and/or display the results. Presently, most systems use a video display and recording network that completely eliminates the use of photographic film. Transmission fluoroscopy is very useful in certain areas, such as visualizations of cardiac mechanics and joint function.

Nuclear medicine has come to be known as the study or practice of emission imaging. Basically, this differs from transmission imaging in that the source of radiation is internal and not directed; in other words, radiation is emitted from within the body, rather than transmitted through the body. The radiation, usually in the form of beta or gamma-rays, is detected and used to discriminate between normal or abnormal function of the large tissues.

Once a radionuclide is selected which will infiltrate the target area of the body and provide the necessary radiation (in decay) for detection, it is introduced into the body by injection, inhalation, or other means. A scintillation or a gas tube detector with photomultipliers is employed to pick up incident radiation emitted from the target area.

Two types of detection scanners are used in emission radiography. The system shown in Figure 14.8 is a rectilinear scanner imaging system. This type of system consists of a NaI crystal detector and a single photomultiplier tube together with a collimator as shown. The assembly is scanned across the field of interest in a rectilinear motion. Current pulses from the photomultiplier are amplified, discriminated, and recorded based on amplitude and quantity over time. A graph or contour map of radioactivity can then be drawn indicating the amount of radioactive isotope taken up by the target area. Compared to normals, improper amounts can indicate organ or circulatory malfunction.

The second type of scanner is a gamma camera or Anger camera. This device which acts as a stationary radiation detector consists of a large collimated NaI crystal and an array of photomultiplier tubes (usually 19
Figure 14.7. Block diagram of an X-ray fluoroscopy imaging system.

Figure 14.8. Block diagram of a nuclear medicine, rectilinear-scanner, imaging system.
tubes) arranged symmetrically behind the crystal. Flashes caused by incident radiation are picked up by the tubes and a position analyzer determines the location of the source based on which tubes were activated. A pulse-height analyzer determines the validity and/or intensity of each flash, and together with position information an appropriate display is generated on an oscilloscope or similar media. This type of detector essentially acts as a simple radiation counter for relatively localized targets and static imaging.

A recently developed effective emission technique known as positron emission tomography, or PET scanning, is being used successfully in many medical institutions. The procedure differs from standard emission techniques in that positron emitting radionuclides are used as the radiation sources within the body. The use of these radionuclides offers several advantages over conventional emission techniques. First, positron annihilation detection results in high efficiency and high spatial resolution because of the absence of collimators. Since collimators usually absorb or block a large amount of radiation, their absence in PET scanning allows for a higher fraction of detected radiation which corresponds to greater efficiency and, subsequently, higher resolution. Second, because the total distance traveled by the two annihilation photons is constant for a given subject (body) thickness, their attenuation is independent of the source location when positioned between opposing detectors. This provides a more versatile imaging system which may aid in visualization of details of a radionuclide distribution. Finally, about half of all radionuclides are positron emitters, including the biologically useful elements $^{11}$C, $^{13}$N, and $^{15}$O.

The positron emission techniques take advantage of a number of other imaging systems and have been proposed or developed using the same theoretical concepts described, but may vary in the process of radiation delivery, radiation collection, and/or data processing. These variations are too numerous to describe in any detail in this chapter.

In the near future, familiar processes of CAT scanning, fluoroscopy, and other transmission imaging procedures may be altered significantly by advances in accelerator technology or radiation physics. But present state-of-the-art techniques, such as those described in this chapter, will undoubtedly still be used in future hospital medical imaging systems. The use of imaging systems within a 2E level facility in a chemical defense application may be feasible at the present or near future, but not for the preliminary assessment of vital life signs in a field environment, i.e., away from a medical facility.
CHAPTER 15

DISCUSSION

In the event of hostile action in a toxic environment, military medical technicians need to identify and treat personnel exposed to toxic agents. A diagnostic instrument is required to assist technicians in performing preliminary triage. As a preface to the design of such a diagnostic device, this report reviewed current technologies which could be used to evaluate vital life signs of incapacitated military personnel. The development of a vital life signs detector must consider the limitations of personnel in a toxic environment, the greatest restriction being the protective garments which all personnel must wear and the need to avoid exposing incapacitated personnel to the contaminated environment. The garment is designed to encapsulate and prevent the outside toxic agent from reaching the service member, but, in addition, the garment also limits the accessibility to any body surfaces. Only the area of the throat underneath the protective hood, between the mask and jacket, can be exposed by lifting the front of the hood carefully. Ideally, the vital life signs detector should be noncontact, be noninvasive, and provide as many as possible of the physiological parameters required by emergency teams to assess the condition of incapacitated personnel. Noncontact implies that the measurement could be made from a standoff position without removing the protective garment. Noninvasive denotes that the measurement is taken inside the protective garment and in contact with the skin but not penetrating the epithelial layer of the epidermis. Invasive measurement techniques and systems were not included as part of this study.

Several noninvasive measurement systems and a few state-of-the-art noncontact technologies are available at the present time to assess vital signs, but their use may be restricted because of the stated special circumstances. Consequently, a quantitative methodology employing the concept of utility function seemed appropriate to assess the relative merits of the available methods or devices.

In obtaining a function, essential variables and their respective weights must be determined. In the utility function the variables are those factors necessary to evaluate by some figure of merit the most useful system or systems for vital life signs detection in a field environment. Hence, a limitation of the utility function analysis is that the outcome of the evaluation may not be the same for other applications, e.g., within the 2E level facility, in a medical evacuation aircraft, or a large well-equipped hospital. Another limitation is that the function is not unique, nor does it include all possible variables, e.g., maintainability, cost effectiveness, life-cycle costs.

A common sense approach was used in the selection of the factors. These include the need to evaluate the importance of what is being measured in the determination of vital life signs and how the measurement is obtained. Not as important is the need to evaluate how accurate the system may measure a vital sign, but how much exogenous noises may interfere with
the measurement. Physical size and power requirements were considered as necessary factors in the evaluation of any system considered for field use. The last two factors, skill and training, were included, because one of the constraints placed on the study by the U.S. Air Force contract representative was that the system must be used by young service personnel with little to no medical training. Hence, the various monitoring methods and instruments were evaluated on the basis of the following factors:

1. (10) method (noncontact, noninvasive, or invasive),
2. (10) usefulness of the measure to assessment of triage category or injury severity or physiological status,
3. (5) accuracy of measure,
4. (5) stability/repeatability of the measure,
5. (5) susceptibility to environmental noises or exogenous perturbations,
6. (5) weight/physical size,
7. (5) power requirement,
8. (5) skill level requirement to operate, and
9. (5) training requirement.

Factor Weights

Factor weights are the coefficients or multiplying factors by which the variables (factors) are multiplied. Magnitudes assigned to the factor weights are not unique. One method of obtaining the weights is to conduct a survey and have a large number of engineers or specialists in the area assign values based on some guides and criteria. Surveys require an extended period of time to collect and analyze. The alternative method is to survey a small sample which was the case in this study. A small sample may be tested against a population if the population were known. There is no guarantee that the results from a small sample will represent the results from the large sample. How dependable and reliable the final results of the study will be depends on how well the selection of factors and assignments of weights describe or represent the usefulness of the criteria for the specified conditions. As stated previously, a common sense approach was used to select the factors and assign an order of importance. All possible factors were not included, since evaluation of some factors from literature was not possible, e.g., maintainability, life-cycle cost, etc.

The next step is to select a scale for the factor weights. The scale from 5 to 0 in three discrete levels was selected to represent the most desirable (5), acceptable (3 or 2), or unacceptable (1 or 0). The scale was doubled for the most important factors, i.e., method and usefulness of measure. Thus, the factors were given weights based on their relative importance. The first factor, method, is weighted 10 points with the three following degrees and points:

1. Noncontact -- 10 points.
2. Noninvasive without media -- 5 points.
3. Noninvasive with media (i.e., gel) -- 0 point.
It is reasonable to assign a higher factor weight value to a system which could measure any of the primary vital signs at a distance from the subject without having to make contact with the subject than a system which could make the same measurement but would require skin contact. Noncontact, in this case, is external to the protective suit (without skin contact) which is most desirable. Whereas, a system which obtains the measurement noninvasively (doesn't penetrate the skin) without requiring a medium is acceptable, any system which requires a medium to obtain the measurement is not acceptable, since the medium may be susceptible to chemical contamination.

The second factor, usefulness of the measure, has three degrees for which 10 points are assigned to the measures of primary vital signs as discussed in chapter 2, i.e., respiration, cardiac (ECG), heart rate, and blood pressure. Five points are assigned to those measures which are not primary vital signs but may contribute to assessment of triage category, i.e., temperature, blood flow, heart sounds. Those measures which are not in the above two categories are assessed 1 point, i.e., electroencephalograph (EEG), volume measures, images. (Dynamic images of heart or respiratory function or mathematically processed images can provide heart rate, ejection fraction, respiratory rate, etc.)

The next set of factors, accuracy and repeatability, are system measurements. Accuracy is defined as deviation of the measurement from the true value. Accuracy is normally expressed in percent by the following expression:

\[ \text{% accuracy} = \frac{\text{Actual measurement} - \text{True value}}{\text{True value}} \times 100\% \quad (15.1) \]

The third factor, accuracy, is weighted 5 points and the 3º of accuracy are:

(a) 5% or better -- 5 points,
(b) between 5 and 10% -- 3 points, and
(c) greater than 10% -- 1 point.

The fourth factor, stability/repeatability, is weighted 5 points with three degrees. System is stable if the output value remains within 5% of its proportional constant input value and is repeatable within 5% of previous measures, 5 points are assessed. Three points are assessed if the system is between 5% and 10%. If the measurement is not repeatable, then 0 point is given.

The fifth factor, susceptibility to exogenous noises, is weighted 5 points with three degrees. If the signal is not susceptible to external noises and the measure may be obtained with good signal-to-noise ratio, 5 points are assigned. Systems susceptible to noises which reduced the signal-to-noise ratio by a factor of two are assessed 2 points. Systems where the measure cannot be obtained without averaging techniques because of signal-to-noise ratios less than one are assessed 0 point.
The next two factors, weight and power requirement, are constrained for systems which are to be used prior to reaching a 2E level facility. The system must be carried by one man in a field environment where 120V 60 Hz outlets are not readily available. The sixth factor, weight of the system, is weighted 5 points with three degrees. Portable systems weighing less than 15 lb including power source are assessed 5 points. Portable systems weighing less than 25 lb without power source are assessed 2 points. Systems over 35 lb are not considered easily portable in a field environment; therefore, they are assessed zero point. The seventh factor, power required by the system, also is weighted 5 points with three degrees. Self-contained battery power packs weighing under 10 lb are assessed 5 points. Units requiring 110V single phase and less than 1 kVA of power are assessed 2 points. Systems requiring 110V or 220V three-phase or more than 1 kVA of power are given 0 point.

As stated earlier in this chapter, the last two factors, skill and training, are constraints imposed on the measurement system, i.e., the system is to be used by personnel with little or no medical training. The two factors, skill level and training requirement, each are assessed 5 points with three degrees as follows:

- (a) little to none -- 5 points,
- (b) some to moderate -- 2 points, and
- (c) high to extensive -- 0 point.

Evaluation of Dry Electrodes

In evaluating candidate systems the relative merit and/or utility value of each system is calculated from consideration of all factors in the model:

$$y_n = \Sigma a_{ij}x_{ij}$$

(15.2)

where: $x_i$ is the $i^{th}$ factor,
- $a_{ij}$ is the weight of the $i^{th}$ factor
- with $j$ degrees, and
- $y_n$ is the utility value of the $n^{th}$ system.

Since the factors are descriptors, the $a_{ij}x_i$ is not a product, but rather a designation of points which are summed to yield a utility value. For example, in the examination of a dry active electrode system to measure the electrocardiac signal or heart rate, the utility value is the sum of the following factor points: method ($x_1$) is assessed 5 points because skin contact is required without gel. Ten points are given for usefulness ($x_2$), since ECG/heart rate are considered a primary vital life sign. Accuracy ($x_3$) and repeatability ($x_4$) of the measures are assessed 5 points each, because most systems are well within 3%. Dry electrodes are moderately susceptible ($x_5$) to electric field perturbations but usually not enough to mask the large ECG signal when measured across the chest. This may not be the case when the measurement is taken at the throat where the ECG signal appears to be attenuated by a factor of at least 100. Two points are
assessed to the factor susceptibility to noise \((x_3)\), although this is not supported by experimental results. With the current micro-electronic technology, a low power consumption, light-weight, analog and digital hybrid system could be fabricated. Thus, weight \((x_6)\) and power \((x_7)\) requirements are each assessed 5 points. Since little skill \((x_8)\) or training \((x_9)\) would be required to obtain the heart rate measurement in a field environment, both factors are assessed 5 points. The equation for utility value of dry electrodes systems becomes:

\[
Y_{\text{dry electrode/HR}} = 5x_1 + 10x_2 - 5x_3 + 5x_4 + 2x_5 + 5x_6 + 5x_7 + 5x_8 + 5x_9
\]

\[(15.3)\]

A system which uses dry active electrodes and amplifiers to obtain ECG signal does not require new technology involving high risks, but there is a risk in trying to obtain the electrical signals of the heart from the area of the throat. The risk is moderate and could be reduced when more research is done. Therefore, development in this area should be supported with full research funding.

Wet Electrode System

A system of wet electrodes (requires conductive gel as media for ionization) with amplifiers to obtain the ECG signal is evaluated as a control value for the utility. The resulting value is:

\[
Y_{\text{wet electrode/HR}} = 0x_1 + 10x_2 + 5x_3 + 5x_4 + 2x_5 + 5x_6 + 5x_7 + 2x_8 + 2x_9
\]

\[(15.4)\]

= 36 points.

The factors \(x_1\) (method), \(x_8\) (skill level), and \(x_9\) (training requirement) are reduced for the following reasons. The method \((x_1)\) requires a gel which is not desirable because of the susceptibility to toxic contamination and increased risk to personnel. Zero point is assessed for method. Since skin preparation and electrode contact requirements are more stringent for good signals with low impedance amplifiers, greater training and skill level are required. Two points are assessed to each factor, \(x_8\) and \(x_9\).

Impedance Measurement System

Systems typified by the Minnesota Impedance Cardiograph require electrode contact with the skin. Most systems use a tape electrode without gel, although some systems use four disk electrodes with gel. Five points are assessed for the factor, method \((x_1)\). Usefulness of the measure, \(x_2\), is given 5 points, since cardiac output or stroke volume are not primary vital life signs. The accuracy of cardiac output or blood volume
measurements by impedance method generally exceeds 10%; therefore, 1 point is assessed for accuracy ($x_3$). Reproducibility of cardiac output by impedance measurement is better than by dye dilution method, thus 5 points are given for reproducibility of the measure ($x_5$). The impedance measurement is moderately susceptible to noise, so 2 points are assessed for factor $x_s$. These systems are small and portable so weight ($x_6$) is assessed 5 points. Two points are given to the power requirement factor ($x_7$), because these systems require 110V AC source. The impedance method requires a high level of skill and training; thus no points are assessed factors $x_8$ and $x_g$. In summary, the utility value of the impedance method is:

$$Y_{\text{impedance}} = 5x_1 + 5x_2 + 1x_3 + 5x_4 + 2x_5 + 5x_6 + 2x_7 + 5x_8 + 0x_9$$

$$= 27 \text{ points.}$$

**Electric Field Measurement System**

Time-varying signals of the extracorporeal electric field similar in form and shape to direct ballisto-cardiogram measurements were obtained by Keefe et al. [1] with whip antennas about 12 in. (30.48 cm) from the body. The electric field signals reflected both respiratory and cardiac activity from subjects in the supine position. This system provides a noncontact method of possibly assessing two primary vital life signs; therefore, factor $x_1$ (method) is given 10 points and factor $x_2$ (usefulness of measure) is given 10 points. Exactly how respiratory information may be separated from the cardiac information should be a subject for future study. Since neither accuracy of the system ($x_3$) nor repeatability ($x_4$) is discussed in any of the articles, 1 point is assessed to each factor.

An electric field is a vector which may be defined as the electric force on a charge divided by the size of the charge. By Coulomb's Law for a point charge $q$, the equation is expressed as:

$$E = \frac{q?}{4\pi\epsilon_0 r^2}$$

(15.6)

where $\hat{r}$ is the unit vector from the charge to the point of interest, $q$ is the charge in coulombs, and $\epsilon_0$ is the permeability of free space. In summary, the electric field vector is a function of charge and distance, hence, other exogenous electric fields will result in system noise. Without shielding from other electric fields or a differential mode of signal acquisition the system would be very susceptible to noise; therefore, 0 point is assessed to factor $x_s$, susceptibility to noise. A bioelectric field measurement system can be fabricated as a small portable battery-operated system; therefore weight, $x_6$, and power, $x_7$, factors are each assessed 5 points. Skill level, $x_8$, and training, $x_9$, required to operate the system could be minimal, thus, 5 points are assigned to each factor. The total utility value of the bioelectric field measuring device is:
The use of microphones to detect sounds from the body, i.e., respiratory and cardiac, is a noninvasive method of obtaining two primary vital signs. Ten points are assessed to each of the factors, method \((x_1)\) and usefulness \((x_2)\). Five points are assessed to all other factors with the exception of the factor \(x_3\), susceptibility to environmental noises. The rationale is that the measures of respiratory and cardiac sounds are repeatable and most accurate in terms of frequency content of the signals when measured at the trachea. The electronic stethoscope uses miniature batteries and weighs less than 1 lb. Very little training and skills are required to use the stethoscope; however, noisy environments as in emergency rooms, will adversely affect the signal-to-noise ratio. Two points are assessed to factor \(x_3\). The total utility value of the electronic stethoscope is:

\[
Y_{\text{stethoscope}} = 10x_1 + 10x_2 + 5x_3 + 5x_4 + 2x_5 + 5x_6 + \\
5x_7 + 5x_8 + 5x_9
\]

(15.8) = 52 points.

Ultrasound is a very attractive diagnostic tool in a clinical environment, but in a field environment good coupling and aiming cannot be achieved without a gel media and an examiner with the greatest degree of skill and experience in ultrasonic techniques. This results in assessment of 0 point for the factor, method \((x_1)\), because a gel media is required. Five points are assessed to usefulness of the measures \((x_2)\) blood flow, cardiac output, and stroke volume, since the measures are not primary vital signs used in triage categorization. Literature indicates that a very skilled and experienced technician can achieve about 5% accuracy, but most technicians are not highly experienced. An acceptable accuracy may be obtained by the average technician in ideal clinical or laboratory conditions. Therefore, 3 points are assessed to the factor, accuracy \((x_3)\), for ultrasonic systems. The repeatability of the measurement \((x_4)\) is assessed 5 points because the same technician repeating the measure can obtain repeatable results. The susceptibility to noise factor \((x_5)\) is assessed 3 points because the system is susceptible to exogenous ultrasonic interference. Five points are assessed to the factor weight \((x_6)\), since most ultrasonic systems are portable. The factor, power requirements \((x_7)\), is assessed 2 points, since commercially available hospital ultrasonic systems use 110V AC power source. However, the system could be made
battery operated. The last two factors, skill level \( (x_9) \) to operate the ultrasonic system and the training required \( (x_9) \), are assessed 0 point because high skill level, extensive training, and experience are needed to obtain good accuracy and repetition in the measure. The total utility value for an ultrasonic system is:

\[
Y_{ultrasonic} = 0x_1 + 5x_2 + 3x_3 + 5x_4 + 2x_5 + 5x_6 + 2x_7 + 0x_8 + 0x_9 \\
= 22 \text{ points.}
\]

**Noninvasive Blood Pressure Measurements**

The measurement of arterial blood pressure is an important vital sign, but with the constraints of maintaining the integrity of a protective garment this measurement becomes difficult. Evaluations of a standard sphygmomanometer and stethoscope or automated blood pressure measuring systems result in the following point assessment to the utility factors. Method \( (x_1) \) is assessed 5 points if the measurement could be taken; however, blood pressure measurements are not made through clothing. The bladder/cuff must be placed correctly to cover 80% of the circumference of the limb being used for the measurement. The stethoscope must be placed on the skin over the brachial artery. Clothing would attenuate the Korotkoff sounds. Usefulness of the measure \( (x_2) \) is given 10 points. Accuracy \( (x_3) \) and repeatability \( (x_4) \) are assessed 3 points each, even though the accuracy of the method is unacceptable in patients with abnormal blood pressure ranges as a result of shock. Experience has shown that the system is very susceptible to environmental noise as in an emergency room; therefore, 2 points are assessed to factor \( x_5 \). The system is portable with minimal power, so factors \( x_6 \), weight and \( x_7 \), power requirement are assessed 5 points. Training and skill level required to obtain accurate blood pressure readings are moderate, thus 2 points are given to factors \( x_8 \) and \( x_9 \). The total utility value for a sphygmomanometer/stethoscope unit to measure blood pressure by indirect auscultatory method is

\[
Y_{BP} = 5x_1 + 10x_2 + 3x_3 + 3x_4 + 2x_5 + 5x_6 + 5x_7 + 2x_8 + 2x_9 \\
= 37 \text{ points.}
\]

With the restriction of exposing only a small area of the throat, blood pressure measurement by auscultatory method is not possible without modification of the protective garment; therefore, this method will not be included in the results.
Electromagnetic Infrared Measurement Systems

The electromagnetic radiations from the body in the infrared (IR) spectrum of light may be used to assess blood volume, blood pulse, and skin temperature. Evaluation of IR systems results in the following utility point assessment. Infrared photoplethysmography is a passive, noninvasive method of measuring a subject’s relative blood volume change; therefore, the factors method ($x_1$) and usefulness ($x_2$) are assessed 5 points each. Accuracy ($x_3$) and repeatability ($x_4$) are given 3 points, since the area of the trachea increases difficulty of obtaining a good reliable measure. Photoplethysmography is susceptible to ambient background lighting; therefore, 2 points are assessed to factor $x_5$. Most photoplethysmographs are lightweight and can be powered with a battery, thus the factors weight, $x_6$, and power requirement, $x_7$, are given 5 points. The skill level to obtain measurements from the finger or the ear is minimal, but measurements at the trachea may require as much skill and training as an ultrasonic system. Thus, a mean value is selected for the factors skill ($x_8$) and training ($x_9$) which are assessed 2 points each. The total utility value of the IR measurement system is:

$$Y_{IR} = 5x_1 + 5x_2 + 3x_3 + 3x_4 + 2x_5 + 5x_6 +$$
$$5x_7 + 2x_8 + 2x_9$$

(15.11)

$$= 32 \text{ points.}$$

Microwave Measurement System

Microwave systems to measure electromagnetic radiations from the body are relatively new and still under study. Microwave measurements from the body are passive, noninvasive, and noncontact; therefore, 10 points are assessed for method ($x_1$). Because microwave systems are still being studied for various applications, only its usefulness in terms of core temperature measurement is considered as a useful secondary vital sign. Five points are assessed to usefulness ($x_2$). Accuracy of measurement ($x_3$) and repeatability ($x_4$) appear to suffer from emissivity mismatch between specimen under test and receiving antenna; therefore, 3 points are given to these factors. Susceptibility to external microwave or EMI noises is sufficient to decrease the signal-to-noise ratio below 1.0. To improve the signal-to-noise ratio elaborate, sophisticated, and costly ($15,000$) receiving units must be used; therefore, factor $x_5$, susceptibility to noise, is given 0 point. Since the units can be fabricated so that they are portable, but may weigh over 15 lb and use 110V AC source, 2 points are assessed to each factor, $x_6$, weight, and $x_7$, power requirement. A high skill level and extensive training will be required for operation of a microwave system; therefore, the factors $x_8$ and $x_9$ are given 0 point. The total utility value of a microwave system to measure core temperature of the body is:
Fabrication of the first Superconducting Quantum Interference Device (SQUID) in the 1970s spurred research in biomagnetic field measurements. The SQUID is the result of high-technology development in the fields of cryogenics and superconducting physics. The SQUID can measure the biomagnetic fields through clothing at a distance of several inches from the body; therefore, 10 points are assessed to the first factor, method \( x_1 \). Magnetocardiograms were recorded by Barbanera et al. \cite{1} from patients in an unshielded, normally noisy environment. Cardiac information, as well as rate measurements, may be obtained with a second derivative gradiometer coil configured SQUID. Ten points are given for usefulness of the measure, \( x_2 \). The SQUID may also be used to detect central nervous system (CNS)' activity, i.e., magnetoencephalograms or magnetoevoked responses to visual or auditory stimuli. The accuracy \( x_3 \) and repeatability \( x_4 \) are similar to conventional electrical (electrode) systems; therefore, factors \( x_3 \) and \( x_4 \) are given 5 points each. The major problem with the magnetic measurements is that the signal-to-noise ratio is low and at times it may become difficult to distinguish the very low-level biomagnetic signal (magnetoencephalogram) from the surrounding environmental magnetic noise level. This may have been more of a problem before the 2nd derivative gradiometer coil configuration and before the DC SQUID. With these considerations in coil configuration, 2 points are assessed to factor \( x_5 \), susceptibility to noise. The sizes of SQUID magnetometers in use to date are very large and not portable, but a miniaturized state-of-the-art SQUID could be developed to be between 6 in. (15.24 cm) and 12 in. (30.48 cm) long, about 1 in. (2.54 cm) in diameter, self-contained with its own cryogenic pump, and portable. This latest technological miniaturization of the SQUID system should be funded and feasibility studies started as early as possible into vital life signs detection, and other clinical or screening applications. The factor weight \( x_6 \) is given 0 point even though the future looks very promising. Current systems use 110V AC source, so 2 points are assessed for power requirement \( x_7 \). Future DC SQUID systems can be made battery operated. Skill level and training to operate the SQUID correctly should be moderate to minimal; therefore, each factor is given 2 points. Newer designs of the SQUID magnetometer will require little supporting hardware or maintenance, will be portable, and easy to use. The total utility value of a present day SQUID magnetometer is:

\[
Y_{MW} = 10x_1 + 5x_2 + 3x_3 + 3x_4 + 0x_5 + 2x_6 + 2x_7 + 0x_8 + 0x_9
\]

\[
= 25 \text{ points.}
\]

Magnetic Field Measurement Systems

\[
Y_{MCG(SQUID)} = 10x_1 + 10x_2 + 5x_3 + 5x_4 + 2x_5 + 0x_6 + 2x_7 + 2x_8 + 2x_9
\]

\[
= 38 \text{ points.}
\]
The utility value of the future miniaturized 2nd derivative coil configured DC-SQUID gradiometer is:

\[
Y_{DC-SQUID} = 10x_1 + 10x_2 + 5x_3 + 5x_4 + 5x_5 + 5x_6 + \\
5x_7 + 5x_8 + 5x_9 \\
= 55 \text{ points.}
\] (15.14)

As impressive as this appears, however, it is a high-risk, high-technology, and high-cost system.

**Nuclear Magnetic Resonance Measurement Systems**

Nuclear magnetic resonance (NMR) devices have been used for blood flow measurements, but unlike the SQUID magnetometer a magnetizing coil must be used to align the spin axis of molecules. Evaluation of the NMR method and system to measure blood flow resulted in the following point assessment to the utility factors. The factor, method \((x_1)\), is assessed 10 points since the measure can be obtained through the protective garment (noncontact). Blood flow is by previous definition a secondary vital sign, so 5 points are assessed the factor, usefulness \((x_2)\). Since accuracy of blood flow by NMR method is acceptable (about 5%), 3 points are assessed the factor, accuracy \((x_3)\). Likewise, the factor, repeatability \((x_4)\), is acceptable, so 3 points are assessed. The amount of susceptibility to external fields is not described in the literature, but some may be expected. Therefore, a neutral position of acceptable is taken in assessment of 2 points to the factor, susceptibility \((x_5)\). The systems described in the literature are not portable so the weight factor \((x_6)\) is assessed 2 points. Zero point is assessed the factor, power requirement \((x_7)\), since these systems usually require more than 1 kVA. The last two factors, skill level \((x_8)\) and training requirement \((x_9)\), are each assessed 0 point, since high skill level and extensive training are required to use the system with any accuracy. The utility value for a nuclear magnetic system to measure blood flow is:

\[
Y_{NMR} = 10x_1 + 5x_2 + 3x_3 + 3x_4 + 2x_5 + 2x_6 + \\
0x_7 + 0x_8 + 0x_9 \\
= 25 \text{ points.}
\] (15.15)

**Imaging Systems**

Imaging systems in general are very large systems requiring a large high-speed computer. The most common imaging system in use today is the X-ray film. In terms of vital life signs detection in a field environment, imaging systems have a low utility value. Most imaging systems are noncontact, although in nuclear medicine a radioactive material is usually injected into the bloodstream. Nevertheless, 10 points are assessed for
method ($x_1$). Usefulness ($x_2$) of images of vital life signs detection is given 1 point. Imaging systems in general do not have a good resolution; therefore, 3 points are assessed to the factors accuracy ($x_3$) and repeatability ($x_4$). Two points are given for factor $x_5$, susceptibility to noise, because the various systems have different signal-to-noise ratios. Weight ($x_6$), power requirement ($x_7$), skill level ($x_8$), and training requirements ($x_9$) are all assessed 0 point because most imaging systems are large. A patient is usually placed within the field between emitter system and sensor detection (receiving) system. Power requirement is large since large amounts of energy are used by the emitter, receivers, and large high-speed computer with array processors. Without a doubt, imaging systems are the latest state-of-the-art technology in medicine which requires extensive training in a computerized system. Similarly, the skill level requirement may be greater than the skill level required of an X-ray technician. The total utility value of current imaging systems for vital life signs detection in a field environment is:

$$Y_{Imagin} = 10x_1 + 1x_2 + 3x_3 + 3x_4 + 2x_5 + 0x_6 +$$
$$0x_7 + 0x_8 + 0x_9$$

(15.16)

= 19 points.

As rapidly as this area is growing, imaging systems of the future may be altered significantly by advances in accelerator technology, radiation physics, or solid state technology; therefore, the area of imaging should be reviewed on a periodic basis.

Final results of the utility values of off-the-shelf and state-of-the-art systems to obtain relative measures of vital life signs for field determination of triage are given in Table 15.1. From the total value points column, the most desirable systems to employ for a vital life signs detector are: (a) electromechanical (phonographic) for respiratory and cardiac action indications, (b) dry electrodes and preamplifiers for electrocardiographic (ECG) signals, (c) bioelectric field device for ballistographic indications of respiratory and cardiac activity, (d) biomagnetic field device (SQUID) for magnetocardiographs (MCG) signals, and (e) electromagnetic infrared detection systems for relative arterial pulse and/or skin temperature measurements. The auscultatory method of blood pressure measurement requires inflating a bladder around a part of the body to occlude an artery. This measurement is not possible with current protective garments unless the garments are modified to include a bladder/piezoelectric detector; therefore, the utility value is not acceptable, and the system is not recommended.

The most promising system may be a combination of an electronic stethoscope (electromechanical phonogram) and dry electrode system. An infrared detector may be added to the system, but its usefulness and reliability may be questionable.
<table>
<thead>
<tr>
<th>Measurement systems</th>
<th>Method</th>
<th>Usefulness $x_1$</th>
<th>Accuracy $x_2$</th>
<th>Repeatability $x_3$</th>
<th>Susceptibility to noise $x_4$</th>
<th>Weight $x_5$</th>
<th>Power $x_6$</th>
<th>Skill level $x_7$</th>
<th>Training requirement $x_8$</th>
<th>Total value point</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Electrodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Dry</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>47</td>
</tr>
<tr>
<td>b. Wet</td>
<td>0</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>36</td>
</tr>
<tr>
<td>2. Impedance</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>27</td>
</tr>
<tr>
<td>3. Electric fields</td>
<td>10</td>
<td>10</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>42</td>
</tr>
<tr>
<td>4. Electro mechanical</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>53</td>
</tr>
<tr>
<td>5. Ultra-sonsics</td>
<td>0</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>22</td>
</tr>
<tr>
<td>6. Auscultatory</td>
<td>5</td>
<td>10</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>7. Electromagnetics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a. Infrared</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>32</td>
</tr>
<tr>
<td>b. Microwaves</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>8. Magnetic fields</td>
<td>10</td>
<td>10</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>38</td>
</tr>
<tr>
<td>9. Nuclear magnetic</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>25</td>
</tr>
<tr>
<td>10. Imaging</td>
<td>10</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>19</td>
</tr>
</tbody>
</table>
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CONCLUSIONS AND RECOMMENDATIONS

The main purpose of this study was to evaluate current literature on noninvasive methods and instruments in order to provide recommendations on direction of technical development which could lead to a system or device for measuring vital life signs of incapacitated military personnel in a toxic field environment. Specifically, the first aim of the study was to determine the set of physiological parameters most likely to provide the vital signs necessary to assess the seriousness of a casualty. This method involves the concept of triage categorization of casualties according to a priority for further assessment and treatment. A survey of patients encompasses: (a) establishment of adequate airway; (b) checking the patient's breathing pattern; and (c) checking for presence of pulse, for heart rate, and relative pulse pressure strength. The physiological measures considered primary vital life signs during an emergency assessment in order of priority are: (1) respiration rate or respiratory sounds, (2) heart rate from the raw cardiac (ECG) signal or heart sounds, (3) blood pressure, and (4) core temperature. Responsiveness is not a physiological measure obtained with an instrument, so it was not considered.

The second specific aim of the study was to evaluate current noninvasive techniques and systems which could perform desired life signs detection in a field environment without violating the integrity of the protective garment. Table 15.1 in Chapter 15 summarizes the results of this evaluation. The most promising methods/systems in order of utility ranking are:

(a) an electromechanical device such as an electronic stethoscope to measure respiratory and cardiac sounds;

(b) a dry electrode/bioamplifier system to measure the electrocardiogram (ECG);

(c) an infrared device to measure arterial pulse and skin temperature;

and

(d) sphygmomanometer/stethoscope to measure blood pressure.

Since the area of the throat appears to be the only access to the body in a protective garment, a combination of electronic stethoscope plus dry electrodes may provide the essential information. A suggested breadboard system was fabricated and demonstrated. This system is described in a separate report, USAFSAM-TR-85-44-PT-2.

Infrared detection of the blood volume pulse can easily be obtained at the tip of the finger or ear lobes (which are inaccessible in a protective garment), but the application of infrared in the area of the throat to obtain carotid arterial blood pulse is very difficult and unreliable. Blood pressure measurement although highly desirable presents the problem
of inaccessibility of a limb to obtain the measurement. Only a bladder with pressure crystal built into the inner suit might result in reliable blood pressure measurements; therefore, this method is not recommended.

The last specific aim of the study was to recommend areas of technological development which may lead to the desired field system. The two most promising areas are given in order of payoff. Biomagnetic field measurements with a miniaturized, direct-current (DC), superconducting quantum interference device (SQUID) with a second derivative gradiometer coil configuration and a self contained cryogenic pump system offer the most advanced high-technology area for noncontact, through the protective garment measurements of the magnetocardiogram and possibly, magnetoencephalogram evoked responses from visual or auditory stimulations. Development of this system is considered the highest risk with highest payoff results.

The second new technology area is in the area of bioelectric field measurements with sensing antennas to measure variation in the electric field resulting from what appears to be body mechanical movement, e.g., respiration and cardiac, of the charged body surface. This technique is lower risk with lower payoff in utility results.

It is recommended that both of these technological areas be supported. The biomagnetic field area will cost considerably more than the bioelectric field area because of the high technology.
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