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The introduction of metastable interface states by the application of a voltage stress has been studied in MOS devices from eleven commercial CMOS processes. Field sensitive interface effects have been observed in samples from four out of five Al metal gate processes but only one out of six Si gate processes. A square root field dependence of the interface state generation has been observed. The initial interface state density has been characterized using a low temperature C-V displacement method and the results correlated to the radiation hardness of the oxides.
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SECTION 1
INTRODUCTION

The degradation of silicon MOS devices by ionizing radiation is a well known and extensively studied phenomenon. The interest in this subject is sustained by the need to produce even more radiation hard microelectronic circuits for use in systems subjected to nuclear and space radiation environments. Research in this area has sought to understand the basic mechanisms responsible for hole trapping and interface state buildup following irradiation in order to adjust IC manufacturing processes and improve circuit hardness. Efforts in this area have sought a means of examining the nature and behavior of defects responsible for hole trapping and interface state buildup in a nondestructive manner prior to device irradiation. Previously published work [1], Appendix A, on the generation of field-sensitive interface states has demonstrated that a neutral defect present at the Si-SiO$_2$ interface can be observed in a nondestructive reversible manner using a combination of high temperature voltage stressing and low-temperature C-V measurements. A model for these defects was proposed [2], Appendix B, that accounts for the time, temperature, and field behavior of these defects as well as being consistent with existing data in the literature on the buildup of interface states caused by ionizing radiation or charge injection. Further work on the relationship between the amount of defects present before irradiation and the flat band voltage shift, $\Delta V_{FB}$, of a series of laboratory prepared MOS capacitors [3] suggested a strong correlation with oxide radiation hardness.

The purpose of the present study is to apply the techniques developed for the observation of field sensitive interface states to a large number of commercially available CMOS products that represent a broad range of process parameters. The selection of this sample matrix allows for certain generalizations regarding the experimental results which have not been possible in other studies using samples from a single laboratory or
fabrication line. On the other hand, the use of commercial parts does not allow for the systematic variation of any one process parameter that may control or affect the observed phenomenon and therefore this one study cannot hope to characterize the physics involved in the experimental observations.
SECTION 2
EXPERIMENTAL

2.1 EXPERIMENTAL DESCRIPTION

A complete description of the experimental technique for measuring field sensitive interface states is given in [1] and [2]. The measurement of the amount of field-sensitive interface states is basically the difference between high frequency C-V curves measured at 77 K where one curve represents the unstressed interface and the second curve is for the sample voltage-stressed at some temperature above 77 K (most typically 300 K). It should be emphasized, once again, that this observed phenomenon differs from interface states introduced through bias-temperature-stress experiments in that the states are introduced reversibly and can be allowed to relax out in times less than it took to introduce them.

2.2 SAMPLE MATRIX

The sample matrix for this study consists of p- and n-type MOS capacitors that are included in the test structures contained on process control monitor (PCM) chips. The PCMs were obtained from four manufacturers and represent eleven different CMOS processes that produce commercially available CMOS integrated circuits. Some details of the different processes are listed in Table I. There are five Al metal gate processes and six Si gate processes represented. Of the five metal gate processes, three (B1, C2, and C3) are described by their manufacturers as radiation hardened processes. One Si gate processes (D2) is offered as a radiation hardened process. Gate oxide thicknesses range from 55 nm to 140 nm.

The sample matrix was characterized by high frequency (100 kHz) and quasistatic CV measurements made at 300 K to determine the initial interface state density $D_{IT}$ and flat band voltage $V_{FB}$. It was also characterized by
<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Process</th>
<th>Oxide thickness (Å)</th>
<th>Area (10^3 cm^2)</th>
<th>D_T (10^10 cm^-2 ev^-1)</th>
<th>N (No. of Devices)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1</td>
<td>1400</td>
<td>0.65</td>
<td>1.2</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>650</td>
<td>0.18</td>
<td>2.0</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td>3.23</td>
<td>4.0</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>650</td>
<td>2.33</td>
<td>2.5</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>D</td>
<td>650</td>
<td>8.10</td>
<td>0.3</td>
<td>N</td>
</tr>
</tbody>
</table>

**Notes:**
- *Rad hard process
- Gate Technology: Si, Al
- Sample Size: p-type, n-type

**Table 1: CMOS processes.**
high-frequency CV measurements made at 77 K by the conventional method to determine the shape of the unstressed C-V curve and by the Jenq [4] technique to again look at the initial interface state density. The Jenq technique measures the difference between a C-V curve measured from accumulation to depletion and one in which the MOS capacitor was inverted with light energy while being held in deep depletion and then measured from that inverted voltage to accumulation. Following the initial characterization, the sample matrix was surveyed to determine which devices exhibited the phenomenon of field sensitive interface states. For this determination, all devices were biased with a field of +3 MV/cm (positive with respect to the gate) at 300 K for 30 min. They were then cooled to 77 K with the field applied. At 77 K, the field was removed and a high-frequency C-V measurement was made. The stressed and unstressed C-V curves were compared to determine the effect of field sensitive interface states. Where differences between the two curves were observed, the samples were returned to 300 K and allowed to relax unbiased. After a short time at 300 K, they were returned to 77 K and an additional high-frequency C-V measurement was made to confirm that the effect of the 300 K bias was indeed reversible.

Those devices that exhibited field sensitive interface states were further characterized to determine the field, temperature, and time dependence of the bias voltage on the magnitude of the field sensitive interface state effect.

Lastly, the devices were irradiated in a Co$^{60}$ source while under a +1 MV/cm bias to determine if a correlation between the field-sensitive interface state phenomenon and the radiation hardness of these commercial oxides could be observed. The samples were maintained under bias until the C-V measurement could be performed. Elapsed time between the end of the irradiation and the measurement was approximately 1 h.
SECTION 3
RESULTS AND DISCUSSION

The results of the initial interface state determination are shown in Table I. The interface state densities range from $3 \times 10^9$ cm$^{-2}$ eV$^{-1}$ to $4 \times 10^{10}$ which shows that all devices are of reasonable quality and there is nothing in this measurement to distinguish one from another. The results of the initial survey for field-sensitive interface states are also shown in Table I. Of the eleven CMOS processes that were studied, five displayed the field-sensitive interface phenomenon and six did not. Of the five processes that displayed the phenomenon, all but one were aluminum gate CMOS. Process A-1 which did show the effect of reversibly induced interface states is the only silicon gate process to do so.

Both n- and p-type capacitors were measured in this study, but only the p-type capacitors (p-well technology) displayed the phenomenon. The C-V curves exhibiting field-sensitive interface state behavior for the five processes are shown in Fig. 1.

Of the six processes which did not display field-sensitive interface states, all were silicon gate technologies except for B-2 which was an Al metal gate CMOS technology. The existence of the field-sensitive interface states appears to favor the metal gate processing technologies where the gate oxidation temperature and other processing temperatures tend to be higher. Si-gate process A-1 with the thickest gate oxide of any capacitor measured also has a relatively high gate oxidation temperature ($>950^\circ$C) which may account for it appearing with the rest of the metal gate device. However, the absence of field-sensitive interface states from metal gate process B-2 which also has a relatively high gate oxidation temperature remains an impediment to concluding that field-sensitive interface states are related in a straightforward manner to gate technology or gate oxidation temperature.
Figure 1. C-V response measured at $T = 77\, K$ for five CMOS processes before and after bias stress at 3 MV/cm, 30 min, 300 K. This shows the presence of field sensitive states.
The five processes that exhibited field-sensitive interface states were subjected to further tests to determine if the magnitude of the field-induced difference between the stressed and unstressed C-V curves had a time, temperature, or field dependence. A complete time, temperature, and field parametric study has not been attempted at this time because of the large effort required. Instead, a survey of the sample matrix was performed to establish trends. Figure 2 shows the results of bias stress tests performed on samples from process C-1. The devices were biased with positive voltage on the gate at 300 K for 10 min with varying electric fields. The difference (ΔV) between the stressed and unstressed C-V curves measured at 77 K is plotted as a function of bias field. The slope of the curve in Fig. 2 is 1/2 showing a square-root dependence on electric field for the amount of field sensitive interface states. Other processes displayed a very weak or no field dependence. Work reported earlier[1,2] on n-type capacitors showed a square root field dependence for negative bias and a linear dependence for positive bias. The cause of the different electric field dependence of the number of field sensitive interface states observed in the current samples under test is not understood, but it is possibly a result of different oxide structures which would be characteristic of the individual device processing histories. Further investigation of this field dependence, including the effect of negative gate bias on the field sensitive interface states, would provide more guidance in this matter but was not possible to do within the scope of this contract.

Initial characterization of the sample matrix included a measurement of the unstressed capacitor at 77 K in the manner detailed by Jenq[4]. The results of the light-assisted C-V measurements are shown in Figs. 3 and 4. A curve for process B-3 is not shown as it was very similar to B-4. The rationale for grouping the curves in Figs. 3 and 4 is that all curves in Fig. 4 display a unique and distinct response to the measurement technique employed. That response is the long portion of the inversion-to-accumulation curve that is parallel to the original depletion curve which is an indication of deep lying traps at the interface. The curves in Fig. 4 also represent the four processes that are described by the manufacturers as radiation hardened.
Figure 2. Voltage shift due to field sensitive states as a function of bias electric field for process C-1.
Figure 3. C-V response measured at $T = 77$ K using the Jenq technique for the nonradiation hard process lines.
Figure 4. C-V response measured at T = 77 K using the Jenq technique for the radiation hard process lines.
To complete this experimental survey of the eleven commercial CMOS processes, the samples were irradiated in a Co\textsuperscript{60} source at doses of $10^4$, $10^5$, and $10^6$ rads (Si). In Fig. 5, the radiation-induced flat band voltage shifts for the n-type MOS capacitors are plotted as a function of total dose. Due to the very large sample size, soft devices were not irradiated at $10^6$ rads (Si) and devices which were described as hard were not irradiated at $10^4$. The flat-band voltage shifts as a function of total dose for the p-type MOS capacitors are shown in Fig. 6. The data in Figs. 5 and 6 confirm the manufacturer's designation. Processes B-1, C-2, C-3, and D-2 are harder than the rest with B-1 showing less than 0.2-V flat-band shift at $10^6$ rads (Si) for the n-type capacitors and approximately 1.6-V flat-band shift for the p-type capacitors.
Figure 5. Measured flatband voltage shift for the n-type devices due to Co60 gamma irradiation.
Figure 6. Measured flatband voltage shift for the p-type devices due to Co$^{60}$ gamma irradiation.
SECTION A
CONCLUSIONS

A sample matrix consisting of n- and p-type MOS capacitors on process monitor control chips from 11 commercially available CMOS lines has been electrically characterized to determine if any of them exhibit the phenomenon of field sensitive interface states. Five of the 11 displayed the reversible field sensitive interface state phenomenon, four metal gate and one Si gate process. These results indicate that the defect accounting for the phenomenon has a complicated origin but is perhaps associated with high-temperature processing. In addition, no correlation between the existence of field sensitive interface states and oxide radiation hardness was observed. Thus, field sensitive states are not directly related to radiation hardness from process to process, but to relative hardness within a process.[1,2]

Characterization of the interface of unstressed capacitors using the Jenq technique revealed that the hard devices responded with a unique inversion-to-accumulation curve indicative of deep electron traps at the interface. The nature of this unique response and its apparent correlation to radiation hardness are not currently understood. Further work is necessary to establish whether or not it is a real correlation.

The designation of "hardened" devices by the manufacturer was confirmed in radiation tests.
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We have observed the generation of interface states in SiO₂ metal oxide semiconductor (MOS) capacitors that are field- and time-dependent as well as thermally activated. A strong correlation has been found between these metastable interface states and the radiation hardness of the MOS devices. The number of interface states generated is linearly dependent on the applied field with a threshold field for occurrence. There is a $t^{-0.4}$ time dependence for interface-state generation. The generation of these field-sensitive interface states is thermally activated with a field-dependent activation energy.

PACS numbers: 73.40.Qv

The generation of interface states in metal oxide semiconductor (MOS) devices resulting from bias stressing or irradiation has been the subject of extensive investigation over many years. Increases in the number of interface states with time have been reported for bias temperature stressing, exposure to ionizing radiation, and for charge injection. Winokur et al. have studied the field and time dependence of the build-up of these interface states. Recently, McLean has assembled many of these findings in an empirical model describing the behavior of radiation-induced interface states in SiO₂ MOS structures. This body of knowledge underscores the importance of the radiation behavior of MOS devices in systems requiring hardened microelectronic circuits. One feature of the studies cited is that all are concerned with the permanent increase in interface states brought about by some environmental stress. Although much has been learned about the generation of interface states and physical models have been proposed, the radiation response of MOS oxides still cannot be predicted in a nondestructive manner.

We have observed the generation of interface states in SiO₂ MOS capacitors that are field and time dependent as well as thermally activated. The distinction between our work and the previous work is that the states are not permanent and will anneal out in short times (2 min) at room temperature. A strong correlation has been found between these metastable interface states and the radiation hardness of the MOS devices. The interface states are created by the application of an electric field, typically at room temperature. The number of states is determined from the difference between C-V curves measured at 77 K before and after application of the field. The number of states generated by the electric field is dependent on the magnitude and direction of the electric field, the length of time it is applied, and the temperature at which it is applied. This effect has been observed on a variety of samples with different processing histories.

The number of interface states created by the application of the field at room temperature can be calculated by measuring the difference in voltage $V$ at a given capacitance between the polarized an unpolarized C-V curves measured at low temperature. The number of interface states is given by $N = C_s V/e$, where $C_s$ is the insulator capacitance per unit area and $e$ is the electronic charge.

For the polarized C-V curve, the sample is biased at room temperature and then cooled to a low temperature with the bias maintained. Figure 1 compares the C-V curves at 125 K of an unpolarized capacitor to those of samples which were positively and negatively polarized, respectively, with fields of plus (+) and minus (−) $4 \times 10^6$ V/cm. The voltage sweep rate was 16 mV/s and the frequency was 15 kHz. No hysteresis was observed in the C-V measurements at 125 K under these conditions. For the positively biased capacitor the C-V curve is identical whether measured from accumulation to depletion or vice versa. For the negatively biased n-type capacitor, the sample must be maintained in inversion, and the measurement made from inversion to accumulation for an effect to be observed. Once the negatively biased sample has reached accumulation, subsequent measurement shows the curve to be identical to the unbiased C-V curve. Inversion of the negatively biased capacitor by optical illumination at 125 K does not reproduce the original effects. The results reported in this letter deal with the effects of positive polarization. The change in the C-V curve for positive polarization is attributed to the introduction of field-sensitive interface states rather than charged lateral nonuniformities, based on the experimentally observed frequency dependence of the distortion to the C-V characteristics. As shown, the number of surface states induced by the field is quite large, i.e., $N_s = 2 \times 10^{12}$ cm$^2$ at flat band.

Samples used in this study consisted of aluminum-gate MOS capacitors with a thermally grown wet-gate oxide, 750 Å thick on 8-Ω cm, n-type, (111) silicon. Gate oxidation
was performed at 1000 °C followed by a 20-min anneal in N₂ at 1000 °C. Five wafers were processed simultaneously, except for the additional postoxidation anneal shown in Fig. 2. The aluminum was e-beam evaporated and sintered at 475 °C. (Bias-stress temperature measurements consisting of 1 MV/cm at 250 °C showed that mobile ion contamination was negligible.) The anneals listed in Fig. 2 were chosen because they had been shown to affect the radiation hardness of the oxide. The area of the capacitors was 1.03 x 10⁻² cm².

When this procedure was completed, there was no observable systematic difference between capacitors from any of the five wafers based on standard high-frequency, room-temperature C-V measurements. However, when the amount of field-induced interface states was measured following a 4-MV/cm bias for 10 min at room temperature, a dramatic wafer-to-wafer variation was observed. As shown in Fig. 2, the magnitude of the field-sensitive interface-state charge measured at flat band varied by a factor of 30 as a result of the different anneals.

After characterization of the field-sensitive interface states, the capacitors were irradiated with a Co¹⁰⁰γ source to a total dose of 5 x 10¹⁸ rads [Si]. Following irradiation, the flat-band voltage shifts of the capacitors were measured at increasing intervals of time. In Fig. 2 the average flat-band voltage shift Δν₁₀₀ for capacitors irradiated under zero bias (open circuit) and measured 45 days after exposure, is compared to the average preirradiation field-sensitive interface-state charge Qₘ (C,V) obtained from positive bias experiments. The functional relationship between the two quantities appears to be exponential; qualitatively, therefore, we can predict which wafers, prior to exposure to ionizing radiation, will be harder than others.

The number of interface states created by the application of the electric field has been found to be linearly dependent on the magnitude of the applied field. Figure 3(a) shows the difference in voltage at midband between the polarized and unpolarized capacitor as a function of the applied field ε [MV/cm]. The quantity ΔVₘidgap is directly proportional to ε [MV/cm]. The sample was polarized at the indicated field for 10 min at room temperature. The data indicate that there is a threshold field for the appearance of the interface states of approximately 1 MV/cm.

Figure 4 shows the time dependence for the creation of the field-sensitive surface states. The capacitor was polarized at room temperature with a field of 4 MV/cm for varying times. It was then lowered to 90-K temperature, and the difference between polarized and unpolarized C-V curves measured. As seen in the figure, there is a t⁻¹/₄ dependence for the field-induced generation of interface states. Jeppson and Svensson have likewise reported a t⁻¹/₄ behavior for the generation of interface states by negative bias stressing. They suggest that the t⁻¹/₄ behavior indicates a two-step diffusion-controlled process.

In addition to the field and time dependence for the creation of field-sensitive interface states, there is a temperature dependence. The number of interface states created as a function of the temperature at which the electric field is applied for a given field and polarization time has been found to follow a simple Arrhenius relation.

FIG. 2. Average flat-band voltage shift Δν₁₀₀ as a function of the average preirradiation field-sensitive charge Qₘ.

FIG. 3. (a) Magnitude of the field-sensitive interface states generated under positive bias at room temperature for 10 min as a function of the applied field. (b) Activation energy for generation of the field-sensitive interface states under positive bias as a function of the applied field.

FIG. 4. Time dependence for creation of field-sensitive surface states.
where $N_i(T)$ is the number of interface states created at the polarization temperature $T$, $N_0$ is the preexponential constant, and $E_a$ is the activation energy for formation of the interface states.

This relationship has been found to fit the data over a wide range of polarization temperatures ($-20$ to $100^\circ C$) and applied fields ($1-4$ MV/cm). The activation energy for interface-state generation as a function of the applied electric field is also shown in Fig. 3(b). The data show that the activation energy for field-sensitive interface states is itself field dependent.

Except for the activation energy at a field of 1.33 MV/cm, which is very close to the threshold field in the curve on field dependence, the data in Fig. 3(b) can be fit by a straight line. The expression for a field-assisted activation energy is

$$E_a = E_0 - qdx/2,$$

where $E_0$ is the zero field activation energy, $d$ is the reaction coordinate describing the distance over which the process being described is taking place, and $x$ is the applied electric field. Applying this equation to the data in Fig. 4, we find a zero-field activation of 0.42 eV and a reaction of coordinate of approximate 1.4 nm.

As shown in Fig. 1, the effect of a negative bias on the formation of field-sensitive interface states is substantially different from that of a positive bias. If the capacitor is maintained in inversion and the $C-V$ curve measured from inversion to depletion, a sharp bump, in contrast to the stretchout seen for positive-bias, appears in the capacitance curve. This sharp bump is seen only on the initial measurement from inversion to depletion. Reestablishing inversion by shining light on the capacitor while in deep depletion and then measuring the $C-V$ curve give results identical to those of the unpolarized $C-V$ curve. Also, maintaining the device in inversion with $4$ MV/cm applied at $125$ K for more than $1$ h will not reestablish the effect. In contrast to the linear field dependence for the positively biased case, the number of field-sensitive interface states induced with negative voltage has an $E_0^{1/2}$ field dependence.

Work on the investigation of the field-sensitive interface states and their role in the radiation response of MOS devices is continuing.

We would like to thank Dr. W. W. Anderson for valuable discussions and suggestions. This work was supported by the Independent Research Fund of Lockheed Missiles and Space Company, Inc.
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A MODEL FOR FIELD-SENSITIVE INTERFACE STATES

J. L. Crowley, H. J. Hoffman, and T. J. Stultz
Lockheed Palo Alto Research Laboratory, Palo Alto, California 94304

(Received 14 December 1981; accepted for publication 27 May 1982)

Oxygen derived point defects called Intimate-Valence-Alternation-Pairs (IVAP) appear to be able to account for the time, temperature, and field dependence of the generation of field-sensitive interface states. The theory and properties of IVAP defects in SiO$_2$ are described. A model for the observed changes in the capacitance voltage characteristics of Metal-Oxide-Semiconductor structures based on the existence of these defects is proposed. Finally the model is compared to existing data from the literature on the buildup of interface states caused by charge injection or ionizing radiation.

PACS numbers: 73.40.Qv, 71.55.Jv

I. INTRODUCTION

We recently reported$^1$ on the generation of interface states in SiO$_2$ metal oxide semiconductor (MOS) capacitors that are field and time dependent, as well as thermally activated. The unique feature of our observations is that the interface states generated are not permanent and will anneal out in short times ($< 2$ min) at room temperature. A strong correlation has been found between these metastable interface states and the radiation hardness of the MOS devices. We present in this paper a model of candidate defects whose physical and electronic properties are consistent with parameters observed in the field sensitive interface states.

This model is known as the Valence Alternation Pair (VAP) model. Originally proposed by Street and Mott$^4$ and later refined by Kastner, Adler, and Fritzsch,$^5$ this model provides a natural microscopic framework for a bipolar type defect composed of two oppositely charged oxygen derived species that are associated with intrinsic bonding defects in the oxide. First applied to localized diamagnetic states in the gap of amorphous chalcogenides, the VAP model, or rather a suitably modified version thereof, was extended to $a$-SiO$_2$ by Lucovsky$^{6,7}$ and Mott.$^8$ In this paper we advance the claim that the C-V measurements can and do provide additional support for the existence of oxygen-derived VAP type defects throughout the bulk of $a$-SiO$_2$ as well as at the silicon interface.

II. EXPERIMENTAL TECHNIQUES AND RESULTS

The field-sensitive interface states are created by the application of an electric field, typically at room temperature. The number of states is determined from the difference between C-V curves measured at 77 K before and after application of the field. The number of states generated by the electric field is dependent on the magnitude and direction of the electric field, the length of time it is applied, and the temperature at which it is applied. This effect has been observed on a variety of samples with different processing histories.

The number of interface states created by the application of the field at room temperature can be calculated by measuring the difference in voltage $\Delta V$ at a given capacitance between the polarized and unpolarized C-V curves measured at low temperature. The number of interface states is given by $N = C_m \Delta V/e$, where $C_m$ is the insulator capacitance per unit area and $e$ is the electronic charge.

Low temperature, high frequency C-V curves of a MOS capacitor that are typical of those obtained from the first series of devices studied are shown in Fig. 1. The detailed processing history of these devices has been reported in Ref. 1. The curve labeled “unpolarized” is the deep depletion curve obtained by making the C-V measurement at a low enough temperature (in this case 125 K) such that the thermogeneration rate of minority carriers is insufficient to form an inversion layer during the time of the measurement. It is to this curve that we will compare subsequent C-V curves. The curve labeled polarized $+ 4$ MV/cm was obtained after the sample had an electric field of $+ 4$ MV/cm (positive with respect to the gate) applied at 300 K for 10 minutes. The sample was rapidly cooled to 125 K with the field applied. The field was then removed, and the C-V characteristics determined. The low temperature C-V characteristics exhibited no hysteresis; i.e., the C-V curve was identical whether measured from accumulation to depletion or vice versa, regardless of how many times the measurement was made. If, however, the sample was warmed to 300 K and kept at this temperature for only a few minutes (~ 2 min), then returned to 125 K, the original “unpolarized” low temperature C-V characteristics were again observed. We interpret the distortion in the C-V curve to be due to the creation of metastable interface states by the applied electric field. We base our interpretation on several observations: (1) high temperature bias stress of the capacitors showed that there was no mobile ionic charge in the oxide; (2) the distortion of the low temperature polarized C-V curve displayed a frequency dispersion; and (3) the phenomenon is reversible and is not permanent at room temperature.

It is noted that the positively polarized curve displays a distortion that is indicative of interface traps near midgap that are in communication with the silicon. However, we would expect that for interface traps with capture cross sections of the order of $10^{-14}$ cm$^2$, obeying Shockley-Read-Hall recombination statistics, the change in traps near midgap will be frozen in during the time of measurement. This apparent contradiction, while not resolved at this point, does not conflict with the proposed model. An explanation may be sought in a more complicated trapping and emission process than the simple Shockley-Read-Hall model or in assum-
ing that the metastable defects are themselves distributed in a spatially nonuniform manner similar to the laterally non-
uniform (LNU) distribution of charge as discussed by Za-
mani and Maserjian. Both interpretations can be accommo-
dated within the proposed model as discussed in Sec. IV.

The curve labeled "Polarized + 4 MV/cm" in Fig. 1
represents the same sample after + 4 MV/cm has been ap-
plied at 300 K for 10 min and measured at 125 K. It is a
peculiarity of this first series of samples that the distortion of
the C-V curve for negative bias could only be observed if the

FIG. 1. Effect of room temperature po-
larization (± 4 MV/cm, 10 min) on low
temperature C-V characteristic of a
LMSC MOS capacitor (C₀ = 47 pF).

FIG. 2. Effect of room tempera-
ture polarization (+ 4 MV/cm,
30 minutes) on low temperature
C-V characteristic of a RCA
MOS capacitor (C₀ = 21 pF).
sample was maintained in inversion upon cooling and the gate-voltage varied from inversion to accumulation. Subsequent measurement from accumulation to inversion and back retraced the unbiased curve. The field induced distortion in the C-V curve for negative bias could be restored by repolarizing at elevated (300 K) temperature. This, however, was not the case for a series of MOS capacitors manufactured by RCA. A typical result for a p-type MOS capacitor is drawn in Fig. 2. Here the curves for both positive and negative biases display the retraceability as discussed previously for the positive bias in the first series of devices. The fact that the low temperature measurements for the RCA devices were performed at 80 K, not 125 K, may have some bearing on the difference in characteristics between the two sets. The positive biased RCA sample also shows a pronounced ledge in the C-V curve as opposed to the stretchout seen in the first series of capacitors. The interface states introduced in the RCA sample are, however, similarly metastable, annealing out as the sample is returned to room temperature.

The most complete characterization of field sensitive interface states has been carried out for n-type MOS capacitors polarized with a voltage positive with respect to the gate.

The number of interface states created by the application of the electric field is linearly dependent on the magnitude of the applied field. Figure 3(a) shows the difference in voltage at midband between the polarized and unpolarized capacitor as a function of the applied field (MV/cm). The quantity \( \Delta V_{\text{midgap}} \) is directly proportional to \( N_o \) at midgap. The sample was polarized at the indicated field for 10 min at room temperature. The data indicate that there is a threshold field for the appearance of the interface states of approximately 1 MV/cm.

Figure 4 shows the time dependence for the creation of the field sensitive surface states. The capacitor was polarized at room temperature with a field of 4 MV/cm for varying times. It was then lowered to 90 K temperature, and the difference between polarized and unpolarized C-V curves measured. As seen in the figure, there is a \( t^{1/4} \) dependence for the field-induced generation of interface states.

In addition to the field and time dependence for the creation of field-sensitive interface states, there is a temperature dependence. The number of interface states created as a function of the temperature at which the electric field is applied for a given field and polarization time has been found to follow a simple Arrhenius relation:

\[
N_o(T) = N_0 e^{-E_A/kT},
\]

where \( N_o(T) \) is the number of interface states created at the polarization temperature \( T \), \( N_0 \) is the preexponential constant, and \( E_A \) is the activation energy for formation of the interface states.

This relationship has been found to fit the data over a wide range of polarization temperatures (-20 to 100 °C) and applied fields (1–4 MV/cm). The activation energy for interface-state generation as a function of the applied electric field.
field is also shown in Fig. 3(b). The data show that the activation energy for field-sensitive interface states is itself field dependent.

Except for the activation energy at a field of 1.33 MV/cm, which is very close to the threshold field in the curve on field dependence, the data in Fig. 3(b) can be fit by a straight line. The expression for the field-assisted activation energy is

$$E_a = E_0 - qd\phi^2/2,$$

where $E_0$ is the zero field activation energy, $d$ is the reaction coordinate describing the distance over which the process being described is taking place, and $\phi$ is the applied electric field. Applying this equation to the data in Fig. 3(b) we find a zero-field activation of 0.42 eV and a reaction coordinate of approximately 1.4 nm.

For the same experimental conditions of field, temperature and time amount of field sensitive interface states is highly dependent on process. For example, a change of $175^\circ C$ in the post oxidation anneal can change the density of metastable defects by more than a factor of 30.

Characterization of the field sensitive interface states for n-type MOS capacitors polarized with voltage negative with respect to the gate is not as complete at this time. However, it has been observed that the response is not symmetric with respect to the energy distribution of the induced interface states for positive and negative polarizations. And secondly, the number of field sensitive interface states displays a power law dependence on the applied electric field; i.e., $N_a \propto \phi^{1/2}$ at lower applied fields ($<2$ MV/cm) going to $N_a \propto \phi^2$ at higher applied fields ($>2$ MV/cm).

In order to explain all the observed phenomena, we need a defect which is capable of producing the observed interface state energy levels, consistent with the field, time atom, being a group IV element cannot become fivefold configuration has been delineated elements. The relative energies of the various bonding configurations have been delineated by Kastner, Adler, and Fritzsche. In the context of an elementary chemical bonding model and used to demonstrate that such a charged pair is indeed likely to be the lowest energy defect in chalcogenide amorphous semiconductors such as a-Ge and in arsenic chalcogenide such as a-As$_2$Se$_3$. Since $D^+$ and $D^-$ contain no unpaired electrons, the model provides a natural explanation for the absence of an ESR signal in such compounds at thermal equilibrium, and is in accord with luminescence and trap limited transport data as well.

An important property of the defects is embodied in the so-called interconversion reactions which provide the dominant mechanism for trapping holes and/or electrons at the defect sites:

$D^- + 2\hbar \leftrightarrow D^+$,  

$D^+ + 2e \leftrightarrow D^-$.  

A negative correlation energy results whenever these interconversions are energetically favored, meaning that the reaction Eq. (3) is indeed exothermic (another way of stating this point is that the energy to add a second hole to $D^-$ requires less energy than the first).

Ionicity effects and/or bonding constraints may have considerable import in determining whether the interconversion reactions Eq. (4) take place in specific compounds assuming that charged defects were quenched from the melt in the first place.

Thus, as pointed out by Lucovsky and by Street and Lucovsky, in a strongly ionic compound such as v-SiO$_2$, the reaction in Eq. (3) is likely to be endothermic as a result of the interchange [Eq. (4)] being energetically unfavorable. This, in turn, is a consequence of the much higher strength of the heteropolar Si-O bond as compared with the homopolar O-O and Si-Si bonds on the one hand, and the fact that a Si atom, being a group IV element cannot become fivefold coordinated on the other. Thus, $D^-$ and $D^+$ are still the lowest energy defects because they preserve the total number of Si-O bonds, but upon thermal or optical excitations, they behave in a more complex way as compared with the same defects in amorphous chalcogenides. As Street and Lucovsky have suggested, there is now more than one neutral defect and several possible charged species as a consequence of interchange reactions such as

$D^- + 2\hbar \leftrightarrow A^+$,  

$D^+ + 2e \leftrightarrow B^-$,  

where $A^+$ and $B^-$ represent some new charged defects. The primary experimental evidence cited by Lucovsky to support the existence of VAP defects in v-SiO$_2$ derives from IR and Raman Spectroscopic data. These are consistent with a density of VAP defects of the order of $10^{15}$ cm$^{-3}$ and average defect center separation of 2–3 nm. The model is also consistent with the trap-limited transport properties of both minority and majority carriers subject to the stipulation that the two defect members are closely correlated in the random network. Such near neighbor VAP's have been dubbed Intermate-Valence-Alternation-Pairs (IVAP's) by Kastner, Adler, and Fritzsche. Figure 5 shows a possible local atomic configuration of an IVAP defect. Other configurations may have both defect members bonded to the same silicon atom. We note that IVAP's are expected to behave effectively as
neutral scattering centers as long as the pair separation is comparable to interatomic distance.

It has also been suggested that IVAP centers are associated with the ESR signals produced by bulk oxide centers in irradiated \( \nu \)-SiO\(_2\).\(^{10}\) The basic argument is that the photogenerated electrons and holes get trapped in the charged defect centers producing two types of neutral defects that are stable against a second reconstruction. The \( Q_n \) defects found in the Si-SiO\(_2\) interface may have their physical origin in similar processes. Since these are fixed positive charges physically located in the oxide, it is tempting to associate them with isolated \( D^+ \) centers as Lucovskij has recently advocated.\(^{11}\) This would require postulating an excess \( D^+ \) over \( D^-\) centers, not too unreasonable an assumption in view of the departures from pure stoichiometry that occur near the interface. Thus, a silicon rich transition region may lead not only to a high concentration of Si-Si bonds (and to trivalent silicon) but also to the formation of \( D^+ \) centers that can bond to three silicon neighbors. Since large negative relaxation energies accompany the formation of the extra bond, an overabundance of \( D^+ \) defects (over their \( D^-\) partners) can be expected.

**IV. FIELD SENSITIVE INTERFACE STATES AND THE IVAP MODEL**

As we will now proceed to show, field generated interface states can now be naturally attributed to the fact that an IVAP behaves essentially as a neutral scattering center in the absence of a field [cf. assumption (1)]. Upon the application of a field, the charged centers of the pair are separated, and the appropriate charged defect (the charge determined by the bias polarity) diffuses toward the interface, probably via some bond hopping mechanisms. The pair relaxes back to its initial bipolar state when the field is removed and the sample is allowed to stand at room temperature. This explanation accords well with the observed linear field dependence and the \( t^{1/4} \) behavior as is expected in a two-step diffusion-controlled process.\(^{17}\) At higher fields, contributions from Fowler-Nordheim tunneling emission from the Si substrate into the oxide may modify both field and time dependencies. The appearance of an \( t^{2} \) dependence is thus not unlikely (a Fowler-Nordheim type mechanism may be similarly linked with charge buildup introduced into the oxide by high-field stressing as suggested recently.\(^{18}\) A similar mechanism has also been proposed by Kirk\(^{19}\) to account for fatigue and positive charge build-up effects in NMOS memory devices. We note here that the metastable nature of the observed interface states can be explained without invoking a particularly large number of bulk oxide defects. An adequate interpretation of the data would involve primarily those states which are located within some distance \( l \) from the interface as long as \( l \) is larger than one or two atomic layers.\(^{30}\) In this case, increasing the field still leads to increased separation of the charged defect centers that is sufficient for the electronic states to move from within the bands into the band gap.\(^{11}\)

The displacement is frozen in at liquid nitrogen temperatures to give the interface state. In this case, however, more detailed considerations are required in order to account for the diffusion-like characteristics of the data at low fields, a difficulty which is alleviated if some contribution from bulk defect pairs is assumed (i.e., large enough \( l \)).

Referring now to Fig. 1, the shape of the observed \( C-V \) curves can be understood from the behavior of the charged defect that has diffused towards the interface. This defect can now exchange charge with the semiconductor provided...
its energy places it within the Si band gap. According to assumption (2), a substantial number of both defect members may fulfill this condition.

Figure 6 indicates the energy band diagram in a MOS system at thermal equilibrium in accumulation, flat band, and inversion conditions. The energy distribution assumed for the charged defects displays a minimum near midgap in accordance with theoretical expectations (as well as with some experimental data15). The distribution is otherwise arbitrary (although, for simplicity we show it increasing gradually towards the band edges).

For positive bias, the deep depletion curve in Fig. 1 can be understood with the help of the model as follows: Positive bias means that it is the Positive $D^+$ states that migrate to the interface. At accumulation, those states that are below the Fermi level have captured an electron from the Si conduction band to become the singly occupied $D^0$ states (see Fig. 6). Sweeping the gate voltage from accumulation towards depletion should result in some of the captured carriers being released into the silicon valence band (except, again, for those states that are more than 0.29 eV from the valence band edge and may have frozen in carriers as noted for the positive bias case). The negative curve in Fig. 1 indicates indeed that such a process may be taking place. However, sweeping the bias back down towards depletion does not reproduce the curve. Instead, the curve obtained resembles the zero bias curve.

There are two points of asymmetry between the positive and negative bias behavior of the interface states as shown in Fig. 1, i.e., a stretchout of the C-V curve vs a ledge and the nonretraceability of the negative biased curve. This would seem to imply some inherent difference in the role of the positively charged center as compared with its negative counterpart. One possible explanation for the nonretraceability of the negative biased curve may be to invoke an overabundance of $D^-$ states near the interface. These may be related to the observed fixed charges $Q_f$ and $Q_d$ in the sense that both can be represented by uncompensated $D^+$ centers but with different energy levels. Only those $D^+$ states with energy appropriate for communication with the silicon surface charge distribution contribute to interface states. The others (those outside the silicon band gap), will manifest themselves as fixed charges and are field independent. The positively charged interface states, if in sufficient numbers near the interface, may indeed lead to the kind of asymmetric behavior observed experimentally. If this hypothesis is correct, we would, in fact, expect to see a correlation between the density of fixed oxide charges and manifestly asymmetric, bias dependent, C-V characteristics.

Our second set of samples also displayed the field induced interface state in $C-V$ curves for both n-type and p-type, positive and negative bias. Differences between the two sets of samples are possibly due to the different processing technologies and oxidation conditions as well as the fact that they involve different wafer orientations. Set 1 was grown on (111) silicon which is known to have higher concentrations of both interface states and fixed oxide charge than oxides grown on (100) silicon as in Set 2. More complete measurements of Set 2 are currently in progress which will hopefully shed more light on some of the details in the model, as well as establish a direct correlation of both interface state and oxide charges densities with process conditions.

In summary, while we believe that oxygen derived defects such as IVAPs play an important role in the observed properties of MOS structures, the model is in all probability too simple to account for the full complexity of the interface on an atomic level. There is experimental evidence indicat-
ing that silicon and water related species exist as well, and these together with any impurities present in the material must be incorporated into any full treatment, especially if radiation effects are to be accounted for. Clearly, the model is not unique in the sense that other defects or impurities that can form charge pairs may exhibit properties that are similar to the ones inferred from the oxygen-derived defects. In fact, the present experimental evidence cannot establish the definite identity of the charges involved. A major argument for the preeminence of oxygen related charged defects can still be advanced, based on it being the lowest energy defect as compared with other possible species, though clearly more theoretical work is needed to categorically establish the validity of this argument, particularly near the interface. Other models such as the one considered by Breed \(^{21}\) may account for some features of the data but cannot easily be reconciled with the experimental evidence taken in its entirety. The model discussed in this paper, on the other hand, while admittedly simple, accords rather well with all the gross features of the data. Furthermore, as we will show in the next section, the model, or suitable modifications thereof, is in good agreement with several other experimental results, and as a consequence, can be used in order to gain physical insight into some of the important questions concerning radiation effects on MOS devices.

V. DISCUSSION AND CONCLUSIONS

In this study we have shown that an oxygen-derived IVAP model is compatible with all the observed properties of field generated interface states. The model accounts qualitatively for the amphoteric nature of the generated surface states as well as their metastable nature as these are revealed by low-temperature C-V measurements. Plausible mechanisms have been suggested for the observed field, time and temperature dependence of interface buildup and anneal.

Additional evidence supporting the existence of charged pairs at the interface has been summarized and discussed by Pepper \(^ {22} \) based on device conductance measurements at liquid-nitrogen temperature. The IVAP model is compatible with his analysis as well as with data from recently reported low temperature electron photoinjection experiments. \(^ {23} \) The production of interface states by electron currents at moderate fields was interpreted as being due to pre-existing sites with densities of approximately \(10^{12} \text{ cm}^{-2}\) and interaction cross sections of \(10^{-16} - 10^{-14} \text{ cm}^2\) at 90 K. Such a low value for the cross section can be taken as indicative of neutral trapping center and is in accordance with the value assigned independently by Lucovsky \(^ {1} \) in connection with electron transport properties in silica. We are, therefore, led to stipulate a mechanism whereby electrons are captured by the \(D^-\) member of the IVAP yielding a neutral \(D^0\) which cannot undergo atomic rearrangement at the low-temperature conditions of the experiment. This leaves the negative \((D^-)\) member of the original center free to exchange charge with the silicon and thereby become an interface state as manifested by the observed stretchout in the C-V curves. Naturally, we must assume that a sufficient number of IVAPs are located physically near the interface for the charge exchange process to take place at liquid nitrogen temperature. An interface state density of \(10^{12} \text{ cm}^{-2}\) inferred from the experiment accords rather well with the previously estimated density of IVAPs in the bulk \(\left(10^{10} \text{ cm}^{-3}\right)\) if we assume that centers within 2 nm of the interface can interact with carriers in the Si bands. The observed annealing properties of the electron generated surface states in Ref. \(13\) are also compatible with the IVAP model, since at room temperature, gradual release of captured electrons is expected to be the dominant process, thereby leading to the experimentally observed behavior.

In addition to pre-existing IVAP defect pairs, newly created oxygen-derived centers may play a role in the observed generation of interface states under severe conditions such as high field stress or ionizing radiation. The experimental relation between high-field generated electron traps and interface states has been discussed in detail by Jenq \(^ {24} \) Since his experiments involved subjecting the samples to field stress at 90 K (rather than at room temperature as we have done) local atomic rearrangements as well as dipole separation and/or reorientation must be ruled out. This means that pre-existing IVAP-type centers cannot give rise to interface states given the close proximity of the defect members. Nevertheless, the positive member of the pair can still act as an electron trap via the reaction \(D^- + e \rightarrow D^0\) just as pointed out above. Following internal \(e\) photoinjection, we should therefore observe some interface state density engendered by the uncompensated negative \(D^-\) member of the original defect. Such a behavior was indeed observed experimentally. The high field stress may, however, create additional dangling bonds—both oxygen and silicon derived. These may exchange an electron to yield a defect pair of the form \(D^- + T^+ \rightarrow T^-\) for them to act essentially as Coulomb attractive defects. (Indeed, there is no reason to expect the defect pair formed under the specified experimental condition to be an IVAP.) Naturally, silicon derived defects such as \(T^0\) (after \(e\) capture), and \(T^-\) (after two \(e\) capture) may also contribute to the observed interface state density and at the present there is no good way of distinguishing their effect from those of the oxygen-derived centers. It is also clear that if thermal energy is supplied to the MOS structure following the high field stress (with or without electron photoinjection), atomic rearrangements may alter the nature of the defects, thereby giving rise to another set of interface states. Such a behavior was indeed inferred from the data recorded in Ref. \(24\). A more detailed analysis of this experiment in light of our proposed interpretation is currently in progress.

Radiation-induced interface states such as the ones investigated by Mclean \(^ {11} \) also appear to be compatible with an oxygen-derived defect pair model, especially since the experimental evidence suggests a two-stage character for the interface state buildup. The first stage involves transport of radiation-generated holes through the oxide. The field de-
pendence suggests that the process may involve some interaction of the holes in which ionic charge is released. If we focus now on those pre-existing IVAP pairs, it is easy to envision a hole trapping process whereby the negative IVAP member captures holes via $D^- + h \rightarrow D^0$ (or even two holes via $D^- + 2h \rightarrow B^+$), thereby "releasing" the $D^-$ member of the defect. The second stage, which begins after the holes have reached the interface, involves the actual interface state buildup, a process which may continue for many minutes at room temperature. The interpretation given for this stage is that of a field-assisted ionic transport to the interface with a subsequent appearance of interface states. Furthermore, there is a polarity condition for the interface states to be observed. This then argues for a positively charged ionic species which would drift toward the interface under positive bias. Evidently, the "liberated" $D^+$ member of the original IVAP pair matches these requirements, since it can migrate towards the Si interface by the same diffusion-controlled process we suggested earlier in the paper in connection with the appearance of field generated interface states. In fact, an average hopping distance of 2.6 Å found by Mclean on the basis of his empirical model agrees rather well with such a drift mechanism, since this value closely matches the average distance between nearest neighbor oxygen atoms in a SiO$_2$. The suggestion that negative $D^-$ states are the hole traps observed upon irradiation has also been raised by Pepper, who concludes that on the basis of the localization dependence of the slow states, it is most likely that the $D^+$ centers close to the interface are the observed slow states. Naturally, a complete discussion of radiation-induced interface states should also include some contribution from possible silicon-derived defects which are present in irradiated silicon, as evidenced by ESR signals, as well as the effects of water-derived radicals. Although such a discussion transcends the scope of this paper, we hope to elaborate on it in a future publication. The primary goal motivating this paper was directed towards emphasizing the possibly important role of oxygen-derived centers, either alone or in pairs, in interface state buildup. We believe that sufficient evidence has been presented to warrant further, more detailed study of this class of defects.
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