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   The characteristics of light generated by distinctly non-Poisson processes have been studied with particular interest in sub-Poisson light (light whose photon-number fluctuations are lower than those of lasers). The use of such quiet light can be beneficial, e.g., it could possibly increase the distance between repeaters in a fiber-optic communications system.
As an example of a mechanism for producing such light, a Franck-Hertz apparatus excited by a space-charge-limited electron beam has been studied. Extensive theoretical calculations of the properties of such a source of light have been carried out. Under suitable conditions this device can produce antibunched and sub-Poisson photon emissions. Initial experiments were carried out which produced a photon-counting distribution that was indeed sub-Poisson, thereby providing the first cw source of nonclassical quiet light. A quantum analog of the Burgess variance theorem has also been proven. This confirmed that the sub-Poisson nature of a light beam is conserved in the presence of absorptive media and additive (Poisson) background light. Thus the light can be used once it is generated. Two other ways of producing nonclassical light have been investigated: (1) the generation of sub-Poisson light by selective deletion from cascaded atomic emissions and (2) the generation of binomial states of the quantized radiation field and an exploration of their properties.

Variance-stabilizing transforms for families of exponential and Rayleigh random variables have been derived and shown to be exact. These transforms, when applied to appropriate noisy images, render signal-dependent noise signal-independent. Their utility is that, after applying the transforms, classical estimation procedures devised for additive, signal-independent noise can be brought to bear. The results are expected to find use in image filtering, in the analysis of failure times and particle sizes, and in the processing of optical field magnitudes and intensities generated by chaotic sources.

A technique has been developed to determine the forward bias capacitance of metal semiconductor contacts. The method is based on accurately setting the phase of the measuring circuit and is termed accurate phase capacitance spectroscopy. Measuring the forward bias capacitance enables us to determine the interface state distribution at the junction and its evolution with
device formation. Our results have been obtained on transition metal silicon diodes both prior to and after silicide formation. Silicide formation leads to a more perfect interface with a corresponding reduction in interface state density. In addition, observation of the epitaxial and nonepitaxial NiSi₂-Si leads us to conclude that the characteristics of the interface states are controlled by the degree of structural perfection of the interface rather than by the specific epitaxy.

Experimental observation of the photovoltaic effect of a semiconductor grain boundary with a scanning laser spot has been analyzed assuming a single trap energy level. The current is calculated from the recombination velocity and the concentration of the minority carriers at the grain boundary which was derived from the continuity equation. The open-circuit voltage across the sample is obtained from equating this recombination current to the compensating current using the thermionic emission model. Using the recombination velocity and the diffusion length as variables, the calculated open-circuit voltage is compared with the experimental data.

A tunneling junction has been developed that is easily produced at room temperature. The junction characteristics are controllable, and it does not appear to be difficult to make in integrated form. The basic idea is to modify a metal-semiconductor contact by introducing a thin near-intrinsic semiconductor layer between the metal and the bulk semiconductor. The result is a tunneling junction for majority carriers under forward bias. The reverse saturation current is small but not negligible, and the breakdown voltage is quite high. It is shown that a good ohmic contact can be converted into a tunneling rectifier with this technique. Potential applications include MESFETs, tunnel transistors, detectors and integrated circuits. A physical model is presented and some useful device parameters are obtained for an Al-aSi-nSi diode. Experimental data are presented to demonstrate the basic features of majority carrier tunneling.
Analog charge-coupled computing is being investigated. Two silicon surface-channel charge-coupled computers have been designed and fabricated at Columbia. Buried-channel gallium arsenide charge-coupled computing structures have been modelled.

A low energy-ion beam has been used to oxidize silicon. The gate of oxide of a metal-oxide-semiconductor field-effect transistor (MOSFET) has been successfully fabricated at room temperature using this technique.

Novel photodetector devices formed in a laser-etched cavity for optical fiber interconnects have been fabricated and tested as part of a collaborative research effort.

Projection dry-etching of GaAs using an ArF excimer laser and HBr precursor gas has been demonstrated for the first time. Line-width resolution down to the optical limit (4 μm) was achieved through the addition of the buffer gases (H₂, Ar, and C₂H₄). The line-resolution and the etch-rate dependencies as a function of buffer gas pressure reveal that the mechanism is related to nonlinear gas-surface reaction kinetics, together with the pulsed-photochemistry produced by the excimer laser.

A surface analysis apparatus for analyzing chemical reactions has been set up. The system is equipped with ESCA, Auger, and ISS and a sample loadlock. This apparatus has been used to measure the oxidation of GaAs by ultraviolet light and ion-beam oxidation of silicon.

A time-of-flight mass spectrometer system has been designed and constructed for the purpose of analyzing the fundamental chemistry of laser-induced reactions. The apparatus has a pulsed molecular beam and an extensive signal processing capability.
The basic physics of the light-guided etching in semiconductors have been investigated. This technique, which uses an ultraviolet laser to effect wet etching, can form ultrahigh aspect ratio features in the semiconductor surface. The recent work has shown that the highly vertical features produced can be explained by the incident-angle-dependent etching rates which are established with a nonuniform intensity laser beam.

Ultraviolet laser radiation is being used to control and modify the chemical species in the plasma discharge environment of a semiconductor processing reactor. This technique provides for separate control of the production of desired gas-phase chemical species and the ion bombardment parameters in the plasma chamber.

A capillaritron supersonic nozzle discharge source has been used to produce beams of chemically reactive species with a characteristic rotational and translational temperature of 700K. Ions produced by the capillaritron discharge are highly energetic and are characterized by a high temperature corresponding to energy spreads of 1-2 eV.

A sophisticated, extraordinarily powerful diode laser probe technique has been developed for following dynamic high energy collision and chemical reaction processes. This method has been used to measure the final "bath" states of CO₂ molecules produced by collisions with electronically excited mercury atoms. These processes are prototypes for catalytic metal-molecule interactions. This same technique has been used to study collisions between high energy (approximately 2 eV) hydrogen or deuterium atoms and CO₂. The final states of CO₂ molecules produced by these translationally energetic collision events have been determined. These processes serve as prototypes for high temperature chemical reactions and energy transfer events.

A gas discharge method and a collisional energy transfer technique have
been developed to mark or "tag" high energy vibrational states of molecules. These experimental methods allow us to follow high energy states produced by chemical reactions or collision events.

A molecular beam/bolometer technique has been used to study clusters formed in supersonic expansions of $C_4F_8$, $CO_2$, and $SF_6$. A sensitive laser dissociation experiment was employed to set upper and lower limits on the percentage of clusters in a molecular beam.

Picosecond laser studies have established several key factors that control the intramolecular dynamics of excited singlet to ground triplet transformation in diaryl carbenes. A significant solvent polarity effect is observed on the rate of intersystem crossing as well as on the singlet-triplet energy splitting for several carbenes which were characterized for the first time. By changing the structure of the carbene, the energy splitting can be varied from less than 300 cm$^{-1}$ to greater than 2400 cm$^{-1}$. Exploiting the fact that the energy splitting depends on structure as well as on the nature of the environment, two limiting energy regimes, which define the relaxation dynamics of the carbene, were identified experimentally for the first time. Carbenes possessing small singlet-triplet energy gaps ($< 2000$ cm$^{-1}$) exhibit an inverse isotope effect as well as an "inverse" gap effect, i.e. intersystem crossing time increases as the gap decreases. An off resonance coupling model is used to explain the behavior. Carbenes can also be forced into a high energy gap limit, as exemplified by dimesitylcarbene, where the rate of singlet to triplet state relaxation is found to be an inversely varying function of the energy splitting.

Picosecond measurements provided for the first time the direct measurement of the intramolecular and intermolecular energy decay dynamics of excited singlet diphenylcarbene in the presence of reactive molecules. It is shown that reactants provide not only a chemical decay channel but also an
intramolecular decay channel which is due to a solvent polarity effect. The chemical and physical effects can act in opposite directions leading to the important result that a significant increase in the low lying excited singlet state lifetime can be achieved upon addition of reacting molecules.

Picosecond time-resolved fluorescence was used to study solvent effects on the dynamics of intramolecular charge-transfer in $p$-dimethylamino-benzonitrile (DMABN) in $n$-alcohols. As in the case of $n$-nitriles, the rate of charge-transfer depends on the solvent polarity. In addition, DMABN undergoes significant hydrogen bonding in the alcohol solvents which slows down the charge-transfer process. Dynamical properties of the solvent, such as dielectric relaxation and viscosity, are shown to be non-rate-limiting.

The direct study of the structure of surfaces of neat liquids and solutions has been achieved using a new application of second harmonic generation techniques. New information has been obtained about the orientation of adsorbates in the liquid surface for coverages as low as 5% of a monolayer. Phenol molecules adsorbed at the water/air interface are found to be orientated with their long axis tilted $60^\circ$ from the surface normal.

Time-delayed four-wave mixing (TDFWM) on the $3S-3P$ transition in Na vapor has been studied using intense 7-nsec pulses from a broadband laser. Large-scale 1.9 psec modulation associated with the fine structure of the $3P$ state is observed throughout. At low buffer-gas pressures and low Na vapor temperatures, pulse-induced relaxation effects are observed while at higher Na-vapor temperatures an anomalous response develops. In the normal region the TDFWM signal is interpreted in terms of either accumulated free decays or photon echoes. We estimate the relaxation induced by the excitation pulses.

Photon Echo Modulation Spectroscopy (PEMS) has been extended into a new regime to study coherences between states that are widely separated in
frequency compared to the bandwidth of the exciting laser pulses. Time Delayed Four Wave Mixing (TDFWM) is observed on the Na D line transitions. As the two, double frequency, 7 nsec, light pulses are delayed with respect to each other a 1.9 psec beating of the integrated TDFWM signal is observed. It persists throughout the region where the excitation pulses overlap and into the normal photon echo region where they are separated by several excitation pulse widths.

The Photon echo technique was used to investigate the $^3P_0 - ^3H_6$ (5985 Å) and the two $^3P_0 - ^3H_5$ (5333 Å, 5333.5 Å) transitions in Pr$_{3+}$:LaF$_3$. Echo intensity as a function of excitation pulse separation was recorded on all three of these transitions at 4.6 °K. On the $^3P_0 - ^3H_6$ transition, the echo signal spans a dynamic range of nine decades in intensity. The data displays modulation and decayed exponentially with a time constant of 250 nsec. Fourier analysis of the data yields the nuclear hyperfine splittings of the $^3H_6$ level used (4222 cm$^{-1}$). An even faster decay was observed on the echo data obtained on the transitions connecting $^3P_0$ to each of the two lowest levels of $^3H_5$ manifold. The time constant for both of these transitions reduced from our data is about 100 nsec, however no modulation is apparent. Stimulated echo data was also obtained on all three of these transitions. The data indicates that the fast decay rates observed are due to a population decay out of the $^3H_6$ and $^3H_5$ levels. The fast decay rates are anomalous in view of previous experiments in this sample. Some preliminary results presented here indicate that the population decay out of these levels is due to energy transfer between the Pr ions and other existing impurity ions (possibly Nd ions). Temperature relaxation studies on these transitions reveal the existence of a residual homogeneous linewidth for all three levels studied. Phonon transition rates from the levels studied here to other levels in the $^3H_5$ and $^3H_6$ manifolds were obtained from our temperature relaxation data.
At high excitation pulse powers, laser action was observed on the $^3P_0 - ^3H_6$ transition at 5985 Å. Laser action was also observed at 77 °K on two of the $^3P_0 - ^3H_6$ transitions (5985 Å, 6000 Å) and the $^3P_0 - ^3F_4$ transition at 7195 Å while pumping with a 7 nsec excitation pulse at the $^3P_0 - ^3H_4$ and $^3P_1(1I_6)-^3H_4$ (4633 Å) transitions. The observed emission is a narrow 3 nsec pulse followed by an exponential tail with approximately 300 nsec time constant. Stimulated emission was observed on all the three lasing transitions by detecting amplification of a weak probe pulse on these transitions.

'Satellite Echoes' have been observed on the satellite lines of the $^3P_0 - ^3H_4$ transition at 4778 Å in a .1% sample of Pr$^{3+}$:LaF$_3$. Photon echo data was obtained for the first time on the satellite line at 4768 Å. The modulation character of the data is different from that of the central line and the decay rate observed is more than two times faster than that of the central line.

Collisional relaxation of 2S-nS and 2S-nD superposition states in atomic Li vapor is measured with the trilevel photon echo technique. Principal quantum numbers range from n = 4 to well into the Rydberg regime with n = 30. For the rare gas perturbers (He, Ne, Ar, Kr and Xe) the variation of collisional cross section with n is considerably weaker than previously found with Na vapor.

A photon echo from the allowed 3D-3P transition in Na vapor is spontaneously emitted after a single-pulse, one-photon excitation of the 3P state is followed by a single-pulse, two-photon excitation of the 3D state. The collisional relaxation cross section of the excited 3D-3P superposition states of Na in Ar has been measured.
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I. QUANTUM DETECTION AND SENSING OF RADIATION

A. NOISE IN THE GENERATION, PARTITION, AND DETECTION OF LIGHT

(M. Teich, P. Prucnal, B. Saleh, D. Stoler, K. Matsuo)
(JSEP Work unit 1, 1985 - 1988)
(Principal Investigator: M.C. Teich (212) 280-3117)

We have continued work on the generation, partition, and detection of light. Our earlier work permitted us to understand the theoretical underpinnings of generating low-noise sub-Poisson (quiet) light, the significance of unavoidable partition noise (such as occurs at a beamsplitter or arises from the finite quantum efficiency of optical devices), and the character of multiplication noise in avalanche photodiodes.¹

In this last period, we have successfully generated sub-Poisson light at 253.7 nm in the laboratory using a space-charge-limited electron beam to excite the Franck-Hertz effect.²³ We believe that this is a significant breakthrough inasmuch as it is the first time that cw quiet light has been generated.

There have been only a few cases in which nonclassical light has been produced. Recently, Short and Mandel⁴ demonstrated that laser-excited resonance fluorescence radiation from isolated Na atoms takes the form of conditionally sub-Poisson (or nonstationary) individual emissions. Constructing an unconditionally sub-Poisson light source from a collection of such emissions is a difficult task, however, because the excitation statistics must also be made sub-Poisson.⁵ In their experiment the excitation statistics are determined by the number of atoms in the field of view of the apparatus, and there is no clear way in which this number can be regulated. If the excitation statistics are Poisson, as expected, then the photon emissions can be Poisson at best.⁵

In a recent theoretical study we showed that under proper circumstances, sub-Poisson light will be generated by a system consisting of sub-Poisson...
excitations cascaded with independent sub-Poisson nonstationary individual emissions. As a specific method for constructing such a source, we proposed that a collection of atoms be excited by a low-energy space-charge-limited (sub-Poisson) electron beam. In this scheme, the reduction of the usual Poisson randomness of the excitation arises from space-charge effects. The quieting can be quite large. After excitation, each atom emits a (sub-Poisson) single photon via the Franck-Hertz (FH) effect. The technique is seen to operate by transferring the anticlustering properties of the electrons, resulting from Coulomb repulsion, to the photons. The direction of transfer is the inverse of that encountered in the usual photodetection process, where the statistical character of the photons is imparted to the photoelectrons (see Fig. 1). Since this mechanism involves ordinary spontaneous emission, it is a first-order optical process and can be expected to produce a strong effect. In the same study, it was shown that such sub-Poisson behavior need not necessarily be accompanied by antibunching. Indeed, mathematical conditions were derived to indicate when each of these attributes of nonclassical light implies the other.

We have carried out an experiment of this kind and observed the generation of ultraviolet (253.7-nm) sub-Poisson light from Hg vapor excited by a space-charge-limited electron beam. The experimental arrangement is shown in Fig. 2. This first sub-Poisson light source is only weakly so, principally because of optical losses in the experimental apparatus. From a theoretical point of view, however, there do not appear to be any fundamental barriers to producing an arbitrarily quiet cw intense source by using this method. Quiet light may find use in applications such as optical signal processing and optical communications.

The representative set of data shown in Fig. 3 shows the average photon-count variance-to-mean ratio (Fano factor) $F_n(T)$ plotted against the detected photon count rate $\mu$ (kcnts/sec). Data are presented for Poisson filament light, Poisson laser light, and sub-Poisson Franck-Hertz light. In the range $\mu < 30$ kcnts/sec $< \langle n \rangle < 0.03$), values of the Fano factor for the Franck-Hertz light lie below those for the Poisson light by between 2 and 3 standard deviations (depending on the details of how the estimates are made). Absolute values of $F_n(T)$ mean little because of afterpulsing in the
Figure 1: Schematic representation of photoemission and inverse photoemission (Franck-Hertz effect). Electrons and photons behave like classical particles under conditions of multimode spatial and temporal detection.
Figure 2: Block diagram of the experimental arrangement.
Figure 3: Average photon-count variance-to-mean ratio $F_n(T)$ versus detected photon count rate $\mu$ (kcps/sec) for experiment 0323:3-15. Raw data are shown for Poisson filament light (open circle), Poisson laser-plus-filament light (solid circles and solid line segments), and sub-Poisson Franck-Hertz-plus-filament light (triangles and dashed line segments). Each data point is based on approximately $10^7$ samples. The error bracket is the same for all data points. The Fano factors for Franck-Hertz light are seen to lie below those for Poisson light at sufficiently small values of the count rate. The overall negative slope of the data arises from dead time in the photon-counting apparatus.
photomultiplier tube (the afterpulse probability $q \approx 1.6 \times 10^{-3}$ for any given pulse in $T = 1$ usec), dead time in the counting system ($\tau_d \approx 93$ nsec), and the presence of background filament light ($\nu_{Fil} \approx 16.6$ kccts/sec). If we do not bother to correct for background, $q$ provides us with an effective Fano factor $F'_{n}$ (sub-Poisson) $\approx 0.9984$ for the FH/filament light in the absence of afterpulsing and dead time.

We have therefore shown that the Franck-Hertz effect stimulated by a space-charge-limited electron beam provides a source of sub-Poisson light, within the statistical uncertainties of the experiment. The agreement with theory (5, 7) is reasonable. There appear to be no fundamental obstacles preventing such a source from being arbitrarily strong and sub-Poisson. Indeed the intensity of our source was very carefully controlled so that the photon-counting equipment would measure the nonclassical nature of the light with a minimum of saturation and dead-time effects. A small increase in the anode voltage produces a virtual flood of sub-Poisson photons.

Studies are underway for enhancing the sub-Poisson nature of the Franck-Hertz source and for developing other means for producing nonclassical light.

This research was also supported by the National Science Foundation under Grant NSF-82-19636.


B. EXACT VARIANCE STABILIZING TRANSFORMATIONS FOR IMAGE-SIGNAL-DEPENDENT EXPONENTIAL AND RAYLEIGH NOISE

(P. Prucnal, E. Goldstein)
(JSEP work unit 1, 1985 - 1988)
(Principal Investigator: P. R. Prucnal (212) 280-3119)

1. Technical Report -- One problem presented by the processing of optical signals is that the noise encountered tends to be signal-dependent. Coherent sources, for example, generate photon noise characterized by variance that is proportional to the signal value.\(^{(1)}\) Sources emitting chaotic or superposed coherent and chaotic radiation exhibit photon noise variance that is quadratic in the signal value.\(^{(2)}\) For film-grain noise, the variance is often proportional to some power of the signal.\(^{(3-6)}\) Other imaging devices such as optical disks exhibit noise having a similar signal-dependence.\(^{(7)}\)

The problem in processing such noisy images is that classical estimation procedures devised for additive, signal-independent noise do not readily apply. Nonclassical procedures, on the other hand, devised for noise with some given signal dependency, are not only laborious to develop; they also have restricted applicability and are usually computationally complex.\(^{(8-10)}\)

It is therefore useful to find invertible transformations that render signal-dependent noise signal-independent. The resulting signals can then be subjected to classical estimation procedures, followed by an inverse transformation.

Efforts aimed at finding such transformations have yielded mixed results. Approximate solutions (i.e. transforms yielding approximately variance-stabilized random processes) have turned out to be plentiful.\(^{(11-22)}\)

But since the notion of the "quality" or "degree" of such approximations has resisted quantitative measure, it is not clear how useful they actually are. Exact variance-stabilizing transforms, on the other hand, have been scarce; they are known only for random processes comprised of families of log normal,\(^{(23)}\) chi-squared, and noncentral chi-squared random variables.
Adding the transforms developed here enlarges this list considerably.

Exact variance-stabilizing transforms have been developed for the exponential and Rayleigh processes. The utility of this for optical processing results from the importance of both exponential and Rayleigh-distributed optical quantities. Coherent sources (e.g. ideal amplitude-stabilized lasers well above threshold) generate photon inter-arrival times that are exponentially distributed. Single-mode chaotic sources (e.g. single-mode lasers below threshold and narrow spectral line sources such as Hg$^{198}$) produce field intensities that are also exponential processes. The field magnitudes, in the latter case, are Rayleigh. Transforms developed here permit each of these signal-dependent noise processes to be rendered constant in variance. The full variety of processing techniques for additive, signal-independent noise then applies.

2. Integral Expression for Approximate Variance-Stabilizing Transforms

The new exact transforms are suggested by an argument that first appeared in the statistics literature several decades ago (11-14) and has more recently been revived by writers on image processing (18-23). Consider a random process comprised of a family of random variables $X$ having means $\mu_X$, representing signal values, and variances $\sigma_X^2$ representing noise. We wish to transform this family into a new family $Y = g(X)$, where $g(')$ is chosen so that all members of $Y$ have approximately the same variance.

This expression can be derived as

$$g(X) = \int_X^{X'} \frac{dX}{D(r)}$$

for values of $X$ in the range of $\mu_X$, where the notation denotes any anti-derivative of $1/D(r)$, evaluated at $X$.

3. Exact Variance-Stabilizing Transforms for Exponential and Rayleigh Variables

Equation (1) supplies an approximate, though rather general, solution to the problem. For exponential and Rayleigh families, the variance is proportional to the mean squared, so that Eq. (1) yields a scaled logarithmic transform. The above argument thus implies that if the natural
logarithm can be approximated over the interval \((0, \infty)\) by a two-term Taylor series—obviously a poor approximation—then log-transformed exponential and Rayleigh families will exhibit approximately stabilized variance.

As it turns out, the variance in these two cases is exactly stabilized, notwithstanding the argument's poor approximation. This can be shown by applying standard statistical manipulations, yielding several less standard integrals.

As a check of these calculations, probability densities for representative random variables belonging to the families discussed above are plotted. Densities of six exponential random variables, having an evident diversity of variances, are plotted in Fig. 1(a). These six, when transformed by \(Y = \ln X\), yield the densities of Fig. 1(b). Similarly, densities of six Rayleigh random variables are plotted in Fig. 2(a). Applying the transformation \(Y = (\pi/(4-\pi))^{1/2} \ln X\) yields the densities of Fig. 2(b). Visual inspection leads to the same conclusion in each case: both transforms, so far as the eye can discern, exactly stabilize variance. This is in agreement with the analytical results we have obtained.

4. Conclusion -- With the aid of variance-stabilizing transforms, images degraded by signal-dependent noise can be processed using techniques devised for the more familiar case of additive, signal-independent noise. However, few exact variance-stabilizing transforms are known. For the exponential and Rayleigh processes, the logarithmic transform was shown to exactly stabilize variance. In image processing, these two special cases alone have important applications. Outside optics, variance-stabilization of the Weibull family is expected to find use in analyses of waiting times, particle dimensions, and weakest-link failure times.

This research was supported also by the National Science Foundation ERC under contract CDR-84-21402.
Fig. 1. Probability Density Functions of (a) Exponential and (b) Transformed Exponential Random Variables.
Fig. 1. Probability Density Functions of (a) Exponential and (b) Transformed Exponential Random Variables.
Fig. 2. Probability Density Functions of (a) Rayleigh and (b) Transformed Rayleigh Random Variables.
Fig. 2. Probability Density Functions of (a) Rayleigh and (b) Transformed Rayleigh Random Variables.


(24) cf. Eq. (17) of Ref. 20 with parameter s=0.


II. PHYSICAL AND PHOTOCHEMICAL PROPERTIES OF ELECTRONIC MATERIALS

A. MASKLESS PROJECTION OF ETCHING OF GaAs USING EXCIMER LASER
PHOTOCHEMISTRY

(P. Brewer, R.M. Osgood)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: R. Osgood (212)280-4462)

In our previous report, gas-phase photochemistry with excimer lasers had
shown to be a useful method for the dry etching of elemental and compound
semiconductors. The technique can be rapid and anisotropic with little or
no surface damage. Since the approach is based on volumetric production of
reactive species with concomitant gas-phase diffusion to the surface,
previous results have been based on the use of contact or proximity masking
for pattern transfer.

In this report, we describe projection dry-etching of GaAs with an ArF
excimer laser and HBr precursor gas. Using a gas-phase, photochemically
initiated mechanism which is enhanced by surface illumination from the laser,
local confined etching is achieved. This approach is in contrast to
previously reported laser projection etching of thin films, in which the
etching is caused by direct substrate (thermal or electronic) excitation
followed by ablation. In addition to Ref. 3, projection etching has been
alluded to in talks by Horike at Toshiba and by various IBM researchers. For
delicate materials, such as compound semiconductors, ablative etching tends
to create surface defects by changing surface composition through
nonstoichiometric evaporation. Here we will concentrate on describing some
of the physical and chemical considerations for pattern transfer by excimer
laser projection dry-etching of GaAs.

One prerequisite for producing high-resolution microstructures when
using a gas-phase is that the photochemically initiated process is to use a
precursor gas with no spontaneous or dark etch rate. HBr has been shown to
have no spontaneous or dark etch rate with GaAs in the temperature range
Our etching mechanism in the HBr/GaAs system is based on the photodissociation of HBr at 193 nm to produce reactive bromine atoms. Bromine atoms have been shown to have twice the etch rate with GaAs as compared with molecular bromine.

The experimental set-up for the present experiments used a repetitively-pulsed (1-100 Hz) ArF excimer laser at 193 nm with 10% pulse-to-pulse, power variation. The laser output could be imaged using a 1:1 single-lens system (N.A. = 0.33) or a Schwarzschild reflector (N.A. = 1.25, x 36) directly onto the GaAs (100) substrate housed in a stainless steel, 4-window cell. The cell is diffusion pumped and gases flow through the cell at 0.3 - 1.0 Torr/sec., thus insuring that only nascent dissociation products are in the cell. The GaAs substrates are fixed to a nickle-plated, copper holder which was resistively heated to 60°C. The samples were cleaned by a standard chemical washing procedure and dried with nitrogen before each experiment. Etch depths and etching rates were measured by means of a mechanical stylus, and etching morphology was studied by scanning electron microscopy (SEM).

We have investigated the effect of using several buffer gases on process spatial resolution and on etch rate in order to understand the physical mechanisms involved in these two etch characteristics. From a pattern-transfer point-of-view, the main goal in adding buffer gas is to limit the lateral diffusion of gas-phase reactants. Fig. 1B shows an example of high-resolution microstructures produced by this process under the following experimental conditions: (HBr:500 mTorr, H₂:10 Torr, and GaAs (100) heated to 60°C. These microstructures have resolution comparable to the laser-beam projected image. Two classes of buffer gases were added for linewidth confinement: nonreactive (physical quencher i.e., Argon) and reactive (chemical quencher i.e., ethylene). The effect of the addition of buffer gas on the linewidth, as shown in Fig. 2, is to enhance the resolution of the image until its optical limit is reached. The confinement by the buffer gases appears to stem from reduction of the mean free path of the reactants by physical collisions or chemical reactions. If one plots, for example, a simple linewidth curve based on the form \( w_0 + 2\lambda \), where \( w_0 \) is
Figure 1: Comparison of resolution of etched features in GaAs with (b) and without (a) the addition of buffer gas.
Figure 2: Measurement of the linewidth of projected etched lines as a function of three different gases at 20 mJ/cm².
is the optically determined laser-beam image size on the sample, and \( \lambda \) is the gas-phase mean free path (based on kinetic data) for a given precursor/buffer gas pressure combination, one obtains curves of approximately the same functional form; however, the experimental data have consistently smaller linewidths by \( \sim 5 \) times.

The GaAs etch rate, shown in Fig. 3 for the case of Ar buffer gas, also obeys nearly a \( 1/p \) dependence with increasing buffer gas pressure, \( p \). This form is consistent with the limiting of the laser-produced reactive volume by a factor proportional to a mean free path above the surface determined by the precursor/buffer gas pressure.

We believe that the physical basis for Fig. 2 and Fig. 3 is directly tied to the dynamics of the pulsed-photochemistry which the excimer laser initiates in combination with high-order, gas-surface reaction kinetics. However, in the following discussion, we will first discuss several other phenomena which might, at first, be thought to explain the observed data.

Some general laser-surface interactions which are known to occur during laser initiated etching are pulsed-laser heating,\(^6\) photo-induced carrier generation,\(^7\) and ablative adlayer removal.\(^8\) These processes involving laser-substrate interactions, however, cannot contribute to the overall line-width resolution or etch-rate dependence on buffer-gas pressure. For example, in our experiments, the region of sample under illumination reaches a local maximum surface temperature of \( <150^\circ \) (lower temperatures are more typical), which subsides to one half of its value after 20 nsec.\(^2\) This temperature rise might at first be thought to enhance significantly the local etch rate; however, the spatial resolution of the process is not in accord with a surface phenomenon. In particular, the expected lateral spatial spread in all of these laser-surface interactions (i.e., heating, electron-hole formation, ablation) are also either confined to below 1 \( \mu \)m or take on the laser image size and should not be dependent on buffer gas pressure. Thus, although surface driven laser-initiated etching reactions are known to occur,\(^1,2,7\) they would not lead to the line-width resolution seen in our experiments.

Insofar as the gas-phase photochemistry is concerned, etching by excited-state bromine atoms might, in principle, exhibit behavior dependent
Figure 3: Measurement of feature etch rate as a function of argon buffer gas pressure.
on the type and pressure of the buffer gas added. Note that the translational temperature of the photogenerated bromine atoms is insignificant. However, for the case of electronic deexcitation of bromine atoms, it is known that H\textsubscript{2} and Ar have drastically different cross sections\textsuperscript{(9)} for quenching Br; as a result, one would expect that the effect of adding argon or H\textsubscript{2} gas would be quite different. In fact, however, the line-width dependence with pressure of the nonreactive buffer gases Ar and H\textsubscript{2} is the same. As a result, electronically excited Br is not responsible for the behavior shown in Figs. 2 and 3.

One mechanism which does fit the observed line-width and etch-rate dependence on buffer gas pressure is a dynamic effect caused by high order, gas-surface reaction kinetics, in conjunction with the pulsed-photochemistry produced by the excimer laser. In particular, we have previously shown that the products of the reactions between GaAs and bromine atoms are primarily GaBr\textsubscript{3} and AsBr\textsubscript{3}\textsuperscript{(2,4)}. Thus an overall reaction scheme can be written:

\[
X + 3\text{Br} \longrightarrow X\text{Br}_3
\]

Where X is a surface atom Ga or As. Assuming the following possible step-wise bromination reactions with the surface,

\[
\begin{align*}
X + \text{Br} & \longrightarrow X\text{Br} \\
X\text{Br} + \text{Br} & \longrightarrow X\text{Br}_2 \\
X\text{Br}_2 + \text{Br} & \longrightarrow X\text{Br}_3 \\
X\text{Br}_3 & \text{(surface)} \longrightarrow X\text{Br}_3 \text{(gas)}
\end{align*}
\]

a third order kinetic reaction can be written for the etch rate:

\[
R \longrightarrow K[X][\text{Br}]^3 \tag{1}
\]

Note that where K is an overall rate constant for the process, the reaction is nonlinear in radical atom flux, J, which means that surface regions which encounter a high atom flux are etched much faster than the low-concentration regions. For the above scheme, \( R \sim J^3 \) at low levels of bromine atom flux.
Although the detailed mathematical model is complex for the geometries used in our experiment, it is straightforward to show that the surface atom impingement has a fast high intensity transient component followed by a slow, low-intensity decay. (11) Because of the nonlinearity in the reaction rate alluded to above, this pulsed behavior causes the surface reaction rate to be concentrated immediately following the laser pulse. The duration of the initial high intensity pulse of Br atoms hitting the surface is approximately of duration $t_0$, where

$$t_0 \sim \frac{\lambda}{v}$$

where $\lambda$ is the atom mean free path and $v$ is the near-thermal velocity of the surface atoms.

In other words, initially the laser beam photodissociates HBr molecules, forming imaged vertical slabs of bromine radicals reaching down to the surface. In a very short time, the bromine radicals within one mean free path move ballistically (10) to the surface with the probability of reaching the surface determined from their position above the surface. The radical flux will be highest in the vicinity of the intersection of the imaged slab and the surface. This nondiffusional flux will give the maximum radical concentration on the surface for all times and, as a result, the radical population close to the surface will then be depleted due to surface reactions and spreading of the gas phase slabs. The combined effects of the rapidly decreasing radical flux with time and the nonlinear reaction kinetics on the surface cause only the earlier portion of the integrated flux to be recorded.

Both the experimental line-width and etch-rate dependencies on buffer-gas pressure can be explained by the above model. The lateral spread of the radical flux on the surface is limited to that due to the atom motion, turning to nearly one mean free path. For the case where the mean free path is larger than the optically-defined feature size, the feature resolution will be blurred by an amount $\sim 1/p^n$ where $p$ is the buffer gas pressure. The exponent $n$ is a coefficient which is appropriate for the order of the reaction being examined. This general behavior is seen in Fig. 1 and 2.
The inverse relationship between the etch rate and buffer gas pressure is a result of the fact that the buffer gas limits the height of the early peaked contribution of the radicals above the surface. By integrating the surface flux with time, it can be shown that the etch rate \( R \sim 1/p^n \), again in general agreement with observed data.

In conclusion, we have demonstrated for the first time projection dry-etching of GaAs using an ArF excimer laser and the HBr precursor gas. Line-width resolution down to the optical limit (4 \( \mu \)m) was achieved through the addition of the buffer gases (\( \text{H}_2 \), \( \text{Ar} \), and \( \text{C}_2\text{H}_4 \)). The line-resolution and the etch-rate dependencies as a function of buffer gas pressure reveal that the mechanism is related to nonlinear gas-surface reaction kinetics, together with the pulsed-photochemistry produced by the excimer laser. Currently we are investigating further the gas dynamics and surface chemistry involved in this technologically important etching process.

The authors would like to thank Lee Chen of IBM for assistance in apparatus design. This research was also supported by the Air Force of Scientific Research/DARPA under Grant F-49620-84-K-0022 and Army Research Office under Contract DAAG29-85-K-0010.


(10) Note that another gas-phase process which might be thought to contribute to spatial localization in gas-phase recombination of Br and H or Br. This process takes many collisions and cannot contribute to our results.
B. CHEMICAL PHYSICS OF INTERFACE REACTIONS

(P. Brewer, C. Yu, H.H. Gilgen, R.M. Osgood)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator: R. Osgood (212)280-4462)

This work unit is concerned with examination of the basic physics of material removal (etching) reactions at interfaces. The research not only supports the photon-assisted drying etching work of Part A above, but it is also valuable in its own right for understanding and observing new physical phenomena occurring at interfaces, one of the most critical areas of modern electron device and IC technology. At Columbia we have made very important advances in increasing our basic research capability in the area of interface diagnostics and instrumentation. In particular, we have almost completed constructing a time-of-flight apparatus for observing photon-induced surface reactions and we have set up a UHV surface analysis system for observing changes in surface stoichiometry and structure. In addition, we have increased our research on understanding of the physics for light-guided reactions on semiconductor surfaces.

1. Time of Flight System for Analysis of the Fundamental Chemistry of Laser-Induced Reactions — We have recently begun construction of a high-vacuum to UHV time-of-flight measurement system with time resolution of 10 nsec. The system also has an auxiliary unit that can carry out high pressure (1 u-Torr to 100 Torr) etching processes. A schematic is shown in Fig. 1. The purpose of this system is to determine the GaAs/HBr etching mechanism, the energy distribution functions of the etch product desorbing from the surface adlayer in the GaAs/HBr system, and to determine the cause of crystallographic etching in this system.

Time-resolved, laser-induced, surface mass spectroscopy requires high time resolution and a good signal-to-noise ratio. We have purchased an Extra Nuclear C-50 quadrupole mass spectrometer with 10-nsec response time. The
Figure 1: Schematic of time-of-flight measuring system.
time-resolved mass signal is then digitized with a LeCroy built CAMAC system, averaged and recorded on an IBM/AT. The LeCroy TR8818/MM8103A transient digitizer can handle signals up to 100 MHz and has 32K x 8 bit buffer memory. Digitized signal averaging and recording is done in the IBM/AT computer. We have also purchased a discriminator, LeCroy 821, and multichannel, Scalar 352A 100 MHz, as a multichannel analyzer for the desorbed species emission and mass spectrum. The emission detection can together give a positive species identification. So far, the computer - CAMAC interface has been tested and the CAMAC is ready to receive signal from the C-50 mass spectrometer.

The vacuum system (Fig. 1) consists of the main chamber, mass spectrometer chamber, molecular beam chamber and auxiliary chamber. The main chamber is where the laser-surface interaction takes place. The mass spectrometer chamber is backed by a cryopump and the mass spectrometer ionizer head is cooled and further pumped by an apertured liquid nitrogen shroud to decrease the noise. The pulsed molecular beam source doses the sample surface with high density and monoenergetic parent gases, and radicals can be generated right at the surface when synchronized with a photodissociating laser pulse. The beam machine is designed to produce a beam waist of 5 mm at the sample surface. The Newport Research electromagnetic valve driver can produce a nozzle-emission duration as short as 100-μsec pulse. The auxiliary pumping system (i) roughs all systems from atmosphere to 5 mtorr, (ii) roughs the mass spectrometer and cryopump to below 10⁻⁶ torr, (iii) acts as a high vacuum back-up to all systems in the event of emergency and cold trap pumping, (iv) serves to allow low vacuum to UHV pumping for the fabrication process chamber which is an entirely LF flanged constructed cell for etching and deposition with the presence of ambient gas, and (v) provides main-chamber-sample load-lock vacuum and high vacuum pumping. So far, the main chamber, mass spectrometer chamber, and the molecular chamber are being assembled in our lab.

In the next month time period, all vacuum system are expected to be leak checked; the fabrication process chamber is then expected to be completed. All electronics including the CAMAC crate and computer are expected to be lab mounted. After pump down is achieved, the molecular beam will be calibrated.
for mean speed and velocity profile. During this time, the CAMAC/PC waveform processor will be run with a simulation input signal.

In two months time, radicals are expected to be generated at the sample surface and the C-50 is expected to analyze simple, vacuum-ABLATION, surface-desorption products for calibration.

2. Surface Analysis System -- As part of a recent DoD equipment grant, we have recently purchased and setup a surface analysis system for use by members of the Radiation Laboratory and Microelectronics Sciences Laboratories. The system, made by Leybold Heraeus, was received in September, 1985. Within a few weeks it had already been used to analyze the surface chemistry observed in ultraviolet laser-induced oxidation of GaAs. A very important partner in setting up this research apparatus was the IBM Corporation which, through the auspices of Dr. Daniel Grischowsky, a former Radiation Laboratory student, contributed a Post-Doctoral Fellowship for the person involved in the research on the apparatus.

The UHV machine, which is the first surface analysis system for solid-state research, is equipped for ESCA, Auger, and ISS analysis. In addition, it comes with a load lock system for easy sample insertion, and is equipped with a partial leed analyzer system.

This surface analysis system was first used to characterize the gallium arsenide surface oxidized by ultraviolet light in deionized water. In Fig. 2, X-ray photoelectronspectroscopy (XPS) reveals the change of chemical bonding on the gallium arsenide surface after etching. The decrease of the kinetic energy of the 2P \( \frac{3}{2} \) and 3d peaks (about 3 eV for arsenic and 1 eV for gallium) indicate the formation of \( \text{Ga}_2\text{O}_3 \) and \( \text{As}_2\text{O}_3 \) during the oxidation process. The drastic decrease of arsenic peak intensity also shows the effective removal of arsenic oxide by water.

Auger electron spectra (AES), shown in Fig. 3, were used to monitor the evolution of surface composition as the etched gallium arsenide surface was sputtered with argon ions. The oxide concentration is about 40\% on the surface (normalized to the relative sensitivity) and decreases as a function of depth (sputtering time). On the other hand, arsenic concentration is less than 10\% on the surface and increases as probing goes deeper into the
Figure 2: Photoelectron spectra of virgin (upper) and etched (lower) gallium arsenide surfaces. The aluminum K-α-line was used as the excitation source.
Figure 3: Evolution of the Auger electron spectra of etched gallium arsenide surface when sputtered with 3kV argon ions of 1.5 μA/cm² at 10 min. intervals.
surface. The GaAs stoichiometry is finally restored at the depth of c.a. 500 Å.

Incorporation of this surface analysis system with a laser-surface etching system currently under construction has been conceived. Once realized, surface characterization and/or diagnosis can be made right after the surface is prepared and transferred to the analysis chamber without breaking the vacuum.

Work is also being done on analyzing ion-beam-assisted oxidation of silicon — a project directed by Professor Fossum.

3. Optical Mechanism of UV Light-Induced Aqueous Etching of Semiconductors — The etching process of various types of semiconductors, including Gallium Arsenide, Silicon, and Indium Phosphide, has been studied and characterized in previously reported work. In particular, both visible and ultraviolet light have been used with a variety of dilute etching solutions (typically nitric acid and water) to etch the semiconductors. The energy of the incident photons are absorbed by the surface and can access various energy levels in the solution to foster an oxidation-reduction reaction necessary for etching. Due to various novel optical properties of UV interaction with a semiconductor, via-holes and slits with vertical walls have been fabricated in GaAs. Visible light, however, contains other chemical interactions causing more difficulties in fabricating such structures. In this report we explain the fundamental reasons for achieving such UV anisotropic features.

Figure 4 shows typical profiles of via holes and slits etched through a GaAs wafer. The slits were etched by scanning the wafer perpendicular to the axis of the laser. In all experiments, the laser beam was focused such that the beam waist was on the front of the semiconductor wafer. The entrance of the etched structures is well defined and the surrounding area is undisturbed. Another distinct characteristic of these etchings is their smooth and vertical walls. The etch width, typically 2-3 μm, remains constant even after the depth becomes larger than the confocal parameter. The via holes (and slits) under consideration, however, do not follow one's intuition. Since these vias are created using a Gaussian beam, one would
Figure 4: Electron Micrograph of Laser-Etched Microstructures.
think their profiles should also look Gaussian. Absent from the vias shown are the Gaussian wings. Vertical walls and a gradual widening of the hole cannot be predicted by a simple Gaussian shape only. The formation of this anisotropic feature of vertical walls can be modeled and calculated based on a ray optics rather than a wave approach. This reasoning is valid since diffraction effects are not dominant for the depths and wavelengths under consideration here. Also note that the entrance to the via is smooth and not a sharp transition. This would be more representative of a “soft” aperture which tends to inhibit diffraction effects inside the structures.

As each ray of the laser beam strikes the surface, it etches away part of the feature. We assume that the etch rate is linearly dependent on laser intensity absorbed by the surface. The model includes three very important angle-dependent terms: reflectivity (absorption), incident power flux, and etching directionality. As the beam hits the surface, some power is reflected and the rest is absorbed. As the via evolves in profile, the local reflection, and therefore the absorbed power in the surface as well, changes due to incident angle. The correct reflectivity is obtained from a modified version of the Fresnel equations, considering that GaAs, as with many semiconductors in the ultraviolet, looks like a lossy, metal-like material. The surface angle is given by

\[ \theta (z,r,t) = \tan \left( \frac{dz(t)}{dr(t)} \right) \] (1)

where \( Z(t) \) and \( r(t) \) are, respectively, the time dependent vertical and radial coordinates of the etched relief. The two components of the local interface velocity of removal (etch rate) are given by:

\[ \frac{dz}{dt} = \exp \left( -r^2 \right) \left( 1 - R(\theta) \cos \theta \right) \cos \theta \] (2)
\[ \frac{dr}{dt} = \exp \left( -r^2 \right) \left( 1 - R(\theta) \right) \cos \theta \sin \theta \] (3)

where \( \exp [-r^2] \) represents the incident Gaussian beam and \( 1-R(\theta) \) is the local absorption. The \( \cos \theta \) term in each equation represents the change in incident power deposited on the surface due to the surface tilt. The last two equations represent the directionality of etching with surface tilt. The
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etching is always perpendicular to the plane of the surface. Note that all three angularly dependent terms decrease with wall steepening, while the deviation from the Gaussian shape (Z and r motion of etching) favors the steeper angle.

The above model will not produce via-holes with vertical walls, clipped wings, and gradual widening. As the via develops into a waveguide, light begins to be trapped inside and undergoes internal reflections even in a shallow hole. Due to the Fresnel equations, there is still enough power reflected off of one portion of the feature to again strikes a different portion of the surface. This first internal reflection, or second strike, will contribute to the etching process of the features. The third strike will, however, be much less important since most of the incident power is already absorbed.

An analysis of experimental results is that during the very initial stages of formation of a via hole with a Gaussian beam, the hole follows the intensity distribution and looks almost Gaussian. Further, as seen in the sequence of the electron micrographs of Fig. 5, the initial etch profile should be independent of power as long as the assumption of linearly dependent power etching is valid.

Results of the initial formation of the via from the mathematical model are shown in Fig. 6. In the beginning stages, the hole looks Gaussian since the angularly dependent terms are inconsequential to radial etching. As the hole develops, angularly dependent terms and the second strike become important to cause the hole to deviate from the Gaussian shape. The initial laser strike only as compared to the inclusion of the second strike is depicted in Fig. 7. It is the second strike which really tends to make the walls vertical and which widens up the hole. The power profile of just the second strike is shown in Fig. 8. This shows a certain lensing action by the hole, increasing the power on the bottom of the hole and thereby widening it. A developed via produced by the model is shown in Fig. 9. All the model figures shown display an overall appearance that is in agreement with an actual via. Eventually, portions of the side walls becomes sloped to such a glancing angle that the laser light from the first strike is completely reflected. Also, when the hole is deep enough, the second strike from the
bottom doesn't effect the shallower parts of the wall. Wall erosion, therefore, eventually stops. The incident beam is then optically guided through the hole, while vertical etching continues at the bottom.

A limitation of the model is that the observed diameter of the hole varies with laser power, narrowing with low power and widening up with higher power. This would tend to indicate some weakly nonlinear etching of the hole with incident power. In all cases, however, the overall profile of the shape of the hole is well described by the existing model.

This research was also supported by the Air Force of Scientific Research/DARPA under Grant F-49620-84-K-0022 and Army Research Office under Contract DAAG29-85-K-0210.
LASER-CONTROLLED AQUEOUS ETCHING OF GaAs

INITIAL ETCH PROFILES FOR DIFFERENT LASER INTENSITIES

- 4 W/cm² for 4 sec
- 1 W/cm² for 20 sec
- 0.5 W/cm² for 45 sec
- 0.05 W/cm² for 2 min 20 sec

Figure 5: Initial Profiles of Laser-Etched Vias.
Figure 6: Calculated Profile of Laser-Etched Via.
EFFECT OF INTERNALLY REFLECTED LIGHT ON WAVEGUIDE FORMS

--- INCIDENT LIGHT ONLY
--- INCIDENT AND FIRST INTERNAL REFLECTION

Figure 7: Effect of Internally Reflected Light on Laser-Etched Vias.
Figure 8: Absorbed Power for Internally Reflected Light (calculated).
Figure 9: Calculated Profile of Deeply Etched Via.
C. ELECTRONIC STATES AT SILICIDE-SILICON INTERFACES

(E. Yang, H.L. Evans, X. Wu, P.S. Ho)
(JSEP work unit 3, 1985 - 1988)
(Principal Investigator: E. Yang (212) 280-3120)

Ever since Bardeen proposed the surface state model\(^1\) as the basis of Fermi level pinning at metal-semiconductor interfaces, the existence and nature of interface states have become the central issues for understanding Schottky barrier formation. Many early studies have focused on systems with weak metal/silicon interaction where the existence of interface states in the bandgap has often been attributed to metal penetration into the semiconductor.\(^2\) In the past several years, the development of microanalytical techniques has advanced significantly our understanding of the microscopic nature of the interface. It has been found that the interaction at the metal/semiconductor interface is generally not weak and reactions frequently occur, resulting in atomistic changes of the layer, e.g. compound formation, defect generation and interatomic mixing.\(^3\) These phenomena modify the stoichiometry, atomic environment and microstructure of the interface. Thus it is important not only to measure interface states, but also to understand how they are affected by interfacial reactions.

Among the metal-semiconductor interfaces, the silicide-silicon interface is characterized by a strong chemical reactivity between the transition metal and silicon atoms. In the past 3-4 years, the chemical and structural characteristics of this interface have been extensively investigated.\(^3\) It is known that silicide formation dominates the interfacial chemistry and the interface is structurally abrupt but contains defects such as atomic steps and misfit dislocations. The Schottky barrier was found to be a true interface property and its nature can be classified to be extrinsic or intrinsic, depending on the extent of the reaction.\(^7\) Particularly interesting is the NiSi\(_2\)-Si(111) interface, where a difference of 0.14 eV in barrier height has been reported for the twin epitaxial (A and B type) interfaces.\(^8\) A later study found, however, that these two interfaces have
similar barrier height although both exceed the mixed type by about 0.14 eV.\(^{(9)}\) It was suggested that the barrier height is determined primarily by the degree of perfection of the interface instead of the specific type of epitaxy.

In spite of the progress, the central issue regarding the nature of the interface states at the silicide-silicon interface remains unresolved. The difficulty lies in the fact that the analytical techniques used so far are primarily surface electron spectroscopies which do not have the required sensitivity and energy resolution (<0.1 eV) to detect the presence of interface states of an amount (about \(10^{13}\) states/cm\(^2\)) sufficient to pin the Fermi level \(E_F\). This is illustrated by the Auger study of the Pd-Si-Si interface\(^{(10)}\) where interface valence states of Si were observed and their position appears to be below \(E_F\). However, these states cannot be accurately measured to assess their role in determining the electrical properties of the interface.

To measure the interface states, electrical techniques designed specifically for metal-semiconductor contact are required. For this purpose, we have developed a capacitance spectroscopy technique\(^{(11)}\) and have used it to study a number of silicide-silicon interfaces. Measurement of device capacitance is a major, nondestructive electrical technique for obtaining information on impurity concentrations and trap levels in semiconductor devices. When a trap level charges and discharges under the influence of an applied small-signal voltage, there is a contribution to the device capacitance. Various modifications of this basic principle have arisen (deep level transient spectroscopy, capacitance voltage profiling, photocapacitance, etc.) in order to isolate the effects of traps in different regions of the semiconductor or at different energy levels. One such modification as implemented by Nicollian and Geotzberger\(^{(12)}\) is routinely used to characterize the oxide-semiconductor interface in metal-oxide-semiconductor (MOS) structures. Basically this technique involves sweeping the Fermi level past the interface state energy level so that the trap state changes occupancy and contributes to the capacitance and conductance of the structure. When one attempts to apply the same theory and procedure to metal-semiconductor (MS) contacts, however, results are much harder to
The major difficulty in applying the MOS technique to the MS structure is that the majority-carrier Fermi level must be swept through the band gap in order to obtain information about interface levels in the band gap. This means that the MS structure must be in the forward-biased regime. In the MOS structure the large energy barriers presented by the oxide inhibit current flow from the silicon to the gate. There is essentially no current flow and aside from the conductance due to the interface states, there is negligible real component of the admittance. In the forward-biased Schottky diode, on the other hand, there is a huge conductance due to the thermionic emission of carriers from the semiconductor to the metal. This huge real component, \( \text{G}_p \), overwhelms the imaginary capacitive component, \( \omega \text{C}_p \), making measurements extremely difficult. Indeed, for low-frequency measurements, values of \( \text{G}_p \) are commonly \( 10^2-10^4 \) times as large as \( \omega \text{C}_p \). Usual methods of separating the two components by simply tuning the phase of a phase sensitive detector without the device in place, do not give the required accuracy for full deconvolution. Another method, developed by Barret and Vapaille, using a bridge to null the real component and then measuring the imaginary component, is extremely tedious and requires much time and adjustment for each data point. The technique described below is much simpler to apply and requires relatively little modification of already existing reverse bias measuring apparatus.

In Fig. 1 is shown the apparatus for implementing accurate phase forward bias capacitance measurement. The diode is represented by the small-signal conductance \( \text{G}_p \) in parallel with the small-signal capacitance \( \text{C}_p \). \( \text{G}_p \) has contributions from both the interface states and the forward-biased current while \( \text{C}_p \) is composed mainly of interface state capacitance. To set the phase and ensure that it is set correctly, a parallel test resistor of reasonably large conductance is placed in the circuit. If the phase is incorrectly set and a test resistor is placed between A and B in parallel with \( \text{C}_p \), the measured value of \( \text{C}_p \) will change. However, if the phase is perfectly set, no pure conductance between A and B will influence the measurement of \( \text{C}_p \). To correctly set the phase, measurements of \( \text{C}_p \) are made at a given bias and small-signal level with and without the test resistor. The phase is tuned
Figure 1: Accurate Phase Capacitance Spectroscopy
until both measurements are equal.

In our experiment, n-type (111) silicon samples were chemically or UHV cleaned before metal evaporation, and an aluminum back contact was provided. The UHV cleaning was carried out by several heating steps and a flash to 1100°C for a few seconds. The barrier height was measured using I-V (in-situ) and photoresponse techniques. The interface state measurement was made outside the vacuum system by carrying out capacitance versus voltage scans as a function of temperature and frequency (from 20 Hz to 3 kHz).

The results obtained for a chemically cleaned Pd₂Si/Si diode at 100 Hz are shown in Fig. 2. The validity of this new technique is demonstrated in the figure. The variation of both conductance (Gp) and capacitance (ωCp) with voltage as determined using the accurate phase procedure is shown. The difference between the two components is clear even though the real component is more than three order of magnitude larger than the imaginary component. (Note the sensitivity of the capacitance curve is 4000 times that of the conductance curve). If the phase is incorrectly determined, the results are shown in Fig. 3. Here, computer simulation of phase errors as small as 0.1° shows how the identity of the capacitance component is lost in the huge conductance. Depending on the magnitude of the phase error, the incorrect capacitance curve has a shape between that of the conductance and the true capacitance curve. (Again, the sensitivity of the capacitance curve is 4000 times that of the conductance curves.) Thus, the phase tuning must be done extremely carefully. However, once the setting is determined at a given frequency, voltage and temperature scans can be made without any readjustment. This is in contrast to the Barret method where adjustments have to be made for each new value of voltage or temperature.

The data resulting from the accurate phase capacitance spectroscopy (APCS) measurement require certain adjustment before it can be strictly interpreted. This is due to a nonlinear effect in the lock-in amplifier when the signal level is too high. As can be seen in Fig. 2, at the higher values of dc bias, the capacitance curve rises and is not symmetrical with the low voltage regime. This nonlinearity arises because of the need to use sensitivity ranges to measure the capacitance which are far below those required to handle the real current component caused by the increasing
Figure 2: Conductance (G) and capacitance (ωC) for Pd-nSi diode at 104 Hz. Capacitance scale is 4000 times as sensitive as the conductance scale.
Figure 3: $f = 104$ Hz: a) conductance, b) accurately measured capacitance ($\omega C$), c) simulated capacitance ($\omega C$) with $0.1^\circ$ phase error. The capacitance scales are 4000 times more sensitive than the conductance scale.
conductance. If the diode is removed and replaced by a variable resistor, it is found that the capacitance measured is as shown in Fig. 4. As the variable resistor is decreased beyond a certain value, the measured capacitance deviates from zero. By carefully inspecting Fig. 2 and 4, it is noted that the conductance needed to cause the deviation from zero in Fig. 4 is the same as the device conductance at which the capacitance curve in Fig. 2 begins to rise. Thus a set of curves similar to Fig. 4 made for different sensitivity readings of the lock-in can be used to calibrate the APCS measurement. Such a calibration is shown by the dashed line in Fig. 2. It is important to note that the test resistor used for phase determination should not be small enough to cause the lock-in to enter its nonlinear regime when placed in parallel with the device conductance.

The capacitance curve at room temperature shows a distinct peak at 0.27 U for the as deposited interface. The data obtained at other frequencies and temperatures indicate that a single time-constant model involving charge exchange only with the majority carrier band is inadequate to describe the diode behavior. Nor can the density of states be calculated exactly since the quasi-Fermi level is not flat at high bias. While studies are in progress to evaluate the density and distribution of the interface states from the temperature and frequency data, we can estimate the number of charge states from the peak capacitance at low frequency. For the Pd₂Si/Si interface, the data at 100Hz correspond to a total density of states of about 10¹³ per cm⁻².

The effect of silicide formation on the interface states can be observed from their annealing behavior shown in Fig. 5. The annealing condition, 250°C for 30 min., was chosen to convert the as-deposited interface into a well-reacted Pd₂Si/Si interface. After annealing, the total density of states decreases by a factor of about three while its distribution is significantly sharpened. In addition, the spectral peak shifts down by 30 mV, which corresponds to the change observed in the barrier height.

The behavior of the states observed for an UHV interface before and after annealing (Fig. 6) is similar to the chemically cleaned interface. Comparable reduction in the total density (4x) and down shift of peak position (45 mV) were observed and the latter correlates to the change from
Figure 4: Capacitance measured using a variable resistor as the test device.
Figure 5: Conductance $G$ and Capacitance $C$ spectra observed from a chemically cleaned $\text{Pd}_2\text{Si}/\text{nSi}$ Schottky contact before and after annealing at 250°C as a function of frequency and forward-bias voltage. Note the different scales for $G$ and $C$. 
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0.78 to 0.73 eV in the barrier height. The observed behavior demonstrates the true interface nature of these states. For the as-deposited case, the interface contains extrinsic interface defects, e.g., oxide and contaminants, which give a high density and broad distribution of these states. As the reaction proceeds to establish a more perfect interface, the density of interface states is reduced significantly. Our results show that silicide formation changes two different initial interfaces (chemically cleaned or UHV prepared) to one with essentially the same characteristic states.

More striking correlation of the structural perfection and interface states was observed at the epitaxial Ni silicide interfaces. The capacitance spectra of type A and type B diodes as shown in Fig. 7 indicate that the density of states (DOS) is about the same for the epitaxial diodes. The peak position in forward bias voltage is almost identical in spite of the different crystal orientations. On the other hand, the striking contrast between epitaxial and nonepitaxial interfaces is shown in Fig. 7. The fabrication procedures for these two Schottky barriers were the same except that the annealing temperature for type B' was around 250°C. High resolution TEM showed that the type B' has nonepitaxial growth and the resulting barrier height was 0.65 eV. The type B diode has a barrier height of 0.78 eV and the density of states is 1/6 that of the type B' diode. This is a clear evidence that the number of interface states is higher for nonepitaxial interface than for epitaxial interface. This is the first direct measurement known to us that correlates the interface states with the epitaxial and nonepitaxial structures.

As for the influence of surface contamination, we have investigated the effects of oxygen and carbon on the nickel silicide/silicon system. The experimental data indicate that carbon lowers the peak position in forward voltage but the density of states remains essentially the same. The lower peak position correlates to a lower barrier height as obtained from both I-V and phototresponse measurements. A high dosage of carbon, however, changed the capacitance spectra rather drastically so that we were not able to interpret the data. As for the effect of oxygen, an exposure of 20 L has little influence, but a dosage of 5x10⁹ L (corresponding to about a monolayer coverage of oxygen) moved the capacitance peak and significantly modified the
Figure 6: Observed changes of the capacitance spectra for a UHV cleaned Pd/Si interface.
Figure 7: Capacitance spectra observed for different epitaxial NiSi$_2$-Si(111) interfaces, including A and B single types and a mixed type.
DOS.

We have studied a number of silicide-Si interfaces and found interface states with distribution and characteristics close to those reported here. In general, similar effects of annealing on the distribution and density of the states were observed and the direction and amount of the shift correlate with the change in the barrier height. This seems to be the general trend of the effect of silicide formation on the electrical characteristics of the interface.

In summary, we have observed states existing in the Si bandgap at the silicide-Si interface. Upon annealing, their density and distribution change to reflect a more perfect interface as a result of silicide formation. For the interfaces studied, the shift in the peak position correlates well to the change in the barrier height, indicating that the same group of states is detected. This suggests that these states are associated with the same kind of bonding defects of the silicon atoms at, or very close to, the interface. Furthermore, the observation on the Ni silicides shows that their character is influenced strongly by the degree of perfection of the interface. The nature of such defects remains to be clarified. Although structural defects specific to the interface have been observed by high-resolution TEM for several silicide-silicon systems, including the Pd$_2$Si/Si(111) interface, it is not clear whether such defects can account for the observed states. Recently Si dangling bonds of interfacial vacancies have been proposed to account for Fermi level pinning in silicide-silicon interfaces. It would be very interesting to check whether our results which reveal the empty instead of the occupied states are consistent with this particular model.

This research was also supported by NSF under Grant No. NSF ECS 82-17677 and performed in collaboration with IBM. P.S. Ho is presently at the IBM Watson Research Center.


D. TUNNELING IN A METAL-SEMICONDUCTOR-SEMICONDUCTOR THIN FILM STRUCTURE

(E.S. Yang, Q. Hua D. Yang, G. Yang)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: E. Yang (212)280-3120)

In the past two decades, efforts have been made to explore the potential of the tunnel diode (1) because of its ultra-fast switching speed. By and large, these efforts have not been successful owing to the difficulties in controlling the junction and in finding a fabrication technique to form integrated devices. For these reasons, the study of tunneling structures has been rather limited. Yet, the trend toward smaller and faster devices indicates that the research of tunneling will soon find its way back to "respectability". We report here a tunneling junction that is easily produced at room temperature. The junction characteristics are controllable, and it does not appear to be difficult to make in integrated form. The basic idea is to modify a metal-semiconductor contact by introducing a thin near-intrinsic semiconductor layer between the metal and the bulk semiconductor. The result is a tunneling junction for majority carriers under forward bias. The reverse saturation current is small but not negligible, and the breakdown voltage is quite high. It is shown that a good ohmic contact can be converted into a tunneling rectifier with this technique. Potential applications include MESFETs, tunnel transistors, detectors and integrated circuits. We present here a physical model and obtain some useful device parameters for an Al-aSi-nSi diode. Experimental data are presented to demonstrate the basic features of majority carrier tunneling.

The physical structure and energy band diagram for the thin-film sandwich are shown in Fig. 1a and 1b. We use an intrinsic amorphous silicon film as the tunneling barrier between the metal and the bulk semiconductor. The effective band gap of the a-Si is assumed to be 1.4 eV. (5, 6) Experimentally, the a-Si layer is deposited by electron-beam evaporation, and it has a thickness of less than 40Å. Such a film may very well be a fine-grain poly-silicon, but it is not possible to clearly distinguish its
Figure 1a and 1b: A thin-film M-aSi-nSi tunneling structure (a) with energy band diagrams at thermal equilibrium (b), forward biased (c), and reverse biased (d). The flat band condition at zero bias will be clarified by capacitance data. The band gap of aSi is taken from the literature.
Figure 1c: A thin-film M-aSi-nSi tunneling structure (a) with energy band diagrams at thermal equilibrium (b), forward biased (c), and reverse biased (d). The flat band condition at zero bias will be clarified by capacitance data. The band gap of aSi is taken from the literature.
Figure 1d: A thin-film M-aSi-nSi tunneling structure (a) with energy band diagrams at thermal equilibrium (b), forward biased (c), and reverse biased (d). The flat band condition at zero bias will be clarified by capacitance data. The band gap of aSi is taken from the literature.
structural properties. In the diagram shown, the bulk silicon is described by the flat-band condition. This is obviously an idealized situation, but it turns out to be a reasonable assumption which agrees with the capacitance data to be presented later.

As a positive voltage is applied to the metal side, its Fermi level moves downward to produce a band diagram depicted in Fig. 1c. The intrinsic nature of the interface layer is important here; its high resistivity keeps most of the applied voltage across the a-Si film. The voltage drop across the bulk semiconduction is small because an accumulated layer is formed. Since the bias voltage produced a positive slope in the energy band diagram in the a-Si layer, the resulting interfacial electric field gives rise to a downward band bending in the n-type substrate. The conduction band edge of the a-Si film is clearly above that of the bulk so that the transport of majority carriers would have to be by means of tunneling. Electrons in the conduction band of the substrate may tunnel through the a-Si barrier to reach the metal side. The accumulation of electrons in the substrate next to the aSi-Si interface provides ample supply of carriers for tunneling and, at the metal side of a-Si, there are a large number of available empty states in the metal. Therefore, the current can be described approximately by the MIM tunneling theory derived by Stratton (2) or Simons (3). In the low bias region, the current density is given by (2)

\[ I = I_0 \frac{\pi e^{10kT}}{\sin(\pi e^{10kT})} e^{-b_12V^2} e^{c_10V/2} \]  

(1)

where

\[ I_0 = \frac{120 \times 1.1 \times 10^{-2}}{(c_{10} k)^2} e^{-b_{10}} \]  

(2)

\[ X = b_{10}/2c_{10} \]  

(3)

In the foregoing equations, \( m \) is the electronic mass, \( q \) is the electronic charge, \( k \) is Boltzmann constant, \( T \) is temperature in Kelvin, and the
constants $b_{10}$, $b_{12}$, and $c_{10}$ are coefficients from power series expansions, and $X$ represents the barrier height. Equation (1) describes the current-voltage characteristics of the diode under forward bias.

With a reverse bias voltage, the energy band diagram is shown in Fig. 1d. Here, an upward band bending appears in the bulk silicon in order to satisfy Gauss's law at the aSi-nSi interface. When the biasing voltage is small, the electrons in the metal cannot tunnel through because their energy position corresponds to the forbidden gap in the bulk silicon. As the reverse bias is increased, the band bending in the bulk increases to form a thick depletion layer. Under this condition, electrons in the metal must tunnel through both the amorphous layer and the depletion layer—an unlikely possibility with proper design. Consequently, there is essentially no electron tunneling current in the reverse-bias direction. In the valence band, however, there is no barrier for holes to reach the metal from the substrate. The minority carrier current is limited only by diffusion as holes move from right to left. As a result, a significant reverse saturation current exists in the device. The only way to reduce this reverse current is to increase the doping of the substrate as well as its minority carrier diffusion length. Increase of the impurity concentration will, however, decrease the breakdown voltage.

The fabrication details of the tunnel rectifier have been given in a separate paper. Here, we show the current-voltage characteristics at different temperatures for a typical diode in Fig. 2. The saturation current $I_0$ can be obtained by extrapolating the current to the ordinate as shown in Fig. 2. The slope of the dotted line is $c_{10}/2$. Making use of Eq. (1) at a given voltage, one may calculate $b_{12}$. Substituting values of $I_0$ and $c_{10}$ yields the barrier height. At room temperature, the barrier height was found to be .67eV. This value is larger than the half band gap which is not too far from the assumption of an intrinsic amorphous silicon layer. The thickness of the a-Si layer was deduced to be $36\AA$ which is the same as the measurement from the thickness monitor in the evaporator. The temperature dependence of the barrier height is shown in Fig. 3 where the dots correspond to the data points and the solid line is the theoretical values given by
Figure 2: Forward biased current-voltage characteristics with temperature as a variable. Matching of these curves with Stratton's theory yields the transport parameters, in particular, the barrier height of tunneling.

\[ \ln \Delta = -b_{12} \]

Slope = $C_{10/2}$

- $-20^\circ C$
- $-5^\circ C$
- $+10^\circ C$
- $+25^\circ C$
Figure 3: Temperature dependence of the tunneling barrier height as calculated from data shown in Fig. 2.
It is noted that the barrier height has a temperature coefficient about twice of the silicon forbidden gap.

In Fig. 4, we show the capacitance-voltage characteristic of the diode in reverse bias. Extrapolation of the straight line yields a built-in voltage very close to zero. After testing a number of diodes, it was found that the built-in voltage varied from -15mV to +15mV, indicating that the zero bias condition is very close to the flat-band condition.

The forward I-V characteristics, i.e. the majority carrier current, is insensitive to light. However, the reverse saturation current increases with light intensity similar to an intimate Schottky barrier or p-n junction. This shows that the reverse current is constituted by diffusion limited minority carriers. All these experimental data indicate that the energy band diagram of Fig. 1 is a reasonable representation of the tunnel structure.

It has been demonstrated that a thin amorphous silicon layer can be used as a tunneling barrier between a metal and a silicon substrate. The energy band diagram of the device under different biasing conditions is presented to clarify the carrier transport mechanisms. Within a limited temperature range, the forward current-voltage characteristics follow Stratton's theory of tunneling in an MIM structure. The reverse current is caused by minority-carrier diffusion which is not limited by the interfacial layer. As a result, one can adjust the ratio of the two currents at will. One possible application is in photovoltaic devices where the open-circuit voltage increases when the majority carrier current is reduced; these devices, however, need a high quality interface that is not satisfied by the present fabrication method.

This work was also supported by NSF under Grant No. NSF ECS 82-17677.

Figure 4: Reverse biased capacitance-voltage characteristics showing essentially zero built-in potential. This result supports the flat band assumption used in Fig. 1b. It should be pointed out that direct contact between aluminum and 10 $\Omega \cdot$cm nSi without annealing has a built-in potential greater than 100 mV.
It is noted that the barrier height has a temperature coefficient about twice of the silicon forbidden gap.

In Fig. 4, we show the capacitance-voltage characteristic of the diode in reverse bias. Extrapolation of the straight line yields a built-in voltage very close to zero. After testing a number of diodes, it was found that the built-in voltage varied from $-15\text{mV}$ to $+15\text{mV}$, indicating that the zero bias condition is very close to the flat-band condition.

The forward I-V characteristics, i.e. the majority carrier current, is insensitive to light. However, the reverse saturation current increases with light intensity similar to an intimate Schottky barrier or p-n junction. This shows that the reverse current is constituted by diffusion limited minority carriers. All these experimental data indicate that the energy band diagram of Fig. 1 is a reasonable representation of the tunnel structure.

It has been demonstrated that a thin amorphous silicon layer can be used as a tunneling barrier between a metal and a silicon substrate. The energy band diagram of the device under different biasing conditions is presented to clarify the carrier transport mechanisms. Within a limited temperature range, the forward current-voltage characteristics follow Stratton's theory of tunneling in an MIM structure. The reverse current is caused by minority-carrier diffusion which is not limited by the interfacial layer. As a result, one can adjust the ratio of the two currents at will. One possible application is in photovoltaic devices where the open-circuit voltage increases when the majority carrier current is reduced; these devices, however, need a high quality interface that is not satisfied by the present fabrication method.

This work was also supported by NSF under Grant No. NSF ECS 82-17677.


E. A STUDY OF THE PHOTOVOLTAIC EFFECT OF A SEMICONDUCTION GRAIN BOUNDARY BY A SCANNING LASER BEAM

(J.S. Song and E.S.Yang)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: E.S. Yang (212)280-3120)

Grain boundaries have been known to be the dominant factor governing the electrical transport processes in polycrystalline semiconductor. (1-4) Along the grain boundaries, a large density of distributed interface states is found resulting from dislocations or impurity segregations. (5,6) The charge of interface states produces a potential barrier which impedes majority carrier current flow, thus reducing the mobility and increasing the resistivity. These states also behave as very effective recombination centers lowering the overall minority carrier lifetime and diffusion length. (4,7,8) Among the methods used to measure the grain-boundary parameters (9-13) the application of a laser beam has many advantages. Sample preparation is simple, and the carrier generation and profile are well characterized. Also, a highly focused laser beam allows us to examine an individual grain boundary in a sample containing multiple grains.

In this work we will present a model for the photovoltaic effect of the grain boundary caused by a scanning laser beam, which can be used to measure the diffusion length within the grain and the recombination velocity at the grain boundary.

Let us consider a p-type silicon bicrystal sample with a grain boundary across the whole width. The holes trapped in the interface states of the grain boundary give rise to a potential barrier which impedes the carrier transport. The grain-boundary potential barrier may be represented by the back-to-back Schottky diodes as shown in Fig. 1(a). When excess carriers are produced in one side of the grain boundary by a laser beam [Fig. 1(b)], the potential barrier on that side of the grain boundary is reduced, giving rise to the photovoltaic effect (Fig. 2).
Figure 1(a) and 1(b): Electron energy diagram near the grain boundary in the dark. (b) The geometry of the sample under illumination. The grain boundary and the depletion layers are regarded as a single plane. The shaded area represents a small section of the grain boundary where $V'_D$ is calculated.
Figure 2: Photovoltaic effect of a grain boundary by a scanning laser beam. 
$V_{oc}$ is the open-circuit voltage of the sample under illumination and $x$ is the position of the laser beam.
Assuming a point source of excess carriers generated at \( (X_0,0,0) \), we may solve the following minority carrier continuity equation to obtain the steady-state excess minority carrier concentration:

\[
\frac{\partial \Delta n(x,y,z)}{\partial t} = D_n \nabla^2 [\Delta n(x,y,z)] - \frac{\Delta n(x,y,z)}{\tau_n} - \left( 1 - R \right) \eta \delta(x) - x_n \delta(y) \delta(z).
\]  

(1)

\( D_n \) is the minority carrier diffusion constant, \( \tau_n \) is the minority carrier lifetime, \( \eta \) is the internal quantum efficiency, \( R \) is the reflectivity of the surface, and \( \delta \) is the incident photon rate. This equation may be solved by regarding the grain boundary and the depletion layers as a single plane with a recombination velocity \( s \). The boundary conditions for this problem are deduced from the following assumptions:

(1) The recombination at the free surface is assumed to be negligible:

\[
D_n \left( \frac{\partial \Delta n(x,y,z)}{\partial x} \right)_{y,z=0} = 0
\]

(2) The excess minority carriers at the depletion layer edge on both sides of the grain boundary are the same because the width of the depletion layers is much narrower than the diffusion length, therefore

\[
\Delta n(0^-,y,z) = \Delta n(0^+,y,z)
\]

(3) When the minority carriers cross over the grain boundary, it can be assumed that the recombination takes place only at the grain-boundary interface. The recombination in the depletion layer is negligible because the depletion layer is much narrower than the diffusion length. Therefore, the flux of the minority carriers should be conserved except for the recombination at the interface:

\[
D_n \left( \frac{\partial \Delta n(x,y,z)}{\partial x} \right)_{y,z=0} = \left( \frac{\partial \Delta n(x,y,z)}{\partial x} \right)_{x=0} - D_n \left( \frac{\partial \Delta n(x,y,z)}{\partial x} \right)_{x=0}.
\]  

(4)
Solving the continuity equation with these boundary conditions, the excess carriers reaching the grain boundary can be obtained by the method developed by van Roosebroeck. (14)

\[
\Delta n(0, y, z) = [(1 - R) \eta G / 2 \pi L_0 D_v] \left( e^{-r} / r \right)
- (uL_v / 2D_v) \int_0^\infty [\exp (-isL_v / 2D_v) i] - r_0 \right) dz.
\] (5)

\[ r = \left| x - x_0 \right|^2 - y^2 - z^2 \right|^{1/2} / L_v,
\]

\[ r_0 = \left| x - x_0 \right|^2 - y^2 - z^2 \right|^{1/2} / L_v.
\]

These excess carriers change the probability of occupancy of interface states at the grain boundary and thus the potential barrier of the grain boundary. The probability of occupancy of an interface state at equilibrium follows the Fermi-Dirac function.

\[
f(E) = \frac{1}{[1 + e^{(E-E_F)/kT} - 1]}.
\] (6)

\( E_t \) is the trap energy level and \( E_F \) is the Fermi energy level. However, this equation cannot be used if the sample is illuminated because it is no longer under thermal equilibrium. The probability of occupancy of a trap under nonequilibrium conditions was derived by Shockley and Read. (15)

\[
f(E) = n - n \left[ e^{(E-E_F)/kT} \right]^{-1} \times \left[ n - p - 2n \cosh \left[ (E-E_F) / kT \right] \right]^{-1}.
\] (7)

where

\[
n = n_t - \Delta n \exp \left[ V_p / V_T \right],
\]

\[
p = n_t - \Delta n \exp \left[ - V_p / V_T \right].
\]
assuming $\Delta p \geq 2n$.

$n$ and $p$ are carrier concentrations at the grain boundary under illumination, $n_0$ and $p_0$ are carrier concentrations in the grains with no illumination, $\Delta n$ is the excess electron concentration at the edge of the depletion layer of the grain boundary, $n_i$ is the intrinsic carrier concentration, $V_D$ is the built-in potential of the grain boundary under illumination, and $E_i$ is the intrinsic Fermi energy level. Assuming a discrete trap energy level with density $N_t$, the number of trapped holes at the grain boundary is given by

$$Q^\text{TF} = qN_t(1 - e^{-\frac{E_i}{kT}})$$  \hspace{1cm} (8)

This should be balanced by the charge in the depletion region.

$$Q^\text{DF} = \sqrt{2e\varepsilon}[V_{\text{D}}(\rho - n_0) - V_D(\rho - \Delta n)e^{-\frac{E_i}{kT}} - 1]$$

which was derived by solving Poisson's equation including free carriers following Brew's Method. (16)

From Eqs. (5), (7), (8) and (9), the built-in potential barrier of the grain boundary under illumination can be calculated if we know $N_t$ and $E_i$. This modification of grain-boundary potential barrier under illumination alters the conductance across the grain boundary. Therefore, from the thermionic emission model for the current-voltage relationship across a grain boundary, (17)

$$I = A^* T^2 \left(e^{\frac{V_p}{kT}} - 1\right)$$

$$\times \int_0^\infty \exp \left[-\left(V_p - V_D(0, y, z)\right)/V_T\right] dA.$$  \hspace{1cm} (10)

$V$ is the applied voltage across the grain boundary, $V_T$ is $kT/q$, $a$ is the attenuation factor, $A^*$ is the Richardson constant, $T$ is temperature, $V_p$ is the difference between the conduction band and the Fermi energy level.
\( V'_{D}(0, y, z) \) is the modified grain-boundary potential at \((0, y, z)\) on the grain-boundary plane under illumination, and \( A \) is the area of the grain boundary.

The minority carrier recombination current of the grain boundary is

\[
I_{\text{n}} = \int_{0}^{A} \Delta n(0, y, z) \, dA. \tag{11}
\]

Under the open circuit condition, an equal number of holes is needed to accomplish recombination, so that the electron and hole currents exactly cancel out, and thus the net current to the grain boundary is zero. The hole current is supplied by the thermionic emission current.

\[
J_{\text{p}} = \alpha A T^{2} \left( e^{\frac{V_{oc}}{V_{T}}} - 1 \right)
\times \int_{0}^{A} \exp\left[-\frac{[V_{S} + V'_{D}(0, y, z)]}{V_{T}}\right] \, dA
= \alpha A T^{2} \left( \frac{V_{oc}}{V_{T}} \right)
\times \int_{0}^{A} \exp\left[-\frac{[V_{S} + V'_{D}(0, y, z)]}{V_{T}}\right] \, dA
\text{for } V_{oc} < V_{T}. \tag{12}
\]

\( V_{oc} \) is the open-circuit voltage across the grain boundary under illumination which can be obtained from setting \( I_{\text{n}} = I_{\text{p}} \) provided that we know the diffusion length and the recombination velocity at the grain boundary. Conversely, we can find out the diffusion length and the recombination velocity by matching the calculated \( V_{oc} \) vs \( X_{0} \) curve to the experimental curve (Fig. 3).

The sample was cut from a p-type Wacker polycrystalline silicon wafer so that there would be only one grain boundary in the sample and the grain boundary would lie on the yz plane of the sample. This was confirmed later by the response of the sample to the laser beam. The size of the sample was 0.254 cm X 1 cm X 0.043 cm. The doping density of the Wacker polycrystalline silicon wafer was obtained by C-V measurement and was \( 6.5 \times 10^{14} / \text{cm}^{3} \). The
Figure 3: Analysis of experimental data to obtain the recombination velocity at the grain boundary and the diffusion length. The solid line is the $V_{oc}$ calculated with $s = 1430$ cm/s and $l_n = 22.7$ µm. The dots represent the experimental data.
sample was mechanically polished with 1-μm diamond powder to get rid of mechanical damage on the surface and to reduce the chemical polishing time. After the mechanical polishing, the sample was chemically treated in CP-4 for 30 s. After polishing gold ohmic contact was deposited on both ends of the specimen with background pressure of 2 \times 10^{-6} \text{Torr.}

The sample was mounted in the cold head of a cryogenic system which was on a movable X-Y stage. The laser was focused on the sample through the window of the cold head. The sample was moved perpendicular to the grain boundary by the micrometer of the X-Y stage and the open-circuit voltage across the sample and the position of the laser spot were recorded on a X-Y recorder.

The experiment was performed at a temperature range between 265 and 325 °K. The typical experimental curve is shown in Fig. 2. The laser spot was moved from the left to the right. The diameter of the laser spot 10 μm. As the temperature was increased, the photovoltaic signal was reduced due to reduction of diffusion length and lowering of \( \frac{dV}{dI} \) at the grain boundary. Matching the experimental data and the calculated curves, we obtained the diffusion length and the recombination velocity at the grain boundary as tabulated in Table I.

By using the basic mobility and recombination equations, we find the diffusion length is inversely proportional to temperature.

\[
L = \sqrt{\frac{D \tau}{\mu}} = \sqrt{\frac{eT/q \mu}{(e^{-eU/kT} + 1)}} = a \sqrt{T^{-1}}.
\]

(13)

Fig. 4 shows a good match between the measured diffusion lengths and the theoretical dependence of diffusion length on the temperature.

To obtain the interface state density and the energy level, the dark sample resistivity, using the interface state density and the energy level as
TABLE I: The diffusion length and the recombination velocity obtained at various temperatures

<table>
<thead>
<tr>
<th>Temp. (K)</th>
<th>L (μm)</th>
<th>s (cm/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>295.2</td>
<td>22.7</td>
<td>1430</td>
</tr>
<tr>
<td>300.3</td>
<td>22.5</td>
<td>1550</td>
</tr>
<tr>
<td>305.3</td>
<td>21.8</td>
<td>1630</td>
</tr>
<tr>
<td>310.1</td>
<td>21.4</td>
<td>1700</td>
</tr>
<tr>
<td>315.3</td>
<td>21.0</td>
<td>1750</td>
</tr>
<tr>
<td>320.1</td>
<td>20.9</td>
<td>1820</td>
</tr>
<tr>
<td>325.3</td>
<td>30.6</td>
<td>2010</td>
</tr>
</tbody>
</table>

variables, was compared with the experimental data. The best match was realized when the interface state density was \(1.31 \times 10^{11}/\text{cm}^2\) and the energy level was 0.45 eV from the valence band (Fig. 5).

A model for the photovoltage change with a scanning laser spot has been developed. Detail modeling of the photovoltage change near the grain boundary provides a method to measure the minority carrier diffusion length and the recombination velocity at the grain boundary. Our study indicates that the photovoltaic effect across a grain boundary is observable and its behavior follows that of a Schottky barrier. Although in the present case the grain boundary is seen as two Schottky barriers connected back-to-back, the induced photovoltage conforms to the open-circuit voltage calculation of a solar cell. The measured recombination velocity (~2000 cm/sec) and diffusion length (20 μm) appear to be within the expected values for cast polycrystalline silicon wafers. The limited temperature data show that the model describes the photovoltaic effect well.

This work was also supported by NSF under Grant No. NSF-ECS 82-17677, and IBM.
Figure 4: Plot of $L$ vs $1/T$ shows the diffusion length is inversely proportional to the temperature. The solid line goes to $(0,0)$, the origin of the graph.
Figure 5: Temperature dependence of the sample resistance.


F. DEVICE FABRICATION FACILITY

(E. Fossum)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator, E. Fossum (212)280-3107)

A facility for fabricating electronic devices has been under development at Columbia for the past two years. At the present time, it is possible to routinely fabricate metal-oxide-semiconductor (MOS) type devices, including field-effect transistors (MOSFETS), with excellent operating characteristics. Nearing completion is the renovation of a 200 keV ion implanter donated by IBM, East Fishkill, and a low-pressure chemical vapor deposition (LPCVD) system. On order, through NSF ERC funding, is a sub-micron mask aligner, a custom sputter/E-beam deposition system, and a rapid thermal annealer. With the addition of this equipment, the fabrication of GaAs devices at Columbia should become possible in 1986.

G. ANALOG CHARGE-COUPLED COMPUTING

(E. Fossum)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator, E. Fossum (212)280-3107)

A new type of analog computer, the charge-coupled computer, is under investigation. The research is underway for both silicon and gallium arsenide (GaAs). The silicon charge-coupled computer is a surface-channel MOS technology. Two different charge-coupled computers were designed and recently fabricated in the Columbia Microelectronics Sciences Laboratories. One computer is designed for magnitude comparison operations such as analog-to-digital conversion, and the second is designed for recursive filtering. Both are fully programmable by varying external clocking waveform timing. Testing of these devices is awaiting the completion of a CCD test station currently under construction.

Charge-coupled computing in GaAs is also under investigation. A
buried-channel MESFET-like technology is being explored. Structures for analog computation have been modeled and a fabrication process is being designed. Preliminary device layout is underway.

H. ROOM TEMPERATURE OXIDATION OF SILICON

(E. Fossum)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator, E. Fossum (212)280-3107)

A low energy (60 eV) ion beam has been used to oxidize the surface of a silicon wafer. A mixture of argon and oxygen was used to grow an ultra-thin (42 angstroms) layer of SiOx at room temperature. A working MOSFET was fabricated using this process. The damage caused by the bombardment was found to be fairly minimal, resulting in decreased channel mobility and some flat-band voltage shift. These effects were removed by post-metallization annealing at 400°C. Further investigation to understand the effect of ion beam energy, gas composition, and dose on oxide thickness and quality is underway.

I. OPTICAL FIBER INTERCONNECT PHOTODETECTOR

(E. Fossum)
(JSEP work unit 4, 1985 - 1988)
(Principal Investigator, E. Fossum (212)280-3107)

A photodetector has been fabricated in a cavity formed by anisotropic laser-assisted etching. The photodetector is a silicon p-n junction diode formed by diffusion with appropriate metallization for electrical testing. The photodetector is a component of a optical fiber receiver structure being investigated in collaboration with Professor Prucnal and Professor Osgood, and which will be useful in optical-fiber-based interconnections between electronic chips.
III. GENERATION AND DYNAMIC PROPERTIES OF METASTABLE SPECIES FOR QUANTUM ELECTRONICS AND LASER MICROPROCESSING

A. UV LASER ENHANCED CHEMISTRY IN PLASMA ETCHING OF GaAs

(J. Chu, R. Osgood and G. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigators: R. Osgood (212)280-4462
G. Flynn (212)280-4162

1. Introduction — There are important advantages to using ultraviolet laser radiation to control or modify the chemical species in the plasma discharge environment of a semiconductor processing reactor.(1,2) This approach allows one to control separately the production of the desired gas-phase chemical species and the ion bombardment in the plasma chamber. The selectivity is essentially achieved via the separate control of the ion flux and energies by the plasma breakdown voltages and of the reactive neutral species by the enhanced laser driven photochemical process. This fabrication concept is appropriate to the dry etching of soft III-IV semiconductor materials such as GaAs where it is desirable to achieve maximum etch rate and important to minimize surface damage with minimal ion bombardment effect. Nevertheless, the most attractive features in materials processing arise from the influence of ion bombardment in plasma or ion-assisted etching where the nature of the directional bombardment or physical impact of the ions on the surface is necessary in order to achieve fine anisotropic etching features.

Recently the use of visible and UV lasers in conjunction with plasma etching reactors has been investigated in our laboratory.(2,3,4) Thus far only surface mechanisms and localized effects have been studied in the laser-enhanced etching of semiconductor materials in a plasma chamber. In particular, it was observed that laser illumination of the Si surface in a CF₄/O₂ plasma locally enhances the etch rates via photogenerated minority carriers at low laser power densities and a largely thermal effect at high
laser power densities. In this study, we are interested in investigating the
effect of altering or modifying only the plasma chemistry via UV laser
radiation in a plasma etcher. Typically, the 193nm output of an excimer
laser is directed over a GaAs sample in a pulsed discharge of HBr. Laser
enhanced etch rates and ion bombardment modification of surfaces are
examined.

2. Experimental — A schematic diagram of the laser controlled plasma
etching system composed of a pulsed plasma discharge reactor in conjunction
with a repetitively-pulsed (1-100 Hz) excimer laser is shown in Fig. 1.
Typically the 193nm output of the excimer laser is not focussed and is
directed through a 2mm slit before it is allowed to pass over the GaAs
substrate which is housed in a stainless-steel reactor chamber. The beam
 aperture ensures that the UV laser irradiates only into the plasma discharge
region and does not illuminate either the semiconductor surface or the
discharge electrodes. The reactor chamber is diffusion pumped and a typical
flow rate of 25 sccm is maintained for an HBr pressure of 5 torr. No
measurable spontaneous etching rate was observed for the HBr parent gas in
the present temperature range studied (20 - 100°C). When necessary the
spectral emission of the plasma discharge can be examined and resolved via a
3/4-meter monocromator and PMT detection scheme.

The timing component of the plasma discharge relative to the excimer
laser trigger is controlled by a pulse discharge generator which is capable
of producing discharge pulses having variable time durations with time delays
in the nanosecond range. Thus far, discharge voltages applied to the pulse
plasma etcher could be varied from 0 - 1.5 kvolts producing plasma current
from 0 - 35mA (as measured across a 50 ohms resistor in the plasma circuit).
Typically, the plasma reactor was triggered synchronous to the excimer laser
at a breakdown voltage of 650 volts for a 200 usec duration at a frequency of
30 Hz. The plasma etcher was usually operated at near threshold breakdown
voltages to avoid high energy ion bombardment damage to the surface. The
average plasma power applied to the plasma etcher was about 30 - 50 mW which
was much (10 - 20 times) lower than the average laser power.

The GaAs substrates were fixed to a stainless steel holder which could
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Figure 1
be resistively heated from 23° to 100°C and in addition, electrically biased relative to the anode electrode of the plasma reactor. The particular type of GaAs substrate studied and etched was of n-type doping with a (100) crystal orientation. The GaAs substrates were commercially polished and had etch pit densities < 900/cm². In each experiment, the samples were cleaned by a standard chemical washing procedure and dried with nitrogen before processing. In order to study and measure the basic parameters involved in the etching process, masking of the GaAs substrates was achieved using a positive photoresist patterned with a standard mask aligner. After a lift-off procedure following a chromium evaporation, the final GaAs samples were produced with a chromium patterned line mask (with linewidths of about 25 microns). Etch depths and etching rates were measured by means of a mechanical stylus, and the etching morphology was studied by scanning electron microscopy (SEM).

3. Results and Discussion — In this study, we are interested in the effects and changes in the etching characteristics of GaAs due to 193nm laser irradiation into a pulsed HBr plasma reactor. Particular emphasis and importance is given to examining the modification of etching features and profiles due to the combined effects of ion bombardment and laser generated chemical species. Basically in a HBr plasma chamber, spectroscopic studies show that various radicals and ions such as H, Br, Br⁺, and HBr⁺ are generated in the plasma discharge via the electron impact dissociation and ionization processes (see Fig. 2). In the etching process, reactive Br atoms are adsorbed on the GaAs surface and subsequent surface reactions lead to the formation of (fully) brominated metal salts such as GaBr₃ and AsBr₃ which are nonvolatile liquid products at room temperature. This brominated liquid-product layer will limit the etching process and load the surface with impurities. It has been shown previously that the etching of GaAs increases exponentially with temperature and that the predominant mechanism is the thermal desorption of nonvolatile etching products which leads to open reactive surface sites. In our HBr plasma etching experiments, the variation of the etch rate as a function of the substrate temperature is shown in Fig. 3 which does exhibit a strong temperature effect. In the low temperature
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region, 20° - 40°C, the etching processes and rates are hindered by the liquid formation of etching products on the surface. The surface morphology is in general smooth with random droplet macrostructures formed from the masking of the surface by the gallium bromide salts. As the substrate temperature is increased above 50°C, the etch rate increases by 100% over the rate observed at lower temperatures and no macroscopic liquid products are seen on the surface after the plasma processing. In this temperature range, the surface morphology is improved over that at room temperature with the surface quality being smooth and flat. At the higher substrate temperatures, the etching rate appears to become almost constant and has associated with it a large uncertainty due to the limited accuracy in the present measurements of fine linewidths which are deep. During the plasma etching experiments, the 417 nm Ga fluorescence was detected in the plasma emission indicating the presence of gallium etched products.

In order to further our investigation of dry etching of GaAs, we studied the effect of directing the 193 nm laser output into the HBr plasma etcher. The primary photochemical processes of HBr at 193 nm are the production of H atoms with both ground-state Br and spin-orbit excited-state Br atoms. The reactions are:

\[ \text{HBr} \rightarrow \text{H} + \text{Br} \left( ^2P_{3/2} \right) 85\% \]

\[ \text{HBr} \rightarrow \text{H} + \text{Br} \left( ^2P_{1/2} \right) 15\% \]

Following laser irradiation, spectroscopic measurements show a greatly increased population or production of reactive Br radical species in the reactor chamber due to the UV laser direct photolysis of HBr into H and Br atoms. This laser increased Br radical concentration does cause the etching process to go at a much faster rate than with an unirradiated discharge. This enhancement is illustrated in Fig. 4, which shows and compares the etch rate with and without laser irradiation at fixed plasma etching conditions as a function of substrate temperature. Note that the laser enhancement is most pronounced at higher substrate temperatures. This trend essentially reflects the fact that ion bombardment in our plasma reactor does not remove the entire surface (product) adlayer during the etching process. The laser
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enhancement of the plasma etching rate for GaAs (100) at fixed plasma conditions (at 50°C) as a function of laser power density is shown in Fig. 5. The etching rate appears to exhibit a linear dependence which is indicative of the fact that the UV laser driven photo-production of Br atoms dominates the etching process, and enhances the plasma etch rate by greater than a factor of 5. In addition to having effects on the etching process, we have also observed the laser effect of a lowering of the plasma breakdown voltage due to the laser irradiation into the plasma region. Fig. 6 shows the laser (power) effect on the maximum delay time for the plasma breakdown to occur after laser irradiation as a function of the applied voltage to the plasma reactor.

One (undesirable) aspect of isolating and invoking Br atom etching reactions in the dry etching of GaAs is that selective crystallographic etching is known to occur. The cause of this highly anisotropic etching is the chemical reactivity of gas-phase Br atoms with specific crystal planes of the GaAs substrate. By using crystallographic masking techniques, the availability of certain crystal planes is limited. In this study, masking of the GaAs (100) samples was performed normal to the (110) cleavage planes using straight line grid-patterns approximately 25 microns wide. As anticipated, for the 90° masking orientation, crystal facets are seen to develop at 45° to the original (100) direction in the case of just laser etching (as shown in Fig. 7a). These facets are identified as the (111) planes which are schematically shown in Fig. 8 to indicate the available crystal planes due to the masking orientation. In contrast, plasma processing as well as the combined laser plus plasma etching does show different etching features and profiles relative to crystallographic effects (see Figs. 7b and 7c, respectively). Furthermore, by continued etching of this mask orientation, the (111) planes self terminate to form v-groove microstructures for just laser etching as shown in Fig. 9a. As desired, the case for laser plus plasma etching (see Fig. 9b) does show modified etching features compared to crystallographic etching, demonstrating the combined effect of ion bombardment and laser enhanced chemistry in a plasma etcher.
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B. TRANSLATIONAL ENERGY CHARACTERISTICS OF RADICALS AND IONS IN A CAPILLARITRON SUPERSONIC NOZZLE DISCHARGE

(T.H. Allik, B.B. Brady, G.W. Flynn, G.B. Spector)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G.W. Flynn (212)280-4162)

1. Introduction -- The formation and chemistry of ions and radicals are important in varied applications. For example, in the field of microelectronics, ions and radicals of many species play a role in the etching and implantation of semiconductor surfaces. Ions and radicals, which often have poorly characterized spectra are also important in many gas phase reactions. Since both ions and radicals are usually created with large amounts of excess energy, many different quantum states may be populated. This large variety of states gives rise to congested spectra and also allows for a myriad of competing channels in the reactions of these substances. If ions and radicals could be created in just a few of their lowest energy states, it would simplify the spectroscopy significantly, allow for the preparation of specific states and make possible the subsequent study of state-to-state reaction rates.

A supersonic beam or jet is one device which can be used to simplify the spectra of complex species such as ions and radicals. As an excitation source, many investigators\(^{(1-4)}\) have used a laser to create radicals in or near the throat of a nozzle allowing them to cool in the expansion; others\(^{(5)}\) have used an electron gun further downstream to create ions from a cold neutral beam. In both cases the internal energies of these species are subsequently studied using laser-induced-fluorescence (LIF).\(^{(6,7)}\) An alternative method of creating cold metastable species is by a discharge. Recently, electronic emission from rotationally cold OH radicals created in a corona discharge has been observed.\(^{(8)}\) Since the rotation-to-translation energy transfer rates are fast in most species,\(^{(9)}\) hot fragments formed in discharges at the nozzle throat can cool to the temperature of the buffer gas.
One possible means of producing cold ions in a beam is via charge transfer collisions. Since charge transfer cross sections are relatively large \((10-10^{-22})(10)\) and the pressure is appreciable along the beam axis \((10^{-6} \text{ torr})\), efficient charge transfer reactions can occur. Parent and daughter ions born early in the supersonic expansion have the potential to be vibrationally and rotationally hot. As these ions flow from the nozzle throat, they can suffer charge transfer collisions. Symmetric resonant charge transfer of the type

\[
A^+(\text{hot}) + A(\text{cold}) \rightarrow A(\text{hot}) + A^+(\text{cold})
\]

will cool the ion distribution provided the concentration of \(A(\text{cold})\) \(\gg\) \(A^+(\text{hot})\). Asymmetric charge transfer of the type:

\[
A^+(\text{hot}) + B(\text{cold}) \rightarrow A(\text{hot}) + B^+(\text{cold})
\]

will produce a nascent distribution of \(B^+\). In the present work we have used a capillaritron-discharge-source supersonic nozzle molecular beam apparatus to characterize the energy distributions of the ion and radical species in a beam. Radicals have been conveniently produced with this device and their velocity distribution is characterized by a very low temperature. We also find evidence for charge transfer processes which produce relatively low energy cold ion distributions.

A mixture of \(\text{CH}_4\) and \(\text{CO}_2\) was used to produce \(\text{OH}\) radical whose translational energy was determined by conventional time-of-flight techniques. The radicals were detected with an electron bombardment ionizer-quadrupole mass spectrometer assembly. The translational energy distribution of the \(\text{OH}\) radical was characterized by a temperature \((T_\text{s})\) of \(7\text{K}\). Ions were also created in the discharge with \(\text{Ar}\) or \(\text{CF}_4\), but the translational energy distribution was characterized by a temperature greater than \(10^4\) K.

Ion energies were measured electrostatically.

2. Conclusions -- (1) A molecular beam source, the capillaritron, has been employed to create translationally cold radical species; (2) With ion currents of up to 3 milliamps the neutral parent molecules in the capillaritron show nearly the same velocity distribution as in an unperturbed molecular beam source; (3) Ion beams can be generated in the capillaritron with an average translational energy of approximately 25 eV and a 2-5 eV
energy width.

This work is described more fully in The Journal of Physical Chemistry 88, 3204 (1984)

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.

(10) W. D. Davis and T. A. Vanderslice, Phys. Rev. 131, 219 (1963)
1. **Introduction** — The quenching of the electronically excited states of mercury atoms has been the subject of many studies. A large number of atoms, diatomic and small polyatomic molecules have been used to quench the excited singlet, Hg(6^1P_1), triplet, Hg(6^3P_1), and metastable, Hg(6^3P_0), states of mercury. The rate of depletion of Hg states was detected by either flashlamp absorption or laser-induced fluorescence (LIF), and the quenching cross section to the ground state or lower excited states was determined. In only a few cases, involving diatomic quenchers, have investigators looked at the states populated in the collider gas by the quenching process. Polyatomic molecules, which have more than one vibrational degree of freedom, each with a different frequency, can yield more information about the quenching process and provide a better test of the theories which have been used to describe this phenomenon. In order to take advantage of this increased information, however, a technique for probing various modes of a polyatomic quencher must be available. Such a technique has been recently developed and used to study high energy collision events and photofragmentation processes.

The interaction of metals with molecules is also interesting because of its importance in catalysis. Small clusters of metal atoms have been investigated because they may be useful as models for catalysis at surfaces. The properties of small metal clusters, however, vary greatly and in a seemingly random manner with size. The interaction of individual metal atoms with molecules is thus important and the investigation of such interactions is a logical first step toward understanding the catalytic activity of small metal clusters.

In this paper we have studied the internal excitation of CO₂ caused by
collisions with Hg(6\(^3\)P\(_1\)). CO\(_2\) was chosen because transitions involving a one-quantum change in its \(\nu_3\) mode have almost the largest absorption coefficient in the infrared (IR) spectral region. This fact, combined with the large number of such transitions (including hot bands) whose frequencies have been determined to a high degree of accuracy, makes CO\(_2\) a particularly convenient quenching molecule to study using IR absorption techniques. (15)

Past experiments have shown that the rate of quenching of Hg(6\(^3\)P\(_1\)) by CO\(_2\) is extremely fast, taking place in approximately 4 gas kinetic collisions.

\[
\text{Hg}(6^3P_1) + \text{CO}_2 \rightarrow \text{Hg}(6^1S_0) + \text{CO}_2
\]

(1)

\[
\text{Hg}(6^3P_1) + \text{CO}_2 \rightarrow \text{Hg}(6^3P_0) + \text{CO}_2
\]

(2)

In addition, most of the quenching is to the ground state with channel 2 above contributing less than 0.1% to the total quenching cross section. (4,11)

Fig. 1 shows an energy level diagram for the Hg/CO\(_2\) system. One other channel which has been studied and found to proceed with a quantum yield of less than 1% is the decomposition of CO\(_2\) to CO. (6)

\[
\text{Hg}(6^3P_1) + \text{CO}_2 \rightarrow \text{HgO} + \text{CO}
\]

(3)

This reaction has been found to have a CO quantum yield which increases as the square of the light intensity, and the mechanism has been postulated to involve a metastable CO\(_2\) (perhaps a low-lying triplet state produced by process 1) undergoing collision with a second excited mercury atom.

\[
\text{Hg}(6^3P_1) + \text{CO}_2 \rightarrow \text{HgO} + \text{CO}
\]

(4)

An important innovation which makes possible the probing of polyatomic molecule internal states produced by quenching collisions, is the development of the diode laser probe technique. (15,16) The diode, which is a cw laser device having excellent amplitude stability, can be tuned with high
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resolution (.001 cm⁻¹) throughout the IR spectral range. Because of the anharmonicities present in CO₂ (and in most other small molecules), this is sufficient resolution to separate individual vibration-rotation lines of the type

\[ \text{CO}_2(\text{m}^p \text{n}^J) + h\nu \rightarrow \text{CO}_2(\text{m}^p \text{n}^J+1) \]  
\[ \text{(R branch)} \]  
\[ \text{(5a)} \]

\[ \text{CO}_2(\text{m}^p \text{n}^J') + h\nu' \rightarrow \text{CO}_2(\text{m}^p \text{n}^J'+1) \]  
\[ \text{(R branch)} \]  
\[ \text{(5b)} \]

or to separate transitions with different m, n, l, and p quantum numbers. In (5a,b) above, m, n, and p are the number of vibrational quanta, respectively, in the symmetric stretch mode v₁, the bending mode v₂, and the asymmetric stretching mode v₃. The J quantum number describes the rotational level and l is the vibrational angular momentum. Since such transitions "ride" the very strong v₃ absorption coefficient and have essentially the same effective oscillator strength as the 00⁰⁰ → 00¹⁰ transition, even the infrared inactive v₁ symmetric stretch mode (10⁰⁰) and the bending v₂ fundamental (01¹⁰), whose emission at 15 µm is difficult to detect, can be easily observed and probed. Hence all three normal vibrational modes of CO₂ can be specifically studied and the excitation produced in each by collisions can be measured. Absolute values of population changes can also be determined by direct calibration of the absorptions using cold unexcited gas. The diode laser is relatively intense for an IR source (~1 mW) and has low divergence which allows long path lengths to be used thus providing excellent sensitivity. Finally, because the diode laser continuously monitors the transition of interest, the time response is limited only by the bandwidth of the IR detection system.

A final advantage of studying CO₂ is that the asymmetric stretching vibration is metastable with respect to the bending/symmetric stretching vibrations. Approximately 30,000 collisions are required to exchange energy
between these modes. Thus the asymmetric stretch and bending modes can be studied essentially independently and the importance of each in quenching can be assessed. The competition between these modes is particularly interesting since one is low frequency (667 cm$^{-1}$) and one is high frequency (2349 cm$^{-1}$). Theoretical calculations$^{13,14}$ indicate that low and high frequency modes should be affected very differently by quenching.

2. **Experimental Section** — The present apparatus is shown in Fig. 2. A Lambda Physik EMG 101 excimer laser, operating at 308 nm, 20 Hz, was used to pump an FL2002 dye laser. The output of the C-500 dye at 508 nm(10-15 mJ) was passed through a KPB crystal (Cleveland Optical Crystals) to obtain the second harmonic(254 nm, <1 mJ). The doubled output of the dye was then tuned to coincide with the Hg absorption line at 253.7 nm. The excitation beam was passed through the sample cell collinearly with the diode laser probe beam. In the sample cell CO$_2$ gas was mixed with Hg vapor. The diode laser light was detected after passing through the cell by a SBRC InSb IR detector and matched amplifier. The IR detector output was digitized with a Biomation transient recorder(8100) and averaged with a Nicolet 1170 signal averager. The overall response time of the detection system was 1.0 usec. The Laser Analytics diode laser was tuned to one of several CO$_2$ ro-vibrational transitions near 2311 cm$^{-1}$ and the transient absorption monitored. The cell pathlength was 43 cm. The CO$_2$ lines probed included

\[
\begin{align*}
00^01 & \rightarrow 00^02 \text{ P(15), 2311.923 cm}^{-1} \\
02^20 & \rightarrow 02^21 \text{ P(15), 2311.762 cm}^{-1} \\
10^00 & \rightarrow 10^01 \text{ P(18), 2311.593 cm}^{-1}
\end{align*}
\]

3. **Results** — A typical trace depicting the change in population of the 00$^01$ level due to Hg quenching is shown in Fig.3. The rise, which coresponds to an increase in population of 00$^01$, can be observed in the lower panel (b). Similar traces were also taken monitoring 02$^20$. The rate
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of rise can be obtained from a non-linear least squares fit to an exponential function. The rates obtained at various CO₂ pressures for both ν₃ and 2ν₂ (Hg pressure remaining constant) are plotted in Fig. 4. A linear least-squares fit of the data points gives a slope which corresponds to a rate of 3.75 x 10¹² cc/molec-sec or 120 msec⁻¹ torr⁻¹ (80 gas kinetic collisions). Both the ν₃ and 2ν₂ rise time data fall on the same least squares line within experimental error.

By measuring the maximum amplitude of the absorption increase, a value for the number of vibrationally excited CO₂ molecules produced per excited Hg atom can be determined. The number of quanta in the ν₃ mode per laser shot was calculated from the intensity of the diode laser at the detector before the dye laser fires, (I(4.3 μm)) the change in diode laser intensity after the dye laser fires (ΔI(4.3 μm)), the volume of the diode laser irradiation zone, and the absorption coefficient for the CO₂ line probed. (15) The number of excited Hg atoms is measured from the difference in the intensity of the dye laser after it passes through the cell with and without mercury present, (ΔI(254nm)). The number of photons absorbed is equal to the number of excited Hg atoms (N_Hg).

4. Conclusions — (1) Although the quenching of Hg(6⁴P₁) by CO₂ takes place in 4 gas kinetic collisions, 80 collisions are required for the mercury electronic energy to show up in the low lying vibrational levels of CO₂. This suggests the existence of a metastable state of CO₂ which is produced by the quenching process; (2) Both the ν₂ bending mode and the ν₃ antisymmetric stretching mode of CO₂ are filled at the same 80 gas kinetic collision rate during the quenching process, suggesting that both modes are filled from a common origin; (3) For each electronically excited mercury atom quenched by a CO₂ molecule, 22 ± 6 quanta of bending excitation and 1.3 ± 0.3 quanta of antisymmetric stretch excitation are produced in CO₂, suggesting that statistical considerations based on the density of vibrational states play at least some role in the partitioning of energy among the vibrational modes; (4) The conversion of mercury electronic energy into CO₂ vibrational energy is unexpectedly efficient. If radiative loss due to spontaneous emission from Hg is properly accounted for, in excess of 80% of the mercury
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- $\text{Hg} + h\nu(2537 \text{ Å}) \rightarrow \text{Hg}^*$
- $\text{Hg}^* + \text{CO}_2 \rightarrow \text{Hg} + \text{CO}_2^*$
- $\text{CO}_2^* + \text{CO}_2 \rightarrow \text{CO}_2(00^*1) + \text{CO}_2$
- $\text{CO}_2(00^*1) + h\nu(4.3\mu) \rightarrow \text{CO}_2(00^*2)$

Slope = 120 msec$^{-1}$ torr$^{-1}$

Pressures of CO$_2$ (torr): 0.00, 2.00, 4.00, 6.00, 8.00, 10.00, 12.00, 14.00, 16.00, 18.00

Rate of excitation of CO$_2$ (msec$^{-1}$): 0, 200, 400, 600, 800, 1000, 1200.
electronic energy is converted to CO$_2$ vibrational energy; (5) Using energy conservation arguments, the CO$_2$ metastable state produced by Hg quenching has an energy of 32,000 $\pm$ 8000 cm$^{-1}$; (6) Based on the above observations, the metastable state of CO$_2$ produced in the Hg quenching process is tentatively identified as a CO$_2$ triplet. Production of triplet CO$_2$ allows spin to be conserved during the quenching of Hg. This postulate also agrees well with earlier photochemical data in which triplet CO$_2$ has been suggested as an intermediate in the two photon production of CO from Hg, CO$_2$, and light. Definitive confirmation of the nature of the metastable CO$_2$ level awaits spectroscopic detection of this interesting species.

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.

1. **Introduction** — Studies of the transfer of energy between translational and internal degrees of freedom yield detailed information about the mechanism of vibrational excitation processes involving small molecules. Such information is of importance in the characterization and control of chemically energetic systems as well as in the development of improved models of collisional energy transfer.

Recent investigations of translational to vibrational/rotational (T-V/R) energy transfer involve the vibrational excitation of small molecules upon collisions with translationally "hot" hydrogen atoms produced in the excimer laser photolysis of various hydrogen containing species. Through dissociation of the proper diatomic or triatomic hydride, both mass and energy dependent information can be obtained about these collisional processes. Recently, a new technique has been developed in our laboratory which investigates T-V energy exchange using a tunable infrared diode laser absorption probe. The narrow bandwidth (0.001 cm⁻¹) of the diode laser easily allows for the resolution of individual ro-vibrational levels within the molecule. Also, through the proper choice of infrared transition, any vibrational state can be studied. The applicability of this method to all vibrational levels of CO₂ is achieved by taking advantage of the strong ν₃ absorption coefficient and realizing that the population in any ro-vibrational state can be studied by tuning the laser to a transition of the type:

\[
\text{CO}_2(mn^lp,J) + h\nu(4.3\mu m) \rightarrow \text{CO}_2(mn^{l+1}p+1,J+1).
\]  

Here, the letters m, n and p designate the number of ν₁ (symmetric stretching) vibration, ν₂ (bending) vibration and ν₃ (antisymmetric...
stretching) vibration, and \( J \) denotes the number of rotational quanta. Moreover, absolute population changes in each state can be determined by calibrating the observed absorption changes using the ambient population of excited states in room temperature \( \text{CO}_2 \) as a standard.

The process investigated in the present study involves the vibrational excitation of \( \text{CO}_2 \) by fast deuterium atoms produced upon photolysis of \( \text{D}_2\text{S} \) at 193 nm. This process can be represented by the following mechanism:

\[
\text{D}_2\text{S} + h\nu (193 \text{ nm}) \rightarrow \text{D}^* (E_{\text{CM}} = 2.16 \text{ eV}) + \text{DS} \quad (2)
\]

\[
\text{D}^* + \text{CO}_2(00^00) \rightarrow \text{D} + \text{CO}_2(\text{mm}^p) \quad (3)
\]

Generally, in the presence of a large excess of ground state \( \text{CO}_2 \) molecules, as is the case in our experiments, highly vibrationally excited states of \( \text{CO}_2 \) rapidly decompose to the fundamental vibrational levels by a succession of vibration-to-vibration equilibration processes of the type:\(^{(10)}\)

\[
\text{CO}_2(\text{mm}^p) + (m+n+p-1)\text{CO}_2(00^00) \rightarrow m\text{CO}_2(10^01) + n\text{CO}_2(01^10) + p\text{CO}_2(00^01) \quad (4)
\]

As a result of these collisional processes, the steady state population distribution in the \( \nu_2 \) bend and the \( \nu_3 \) asymmetric stretch can be determined in \( \text{CO}_2 \) by probing the \( 01^10 \rightarrow 01^31 \) and the \( 00^10 \rightarrow 00^02 \) transitions respectively. The motivation for the present work stems from an attempt to determine the mass dependence of impulsive collisions in \( T \rightarrow V/R \) energy exchange mechanisms through comparison with previous studies involving \( \text{H}_2\text{S}/\text{CO}_2 \) mixtures. The details of these studies have been described in a forthcoming paper,\(^9\) and only the important results will be summarized here.

2. Results

(a) Determination of vibrational Population changes — Excimer laser photolysis of \( \text{D}_2\text{S} \) in mixtures with \( \text{CO}_2 \) yields dynamic absorption
signals for the $01^1_0 \rightarrow 01^1_1$ P(29) and $00^0_1 \rightarrow 00^0_2$ P(15) transitions. Typical signals for these transitions are indicated in Fig. 1.

Absorption signals for the $00^0_1 \rightarrow 00^0_2$ P(15) transition were obtained for pressures ranging from 0.1 torr to 2.0 torr for several mole fractions of $D_2S/CO_2$. Typically, these signals exhibit an initial fast change in absorption which is limited by the response time of the detector (1.5 μsec) at pressures as low as 0.1 torr. Low pressure studies were performed with $D_2S/CO_2$ mixtures which demonstrate that this preliminary rise in the observed signal is not due to direct excitation of the $00^0_1$ level itself, but rather is due to the rapid filling of $00^0_1$ through such resonant collisional processes as:

$$CO_2(01^1_1) + CO_2(00^0_0) \rightarrow CO_2(01^1_0) + CO_2(00^0_1) \quad (5).$$

The $00^0_1$ signals also exhibit a second slow absorption change which rises at a rate of approximately 200 msec$^{-1}$ torr$^{-1}$. Van Veen and co-workers have shown that upon photodissociation of $H_2S$ at 193 nm, approximately 10% of the HS fragments are produced with vibrational excitation in levels greater than $v=0$. Assuming that roughly the same behavior holds upon dissociation of $D_2S$ at this wavelength, the slowly rising component of the signal can be tentatively assigned to the V-V energy transfer between DS and CO$_2$.

At 0.5 torr for a mixture of $1D_2S/4CO_2$, collisions of fast $D^*$ atoms with CO$_2$ produce $(6.0\pm1.5) \times 10^{-2}$ CO$_2$ molecules with one quantum of $\nu_3$ excitation for each $D^*$ initially produced. Under typical conditions with a UV laser energy of 5 mJ, a cell pathlength of 43 cm, and a pressure of 0.5 torr, this corresponds to approximately a sixty-fold increase in $\nu_3$ population over ambient room temperature conditions. Under the same conditions, a mixture of $1H_2S/4CO_2$ yields $(11.6\pm2.9) \times 10^{-2}$ CO$_2(\nu_3)$ for each $H^*$ initially produced.

Transient absorption signals were obtained while monitoring the $01^1_0 \rightarrow 01^1_1$ P(29) transition of CO$_2$ upon collisional excitation by translationally hot $D^*$ atoms. A cell pathlength of 6 cm was selected to prevent attenuation of the diode laser beam by the significant ambient CO$_2$ population in $01^1_0$ at room temperature ($N_{01^1_0} = 0.081 N_{00^0_0}$) prior to the UV
T-V Excitation of CO$_2$ by D$^*$
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$01^10 \rightarrow 01^11$  P(29)
$P_{\text{TOTAL}} = 0.5$ torr
Number of Shots = 100
40 $\mu$sec full scale
$L = 6$ cm
photolysis pulse. These signals demonstrate an initial prompt change in absorption with a rate that is detector limited, and a second rise which is somewhat slower (see Fig. 1). The preliminary fast rise is due to the direct production of CO\textsubscript{2} states containing one quantum of \( \nu_2 \) excitation such as 0\( ^1 \)\textsubscript{10} and 0\( ^1 \)\textsubscript{11}. For a mixture of \( \text{D}_2\text{S}/4\text{CO}_2 \) with a typical excimer energy of 5 mJ/pulse at 0.5 torr, this initial component of the signal corresponds to the formation of \((4.8 \pm 1.2) \times 10^{-1}\) CO\textsubscript{2} molecules with one quantum of \( \nu_2 \) excitation for each D\textsuperscript{*} initially produced. This represents approximately a 9.8\% increase in \( \nu_2 \) population over room temperature conditions. Under the same experimental conditions, a mixture of \( \text{H}_2\text{S}/4\text{CO}_2 \) at 0.5 torr was observed to give \((8.3 \pm 9.5) \times 10^{-1}\) for each H\textsuperscript{*} atom formed. The ratios of \( \nu_2 \) quanta to \( \nu_3 \) quanta produced by hot atom/CO\textsubscript{2} collisions are \( \text{D}_2\text{S}/\text{CO}_2 : N(\nu_2)/N(\nu_3) = 8; \text{H}_2\text{S}/\text{CO}_2 : N(\nu_2)/N(\nu_3) = 3.5. \)

(b) Analysis of cooling rate of D atoms --- In order to describe the collisional deactivation of translationally energetic D\textsuperscript{*} produced in the excimer laser photolysis of \( \text{D}_2\text{S} \), a simple kinetic model can be used. After the initial production of D\textsuperscript{*} at 193 nm, the hot atom can be cooled through collisions producing vibrationally excited CO\textsubscript{2} molecules in \( \text{T} \rightarrow \text{V/R} \) processes such as:

\[
\begin{align*}
(k_{\text{TV}}^{\text{TH}}) : & \text{D}^* + \text{CO}_2 \rightarrow \text{D} + \text{CO}_2 (\nu_1) \\
(k_{\text{TV}}^{\text{111}}) : & \text{D}^* + \text{D}_2\text{S} \rightarrow \text{D} + \text{D}_2\text{S} \\
\end{align*}
\]  

or in such thermalization processes as:

\[
\begin{align*}
(k_{\text{TH}}^{\text{111}}) : & \text{D}^* + \text{CO}_2 \rightarrow \text{D} + \text{CO}_2 (\nu_2) \\
(k_{\text{TH}}^{\text{221}}) : & \text{D}^* + \text{D}_2\text{S} \rightarrow \text{D} + \text{D}_2\text{S} \\
\end{align*}
\]  

where \( k_{\text{TH}}^{\text{111}} \) and \( k_{\text{TH}}^{\text{221}} \) are the rates of cooling of D\textsuperscript{*} below the threshold level necessary to produce excitation in vibrational mode \( \nu_i \). Using a straightforward kinetic analysis, the ratio of initially produced hot deuterium atoms \( [\text{D}^*]_0 \) to vibrationally excited CO\textsubscript{2} molecules \( [\text{CO}_2] \) arising
from collisions is found to be

\[
[D^*]_0/[CO_2(\nu_3)] = k_{13}^{TV} / k_3 + (k_{23}^{Th}/k_3^{TV})([D_2S]/[CO_2]) \quad (9)
\]

Fig. 2 illustrates the results of a study of the behavior of absorption intensity measurements of \([D^*]_0/[CO_2(\nu_3)]\) as a function of varying ratios of \([D_2S]/[CO_2]\). A least squares analysis of this data yields a slope of \(47.3 \pm 12.3\) and an intercept of \(4.9 \pm 2.5\). As suggested by equation (9) in the kinetic model presented above, these results imply that the rate of colling of \(D^*\) below the level required to produce vibrational excitation in \(\nu_3\) is about 10 times greater for \(D^*-D_2S\) collisions than for \(D^*-CO_2\) collisions, \((47.3/4.9 = k_{23}^{Th}/k_{13}^{Th})\) while the rate of thermalization of hot deuterium by \(D_2S\) is 47 times greater than the rate of \(\nu_3\) excitation \(k_{23}^{Th}/k_3^{TV} = 47.3\).

Equation (9) above can be rewritten in the following manner:

\[
k_3^{TV}[CO_2] = \gamma_3[CO_2(\nu_3)]/[D^*]_0
\]

where i.e. \(\gamma_3 = k_{13}^{Th}[CO_2] + k_{23}^{Th}[D_2S]\). In order to determine the rate of direct excitation of vibrational quanta in the \(\nu_3\) antisymmetric stretching mode, fluorescence experiments were performed to measure \(\gamma_3\), the total rate of cooling of hot deuterium atoms. A mixture of 3\% \(D_2S\) in \(CO_2\) was chosen to minimize any effects on the observed fluorescence rates due to the transfer of vibrational energy between \(CO_2\) and \(D_2S\) and to slow the cooling rate as much as possible. The observed fluorescence signals display a single exponential rise with a rate corresponding to the total cooling rate, \(\gamma_3\), for \(D\) atoms \((8)\).

Fig. 3 shows the results of a study of the IR fluorescence risetime as a function of pressure. A least squares analysis of this data yields a rate of \(\gamma_3/P = (1.75 \pm 0.23) \times 10^4 \text{msec}^{-1} \text{torr}^{-1}\) in the range of 0.04-0.2 torr. At higher pressures, the fluorescence risetime could not be measured due to the response time of the detector system (Au:Ge, 77K, 0.1 usec). Combining this information with the absorption intensity measurement of \([CO_2(\nu_3)]/[D^*]_0 = (1.34 \pm 0.34) \times 10^{-1}\) for a 3\% mixture of \(D_2S\) in \(CO_2\) at 0.5 torr gives a value of \(k_3^{TV} = (2.4 \pm 0.9) \times 10^3 \text{msec}^{-1}\) for the direct production of \(CO_2(\nu_3)\)
Figure 2
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Figure 3: Plot of rate vs. pressure for the risetime of CO$_2$ 4.3 μm fluorescence following 193 nm photolysis of D$_2$S in a 1/30 mixture of D$_2$S and CO$_2$. Least squares analysis yields a slope of $(1.75 \pm 0.23) \times 10^4$ msec$^{-1}$ torr$^{-1}$. 

\[ \nu_3 \text{Risetime} = 1.75 \times 10^4 \text{msec}^{-1} \text{torr}^{-1} \]
quanta.

4. **Discussion** — With the assumption that the first collision of an initially generated D* atom with CO₂ produces the vibrational excitation observed in these experiments, the present results can be used to determine a cross-section for the excitation of ν₃ vibrational quanta. Data for mixtures ranging from 1/2 to 20/1, D₂S/CO₂, give values of the cross-section for ν₃ excitation which vary from 0.56 to 0.92 Å². This value is the same within experimental error as the corresponding value in the H⁺/CO₂ system (ν² = 0.8 ± 0.4 Å²) determined in the present study using a 1/8, H₂S/CO₂ mixture. Again, this value compares favorably with the cross section for ν₃ excitation by H⁺, ν² = 0.4 ± 0.2 Å², obtained using data from a 3% H₂S/CO₂ mixture and reported earlier.

5. **Conclusions**
   a. A high resolution diode laser absorption probe has been used to examine the vibrational excitation of CO₂ molecules by collisions with fast deuterium atoms produced in the excimer laser photolysis of D₂S at 193 nm. Information concerning the mass dependence of impulsive collisions in T→V/R excitation processes was obtained by comparison of the present results with previous observations made in the H/CO₂ system.
   b. The probability for excitation of a ν₃ quantum in any CO₂ vibrational state by D* is about 1-2% per gas kinetic collision which is similar to that found in previous studies for the hot H/CO₂ system.
   c. The probability for excitation of a ν₂ quantum by D* is about 8-9 times more efficient than that for ν₃ excitation. This compares with a 4-5 times greater propensity for the production of ν₂ over ν₃ quanta in the H/CO₂ system.
   d. The cooling of hot deuterium atoms below the threshold for excitation of a CO₂ ν₃ quantum requires approximately 2 gas kinetic collisions with D₂S or 15 collisions with CO₂.
   e. As in the case of H⁺/CO₂ collisions, direct excitation of the fundamental ν₃ antisymmetric stretching level 000₁ by hot D atoms has been found to be small.
f. Comparison of experimental results for $H^*$ and $D^*$ excitation of $CO_2$ shows that a simple classical picture emphasizing only the relative masses of the collision partners cannot be used to predict the observed data.

g. The increased probability for excitation of the bending mode $v_2$ over the antisymmetric stretch mode $v_3$ by $D^*$ versus $H^*$ is qualitatively that expected from a simple argument based on the Fourier component of the force acting during $H^*$ or $D^*/CO_2$ collisions, but quantitative agreement with such a simple picture is lacking.
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1. **Introduction** — Recently, a high speed, high resolution diode laser probe technique has been developed which allows for the time resolved, state specific investigation of molecules involved in various types of dynamic events.

This method has been successfully applied to the study of vibrationally excited CO$_2$ molecules which have been produced by photodissociation, by collisions with fast moving atoms, and by electronic to vibrational (E-V) energy transfer processes. A key prerequisite for these types of experiments is the accurate identification of specific vibration-rotation spectral lines in the absorption spectrum of the CO$_2$ molecule. Transitions which originate from the lowest level of the antisymmetric stretch mode ($00^01$) can be readily identified by using a CO$_2$ laser operating at 9.6 or 10.6 microns to excite this level while simultaneously observing the $00^01$-$00^02$ transition with the diode laser:

$$\text{CO}_2(10^00/02^00) + h (10.6/9.6 \mu \text{m}) \rightarrow \text{CO}_2(00^01) \quad \text{(laser pump)} \quad (1)$$

$$\text{CO}_2(00^01) + h (4.3 \mu \text{m}) \rightarrow \text{CO}_2(00^02) \quad \text{(Diode probe)} \quad (2)$$

Because the CO$_2$ laser produces a large increase in the population of the 00$^01$ level, it effectively tags or marks transitions which originate there, making them easy to identify. Due to rapid collisional coupling of the type:

$$\text{CO}_2(01^10) + \text{CO}_2(00^01) \rightarrow \text{CO}_2(01^11) + \text{CO}_2(00^00) \quad (3)$$

$$2\text{CO}_2(00^01) \rightarrow \text{CO}_2(00^02) + \text{CO}_2(00^00) \quad (4)$$

levels such as 01$^11$ and 00$^02$ are also marked, but to a lesser degree. The present work was motivated by the desire to develop a simple marker for
identifying bending levels in CO$_2$ based on their collisional pumping by CH$_3$F which can be easily and conveniently excited by a CO$_2$ laser.

Fortunately, vibrational energy transfer processes have been studied extensively in both CH$_3$F(6-9) and CO$_2$(10-13) by themselves, which facilitates the unravelling of the intermolecule energy transfer processes. As will be seen from the present study, both the bending and antisymmetric stretch modes of CO$_2$ are marked by collisional energy transfer and laser pumping in CH$_3$F/CO$_2$ mixtures, though at different times. Thus, CH$_3$F actually serves as a very general tag for both kinds of CO$_2$ modes.

2. Experimental -- The output from a Q-switch CO$_2$ laser (1 mJ/Pulse, 0.5 μsec pulse width, 200 pulses/sec) is made co-linear with the light from a continuous wave, continuously tunable diode laser (typical power 1 mW) operating in the 4.3μm region, through the use of a germanium beamsplitter. Diode laser radiation is monitored with an InSb (77 K) detector/amplifier system having a response time of 1 μsec. A MgF$_2$ blocking filter is used to separate the CO$_2$ and diode laser radiation after traversing the sample cell (30 cm long, 1 inch diameter, pyrex with NaCl window). A half meter monochromator is used to select a single mode of the diode laser, and a transient recorder, triggered by a pulse derived from the Q-switch laser, is used to monitor the time dependent changes in sample absorption which follow pumping by the CO$_2$ laser. A signal averager was used to add successive traces from the transient recorder to improve signal/noise ratios. The CO$_2$ laser was operated on both the 9.6 and 10.6μ branches.

3. Results -- The CH$_3$F molecule can be pumped for the most part only by the CO$_2$ laser's P(20) 9.6μ line which moves population from the vibrationless ground state to the v=1 level of the v$_3$ mode (see Fig. 1 for a relevant vibrational energy level diagram). On the other hand, $^{12}$CO$_2$ is pumped by all CO$_2$ laser lines which move CO$_2$ molecules from the 10^0 or 02^0 level to 00^0. $^{13}$CO$_2$ however, is not significantly excited by our Q-switch laser which operates on natural $^{12}$CO$_2$. Three different types of experiments were used to unravel the energy transfer processes in CH$_3$F/CO$_2$ mixtures. In
the first, mixtures of $^{13}$CO$_2$ and CH$_3$F were irradiated with the P(20), 9.6$\mu$m line of the CO$_2$ laser which excited only CH$_3$F. These experiments establish the overall energy transfer rate between $^{13}$CO$_2$ and CH$_3$F involving largely the bending modes of CO$_2$ and $v_3$, $v_6$, and ($v_2$, $v_5$) levels of CH$_3$F (see Fig. 1). This rate of intermolecule vibration-vibration (V-V) energy transfer turns out to be the slowest rate of interest in the present experiments. In the second experiment mixtures of $^{12}$CO$_2$/CH$_3$F were irradiated by CO$_2$ laser lines other than P(20) (termed here P(other)). Since CH$_3$F is not excited by the Q-switch laser in these experiments, these studies serve largely to probe the relaxation pathways for the $00^{0}1$ level of CO$_2$ due to collisions with CH$_3$F. CH$_3$F turns out to be a rather efficient relaxer of the CO$_2$ $00^{0}1$ level. In the third experiment, relaxation processes were investigated in $^{12}$CO$_2$/CH$_3$F samples which were irradiated by the P(20), 9.6$\mu$m CO$_2$ laser line which pumps both $^{12}$CO$_2$ and CH$_3$F in these mixtures. These studies are sensitive to all the energy transfer processes which exchange vibrational excitation between the two molecules. The results obtained in these three different kinds of experiments are described below.

(a) $^{13}$CO$_2$/CH$_3$F Mixtures Irradiated by the P(20), 9.6$\mu$m Transition

-- The diode laser was set to probe either the R(31) or the R(28) 02$^2$0 $\rightarrow$ 02$^2$1 transition, both of which gave identical results because rotational equilibration is quickly completed at the pressures used in these experiments. Typical absorption changes for the diode laser probe are shown in Fig. 2a and 2b following Q-switch laser excitation. Initially, absorption increases following CO$_2$ laser pumping (Fig. 2a). In Fig. 3, the rate of growth of this absorption is plotted versus total pressure in a 1:1 $^{13}$CO$_2$/CH$_3$F mixture demonstrating a pressure dependent rate of 3.3 msec$^{-1}$ torr$^{-1}$. Fig. 2b shows absorption changes on a longer time scale returning to equilibrium with two different characteristic rates. The slower of these is just the rate of thermal conductivity out of the diode laser beam and its amplitude can be reduced nearly to zero by the addition of Ar which also slows the rate. The faster of the observed "decay" rates corresponds to overall vibrational-translation/rotation (V-T/R) energy transfer which is of relatively little interest in the present study. The growth rate of the
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absorption change corresponding to the process shown in Fig. 2a was also measured in 1:5 \( \text{CO}_2: \text{CH}_3\text{F} \) mixtures and the rate was found to be 5.5 msec\(^{-1}\) torr\(^{-1}\).

(b) \( ^{12}\text{CO}_2/\text{CH}_3\text{F} \) Mixtures Pumped By Laser Lines Other Than P(20)9.6\( \mu \) -- Initial experiments were performed with the diode laser set to probe the P(47), 00\(^0\)1--00\(^0\)2 transition which is sensitive to population changes in only the 00\(^0\)1 level because 00\(^0\)2 has a negligible population under our experimental conditions. Fig. 4 shows absorption changes in both pure \( ^{12}\text{CO}_2 \) and 1:1 \( ^{12}\text{CO}_2/\text{CH}_3\text{F} \) mixtures following Q-switch \( \text{CO}_2 \) laser pumping. Absorption increases initially since the pulse laser places molecules in the 00\(^0\)1 level. In pure \( \text{CO}_2 \) the absorption returns to its ambient level at a rate of 0.33 msec\(^{-1}\) torr\(^{-1}\) in good agreement with the overall relaxation rate of the 00\(^0\)1 level measured by the standard infrared fluorescence methods nearly 20 years ago.\(^{(10,11)}\) The decay rate of the excess population in 00\(^0\)1 is much faster in the presence of \( \text{CH}_3\text{F} \), with an overall relaxation rate of 22 msec\(^{-1}\) torr\(^{-1}\) measured in a 1:1 mixture. This is, of course, not surprising since the fact that \( \text{CH}_3\text{F} \) absorbs 9.6\( \mu \) \( \text{CO}_2 \) laser radiation means that the process \( \text{CO}_2(00^1) + \text{CH}_3\text{F}(0) \rightarrow \text{CO}_2(02^0) + \text{CH}_3\text{F}(v_3) \) must be nearly resonant.

(c) \( ^{12}\text{CO}_2/\text{CH}_3\text{F} \) Mixtures Pumped By the 9.6\( \mu \) P(20) \( \text{CO}_2 \) Laser Line -- In a second set of experiments on \( ^{12}\text{CO}_2/\text{CH}_3\text{F} \) mixtures, the diode laser was set to probe the P(46), 02\(^2\)0--02\(^2\)1 transition of \( \text{CO}_2 \) while the Q-switch laser was set to the 9.6\( \mu \), P(20) line which excites both 00\(^0\)1 of \( \text{CO}_2 \) and \( v_3 \) of \( \text{CH}_3\text{F} \). Absorption changes observed in this set of experiments are both complicated and a sensitive function of \( ^{12}\text{CO}_2/\text{CH}_3\text{F} \) mixture composition. The qualitative behavior of these signals is as follows (see Fig. 5). Initially absorption decreases as the \( \text{CO}_2 \) laser pumps molecules out of the 02\(^0\)0 level since 02\(^0\)0 is rapidly coupled to this state by collisions.\(^{(14,15)}\) Following this essentially detector-limited decrease in absorption, the population of the \( \text{CO}_2 \) overtone bending levels is increased by two processes. The first is the relaxation of 00\(^0\)1 by \( \text{CH}_3\text{F}(0) \) which is expected to return population to the 02\(^0\)0 state as noted above. The second is energy transfer from the \( \text{CH}_3\text{F} \) \( v_3 \) level which is also pumped by the P(20), 9.6\( \mu \) Q-switch laser line.
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Figure 5
Although pumping of O$_2^{0,0}$ by relaxation of O$_2^{0,1}$ is rapid by comparison to pumping by energy transfer from CH$_3$F $\nu_3$, the amplitude of this first process is small compared to that of the second in 1:1 mixtures of the two gases. In 5:1 CO$_2$/CH$_3$F mixtures where the amplitudes of these two pumping mechanisms become comparable, their rates also become comparable due to the decrease in the partial pressure of CH$_3$F, and the rates are difficult to separate in the experimental data. While we have been able to clearly identify the presence of an energy transfer rate corresponding to transfer from vibrationally excited CH$_3$F to CO$_2$(3.3 msec$^{-1}$ torr$^{-1}$ in a 1:1 mixture), the presence of pumping by relaxation of O$_2^{0,1}$ of CO$_2$ (22 msec$^{-1}$ torr$^{-1}$ in a 1:1 mixture) could only be detected qualitatively by the poor fit of exponential decay curves to the early part of the absorption curves. In mixtures of $^{12}$CO$_2$/CH$_3$F pumped by 9.6$\mu$ CO$_2$ absorption due to relaxation of O$_2^{0,1}$ by CH$_3$F(0) can be clearly observed since pumping from vibrationally excited CH$_3$F is very small under these conditions (see Fig. 6).

Further work on the CH$_3$F/CO$_2$ system is presently underway in our laboratory in order to measure the rates of vibrational energy flow between $^{12,13}$CO$_2$ and CH$_3$F at various mole ratios. The results of these experiments, when interpreted in the light of a suitable kinetic model, should elucidate the overall mechanism of energy transfer between CO$_2$ and CH$_3$F. Also, experiments are in progress which investigate the efficiency of CH$_3$F in "pumping" higher bending mode vibrations in CO$_2$ such as the 0$_3^{3,0}$ second overtone vibration.

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.
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1. Introduction — The excitation of vibrational states of molecules by fast moving "hot" atoms offers an opportunity to study the dynamics of fundamental collision processes in various small molecules. In the case of CO$_2$, diode laser absorption experiments have provided a wealth of information about the vibrational excitation which occurs during the inelastic collisional scattering of this molecule with H* and D* atoms having translational energies in the range of 2 eV. These earlier studies have shown that bending excitation of CO$_2$ is considerably more probable than excitation of antisymmetric stretching motion. The present experimental investigation examines for the first time the CO$_2$ vibrational levels 03$^3$0 and 01$^1$1 produced by collisions with hot D atoms having a translational energy of 2 eV. Schematically, these experiments can be represented by the following equations:

\[
\begin{align*}
\text{D}_2\text{S} + h\nu (193\text{nm}) & \rightarrow \text{DS} + \text{D}^* \quad \text{(Hot atom production)} \quad (1) \\
\text{D}^* + \text{CO}_2(00^00) & \rightarrow \text{CO}_2(03^30) + \text{D} \quad \text{(Collisional excitation)} \quad (2) \\
\text{D}^* + \text{CO}_2(00^00) & \rightarrow \text{CO}_2(01^11) + \text{D} \quad \text{(Collisional excitation)} \quad (3) \\
\text{CO}_2(mm^p) + h\nu (4.3\mu) & \rightarrow \text{CO}_2(mm^p+1) \quad \text{(Diode laser probing)} \quad (4)
\end{align*}
\]

Because information already exists concerning the efficiency of excitation of the CO$_2$ states 01$^1$0 and 02$^2$0 by hot hydrogen atoms, the new data obtained in the present study provides a measure of the collisional excitation probability for successively higher states within a given vibrational mode (the 01$^1$0, 02$^2$0 and 03$^3$0 bending mode levels in CO$_2$). Such data can be used to test for the presence of gap laws and the importance of changes in the number of vibrational quanta in determining the efficiency of collisional
excitations. Ultimately, the relaxation behavior of high vibrational levels is intimately connected to the rate of unimolecular and bimolecular chemical reactions, and data obtained concerning these relaxation processes can be expected to serve as a test of potential surfaces employed in scattering calculations.

2. Results — The details of our excimer laser photolysis/diode laser probe double resonance apparatus have been described in detail(1) and only the important results will be summarized here.

Upon excimer laser photolysis of D$_2$S in mixtures with CO$_2$, transient absorption changes were observed while monitoring the 01$^1$0 $\rightarrow$ 01$^1$1 P(29) transition. A typical signal for this transition is depicted in Fig. 1. In order to prevent attenuation of the diode laser beam by the significant CO$_2$ population in 01$^1$0 at room temperature ($N_{010}$=0.081x$N_{000}$) prior to the UV photolysis pulse, a sample cell length of 6 cm was chosen, and signals were obtained for pressures ranging from 0.2 to 2.0 torr. These curves depict an initial increase in the absorption of the diode laser which is detector limited, and a second change which is somewhat slower. The preliminary fast component of these signals corresponds to the direct production of CO$_2$ states which contain one quantum of $v_2$ vibration such as 01$^1$0 and 01$^1$1. Previous work on this system has demonstrated that in a 1D$_2$S/4CO$_2$ mixture with an excimer laser energy of 5 mJ/pulse at 0.5 torr, this initial change in absorption corresponds to the production of $(4.8 \pm 1.2 \times 10^{-1}$ CO$_2$ molecules with one quantum of $v_2$ excitation for each D atom which is initially produced.

The slower increase in the 01$^1$0 absorption signals has a measured rate which agrees well with that attributed to the ladder climbing process in the bending mode: (2)

$$\text{CO}_2(02^20) + \text{CO}_2(00^00) \rightarrow 2\text{CO}_2(01^10)$$

(5)

This portion of the signal has an amplitude which is approximately 50% of the fast rise intensity, and it corresponds to the direct formation of one or more of the 02$^2$0,02$^0$0,10$^0$0 states, which are tightly coupled by collisions,
T-V Excitation of CO₂ by D*
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followed by the relaxation of these states to the $0^11^0$ level via eqn. 5. From this it is possible to conclude that the number of molecule produced in the $v_2$ overtone/$v_1$ fundamental levels during the D/CO$_2$ collisional interaction is about 1/2 of that formed in the lower lying bending fundamental.

In order to determine the contribution of the $0^11^1$ combination state to the measured $01^10 \rightarrow 01^11$ absorption intensity, signals were obtained for the $01^11 \rightarrow 01^12$ R(6), R(16), R(19), P(25) transitions. A representative absorption curve for this transition is shown in Fig. 1. These signals were obtained for a 1D$_2$S/4CO$_2$ mixture in a 207 cm sample cell for pressures ranging from 0.05 to 2.0 torr. The absorption curves demonstrate an initial prompt change which is detector limited even at a pressure of 0.05 torr. This initial increase in absorption corresponds to the direct population of the $01^11$ level during the D/CO$_2$ interaction. At a total pressure of 0.5 torr and an excimer laser pulse energy of 4 mJ/pulse, the intensity of the preliminary $01^11$ absorption change corresponds to the production of $2.5 \times 10^{-3}$ CO$_2$ molecules with bend-stretch excitation for each D atom initially formed. This number of excited molecules is very small in comparison with the number which was counted in the $01^10$ vibrational level. Thus, the contribution of the combination state $01^11$ to the $01^10 \rightarrow 01^11$ signal is negligible. By analogy, the contribution of the upper state is expected to be small for all of the other bending manifold transitions of the type $0n^10 \rightarrow 0n^11$. Fig. 2 presents the results of a pressure dependent study of the number of vibrationally excited CO$_2$ molecules produced in the $01^10$ and $01^11$ states normalized for the initial number of hot D atoms created by the UV photolysis pulse.

Transient absorption signals were also obtained for the $03^30 \rightarrow 03^31$ P(23), P(34), R(10) transitions in CO$_2$ upon collisional excitation by translationally energetic deuterium atoms. A typical signal for this transition is indicated in Fig. 1. Measurements were made of the population produced in this level by collisions with hot D atoms for a mixture of 1D$_2$S/CO$_2$ at pressures of 0.125 to 2.0 torr in a 207 cm sample cell. The absorption curves obtained in this manner typically demonstrate an initial fast increase in absorption, followed by a two component relaxation process.
Figure 2:

$[D_2S]/[CO] = 1/4$
The prompt increase was observed to be detector limited at all pressures studied, and it is attributed to the direct formation of CO\textsubscript{2} molecules in the second \( \nu_2 \) bending overtone 0\textsuperscript{3}0. At 0.75 torr in the usual 1/4 mixture with an excimer laser energy of 4 mJ/pulse, the amplitude of this initial absorption change corresponds to the formation of \( 1.0 \times 10^{-2} \) CO\textsubscript{2} molecules in the 0\textsuperscript{3}0 vibrational level for every D atom produced in the excimer photolysis process. The results of a pressure dependent study of this nascent population obtained from studying the 0\textsuperscript{3}0 \( \rightarrow \) 0\textsuperscript{3}1 transition is presented in Fig. 2 for comparison with the 0\textsuperscript{1}0 and 0\textsuperscript{1}1 results.

The first component of the relaxation process observed in the 0\textsuperscript{3}0 \( \rightarrow \) 0\textsuperscript{3}1 absorption signal has a rate which agrees with that determined for the ladder climbing process among the CO\textsubscript{2} bending states process (5). The fact that this ladder climbing process corresponds to a total decrease in the number of molecules in the 0\textsuperscript{3}0 vibrational level suggests that this state is not being filled appreciably by the higher energy 0\textsuperscript{4}0 level. In addition, this observation clearly demonstrates that the vibrational temperature of the 0\textsuperscript{3}0 level exceeds that of the lower bends 0\textsuperscript{1}0, 0\textsuperscript{2}0 even though the number of vibrational quanta produced in 0\textsuperscript{3}0 is substantially less than that in the lower levels. Experiments are presently underway in our laboratory to identify and probe the 0\textsuperscript{4}0 level directly during the D/CO\textsubscript{2} collisional interaction. (3)

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.


G. DIODE LASER PROBING OF HIGH ENERGY MOLECULAR STATES USING A DISCHARGE REFERENCE CELL FOR LEVELS IN THE ELECTRON VOLT RANGE

(T. Kreutz, J. O'Neill and G. Flynn)
(JSEP work unit 5, 1985 - 1988)
(Principal Investigator: G. Flynn (212)280-4162)

Recently, our ability to locate and probe extremely weak absorption lines associated with high vibrational levels of CO has been greatly improved by the addition of a CO₂ discharge reference cell to our diode spectrometer. In a typical experiment, we study the relaxation dynamics of vibrationally excited CO₂ using time domain absorption spectroscopy with a tunable diode laser. The population in a given CO₂ vibrational level (n,m,p) is probed by tuning the laser to the strong transition (n,m,p) \rightarrow (n,m,p+1) in the 4.3 \mu m region and monitoring the intensity transmitted through the gas following an initiation/excitation pulse from a second laser. A significant difficulty arises when the vibrational level to be probed is only sparsely populated at room temperature, in which case the spectral line is extremely weak and its exact line position is uncertain. The probe laser must then be tuned 'dynamically' onto linecenter, i.e. the laser frequency is varied systematically through the appropriate spectral region until an absorption signal appears. Unfortunately, this procedure is extremely time consuming and is often impossible in experiments which require extensive signal averaging. Worse still, the relatively congested spectrum of vibrationally excited CO₂ severely complicates this procedure, effectively limiting the absorption probe technique to levels which are well populated at room temperature.

We have circumvented this difficulty by using a CO₂ discharge tube to significantly enhance the steady state populations in these high vibrational levels. Used as a frequency reference cell, the discharge tube enables us to locate absorption lines associated with highly vibrationally excited levels of CO₂, and to frequency lock the diode laser onto these lines. In the
discharge cell a high voltage DC discharge is applied to a low pressure mixture of CO₂, N₂, and He, providing steady state, non-Boltzman populations of highly vibrationally excited CO₂. While the CO₂ rotational temperature remains relatively low, the effective vibrational mode temperatures are greatly increased (e.g. 2250 K for the asymmetric stretching mode, ν₃). In Fig. 1, we compare typical absorption spectra for the CO₂ discharge reference cell with the high voltage discharge turned on and off. Note the dramatic increase in the number of available absorption lines when the discharge is used. Accurate assignments of the additional lines are made possible by high resolution spectroscopy of discharge-excited CO₂ which has been recently completed in the 4.3 μ region with a high resolution FTIR spectrometer. Spectral constants for most of the CO₂ isotopes have been reported for levels as high as 5 bending quanta (ν₂) and 13 asymmetric stretching quanta (ν₃). The combination of the discharge reference cell and calculated spectral line position and intensities enables us to unambiguously assign and probe thousands of lines heretofore unavailable.

In practice, a small portion of the diode laser light is split off from the main experimental cell, passed through the discharge tube, and detected with an infrared detector. The absorption signal can be sent to a lockin-detector whose derivative signal is fed back into the diode laser current controller for frequency stabilization. This configuration 'locks' the laser frequency onto the peak of a single absorption line throughout the duration of an experiment.

The discharge reference cell is a particularly important development for an ongoing series of research projects which examine high energy molecular states. These experiments seek to clarify aspects of molecular reaction dynamics by mapping out the vibrational energy distribution in CO₂ as it evolves from the reaction transition state. For example, extensive excitation in the bending mode has been observed in CO₂ generated in the UV photolysis of pyruvic acid, a finding that is consistent with the evolution of the linear CO₂ molecule from the bent configuration (sp² hybridization) present in the carboxylic acid. Our ability to probe high vibrational levels in the CO₂ bending manifold enables us to determine which levels are directly excited as the molecule is being formed. This technique is being applied to
both gas phase and surface reactions in which the nature of the transition state has been characterized in spectroscopic or theoretical studies, with the hope of establishing correlations between the transition state and energy disposal in the product molecules. This research will eventually enable us to measure the nascent rotational/vibrational energy distribution and infer details of the chemical dynamics of much more complex reactions.

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.
CO$_2$ DISCHARGE CELL ABSORPTION SPECTRUM
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H. BOLOMETRIC EVIDENCE FOR CLUSTER FORMATION IN SUPERSONIC MOLECULAR BEAMS
OF CO₂ AND C₄F₈

(G.B. Spector, B.B. Brady and G.W. Flynn)
(JSEP work unit 7, 1982 - 1985)
(Principal Investigator: G. Flynn (212)280-4162)

1. Introduction -- Cluster formation in molecular beams or free jet expansions of various species has been a subject of interest for a number of years. Molecular beams can be used to study such van der Waals' molecules, which form with condensation during supersonic expansion. Both the optimum conditions for forming clusters in beams and the optimum conditions for avoiding them are reasonably well known. (1-4) A description and analysis of the spectra of many of these van der Waals' molecules has been given in detail (5,6) and the bond strengths, (7,8) structure, (9,10) synthetic conditions (11) and energy transfer rates (12) of many clusters have been obtained using supersonic expansion techniques. Experiments have also been performed to investigate the importance of clusters in chemical reactions (13-15) and their interactions with surfaces. (16)

Quantitative methods for the determination of the distribution of van der Waals' molecules in supersonic expansions are still being developed. (17) Mass spectrometry provides only limited information concerning the cluster content of a beam or jet, as electron-bombardment ionization can easily dissociate the weak van der Waals' bond in many clusters. Thus, absolute percentages of clusters cannot be determined in this way. In the past few years, the technique of vibrational predissociation, where a laser predissociates clusters in the near collisionless or collisionless region of a beam, has been used with both mass spectrometers (18,19) and liquid helium cooled bolometers (20-23) as detectors. The predissociation leads to an attenuation of the molecular beam signal; this "negative" signal can be related to the cluster percentage in a beam.

In the present experiments we have used a bolometer to detect clusters
in molecular beams of CO$_2$ and C$_4$F$_8$. The bolometer measures total energy flux, which is composed of translational, internal and adsorption energies. Adsorption energy is simply the energy released to the bolometer when a particle condenses on its surface. The translational energy is determined simultaneously with the total energy flux by using a mass spectrometer for time-of-flight (TOF) measurements. Thus, the sum of internal and adsorption energies can be determined by difference. An upper limit for the internal energy can be obtained using the isenthalpic expansion equation for a free jet. In previous experiments,(24-26) the adsorption energy was approximated by the negative heat of vaporization of the particle under investigation, which, was found to be experimentally valid for Ar.(26) In the present experiments, the adsorption energy is investigated and used as a measure of the cluster content of a beam.

In molecular beams of CO$_2$, there is considerable cluster formation. Mass spectrometric studies have indicated the presence of extremely large clusters in expansions of neat and seeded beams of this molecule.(2) The internal energy of monomeric CO$_2$ is quite small in comparison to its adsorption energy; thus, it is an ideal molecule for studying adsorption energy in an experiment sensitive to the sum of internal plus adsorption energy. C$_4$F$_8$, by contrast, has considerable internal energy per molecule and also forms clusters readily. The adsorption energy trends determined for CO$_2$ can be used to estimate limits on the internal and adsorption energies of C$_4$F$_8$ and hence its degree of clustering.

2. Experimental -- A liquid He cooled bolometer measures energy flux, $W$ ($W = n<v>E_{tot}$), an ion gauge flux meter measures beam flux, $F$ ($F \sim n<v>$) and a mass spectrometer measures average velocity, $<v>$, using time-of-flight (TOF) techniques. $E_{tot}$ is the total energy of a particle striking the bolometer. From the TOF studies, velocity distributions are obtained; thus, the internal energy can be determined by difference. A low power, cw CO$_2$ laser, crossed at 90° with the molecular beam, is used both for irradiation inside a transparent capillary nozzle for excitation experiments and for vibrational predissociation experiments in the collisionless or
near-collisionless region downstream from the nozzle exit, similar to the experiments of Scoles, et al.\textsuperscript{(20-23)} Stagnation pressures varied from 0-80 PSI. The source chamber pressure of the highly condensable $C_4F_8$ and CO$_2$ never rose above $1 \times 10^{-5}$ Torr with liquid nitrogen cooling of the chamber.

3. \textbf{Summary of Results} -- (1) Supersonic molecular beams of CO$_2$ and $C_4F_8$ have been studied using a bolometer, mass spectrometer and flux meter to determine their energy characteristics; (2) At low backing pressures, the experimentally determined adsorption energy released by a CO$_2$ molecule upon condensation on a 1.8K bolometer surface was found to be in good agreement with that derived from the heat of vaporization of the molecule at the triple point; (3) At high backing pressures where significant clustering of CO$_2$ is known to occur, the effective adsorption energy determined experimentally for CO$_2$ was less than predicted and dropped essentially to zero at the highest stagnation pressures; (4) The effective adsorption energy measured experimentally for beams of $C_4F_8$ was always well below that predicted from the heat of vaporization for the molecule, suggesting the presence of significant numbers of clusters for $C_4F_8$ at all experimentally attainable pressures; (5) A simple model has been used to reconcile the observed decrease in effective adsorption energy by taking into account the formation of clusters in the beam; (6) The combination of bolometer, flux meter and mass spectral time-of-flight data, coupled with appropriate energy conservation considerations, has been found to provide a reasonably sensitive test for the presence of clusters in molecular beams.

We would like to thank Professor R.B. Bernstein for a series of fruitful discussions. In addition, we would like to acknowledge Professors B.J. Berne and J.L. Skinner for assistance with the theoretical model and Dr. J.T. Yardley for the loan of a high pressure gauge.
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1. VIBRATIONAL PREDISSOCIATION OF SF\textsubscript{6} CLUSTERS IN A SUPersonic MOLECULAR BEAM

(B.B. Brady, G.B. Spector and G.W. Flynn)
(JSEP work unit 7, 1982 - 1985)
(Principal Investigator: G.W. Flynn (212)280-4162)

1. Introduction -- Cluster formation in molecular beams of various species has been a source of interest for a number of years.\textsuperscript{(1)} Spectroscopists, dynamicists and theorists have studied van der Waals molecules using varied techniques. Unfortunately, the detection of clusters in molecular beams is not always a straightforward task. Many weakly bound van der Waals species dissociate in the electron-bombardment ionization region of a mass spectrometer. Thus, the major fraction of the clusters may be detected at the monomer or fragment masses, with no clue as to their original size. Although some signal may be detected at the parent cluster mass, such peaks do not provide an absolute measure of the amount of that particular cluster in the beam. Mass spectrometry, therefore, provides only limited information about the distribution of various clusters in a molecular beam. Similarly, flux detection has been found to be inaccurate in calculating the absolute cluster percentage.\textsuperscript{(2)} Thus, the use of lasers to predissociate clusters has become an alternative method of study. Vibrational predissociation has been observed with visible lasers in the electronically excited states of van der Waals molecules\textsuperscript{(3-5)} and IR lasers have been used to induce predissociation in the ground electronic state.\textsuperscript{(6,7)}

In a previous study, the internal energy ($E_{\text{int}}$) in a molecular beam of SF\textsubscript{6}\textsuperscript{8-10} was measured. Using a bolometer, mass filter and flux meter, $E_{\text{int}}$ at various laser and thermal excitation conditions was obtained. An isenthalpic expansion equation for conservation of enthalpy in a free jet was employed to predict $E_{\text{int}}$ from time-of-flight data. The predicted values of $E_{\text{int}}$ were considerably larger than those measured experimentally at high nozzle temperatures ($T_{nz}$). The effect of cluster formation on measurements of $E_{\text{int}}$ in these thermal experiments was considered, but no clusters were detected
mass spectrometrically. The data presented here, taken under similar experimental conditions, give a clearer idea as to the importance and possible effect of clusters in the previous experiments.

Dimers of SF$_6$ in a neat molecular beam were predissociated in the collisionless region by a low power, cw CO$_2$ laser. The dimers were detected by the decrease in energy flux, measured with a bolometer, when the dissociated particles left the beam. A model is developed which allows upper and lower limits on the percent dimer to be determined from the change in energy flux upon laser irradiation.

In conclusion, a sensitive laser technique has shown that dimers are present in neat beams of SF$_6$ under conditions corresponding to nozzle pressures ranging from 0 to 1,000 torr and nozzle temperatures of 290 to 550K. The percent of dimer found, however, is relatively small and does not appear to significantly affect the results of previous work.

A paper describing this work in detail will appear shortly in the Journal of Physical Chemistry.

This research was also supported by the National Science Foundation under Grant CHE-80-23747 and the Department of Energy under contract DE-AC-02-78ER04940.
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(10) M.I. Lester, L.M. Casson, G.B. Spector, G.W. Flynn and R.B. Bernstein,
Motivated by our observation of a large solvent effect\(^{(1)}\) on singlet to triplet \(S_1 \rightarrow T_0\) spin relaxation in diphenylcarbene (95 ps in isoctane and 310 ps in \(\text{CH}_3\text{CN}\)) we initiated a study on the effects of solvent intermolecular perturbations on carbene having different structures and in a wider range of environments. The carbene-solvent interactions are important not only in affecting intramolecular relaxation in the carbene itself \((S_1 \rightarrow T_0)\) but in modifying the chemistry as well. Based on our studies \((1-4)\) of diphenylcarbene (DPC) we proposed that the solvent dependent dynamics resulted from a change in the singlet-triplet energy gap which alters the singlet-triplet spin-orbit interaction. The solvent dependence of the energy gap was a consequence of the different energy stabilization of the polar singlet relative to the less polar triplet. This prediction that the gap was larger in a nonpolar solvent was confirmed for DPC \((3,4)\). The energy splitting in nonpolar isoctane was 1400 cm\(^{-1}\) compared with 950 cm\(^{-1}\) for polar acetonitrile.

![Scheme 1: Electronia configurations of lowest singlet and triplet states of Carbene.](image)
Our study of the rates of intersystem crossing in DPC in solvents of different polarity showed that the rate constant decreased as the energy gap decreased. This is an inverse energy gap law in that intersystem crossing rates usually increase as the gap decreases. The key factor is that DPC has a small energy gap whereas the usual energy gap law applies to large gaps. The consequence of the small gap is that there is a sparse manifold of triplet vibronic states (ground triplet plus vibrations) with which the singlet is coupled. As the energy gap increases, e.g. in the less polar solvents, the triplet vibronic levels become increasingly congested in the vicinity of $S_1$ due to the contributions of higher frequency vibrations and due to the decrease in the spacing between the triplet vibronic levels. Accordingly, the rate of $S_1 \rightarrow T_0$ intersystem crossing increases.

1. **Intramolecular Isotope Effects** — To gain insight into $S_1 \rightarrow T_0$ relaxation and to further test the explanation of the variation of $k_{ST}$ with $\Delta E_{ST}$ in carbenes we have investigated the effects of deuteration on intersystem crossing (5). Since deuteration increases the number of final triplet vibronic states in the vicinity of the singlet $S_1$, it should increase the rate of intersystem crossing according to our explanation of the variation of $k_{ST}$ with $\Delta E_{ST}$ due to solvent polarity. This corresponds to an inverse isotope effect which has precedents (6-8) in the $S_1 \rightarrow T_0$ intersystem crossing in some aromatics. Verification of this idea was obtained by comparing the rate of $S_1 \rightarrow T_0$ intersystem crossing of perdeuterated diphenylcarbene (DPC-\textsubscript{d10}) versus perhydro diphenylcarbene (DPC-\textsubscript{h10}) in a variety of solvents, Fig. 1. The origin of this effect is the small singlet-triplet splitting in diphenylcarbene which results in an intersystem crossing to a sparse manifold of triplet vibronic states. Deuteration increases the number of final triplet vibronic states in the vicinity of the singlet and in that way increases the intersystem crossing rate. The magnitude of the isotope effect is dependent on the solvent used. This dependence is caused by the variation of the singlet-triplet energy gap with solvent, the isotope effect being largest in the solvent for which diphenylcarbene has the smallest gap. We thus find a description of intersystem crossing in diphenylcarbene as a radiationless transition from $S_1$.
Figure 1. Plot of the logarithm of $k_{ST}$ versus the solvent polarity parameter $E_T(30)$ for diphenylcarbene-$h_{10}$ ($\Delta$) and diphenylcarbene-$d_{10}$ ($\circ$).
to a sparse triplet manifold, due to the small energy gap, accounts for both the dependence of intersystem crossing on solvent polarity (an inverse gap effect) as well as the inverse isotope effect in a given solvent.

2. Relation Between Carbene Structure and Energy Relaxation --

(a) Dibenzocycloheptadienylidene -- A key feature in the description of energy relaxation in carbenes is the structure of the carbene and how it influences the $S_1 \rightarrow T_0$ dynamics. In order to examine this question in greater detail, we studied another aromatic carbene, bibenzocycloheptadienylidene (DCHD). This molecular intermediate is similar to DPC, differing by an ethylenic bridge which connects the two phenyl rings to the central carbon atom.

\[
\begin{align*}
\text{Dibenzocycloheptadienylidene (DCHD)}
\end{align*}
\]

One effect of the restricting $-\text{CH}_2 -$ groups in DCHD is to increase the angle between the central carbon and the connected phenyl rings relative to DPC. The results of the laser induced fluorescence experiment for DCHD are shown in Fig. 2. From our measurements of $k_{ST}$ in a variety of solvents we find that DCHD also manifests an exponential dependence of $k_{ST}$ on the solvent polarity parameter $E_T(30)$(11), hence giving the linear relationship shown in Fig. 3. The slopes for DPC and DCHD differ but the same exponential dependence of $k_{ST}$ on $E_T(30)$ is seen.

From our findings in two aryl carbenes, DPC and DCHD, we proposed(9,10) that the $S_1 \rightarrow T_0$ transition was more rapid for DCHD (80 ps) than DPC (310ps)
Figure 2. Laser-induced fluorescence of DCHD in tetrahydrofuran at 298 K as a function of time delay between 266 nm excitation and 355 nm probe pulses. The solid curve is a calculated fit.
Figure 3. Intersystem crossing rates of dibenzocycloheptadienylidene (O), diphenylcarbene (□), [1,12]C paracyclophane carbene (▲) and [1,11]C paracyclophane carbene (○) as a function of the solvent polarity parameter $E_{\tau}(30)$.  
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due to the larger energy gap in DCHD 1700 cm\(^{-1}\) versus 950 cm\(^{-1}\) for DPC. This energy gap ordering is a result of the variation of the central angle and phenyl-phenyl twist in the series of aromatic carbenes. This view is supported by theoretical calculations (12,13) that showed that as the central angle in a diaryl carbene decreases, i.e. the carbene becomes more bent, the singlet-triplet gap decreases. Since DPC is more bent than DCHD it has a smaller gap and thus a slower intersystem crossing \(S_1 \rightarrow T_0\). This energy gap ordering is responsible for the ordering of the \(k_{ST}\) values, due to variation in the carbene structure in this case and due to variation in the solvent polarity for a given carbene for the case discussed earlier.

(b) Paracyclophane Carbenes — For the case of DCHD it was found that an ethylenic moiety linking the two phenyl rings can increase the bond angle of the central methylene carbon atom. However, by employing a slightly different construction for the \(-(CH_2)_n\) bridge one can also decrease the bond angle of the aromatic methylene, as exemplified by the paracyclophe carbenes. The paracyclophane carbenes are highly strained molecular intermediates, and as such, form a unique subclass of chemical intermediates. These diarylcarbenes possess specific steric and electronic structures which

\[
\begin{align*}
\text{ParaCyclophane Carbene} \\
\text{[1,n]C} \\
(\text{CH}_2)_n
\end{align*}
\]

depend on the length of the para-substituted alkane linkage. (14) For
example, EPR studies have shown (14) that there is a systematic decrease of the bond angle of the central methylene carbon atom (as well as an increase in the degree of phenyl-phenyl twist) in going from DPC to the [1,11]C paracyclophane. Furthermore, in collaboration with Professor Staab and Professor Turro we have determined that the energy splitting for [1,12]C is \( \approx 650 \text{ cm}^{-1} \) and for [1,11]C it is \( \approx 330 \text{ cm}^{-1} \) (15). The paracyclophane carbenes therefore have a very small singlet-triplet energy gap, which may be related to the fact their geometric structures require small bond angles.

We have determined the intersystem crossing rate \( k_{ST} \) in a variety of solvents for the [1,12]C as well as for the [1,11]C paracyclophane carbene. (16) As illustrated by Fig. 3, the intersystem crossing rate in both paracyclophane carbenes exhibit a dramatic solvent polarity effect, being largest for the [1,11]C. It is also found that the paracyclophanes manifest an exponential dependence of \( k_{ST} \) on the solvent polarity parameter \( E_T(30) \), hence giving the linear relationship shown in Fig. 3. It is pointed out that the striking polarity dependence is the largest such effect observed for aryl carbenes, and is fully consistent with the fact that these carbenes possess an unusually small \( \Delta E_{ST} \).

(c) Dimesitylcarbene (DMC) — For the four aromatic carbenes, ranging from the paracyclophanes (\( \Delta E_{ST} \approx 300 \text{ cm}^{-1} \)) up to and including DCHD (\( \Delta E_{ST} \approx 1700 \text{ cm}^{-1} \)), it was found that they have sufficiently small energy gaps such that the rate of \( S_1 \rightarrow T_0 \) intersystem crossing decreases as the energy gap decreases, due to the solvent polarity effect. On the other hand, we have predicted that for a large singlet-triplet splitting the vibronic level structure in the triplet will be sufficiently dense so that the intersystem crossing rate will be a decreasing function of \( \Delta E_{ST} \), i.e., a normal gap dependence, which is typically found for large molecules. This limit where the relaxation dynamics of the intersystem crossing of a carbene follows the normal gap dependence is illustrated in the case of dimesitylcarbene (DMC). DMC is similar to DPC insofar as it is a simple divalent aromatic hydrocarbon which possesses a ground triplet state. (17-19) However, we have determined that its low lying singlet lies \( >2450 \text{ cm}^{-1} \).
above the ground triplet. \(^{(20)}\) The large singlet-triplet splitting found for DMC is attributed to the large steric repulsion between the mesityl groups bonded to the central methylene carbon which causes a more linear geometry for DMC and hence a larger \(\Delta E_{ST}\), compared to DPC. The dependence of \(k_{ST}\) on change in \(\Delta E_{ST}\) for DMC \(^{(20)}\) is opposite to the dependence observed for aryl carbenes possessing smaller energy gaps, Fig. 4. Interestingly, in a nonpolar solvent such as isooctane, one finds that DMC does not fit the energy gap ordering of the intersystem crossing rates as observed for carbenes possessing small energy gaps. For instance, one finds the \(k_{ST}\) is larger for DCHD \((k_{ST} = 1.66 \times 10^{-10} \text{ s}^{-1})\) than it is for DMC \((k_{ST} = 1.05 \times 10^{-10} \text{ s}^{-1})\), even though DMC has the larger energy gap (see Fig. 5). A linear correlation, however, is found between the solvent dependence of the intersystem crossing rate and the energy splitting in all the carbenes that have been characterized. Taking the slope \((\beta)\) of the line obtained from \(\log(k_{ST})\) versus \(E_{T}(30)\) as a measure of the dependence of the intersystem crossing rate on the solvent polarity it is found that the slope increases in value in the order of DMC > DCHD > DPC > \([1,12]C > [1,11]C\), which is identical to the ordering of the energy gaps for these carbenes (Fig. 6). We thus find that \([1,11]C\), which has the smallest gap in the group, has the most negative slope. For the carbenes with larger energy gaps (e.g. DCHD and DMC) the dependence on solvent polarity is weaker. Of particular significance is the
Figure 4. Intersystem crossing rate of dimesitylcarbene as a function of the solvent polarity parameter $E_T(30)$. 
Figure 5. Plot of the logarithm of $k_{ST}$, obtained in nonpolar alkane solvent, versus $\Delta E_{ST}$ for various carbenes.
Figure 6. Solvent polarity dependence of $k_{ST}$, as a function of the singlet-triplet energy splitting for aryl carbenes. $\beta$ is obtained from linear least squares fit of $\log(k_{ST}) = a + \beta \Delta E_T(30)$, see text.
fact that we see a turn over in the solvent polarity dependence in going from DCHD to DMC. Namely, the slope ($\beta$) is negative for DCHD but positive for DMC. Such a result is reasonable if the triplet vibronic level structure in the vicinity of the singlet switches from the limit of a sparse manifold to the statistical limit of a dense manifold when the $\Delta E_{ST}$ is made large.

In summary, we have found that the singlet to triplet intersystem crossing rate of diaryl carbenes is a sensitive function of the energy splitting separating the singlet and ground triplet states. The solvent environment can also affect the intersystem crossing rate by altering the energy gap through a solvent polarity effect mechanism. A consistent picture of the relaxation dynamics in carbenes has been found by relating the solvent polarity dependence of the intersystem crossing rate to the $\Delta E_{ST}$. The carbenes examined could be grouped into two main categories. Those which possess small $\Delta E_{ST}$ ($<$2000 cm$^{-1}$) fall into the sparse gap limit, and will exhibit inverse deuterium isotope effects as well as an inverse gap effect on intersystem crossing rates. The second group, as exemplified by DMC, is characterized by having a large $\Delta E_{ST}$ ($>$ 2450 cm$^{-1}$) and/or a dense manifold of states, which results in the rate of intersystem crossing being an inversely varying function of the energy splitting.

3. Effects of Reactants on Modifying Intramolecular Energy Relaxation of Carbenes — A particularly important carbene reaction is the quenching of the singlet state with alcohols to form ethers. (21,22) Although it is a classic carbene reaction, no direct kinetic information was known about it. Using picosecond methods we have been able to provide quantitative kinetic information on this reaction as well as to provide further insight into the intermolecular effects on intersystem crossing of carbenes. By measuring the singlet state lifetime of the carbene in the presence of the alcohols we were able to show that the reactant molecules provide not only a chemical decay channel for the singlet state but also an intramolecular decay channel which is due to a solvent polarity effect. These chemical and physical effects can act in opposite directions leading to novel results such as a significant increase in the singlet state lifetime upon addition of reacting molecules.
Photoexcitation of diphenyldiazomethane in the ultraviolet yields $^1$DPC upon loss of nitrogen from the excited singlet state of the diazo compound. Once formed, $^1$DPC can either react with alcohol to form ether or can decay via intersystem crossing into the ground triplet manifold (Scheme 2). The rate of triplet formation ($^3k_f$) in this case should then be equal to the sum of the rate of singlet-triplet conversion ($k_{ST}$) and the pseudo-first-order rate of singlet quenching ($k_1[ROH]$).

$$\frac{1}{\tau_1^{\text{DPC}}} = ^3k_f = k_{ST} + k_1[ROH]$$  \hspace{1cm} (1)$$

The value of $^3k_f$ was measured by means of the laser induced fluorescence experiment, and was used to evaluate the effects of alcohol on the singlet state dynamics.

Scheme 2. Alcohol quenching of singlet diphenylcarbene.
Figure 7. $k_\ell$ as a function of methanol concentration, using diethylether (A) and acetonitrile (B) as a solvent. The solid curves are calculated fits.
Using methanol as the quencher it is found that the rate of triplet formation is not a linear function of the alcohol concentration. It is found (Fig. 7) that with increasing concentration of methanol the value of $3k_f$ initially decreases and then, after reaching a minimum, increases linearly. 

An even more dramatic effect is produced when diethylether is used as a solvent, where a sharp minimum in $3k_f$ is clearly seen as the concentration is increased. These observations can be explained by recognizing the effect of solvent polarity on $k_{ST}$. A consequence of this dependence for bimolecular reactions of the carbene will be a significant change in the carbene spin equilibration rate may result by the addition of reactant molecules. In other words, $k_{ST}$ may no longer remain a constant, but may change as the concentration of the quencher changes. Hence if solvent polarity is a rapidly varying function of alcohol concentration $k_{ST}$ must then become a function of alcohol concentration as well. Since methanol is much more polar than acetonitrile and diethylether, it is expected that $k_{ST}$ will decrease upon addition of methanol to the solvent, due to the increase in polarity of the mixture. At a low methanol concentration the rate of chemical quenching is small compared to $k_{ST}$ and in this domain polarity effects will dominate the singlet state dynamics resulting in an increase in the singlet state lifetime. At high methanol concentration, the chemical decay channel dominates the singlet state dynamics, dwarfing the effects of alcohol on $k_{ST}$, and $3k_f$ increases with quencher concentration in a linear fashion.

It is pointed out that if one were to use an alcohol and a solvent which have the same polarities, then no change in $k_{ST}$ is expected on adding alcohol; for this case a simple linear dependence of $3k_f$ is expected. Verification of this idea was obtained (Fig. 8) by choosing 3-pentanol ($E_D(30) = 45.7$ kcal/mole) as the solvent. It is found that $3k_f$ is a linearly increasing function of the 3-pentanol concentration. The slope of the fitted line yields the rate constant of $k_1 = (2.04 \pm 0.08) \times 10^9$ M$^{-1}$S$^{-1}$. The intercept, which according to equation (1) must equal $k_{ST}$ is found to be equal to $(3.29 \pm 0.04) \times 10^9$ s$^{-1}$, the same as the experimentally determined value of $k_{ST}$ in the neat solvent, $(3.23 \pm 0.19) \times 10^9$ s$^{-1}$. After correcting for the polarity effects due to the addition of the alcohol quencher one can obtain the intrinsic reactivity of $^1$DPC with different alcohols in a given
Figure 8: \(3k_f\) as a function of 3-pentanol concentration, using acetonitrile as solvent.
solvent. In this way it is found that methanol is 2.5 times more reactive than 3-pentanol with DPC, in acetonitrile. This result is consistent with the model which relates reactivity with O-H bond lability of the alcohol. (3,4,24,25)

This work was also supported by the Air Force Office of Scientific Research under Grant AFOSR-84-0013B and the National Science Foundation under Grant NSF-CHE82-11593.


B. TWISTED INTERNAL CHARGE TRANSFER PHENOMENA

(J.M. Hicks, M.T. Vandersall and K.B. Eisenthal)
(JSEP work unit 6, 1985-1988)
(Principal Investigator: K.B. Eisenthal (212)280-3175)

1. Hydrogen Bonding and Polarity Effects on Barrier Crossings in Solution: p-dimethylamino-benzonitrile in n-alcohols — To continue the study of polar solvent effects on the dynamics of excited state charge transfer, the Twisted Internal Charge Transfer (TICT) of p-dimethylamino-benzonitrile (DMABN) was studied in n-alcohol solutions. DMABN undergoes both a structural change (90° twist about the amino-phenyl bond) and an electronic change (charge transfer from the dimethylamino portion to the benzonitrile moiety) in the excited state in polar solvents. (1) Scheme I is the so-called Twisted Internal Charge Transfer (TICT) model for the anomalous dual fluorescence of DMABN in polar solvents. (1)

\[ \text{DMABN} \]

\[ B \xrightarrow{k_1} A \]

\[ B \rightsquigarrow h\nu_B \]

\[ A \rightsquigarrow h\nu_A \]

SCHEME I
The B state corresponds to the planar form (twist of angle of $0^\circ$), while A refers to the twisted ($90^\circ$) charge transfer state. In alkanes, only the B fluorescence is observed, which indicates that the excited state potential surface connecting the planar and twisted forms is dependent on solvent polarity. Despite numerous kinetic studies, the role that the solvent plays in determining the dynamics of TICT is still the subject of controversy.

We found that the height of the barrier to this transition for DMABN in normal nitriles depends linearly on the solvent polarity, as measured by the Dimroth $E_T(30)$ value. This polarity dependence of the rate, as given in equation 1, then accounted for the variation of isomerization rates of DMABN observed in the series of neat nitriles.

$$k = C \times \exp(A(E_T(30)-30)/RT) \times \exp(-E_a^O/RT) \quad (1)$$

Here, $C$ is the Arrhenius frequency factor, $A$ is a constant independent of viscosity and temperature, and $E_a^O$ is the activation energy of the TICT process in an alkane solvent having an $E_T(30)$ of 30 kcal/mole. The viscosity differences through the nitrile series, from .5 to 1.8 cP, did not seem to affect the rate. However, in our previous study, we were not able to determine with confidence the role of solvent viscosity in the TICT process because the correction to the barrier height for polarity changes introduced too much uncertainty. In this study, we have extended the viscosity range of the solvents by using n-alcohols. We wish to clarify the role of the solvent in TICT by separating the effects on $k_1$ by solvent polarity, viscosity and hydrogen bonding. To accomplish this, the rate constants in Scheme I were measured for DMABN in a wide range of neat, normal alcohols at various temperatures. The value of $k_1$ is calculated for each solvent at a given temperature from the observables $k_{obs}$ (the rate of fast decay of the B emission and the rise of the A emission) and F, the fraction of fluorescence at time zero in the slowly decaying component of the short wavelength band (the planar B state). Based on our observation that the sum of the excited states rates, $k_1 + k_2$, is large compared to the population decay rates of the two excited states, $k_A$ and $k_B$, equation 2 is obtained (see...
To illuminate the differences between protic and aprotic solvation of DMABN, the data for DMABN in alcohols and nitriles are directly compared.

For all of the neat samples studied, the dynamical processes of the DMABN isomerization shown in Scheme I have been verified. Table I gives the results of experiments conducted on the fast components of the fluorescence of DMABN in neat normal alcohols and nitriles. The observed formation and decay rates ($k_{obs}$) are equal within experimental error, which confirms that the A population originates from the B population.

First it should be noted that, through the series of nitriles and alcohols, solvent dielectric relaxation times vary. If the rate of TICT is limited by the rate of solvent rearrangement, the TICT times should follow the solvent dielectric relaxation times. If the rate of TICT is limited by the rate of solvent rearrangement, the TICT times should follow the solvent dielectric relaxation times. In Table I the first two dielectric relaxation times are shown for the alcohols. It is observed that there is no agreement between these values and TICT times, even when the dielectric relaxation times are corrected for the presence of a constant charge. Thus, the TICT process does not seem to be rate-limited by any of the characteristic reorientational motions of the solvent.

To separate the effects of solvent polarity and viscosity on the isomerization dynamics, we have used two techniques: (i) $k_{obs}$ was measured at room temperature in isoviscous mixtures of an alcohol and an alkane, where the polarity of the mixture was controlled by the concentration of the alcohol, and (ii) the temperature was varied for the neat solvents so that the solutions had the same viscosity but different polarity values. In the isoviscosity experiment with butanol/hexadecane mixtures (data from reference 3), it is found that there is a linear relationship between the logarithm of $k_1$ and the solvent polarity parameter, $E_T(30)$ (see Fig. 1). It is observed that the slopes of the lines, the constant A in equation 1, are equal, but the rates of formation of the charge transfer state at a given $E_T(30)$ value are in fact smaller for DMABN in alcohols than in nitriles.

From the isoviscosity experiments performed in neat alcohols at
different temperatures, it is possible to calculate the Arrhenius parameters of DMABN in alcohols. An inverse temperature dependence of $k_1$ in isoviscous alcohols is observed. Without the polarity factor in equation 1, a negative activation energy is obtained. The effect can be traced to the fact that the polarity of the liquids increases as the temperature is lowered, making the barrier to the isomerization lower. Upon correction of $k_1$ for changes in solvent polarity, a positive activation energy is obtained for both nitriles and alcohols. Figure 2 is an Arrhenius plot of the polarity-corrected rate, $K$, where $K$ is given by equation 3.

$$K = k_1 \times \exp(-A(E_T(30)-30)/RT) \quad (3)$$

While for the nitriles the observed slope corresponds to a barrier height in an alkane of $8.0 \pm 0.7$ kcal/mole, for alcohols, the value is $14.3 \pm 0.7$ kcal/mole. At a given $E_T(30)$, the height of the barrier to TICT in alcohols is higher than that in nitriles, by about $6.3 \pm 1.4$ kcal/mole. The barrier raising effect caused by the hydrogen bonding explains why, for an isopolar alcohol and nitrile, the TICT rate is faster in the nitrile. The hydrogen bonding, which withdraws electrons from the donating end of the molecule, opposes the charge transfer and thus must be broken before TICT can take place. The additional energy needed to do the bond breaking, $6.3$ kcal/mole, is on the order of typical hydrogen bond strengths.

The viscosity of the DMABN solution has been varied in two ways in order to investigate the viscosity dependence of the rate expression (Eq. 1). First, the series of n-alcohols was used (Table I), and the rate $k_1$ of TICT of DMABN was corrected for changes in the $E_T(30)$ values. Then, the temperature was varied for DMABN in hexanol and corrections were made to these $k_1$ values for polarity and temperature changes.

The viscosity dependence of the rate is usually expressed as $1/\eta^a$ (Ref. 14). In Figure 3, the logarithm of the polarity-corrected rate, $K$, as defined by eq. 3, is plotted vs. the logarithm of the viscosity for DMABN in n-nitriles and n-alcohols at room temperature, and for hexanol at different temperatures. The best fit line suggests that there is little or no viscosity dependence on the TICT rate of DMABN in the viscosity range .5 to
TABLE I

RATES FOR TICT OF DMABN IN NORMAL ALCOHOLS AND NITRILES AT 20 DEG C

<table>
<thead>
<tr>
<th>SOLVENT</th>
<th>( \beta^* )</th>
<th>( E_r (30) )</th>
<th>( \tau_1 )</th>
<th>( \tau_2 )</th>
<th>( \gamma )</th>
<th>( k_{obs} )</th>
<th>( k_1 )</th>
<th>( 1/k_1 )</th>
<th>( k_2 )</th>
<th>( K_{eq} )</th>
<th>( E_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>n. C(_4)H(_7)OH</td>
<td>2.23</td>
<td>50.7</td>
<td>430</td>
<td>21.9</td>
<td>81</td>
<td>0.0311</td>
<td>3.70230</td>
<td>3.59235</td>
<td>2813</td>
<td>111.05</td>
<td>3211</td>
</tr>
<tr>
<td>n. C(_4)H(_6)OH</td>
<td>2.98</td>
<td>50.2</td>
<td>668</td>
<td>27.0</td>
<td>127</td>
<td>0.0611</td>
<td>2.06117</td>
<td>2.79121</td>
<td>3613</td>
<td>111.04</td>
<td>1614</td>
</tr>
<tr>
<td>n. C(_6)H(_13)OH</td>
<td>5.23</td>
<td>48.8</td>
<td>1210</td>
<td>31.0</td>
<td>300</td>
<td>0.1011</td>
<td>1.41108</td>
<td>1.27112</td>
<td>7917</td>
<td>1411.04</td>
<td>911</td>
</tr>
<tr>
<td>n. C(_8)H(_17)OH</td>
<td>8.95</td>
<td>48.3</td>
<td>1700</td>
<td>30.7</td>
<td>494</td>
<td>0.1011</td>
<td>1.23107</td>
<td>1.11410</td>
<td>9019</td>
<td>121.03</td>
<td>911</td>
</tr>
<tr>
<td>n. C(_{10})H(_21)OH</td>
<td>14.3</td>
<td>47.6</td>
<td>2019</td>
<td>47.5</td>
<td>699</td>
<td>0.78102</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>n. C(_4)H(_7)OH</td>
<td>0.506</td>
<td>43.0</td>
<td>7</td>
<td>0.0751</td>
<td>7.1112</td>
<td>6.6114</td>
<td>1512</td>
<td>511.17</td>
<td>1212</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>n. C(_5)H(_9)OH</td>
<td>0.541</td>
<td>42.8</td>
<td>0.0781</td>
<td>6.7110</td>
<td>6.1112</td>
<td>1612</td>
<td>5211.16</td>
<td>1212</td>
<td>2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n. C(_6)H(_11)OH</td>
<td>0.975</td>
<td>42.2</td>
<td>0.0811</td>
<td>6.25109</td>
<td>5.8110</td>
<td>1712</td>
<td>5011.14</td>
<td>1212</td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n. C(_8)H(_15)OH</td>
<td>1.632</td>
<td>41.8</td>
<td>0.1011</td>
<td>4.351.91</td>
<td>3.9111</td>
<td>2613</td>
<td>4411.14</td>
<td>911</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>n. C(_9)H(_17)OH</td>
<td>2.092</td>
<td>41.3</td>
<td>0.1211</td>
<td>3.57128</td>
<td>2.96137</td>
<td>911</td>
<td>611.09</td>
<td>511.4</td>
<td>3.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Viscosity is in cP at 20 deg C.
\( E_f \) is the activation energy of viscous flow, from the least squares fit of data (ref. 15) (kcal/mole).
\( E_r (30) \) values in kcal/mole.
\( \tau_1 \) and \( \tau_2 \) are the first and second dielectric relaxation times of alcohols at 20 deg C (ref. 11). For butyronitrile, see ref. 16. All times are in psec.
\( \tau_1 \) is the first dielectric relaxation time of alcohols corrected for constant charge (\( \tau_1' = \tau_1 \times (\epsilon_{\infty}/\epsilon_{10}) \)).
\( \epsilon_{10} \) is the static dielectric constant (\( \epsilon_{\infty} \) is taken from Cole plots of data in ref. 11).
All rates are given in units of \( \text{10}^{10} \text{ sec}^{-1} \).
\( k_{obs} \) is the average of the fast rise and decay components of the fluorescence at 475 nm and 400 nm, respectively.
Figure 1: Plot of $\ln k_1$ vs. $E_T(30)$ for DMABN in: Circles -- nitrile/alkane mixtures, slope = $0.64 \pm 0.04$, intercept = $-2.7 \pm 1.5$, corr. = 0.990. Boxes -- butanol/hexadecane mixtures, slope = $0.65 \pm 0.08$, intercept = $-8.9 \pm 4.0$, corr. = 0.953.
Figure 2: Arrhenius plot of polarity-corrected rate for TICT in: Circles -- neat nitriles, viscosity for all nitriles is 0.6 cP, slope = $-4.02 \pm 0.35$, intercept = $30.6 \pm 1.2$. Boxes -- neat alcohols, viscosity for these alcohols is 5.2 cP. Deltas -- hexanol, slope for alcohols, $-7.15 \pm 0.35$, intercept = $35.2 \pm 1.2$. 
Figure 3: Plot of the polarity-corrected rate vs. the logarithm of the viscosity for n-nitriles (circles), n-alcohols (boxes) and hexanol (deltas). Alcohol data normalized to nitrile data by adding $E_a^0/RT - \Delta \ln C$. Slope = .05 $\pm$ .06 (standard deviation of points), including error bars, slope on a range from -.2 to .4, intercept = 30.6 $\pm$ .1.
28 cP. A line with slope $= -1$, which is predicted by the Smoluchowski limit for a rate inversely proportional to viscosity, is drawn for purposes of comparison. While large errors remain after the correction for polarity (due to the error in $A$, which is propagated exponentially), it is clear that by extending the viscosity range by an order of magnitude, we have strengthened the argument that the major role played by the solvent in the isomerization of DMABN is in stabilizing the more polar twisted form via dielectric interactions, and not in providing friction against which the dimethylamino group must twist.

In conclusion, using the example of DMABN to test the effects of polar solvents on excited state isomerizations involving charge transfer, we have found that, in addition to solvent polarity-induced barrier height changes, the rate of isomerization can also be affected by hydrogen bonding between the solute and the protic solvent. These factors enter into the determination of the height of the potential energy barrier between the two states, and it is this that controls the kinetics rather than dynamical factors like solvent dielectric relaxation and viscosity. Finally, we have found that the Twisted Internal Charge Transfer model is valid for DMABN in a wide range of alcohols and nitriles over a fairly broad range of temperatures.

This work was also supported by the Air Force Office of Scientific Research under Grant AFOSR-84-0013B and the National Science Foundation under Grant NSF-CHE82-11593.
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(15) Landolt-Bornstein, Zahlenwerte und Funktionen, Band II, Twil 5a.

C. SECOND HARMONIC GENERATION FROM LIQUID SURFACES

(J.M. Hicks, K. Kemnitz, T.F. Heinz and K.B. Eisenthal)  
(JSEP work unit 6, 1985 - 1988)  
(Principal Investigator: K.B. Eisenthal (212)280-3175)

1. Adsorption and Orientation of Phenol Derivatives at the Air/Water Interface Studies by Surface Second Harmonic Generation — A new application of second harmonic generation techniques, which are sensitive to the asymmetry of boundaries, has allowed the direct study of the structure of surfaces of neat liquids and solutions. These techniques have recently been shown to yield detailed information about the orientation and number density of second harmonic active molecules at liquid/solid, vapor/solid, and vapor/liquid interfaces, where the latter interface consisted of insoluble surfactant molecules spread onto the surface of water. We wish to extend these studies to include the vapor/liquid interfaces of neat liquids and aqueous solutions of simple benzene derivatives. We approximate that the second order polarizability of the surface layer is given by equation 1:

\[ P_{NL} = N_s < \alpha^{(2)} > (E)^2 \]  

(1)

where \( N_s \) is the number of surface active molecules, and \( \alpha^{(2)} \) is the second order polarizability of the individual molecule. By measuring the polarization of the second harmonic output, we can determine the average angle of the surface molecules with respect to the surface plane. From the intensity of the signal, the relative concentration of the adsorbates on the surface is determined.

Surface second harmonic signals from phenol/water and cresol/water mixtures of varying concentration were measured. Figure 1 shows the second harmonic intensity as a function of polarization angle for phenol/water mixtures of four different bulk concentrations. From the null angle, it is determined that the average orientation of phenol at the surface is \( 60^\circ \) from the surface normal. Furthermore, the orientation does not change with
Figure 1: Polarization of the second harmonic signal from phenol/water mixtures: Boxes = .52M phenol, Circles = .18M phenol, Triangles = .072M phenol, Crosses = .036M phenol vs. analyzer angle. Data are corrected for the monochromator response function and fit to a $\cos^2$ function. Null angle is $42 \pm 1^\circ$. 
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Figure 2: Intensity of $s$ component of second harmonic signal vs. surface coverage of phenol and cresol in water. Boxes = phenol/water solutions, Triangles = cresol/water solutions.
surface concentration.

Now that it is known that the orientation of the molecule's main axis does not change with concentration, changes in the intensity of the signal can be attributed mainly to changes in the surface solute concentration. Figure 2 shows the polarized component of the signal for different phenol and cresol concentrations plotted against the surface coverage calculated from the surface tension data\(^{(7,8)}\) via the Gibbs adsorption isotherm.\(^{(9)}\) For submonolayer coverages, the second harmonic signal is a linear function of the surface concentration, as predicted by equation 1.

In conclusion, we have shown that it is possible to detect second harmonic signals from the surface molecules of ordinary liquids, even without the benefit of resonance enhancement. We have obtained information about the orientation of adsorbates in the liquid surface for coverages as low as 5\% of a monolayer. For phenol molecules adsorbed at the water/air interface, we have shown that they are oriented with their long axis tilted 60° from the surface normal.

This work was also supported by the Air Force Office of Scientific Research under Grant APOS-84-0013B and the National Science Foundation under Grant NSF-CHE82-11593.

V. OPTICAL TRANSIENT SPECTROSCOPY

A. INTRODUCTION

(S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212)280-3272)

With the completion of the renovation of our laboratory, all four experimental stations are in an environmentally-controlled climate with the ambient temperature stable year round to ± 1 °F. This significantly improves the stability of our instrumentation and thus our ability to do precision experiments.

Investigations are proceeding on previously established experimental programs as well as exploring new spectroscopic techniques. In the following reports we will outline the progress in these investigations.

Traditionally, it has been thought that to study fast phenomena using optical transient techniques one had to use pulses of light with temporal durations shorter than the phenomena under study. In Section B we explain the important new technique of Time Delayed Four Wave Mixing (TDFWM) using incoherent light in which we show that one can take advantage of the short coherence time of broadband light in investigations of femtosecond phenomena.

In Section C we discuss the extension of Photon Echo Modulation Spectroscopy (PEMS) into a new regime allowing studies of coherences between states that are widely separated in frequency compared to the bandwidth of the exciting laser pulses.

Section D contains results of our spectroscopic and relaxation studies in Pr3+:LaF3 for the excited 3H5 and 3H6 states. We also present the first satellite echo data taken on a satellite line of 3P0 - 3H4 transition in this sample. We have also observed visible lasing on three transition in this sample. Some preliminary results on laser action in this sample is presented.

We have completed a study of the relaxation of superposition states of
similar parity in Lithium vapor using the trilevel echo technique. This experiment is discussed in Section E and concludes the investigation which was discussed in last year's progress report.

In Section F we discuss a novel experiment in Sodium vapor in which a new photon echo technique is developed. This is the first time a photon echo has been observed in which one of the excitation pulses involves a two-photon transition. This echo was used to measure the total scattering cross section with Argon of Sodium in a $3S-3D$ superposition.

In conclusion, we will mention in Section G future directions of work in our laboratory.
B. TIME-DELAYED FOUR-WAVE MIXING USING INTENSE INCOHERENT LIGHT

(R. Beach, D. DeBeer and S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212)280-3272)

1. Introduction — Although there have been photon-echo and four-wave-mixing studies since the early 1960s,\(^1\)\(^2\) it is only recently through the work of Ye and Shen\(^3\) that the intimate connection between the two has been recognized. The key to bridging the gap and exploiting this connection is to use incoherent light.

In separate experiments done by Asaka et al.\(^4\) and Beach and Hartmann,\(^5\) incoherent light has been used to generate time-delayed four-wave-mixing (TDFWM) signals. Asaka et al. used a broadened cw laser to generate TDFWM and were thereby able to measure relaxation on a picosecond scale. Beach and Hartmann, using pulsed incoherent light, saw structure in the picosecond regime where the excitation pulses overlapped, while still being able to generate ordinary photon echoes when there was no pulse overlap. More recent work with a pulsed excitation source has pushed relaxation measurements into the subpicosecond regime.\(^6\) Theoretical analyses of relaxation effects have yielded significant agreement with data. Taking the view that TDFWM signals are essentially accumulated echoes, the analysis of Asaka et al. posits that a grating proportional to the power spectrum of the applied fields is formed and then interrogated by the selfsame fields.\(^4\) A more general analysis has been presented by Morita and Yajima\(^7\) which is valid for arbitrary values of \(T_1\), \(T_2\), and \(\delta \omega\) where \(T_1\) and \(T_2\) are the longitudinal and transverse relaxation times and \(\delta \omega\) is the 1/e half-width of the inhomogeneous line.

Both of these last theories are steady state in character and assume the excitation fields are weak. The TDFWM results of Beach and Hartmann cannot be explained by either of these theories because of the large excitation intensities used: what is needed is a nonperturbative analysis. Such an
analysis, valid only when the excitation pulses do not overlap, has recently been presented to explain the generation of incoherent photon echoes. An extension of this analysis is presented herein to explain the TDFWM behavior. New experimental results are also presented.

2. Theory — In the weak excitation regime for the case of $T_1$ and $T_2$ both large in comparison to $\delta \omega^{-1}$, Morita and Yajima's general formulas for the TDFWM signal reduce to the simple form

$$S = \int_{-\delta \omega \tau / \sqrt{2}}^{\infty} dy \exp(-y^2)$$

where $\tau$ is the delay between the excitation pulses. The TDFWM signal is observed along $2k_2 - k_1$ where $k_1$ and $k_2$ are the wave vectors of the excitation pulses and positive $\tau$ corresponds to the pulse with wave vector $k_1$ preceding the pulse with wave vector $k_2$. The above formula is plotted in Fig. 1 and should be compared with Fig. 2(a), a recent result from our laboratory. Our experimental result was obtained in a Na cell at 445 K where the shortest relevant relaxation time is the 16-nsec fluorescence lifetime of the 3P state. The inhomogeneous width of the Na D line on which we work is of the order of $\delta \omega = 6.4 \times 10^9$ rad/sec, so that our result is obtained under the condition that $T_1$ and $T_2$ are large in comparison to $\delta \omega^{-1}$. Our excitation pulses were such that each Na atom experiences a pulse of effective area on the order of $\tau$ so that except as regards the intensity of the excitation pulses the data shown in Fig. 2 corresponds to the conditions under which the response shown in Fig. 1 was calculated. The most striking effect of the high-intensity excitation is thus seen to be the degradation of the TDFWM signal for large values of $\tau$. Before we explain how this comes about we give a qualitative explanation of the weak-excitation result shown in Fig. 1.

Excitation pulses made from broadband laser light can be regarded as a train of incoherently phased noise spikes. We consider the case in which the output of a single such laser is divided, delayed, and recombined to provide one pulse with wave vector $k_1$ and a second pulse delayed by $\tau$ and in a slightly different direction with wave vector $k_2$. Thus we have two trains of
Figure 1: Signal intensity vs. excitation pulse separation after Morita and Yajima (Ref. 7) for the case in which $T_1$ and $T_2$ are both large in comparison to $\delta \omega^{-1}$. 

189.
Figure 2: (a) Experimentally measured signal intensity vs. excitation pulse separation in a 10-cm long Na cell at 445 K. (b) The same data for pulse separation of 50-100 psec with error bars and lines connecting the data. The 1.9-psec modulation is due to the Na 3P fine-structure beating.
correlated noise spikes. Although the phase of each noise spike is random, each correlated noise-spike pair having wave vector \( k_1 \) and \( k_2 \) has the same relative phase and therefore contributes coherently to a \( k_1-k_2 \) momentum component of the ground-state amplitude. We illustrate this in Fig. 3 by drawing only that part of the recoil diagram which shows the elements leading to this ground-state momentum buildup.\(^{(8,9)}\) Each spike with wave vector \( k_1 \) generates an excited-state component with momentum \( k_1 \) which recoils as indicated by the dashed line. After a time \( \tau \) the correlated noise spike with wave vector \( k_2 \) appears and regenerates the ground state except that its momentum \( k_1-k_2 \) is not exactly zero since \( k_2 \neq k_1 \). For \( k_2 \approx k_1 \) the resulting ground-state trajectory for the \( k_1-k_2 \) state is effectively parallel to the original ground state with \( k = 0 \). The macroscopic ground-state component with \( k = k_1-k_2 \) thus develops.

Given a system in a macroscopic superposition of two ground states as described above it is a simple matter to find how it will radiate after subsequent irradiation. Consider, as in Fig. 4, excitation by a noise spike with wave vector \( k_2 \) of the ground-state amplitude component with \( k = 0 \). This state recoils with momentum \( k_2 \) and crosses the ground-state component with \( k = k_1-k_2 \) a time \( \tau \) later. This is the classical echo formation process. The echo so produced has momentum \( k_2 - (k_1-k_2) = 2k_2 - k_1 \). Each noise spike with \( k = k_2 \) produces such an echo (in addition to aiding in the macroscopic ground-state formation shown in Fig. 3). These echoes add incoherently to provide the TDFWM signal. While we have called the radiated signals "echoes," this identification is not so clear when \( \tau \) becomes smaller than the inverse inhomogeneous width. Echoes generally appear as a rephasing of a dephased system and radiate throughout the rephasing and dephasing process. But when \( \tau \) is too small, the initial dephasing is incomplete and consequently the interval during which appreciable radiation takes place is reduced, with a corresponding reduction in signal intensity. For \( \tau = 0 \) there is no initial dephasing and half the potential echo signal is lost. For \( \tau \) negative the macroscopically produced ground-state component has wave vector \( k = k_2-k_1 \). A noise spike with wave vector \( k_2 \) generates from this state an excited state with wave vector \( 2k_2 - k_1 \) as indicated in Fig. 5. This state and the ground-state component with \( k = 0 \) again combine to radiate along \( 2k_2-k_1 \).
Figure 3: Recoil diagram showing those vertices that contribute to the $k_1-k_2$ momentum component of the ground-state amplitude. Ground- and excited-state trajectories are denoted by solid and dashed lines, respectively.
Figure 4: Recoil diagram showing the lowest-order contribution to the signal emitted in the $2k_2 - k_1$ direction.
Figure 5: Recoil diagram for the case in which \( \tau \) is negative, i.e., pulse 2 precedes pulse 1 by \( \tau \). Extending the excited-state amplitude generated by the \( k_2 \) noise spike backwards in time leads to a virtual crossing a time \( \tau \) earlier giving rise to signal emission in the \( 2k_2-k_1 \) direction.
This signal is large only for \( \tau \) small; for nonzero \( \tau \) it is a normal free decay less that part which would have been radiated between \( t = 0 \) and \( \tau \). In terms of the diagrams we would say this situation corresponds to having a virtual crossing a time \( \tau \) before the noise spike appears.

The discussion of the recoil diagrams can be summarized by observing that superposition states with relative wave vector \( 2k_2 - k_1 \) always radiate but do so with an intensity proportional to \( \exp\left(-\Delta t^2 \delta \omega^2 \delta z\right) \) where \( \Delta t \) is the time to the (real or virtual) crossing. In the "billiard-ball" model this exponential factor gives the overlap between the superposition states. In classical analysis the exponential factor represents Doppler dephasing. In any event each noise spike with wave vector \( k_2 \) generates a signal along \( 2k_2 - k_1 \) proportional to \( \exp\left[-(t - \tau)^2 \delta \omega^2 / 2\right] \) where \( t \) is the interval between the arrival time of the spike with wave vector \( k_2 \) and the time at which the signal is observed. Integrating over all \( t \) yields

\[
S = \int_0^\infty dt \exp\left[-(t-\tau)^2 \delta \omega^2 / 2\right]
\]

which is identical to the result of Morita and Yajima in Eq. (1). Our picture thus shows that TDFWM signals for positive \( \tau \) are best thought of as accumulated echoes while for negative \( \tau \) they arise from accumulated free decays.

In order to go beyond the low-intensity limit we need to consider those diagrams which give rise to the ground-state amplitudes suggested in Fig. 6. With this more-involved grating structure a second kind of contribution to the TDFWM signal along \( 2k_2 - k_1 \) appears, as shown in Fig. 7. Now excitation pulses along \( k_1 \) produce echoes along \( 2k_2 - k_1 \). These echoes are in a different class from those depicted in Fig. 4 inasmuch as they peak at \( 2\tau \), instead of \( \tau \), after the excitation noise spike. For \( \tau \) negative we obtain the analog to Fig. 5 which is depicted in Fig. 8.

This differs from the situation depicted in Fig. 5 in that the virtual crossing appears \( 2\tau \), instead of \( \tau \), before the excitation noise spike. The appearance of terms with crossings \( 2\tau \) away from the associated noise spikes modifies the relaxation behavior since the sensitivity to relaxation is changed. It should also be noted that as the excitation level increases, the
Figure 6: Recoil diagram showing several of the various momentum components of the ground-state amplitude that are generated by intense excitation pulses.
Figure 7: A new class of recoil diagram that can contribute to the $2k_2 - k_1$ emitted signal when the ground-state grating structure depicted in Fig. 6 is present.
Figure 8: Recoil diagram analogous to that depicted in Fig. 5 for the case of negative pulse separation and higher-intensity pulses. Extending the excited state generated by the $k_1$ noise spike backwards in time leads to virtual crossing a time $2\tau$ earlier, giving rise to signal emission in the $2k_2-k_1$ direction.
number of terms in each of the classes presented in Fig. 4, 5, 7, and 8 increases.

Our model up to now consists of two parts. First, correlated noise-spike pairs act in unison to set up accumulated gratings and then, these gratings are interrogated by the selfsame fields to generate the TDFWM signal along $2k_2 - k_1$. With high-intensity excitation we must also consider how the excitations affect the generated superposition states themselves, degrading the grating and radiated signal both directly and indirectly. For the purpose of this paper we consider only those signal degradation effects which depend on $\tau$. These involve grating formation and grating interrogation and we believe they are comparable. A calculation leads to a noise-spike induced relaxation time and is the reason for the qualitative difference between our result of Fig. 2 and the theoretical curve in Fig. 1.

For large $\tau$, noise-spike signal degradation dominates and the TDFWM signal should diminish as we observe. As we have noted, it is important to take into account high order effects when calculating the pulse-induced grating. This we did by performing a modal analysis which treats the interaction of each atomic group with its resonant mode exactly. All classes of echoes appear in the analysis and agreement with experiment is obtained within the limits of our experimental accuracy.

3. **Experiment** — Our experimental apparatus generated 7-nsec-long incoherent excitation pulses from a dye solution consisting by volume of 50% R610 ($10^{-3}$ M in CH$_3$OH) and 50% Kiton Red ($3 \times 10^{-4}$ M in CH$_3$OH) in a stirred dye cell, pumped by the second harmonic of a Quanta Ray DCR-1A yttrium-aluminum-garnet (YAG) laser. The dye cell was placed in an open-ended cavity with a diffraction grating in the Littrow configuration at the closed end to provide bandwidth narrowing. The output was amplified twice in two longitudinally pumped flowing dye cells containing a solution of R590 ($5 \times 10^{-5}$ M in CH$_3$OH) as shown in Fig. 9. A spectroscopic analysis of these output pulses showed them to have a central wavelength of 5893 Å and a full width at half maximum (FWHM) of between 6 and 12 Å depending on the grating used in the closed end of the cavity. Using the apparatus shown in Fig. 10 each output pulse was split in two and
recombined to provide two well-defined almost parallel light pulses. We generally made the angle between the light pulses of the order of a few milliradians. The mirror M1 in Fig. 10 was on a translational mount driven by a computer-controlled stepper motor so that a variable delay could be inserted between the two pulses. Beyond a 10-cm-long sample cell containing Na vapor, a signal was detected in the $2k_2-k_1$ phase-matching direction using a spatial filtering technique. The signal intensity was detected by an EG&G FND 100 photodiode and after being integrated over the pulse duration was stored by a computer. A typical data run consisted of measuring integrated signal intensity as a function of delay as mirror M1 was moved through a range corresponding to $\sim 1$ nsec in delay time. Care was taken to insure that both the immediate and delayed components of the excitation beam saw the same dispersive optical elements after being split off from the single incoming pulse.

The data shown in Fig. 2 were obtained in a 10-cm cell at 445 K where the Na vapor density was $3 \times 10^{12}$ cm$^{-3}$. At line center the sample is optically thick so the theory we have presented is strictly valid only in the wings of the resonance line. Nevertheless, it is still instructive to apply the theory to this case.

Before proceeding we note that the oscillatory behavior revealed on the expanded segment shown in Fig. 2(b) is due to the coherent beating of the sodium D lines at 5889.95 and 5895.92 Å. Our laser bandwidth of 12 Å completely covers these lines which are separated by 6 Å. The beating has a period of 1.9 psec which corresponds to this wavelength separation.

For broadband laser pulse considered as a train of incoherent noise spikes, these spikes have a nominal duration determined by the relation $\Delta t_c = 2\pi \Delta \nu \Delta \omega = 2\pi c \Delta \lambda / \lambda^2$ where $\Delta \nu$ is the bandwidth $\Delta \omega$ corresponding to $\Delta \lambda$. For $\Delta \lambda = 12 \text{ Å}$ we find the noise-spike duration is $t_c = 1$ psec. The laser pulses were 7 nsec long and had an average intensity of 53 kW cm$^{-2}$ over a cross-sectional area of 0.5 cm$^2$. The effective area of these pulses is $3.2 \pi$ while the effective noise-spike area is a factor of $\sqrt{t_c / \tau_p}$ smaller, $\Theta_s = 0.038 \pi$. Using this value of $\Theta_s$ we calculate from Eq. (25) the TDFWM signal as shown in Fig. 11. The vertical scale is arbitrary but we have used the same scale for the abscissa as in Fig. 2 to aid in comparison. The qualitative features
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Figure 9: Schematic diagram of apparatus used to generate the incoherent excitation pulses used in our experiment. The large arrows denote the YAG second-harmonic pump beams and PH stands for Pinhole.
Figure 10: Apparatus used to split apart and recombine the excitations. Mirror M2 is fixed while mirror M1 is moveable in the direction of the arrow so that a variable delay can be inserted in the beams. All mirrors in the diagram are front surface aluminum. BS stands for beam-splitter and the solid line is the reflective side. FL stands for focal length and all such indicated lenses are achromats. The 200-μm PH was placed in the focal plane of the 40-cm lens and positioned to pass the signal emitted in the $2k_2 - k_1$ direction while blocking the signal in the $k_1$ and $k_2$ directions.
of our data are clearly present in our calculated response. Note that we have calculated only that part of the TDFWM signal which depends on the relative decay $\tau$; an incoherent background, independent of $\tau$, should be added to our result.

The effect of noise-spike degradation can be appreciated if we plot the result shown in Fig. 11 together with the corresponding result when noise-spike degradation is neglected. Again we use $\Theta_s = 0.038\pi$ and make the comparison with the two solid traces in Fig. 12. If we use Eq. (25) in the small-pulse area limit which leads to Eq. (91) and set $\Theta_s = 0.038\pi$, we obtain the dashed-line response shown in Fig. 12. This response is large inasmuch as saturation effects are not included and inherently less steep since the higher-order diagrams of Figs. 5 and 8 are not included.

A more critical test of our calculation is obtained by working with data obtained in a sample that is not optically thick. In Fig. 13(a) we plot the TDFWM signal obtained in Na vapor at 425 K when the number density is $\approx 10^{11}$ cm$^{-3}$. In this run we incremented the delay of the excitation pulses by approximately 5 psec between successive data points. Lack of exact synchronization with the fine-structure beating period results in the ragged appearance. If we increase the resolution we obtain the smoother response shown in Fig. 13(b). Here again the beating of the D lines is very strong. In optically thin samples we expect better agreement with our theory and indeed we find that by choosing $\Theta = 0.064$, which is within the uncertainty of what we would obtain from our measurements of pulse intensity, we obtain the solid curve which passes through the data. We should note that we have also added a constant incoherent background so this curve represents a two-parameter fit.

Finally, in Fig. 14 we present data taken in a cell with temperature held fixed at 545 K, corresponding to a sodium number density of almost $\approx 10^{14}$/cm$^3$. There was also 1.6 torr of AR present in the sample cell to keep the sodium from contacting and condensing on the cool end windows. The excitation pulses had a FWHM of $\approx 12$ $\mu$sec centered at 5893 $\AA$ and intensities giving noise spikes with rms area of approximately 0.3. The remarkable feature of these data is the abrupt change in character at 0 delay. In a change of excitation delay time on the order of the field correlation time
Figure 11: A plot of our theoretical intensity vs pulse separation as given in Eq. (25) using the same parameters that describe the experimental data plotted in Fig. 2.
Figure 12: Theoretical curve of Fig. 11 is replotted here along with the same theoretical calculation when the effects of noise-spike degradation are ignored; both of these curves are plotted as solid lines. For comparison we also plot Yajima's formula given in Eq. (1) and normalized to the same maximum value as our result in which noise-spike degradation has been neglected; this curve is drawn as a dashed line.
Figure 13: (a) Experimentally measured signal intensity vs excitation pulse separation in a 10-cm-long Na cell at 425 K. In this experiment the pulse separation was stepped in approximately 5-psec increments and the excitations had a FWHM of 6 ps. Solid line represents a two-parameter fit of our theoretical expression for signal intensity given in Eq. (25). (b) Data taken under the same experimental conditions as that shown in part (a) but with a finer incremental change in the excitation pulse separation. The 1.9 ps beating of the 3P state fine structure is clearly visible here.
Figure 14: (a) Data taken in a 10-cm Na cell at 545 K and an excitation pulse intensity leading to noise spikes having an rms pulse area of 0.3. In addition 1.6 torr of argon was present in the sample cell when this data was taken. (b) Data taken under the same conditions as that shown in part (a) except here the argon buffer-gas pressure in increased to 600 torr.
the character of the signal changes drastically in going from negative $\tau$, where the signal is the result of accumulated free decays, to positive $\tau$, where the signal is the result of accumulated photon echoes. When the Ar buffer-gas pressure is increased to 600 torr, the signal envelope becomes symmetric around 0 delay and the background signal that was approximately independent of $\tau$ disappears. At this point we have no explanation for the anomalous behavior of the signal near $\tau = 0$ taken with low perturber as pressure.

4. Conclusion — We have presented TDFWM experimental data acquired with excitation pulse intensities at which we do not expect perturbation theory to be valid. Using a model that is similar to one already introduced to explain the photon-echo formation process(5) with excitation pulses of intense, time-separated, incoherent light, we are able to explain the general characteristics of signal versus $\tau$ curves even when pulse-induced relaxation becomes important.

Data taken at sodium number densities spanning 3 orders of magnitude is presented and the 1.9-psec fine-structure splitting of the 3P state of sodium is resolved. The simplicity of the technique and its applicability over such a large range of number densities suggest applications in measuring self-broadening and in plasma diagnostics.

Finally, we have presented data acquired at high sodium number density which shows anomalous behavior near $\tau = 0$. Experimental and theoretical work on this problem is continuing.

This work was also supported by the Office of Naval Research under Contract No. N00014-78-C-0517.


(8) The language used here is that of the "billiard-ball echo" model of Ref. 9.

C. ULTRAFAST PHOTON ECHO MODULATION SPECTROSCOPY

(D. DeBeer, L. WanWagenen, R. Beach and S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212)280-3272)

1. Introduction — Time Delayed Four Wave Mixing (TDFWM) using two-frequency beams, separately resonant with each of the Na D lines, is performed in dilute Na vapor. The time integrated four wave mixed signal modulates with increasing excitation delay with a period of 1.9 psec corresponding to the 6X splitting of the D lines. The modulation persists well into the region where the 7 nsec excitation pulses no longer overlap and far beyond the 100 psec correlation time of the either laser.

The notion of exploiting the short correlation time associated with noise spikes in broadband (incoherent) laser light in order to study Ultra Fast phenomena becomes viable via Time Delayed Four Wave Mixing (TDFWM). This technique offers the opportunity of performing picosecond and femtosecond experiments with conventional laser sources which are neither spectrally very narrow nor designed to provide short excitation pulses. (1-4)

A second feature of this technique is that it simultaneously provides spectral information contained within the bandwidth of the excitation fields. Recent work in this laboratory using 12X wide 7 nsec long excitation pulses covering both Na D line transitions showed that the integrated TDFWM signals measured as a function of the relative delay of the excitation pulses was deeply modulated with the 1.9 psec period corresponding to the inverse of the 3P fine structure splitting. (5) As these pulses were greater in length than the period of the modulation they induced, we call them “long”. The noise components in the light however give rise to noise spikes which are short. These have a correlation size of the order of a picosecond and allow the measurement of relaxation times of this order. On the other hand, one only expects light which is on or near resonance to effectively interact with any long-lived atomic state. We therefore modified our source so that it peaked
separately at each of the Na D lines and repeated our experiment. We again saw a modulated signal. The 1.9 psec modulation we observe in fact persists well beyond the regime where the excitation pulses overlap. Previous photon echo work using 7 nsec excitation pulses has shown that echoes may be observed twenty excitation lifetimes and longer after the initial excitation pulse. The same should obtain here leading to the possibility for an expanded use of Photon Echo Modulation Spectroscopy (PEMS) to perform high resolution spectroscopic studies.

2. **Experiment** — The simultaneous outputs of two pulsed-YAG-pumped dye lasers were combined into a single beam and used to generate a time delayed four wave mixing signal in atomic sodium vapor. The laser pulses were 7 nsec long and centered at 5896Å and 5890Å, the wavelengths corresponding to the $3S_{1/2} - 3P_{1/2}$ and the $3S_{1/2} - 3P_{3/2}$ transitions respectively. Each laser ran in 4 to 5 longitudinal modes yielding an overall bandwidth of 5 GHz.

The double frequency pulse was split and recombined to provide two double frequency pulses directed along $k_1$ and $k_2$ and angled at $\theta \approx 2$ mrad to each other (See Fig 1). Mirror M1 was mounted on a translation mount to provide a variable delay. These pulses overlapped spatially throughout a 10 cm long sodium cell. Signal intensity was measured, away from the excitation pulses, along the phased matched $2k_2 - k_1$ direction. All lenses are achromats with the indicated focal length, FL, a 100μm pinhole, PH, was placed in the focal plane of the 45cm lens to isolate the signal. In order to generate large offset delays mirror M2 was repositioned. Measurements were made using either an EG G FND-100 photodiode or an RCA C31034 PMT. In all cases the signal was integrated over its full 7 nsec pulse duration.

In the regime where there is considerable excitation pulse overlap, we obtain the results shown in Fig. 2. For three positions of M2, stepped displacements of M1 generated delays of several tens of picoseconds around 0, 230, and -300 picoseconds. The three traces are essentially the same; any differences can be ascribed to laser fluctuations and other instabilities. The common important feature is the 1.9 psec modulation corresponding to the inverse of the 3P fine structure splitting. The origin of this beating is clarified by using a spectrometer to look separately at each of the 5896Å and
Figure 1: Schematic diagram of the experimental apparatus used to generate TDFWM. The outputs of lasers DL1 and DL2 are combined and then split into double wavelength beams by BS. Time delay is achieved by moving mirror M1.
Figure 2: TDFWM signal intensity vs. pulse delay at several delay offsets: (a) -300 psec, (b) 0 psec, and (c) 230 psec.
Figure 3: TDFWM signal intensity vs. pulse delay at (a) 5896Å and (b) 5890Å.
5890Å transitions instead of looking at them together. These signals are shown in Fig. 3 and show no significant differences. The depth of modulation has increased but that is only because we took much greater care in alignment and setup. A run we made without the spectrometer displayed equally deep modulation.

Our results imply that the modulation comes simply from a modulation of the atomic state amplitudes. As this obtains when two states are coherently excited through a third, it would seem that the problem is best understood by considering our lasers to be resonant, single mode, and transform limited. The sodium atoms are modeled as three level atoms whose $3S_{1/2}$, $3P_{1/2}$, and $3P_{3/2}$ levels we label as 1, 2, and 3 respectively. For this system the hamiltonian is given by

$$H = \begin{pmatrix} 0 & A & A' \\ A^* & 0 & 0 \\ A'^* & 0 & 0 \end{pmatrix}$$

where $A = -\Omega R \{ \cos[\Omega t - k_1 \cdot r] + \cos[\Omega(t-\tau) - k_2 \cdot r] \}$, $\Omega R$ is the Rabi frequency of the dipole interaction coupling of the 1 and 2 levels, and $k_1$ and $k_2$ are the k vectors of the prompt and delayed pulses at frequency $\Omega = ck = 2\pi c/\lambda$ respectively. (The corresponding quantities relating to level 3 are primed.) Working in perturbation theory, we find that the leading order contribution to the dipole moment is phased to radiate in the $2k_2 - k_1$ or $2k'_2 - k'_1$ directions is

$$\mathcal{P} = \frac{\hbar}{12} \{ \Omega R \exp[i(\Omega t - k_2 \cdot r)] + \Omega' R \exp[i(\Omega'(t-\tau) - k'_2 \cdot r)] \} + \text{c.c.}$$

where

$$\mathcal{P} = \Omega R^2 \exp[-i(\Omega t - k_2 \cdot k_1) \cdot r] + \Omega' R^2 \exp[-i(\Omega'(t-\tau) - k'_2 \cdot k'_1) \cdot r] + \text{c.c.}$$

(2)
This equation simplified by setting \(k_2-k_1 = k'_2-k'_1\). This is, however, inconsistent with \(k_1 \parallel k'_1\) and \(k_2 \parallel k'_2\). But the minimum angular separation of the primed and unprimed \(k\) vectors imposed solely by the condition \(k_2-k_1 = k'_2-k'_1\) is \(\Delta \theta = ((\lambda-\lambda')/\lambda)\theta\). For our experiment \(\Delta \theta = 10^{-6}\) and is much smaller than the \(3 \times 10^{-5}\) beam divergence in the interaction region so that the error introduced by this simplification is negligible. Using this condition \(P\) is better expressed as

\[
P = |\Omega R^{3/6}|(P \exp[-i(\Omega(t-\tau)-1(2k_2-k_1)\cdot r)] + P' \exp[-i(\Omega'(t-\tau)-1(2k'_2-k'_1)\cdot r)]\cdot
\]

\[
|\exp[-i(\Omega+\Omega')\tau/2]| \cos[(\Omega+\Omega')\tau/2]) + c.c. \tag{3}
\]

where for simplicity we have set \(\Omega R = \Omega' R\). This shows that one obtains the same result whether one looks at \(\Omega\), \(\Omega'\) or at both. For frequencies which are not close the \(2k_2-k_1\) and \(2k'_2-k'_1\) directions will not be parallel to within the laser beam divergence and separate signals will always be observed at \(\Omega\) and \(\Omega'\). These signals will be modulated as long as the condition \(k_2-k_1 = k'_2-k'_1\) is maintained. In all cases, the intensity \(I\) which varies as \(P^* P\) will depend on \(\tau\) according to

\[
I = (\text{constant}) \cdot [1 + \cos(\Omega - \Omega')\tau]. \tag{4}
\]

The 1.9 psec modulation we observe is thus understood as originating from a modulation of the dipole density and not from an interference of the atomic radiators. All the results displayed in Figs. 2 and 3 are accounted for except the depth of modulation. We believe this is due to jitter in the temporal delay we mechanically introduce.

In addition to looking at a signal in the vicinity of zero delay where both excitation pulses overlap in time, we also investigated the regime where the excitation pulses were well separated. The signals we observed here are more commonly known as photon echoes. We show in Fig. 4 the integrated
Figure 4: TEFWM signal intensity vs. pulse delay with a 20 nsec delay offset (the photon echo regime).
signal intensity for an excitation pulse separation of approximately 20 nsec. The time scale is in psec measured with the 20 nsec delay as the zero reference. The 1.9 modulation is still present but the depth of modulation has decreased.

For simplicity, we analyse these modulated echoes in the parallel pulse configuration, again assuming single mode laser excitation but allowing for laser detuning from the exact atomic resonances at \( \Omega \) and \( \Omega' \). This is done by letting the excitation pulses act as delta functions on a Doppler distribution shifted according to the laser detuning and having a width corresponding to the actual length of the excitation pulses.

The wavefunction of an atom which experiences two-frequency excitations at \( t_1 \) and \( t_2 \) is given by

\[
\psi = \exp[-i\Omega(t-t_2)] |2\rangle + \exp[-i\Omega'(t-t_2)] |3\rangle + \exp[-i\Omega(t_2-t_1)] \exp[-i\Omega'(t_2-t_1)] |1\rangle
\]

(5)

where in order to keep the presentation clear we have omitted terms which don't contribute to the echo and have kept the numerical coefficients of the state vectors equal to unity. The associated dipole moment oscillating at \( \Omega \) is

\[
P_j(t) = \exp[i\Omega(t-t_2)] \exp[-i\Omega(t_2-t_1)] (1 + \exp[-i(\Omega'-\Omega)(t_2-t_1)])
\]

(6)

The subscript \( j \) is introduced as \( P \) depends implicitly on the trajectory \( x = x_j + v_j t \) of the atom (labeled by \( j \)) being followed. We have assumed the lasers are directed essentially along the \( x \) direction and \( v_j \) is the velocity component along \( x \). The dipole density is obtained from \( P(x,t) = \sum_j P_j(x,t) = \sum_j P_j(t) (x-x_j-v_j t) \). The summation is over all atoms and can be replaced by an integral over an effective velocity distribution. The radiated field is obtained by integrating the dipole density evaluated at the retarded time according to \( E \sim \int dx \ P(x,t+x/c) \). We allow for laser detuning and the non
zero length of the excitation pulses by expressing the effective velocity distribution by \( g(v) = \frac{1}{v_p 2\pi} \exp\left(-\frac{(v-v_s)^2}{v_p^2}\right) \). The shifted velocity is determined by the laser detuning \( \Delta \) according to \( v_s = (\Delta \Omega / \Omega) c \) while the effective Doppler velocity is \( v_p = (\tau_D / \tau_p) v_D \), where \( v_D = \sqrt{2k_B T/m} \), \( k_B \) is Boltzmann's constant, \( T \) is the temperature, and \( m \) is the atomic mass. Here \( \tau_D \) is the normal Doppler dephasing time and \( \tau_p \) is the excitation pulse width. Evaluating the electric field and calculating the integrated intensity we find

\[
\int \text{dt} \, I_{\text{echo}} = 1 + \exp\left(-1/8\left[\tau v_D (\Omega' - \Omega)/c\right]^2\right) \cos\left((\Omega' - \Omega) \tau (1+v_s/c)\right).
\]

(7)

We note the 1.9 psec beat is again predicted but it is not Doppler free. The error however is of order \((\Omega - \Omega') v_s/c\) and not \( \Omega v_s/c \) and it disappears in the limit of short excitation pulses (\( \tau_p / \tau_D \rightarrow 0 \)). Also to be noted is the Gaussian degradation term. For our laser which was multimode and covers most of the Doppler line, \( v_D \) must replace \( v_p \). But even so, for our sodium echoes the modulation depth would only be reduced by a factor of \( 1/e \) at \( \tau = 760 \) nsec corresponding to echoes that appear 95 lifetimes after the first excitation pulse.

We noted earlier that the depth of modulation we found in the echo experiment was not as great as we had observed in the four wave mixing experiments where the excitation pulses overlapped. In subsequent experiments performed with parallel excitation pulses delayed by 30 nsec, we found the modulation was again weaker. As the tables on which we work are not acoustically isolated, we checked to determine if vibrations posed a problem by repeating our initial four wave mixing experiments, again with small delay but with extended optical paths. By appropriately moving mirrors \( M1 \) and \( M2 \) we extended the optical paths so that the perpendicular travel was comparable to that in the echo experiments. The result was that the depth of modulation was reduced to that observed in the associated echo experiment. We believe that with care many orders of improvement are possible.

In this report PEMS is extended into a new regime to study transitions between states that are widely separated in frequency compared to the
bandwidth of the exciting laser pulses. The accuracy to which a splitting can be measured using this technique depends on how many beats can be observed. The spectroscopic advantage here arises because the beats are long-lived; they last much longer than the coherence time of the lasers. If we block the entrance window of the sodium cell with a white card, the two overlapping excitation pulses form an interference pattern on this card only for pulse delays of the order of a hundred picoseconds or less. Echo beats on the other hand last well into the nanosecond regime.

This work was also supported by the U.S. Office of Naval Research under Contract No. N00014-78-C-0517.
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(Principal Investigator: S.R. Hartmann (212)280-3272)

1. Introduction — In this report we describe photon echo experiments performed on the strong $\sigma$ polarized $^3P_0$-$^3H_4$ transition at 5985 $\AA$ and the $^3P_0$-$^3H_5$ transitions at 5333 $\AA$ and 5333.5 $\AA$. This is a well-known technique and have been described in detail elsewhere. The photon echo represents the coherent rephasing of a collection of oscillating electric dipoles that have been produced by the application of two consecutive laser pulses. The advantage of the photon echo technique is that the decay of the echo as a function of excitation pulse separation is determined by homogeneous effects alone. Therefore it allows one to study a homogeneous linewidth in the presence of a large inhomogeneous linewidth and is very suitable to linewidth studies in solids. In particular, this technique was used by Chen, et al. to study the $^3P_0$-$^3H_4$ transition$^{(2,3)}$ and by Whittaker et al. to investigate the $^1D_2$-$^3H_4$ transition$^{(4)}$ in Pr$^{3+}$:LaF$_3$.

By first populating $^3P_0$ via the $^3H_4$ ground state with a excitation pulse at 4778 $\AA$, we obtain a prepared excited state which now acts as the ground state for our echo experiment. Another dye laser would allow us to coherently excite any level which is connected to $^3P_0$ by an electric dipole transition. There are many such transitions available$^{(5)}$ but because of the spontaneous phonon emission, the narrowest linewidths accompany transitions to the lowest levels of other manifolds. This technique allows us to study the lowest crystal field split levels of multiplets ($^3H_5$, $^3H_6$, etc...) which are not easily accessible from the ground state through an optical transition.

Photon echoes were also observed on a satellite line of the $^3P_0$-$^3H_4$ transition. In this report, we present the first satellite echo data. Echoes on a least a dozen satellite lines on the longer and short wavelength side of the $^3P_0$-$^3H_4$ transition were observed. These lines seem to be
symmetric about the $^{3}P_{0} - ^{3}H_{4}$ transition.

Stimulated emission in Pr$^{3+}$:LaF$_3$ was first observed by Solomon et al. on the $^{3}P_{0} - ^{3}H_{6}$ transition at 5985 Å at LN temperature. Kaminskii et al. recently reported stimulated emission in a rod of Pr$^{3+}$:LaF$_3$, excited by Xe flash lamps, on the $^{3}P_{0} - ^{3}H_{6}$ transitions at 5985 Å and 6000 Å and on the $^{3}P_{0} - ^{3}F_{4}$ transition at 7195 Å at LN and room temperature. Laser action on the 5985 Å transition has also been reported by Hegarty et al. in PrF$_3$ following laser excitation of the $^{3}P_{0} - ^{3}H_{6}$ transition at temperatures up to 40° K. We report observation of laser action and stimulated emission in Pr$^{3+}$:LaF$_3$ following laser excitation of the $^{3}P_{0}$ state at LHe and LN temperatures.

2. **Experimental Procedure** — The sample used was a 0.1% Pr$^{3+}$:LaF$_3$ of dimensions 1.0 cm diameter and 0.5 cm length. The value of $\alpha L$ for the $^{3}P_{0} - ^{3}H_{4}$ transition in this sample at 4.6 °K is approximately 1. The sample is mounted in a Janis Supertran refrigerator so that its temperature may be varied smoothly from 2.5 °K to 15 °K.

Two independently triggered Quanta Ray YAG lasers were used to pump three Littman type dye lasers and six transverse amplifiers. The dye laser pulse width was about 7 nsec and the power .25 mJ/pulse. Dye laser linewidth was about 1-2 GHZ with about 4-5 modes (as measured with a Fabry-Perot etalon). The third Harmonic output from one YAG pumped a dye laser with two states of amplification at 4778 Å. The output of this dye laser was used to excite the $^{3}P_{0} - ^{3}H_{4}$ transition and populate the $^{3}P_{0}$ state. The second and third harmonic of the YAG's were used to pump other dye lasers and amplifiers at 5985 Å (for the $^{3}P_{0} - ^{3}H_{6}$ experiment) and 5333 Å (for the $^{3}P_{0} - ^{3}H_{5}$ experiments). The relevant energy level diagram is shown in Fig. 1.

(a) $^{3}P_{0} - ^{3}H_{6}$ Experiment — For the Photon echo, less than 40 nsec after transferring the population to $^{3}P_{0}$ state, two pulses at 5985 Å and wavevectors $k_1$ and $k_2$ entered the sample separated by a time $\tau$ and an angle of 50 mrad. Pulse 2 was reflected immediately back into the sample and the echo emerged in the direction opposite to pulse 1 ($k_e - k_1$) and a time $2\tau$ after the first pulse. The large angle between the beams greatly improved
Figure 1
the signal to noise ratio while the backward wave configuration guaranteed perfect phase matching and thus no degradation of the signal resulted from angling $k_1$ and $k_2$.

For the stimulated echo three pulses at 5985 Å were used with a fixed delay of 80 nsec between the first and the second pulses. The beam arrangement was similar to that of the ordinary echo. Pulses 1 and 2 were split off from the same dye laser and the delay was introduced by a white cell. A third pulse at time $\tau$ after the second pulse and travelling opposite to the second pulse ($k_3=-k_2$) produced an echo signal 80 nsec laster with $k_3=-k_1$.

(b) $^3P_0-^3H_5$ Experiments — We have observed $^3P_0$ fluorescence to both $^3H_5^1$ and $^3H_5^2$ on a Spex spectrometer at 5333 Å and 5333.5 Å. The experimental arrangements for the photon echoes were slightly different from that of $^3P_0-^3H_6$. The excitation pulses were colinear and parallel. The pulses were focused into the sampler with a $f=25$ cm lenz to produce the required pulse-area for an echo. As a result, the pump beam at 4778 Å is focused into the sample as well producing a greater population in the $^3P_0$ state. The observed fluorescence intensity from $^3P_0$ to $^3H_5^1$ is an order of magnitude larger than that to $^3H_5^1$ and therefore the pulse intensities needed are at least 10x larger than that of the previous experiment.

(c) Satellite Echoes — A similar arrangement to that of $^3P_0-^3H_5$ experiment was used here but the beams were not focused into the sample. First we used one dye laser and white cell to produce two pulses with a fixed delay of 60 nsec to look for echoes on the satellite lines of the $^3P_0-^3H_4$ transition. After locating the strong satellite line at 4768 Å, we used two separate dye lasers during data acquisition so that we could vary the excitation pulse separation.

For all the above experiments, the signal is sent through three Pockels Cells and a spatial filter to further reduce the noise. An RCA C31034 photomultiplier tube is used to detect the signal. A suitable narrowband filter is placed in front of the PMT to reduce the long lived fluorescence from the $^3P_0$ state radiated into the solid angle of the echo with a lifetime of 50
The PMT output is fed into a gated stretcher and then passed to a lab built sample/hold unit. From there, it is sent to an A/D converter and stored by an LSI 11/23 computer which also controls the YAG firing timing and therefore the excitation pulse separation. Both the laser timing jitter and the background were monitored and corrected for by the computer. The schematic diagram of the apparatus is shown in Fig. 2.

(d) Fluorescence Spectroscopy, Laser Action, and Stimulated Emission — A Spex 1702 spectrometer was used to analyze the fluorescence from the $^3P_0$ level to the $^3P_4$, $^3H_6$, $^3H_5$, and $^3H_4$ manifolds. Visible lasing was stimulated by focusing a laser pump pulse at 4778 Å ($^3P_0 - ^3H_4$) with a peak power of over 50 kW into the c=5% sample at 77°K and the c=0.1% sample for the temperature range of 4.6 °K to 38 °K. Lasing was also observed when the sample was pumped by a pulse at 4633 Å ($^3P_1 - ^3H_4$) in the c=5% sample at 77°K. The character of the lasing was analyzed using the Pockels Cell assembly of the photon echo experiments and the Spex spectrometer. The Pockels Cells gave us the ability to gate the lasing signal and therefore enabled us to study the tail of the signal.

3. Experimental Results

(a) $^3P_0 - ^3H_6$ — For the two pulse echo, data was taken at 4.6 °K from $\tau$=40 nsec to $\tau$=1.2 μsec and is displayed in the upper trace of Fig. 3. The lower trace shows a theoretically calculated curve which will be discussed later. The echo intensity spans nine decades in magnitude. The overall exponential decay is effectively removed by multiplying the data by the factor $\exp(4\tau/250 \text{nsec})$. This factor is chosen to raise the smallest signal at $\tau$ = 1.2 μsec to the same level as the largest signal at $\tau$ = 40 nsec. The strong modulation is due to the hyperfine splitting frequencies of the terminal $^3H_6$ level which are of the order of 10 MHz.

For the stimulated echo, data was taken in the range of $\tau'$ = 80 nsec to $\tau'$ = 70 μsec and at 4.6 °K. The experimental trace is displayed in Fig. 4a and the theoretical trace is displayed in Fig. 4b. The data is characterized
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by a fast initial decay followed by a long lived signal which seems to decay with a time constant of the order of the $^3P_0$ lifetime. The $^3H_6$ hyperfine splitting modulation is absent while that due to $^3P_0$ is evident out to $\tau = 15$ usec.

An unambiguous determination of hyperfine splitting frequencies of the $(^3H_6)_1$ level is obtained by Fourier analysing of the data of Fig. 3. This approach is based on the theory of modulated echoes discussed elsewhere. The result is displayed in Fig. 5. Distinct peaks occur at $v_1 = 10.0$ MHZ, $v_2 = 17.4$ MHZ and $v_3 = 27.4$ MHZ = $v_1 + v_2$. $v_1$ and $v_2$ represent the hyperfine splittings of the $^3H_6$ level.

Temperature relaxation data for the $^3P_0 - ^3H_6$ transition was taken by observing the two pulse echo at a fixed $\tau$ while the temperature of the sample was varied from 2.5 °K. Data was taken for $\tau = 150$ nsec and 250 nsec. The data for $\tau = 150$ nsec is displayed in Fig. 6. The solid curve is a best fit curve calculated based on the phonon relaxation mechanism to be described later.

(b) $^3P_0 - ^3H_5$ — The $^3P_0 - (^3H_5)_1$ transition at 5333 Å is both $\sigma$ and $\pi$ polarized while the $^3P_0 - (^3H_5)_2$ transition at 5333.5 Å is only $\sigma$ polarized. Both $\sigma$ and $\pi$ polarized photon echoes were observed on the 5333 Å transition. The $\sigma$ polarized echo on the first transition is five times stronger than that of the second transition. Data was taken on the two $\sigma$ polarized echoes in the range of $\tau = 50$ nsec to $\tau = 450$ nsec at 4.6 °K. No modulation was apparent on either of the two echoes. A sample experimental run on the $^3P_0 - (^3H_5)_1$ echo and one on $^3P_0 - (^3H_5)_2$ are shown in Figs. 7a and 7b respectively. The time constant deduced from the data for the 5333 Å echo is $T_2 = 100 (+10)$ nsec and that for the 5333.5 Å echo is $T_2 = 93 (+5)$ nsec. Absence of modulation is possibly due to the fact that the hyperfine splittings of the $^3H_5$ levels under investigation are smaller than 0.7 MHZ and because of the fast decay rates the low frequency modulation is not observable. We have noticed a slight curvature in the data taken on the $^3P_0 - (^3H_5)_1$ echo which may be due to this low frequency modulation.

Fig. 8 is the stimulated echo data taken on the $^3P_0 - (^3H_5)_1$ transition. A fast initial slope similar to that of the stimulated echo on the $^3P_0 - (^3H_6)_1$
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transition is apparent. The modulation present is due to the hyperfine splittings of the $^3P_0$ level.

Temperature relaxation data on the two echoes were taken by measuring the value of $T_2$ from experimental runs performed between 2 $^0$K to 8 $^0$K. The traces shown in Fig. 9 are obtained by plotting the homogeneous linewidth $\Delta v(T) = \left[\tau T_2(T)\right]^{-1}$ as a function of temperature. For both of the transitions under investigation, these curves illustrate the existence of residual homogeneous line-broadenings of approximately 2.2 MHZ which from the stimulated echo results is due to fast population decay out of the $(^3H_2)_1$ and $(^3H_2)_2$ levels.

(b) Satellite Echoes — Photon echo data was taken on the $^3P_0$ - $^3H_4$ transition at 4778 Å and on the satellite line at 4768 Å in the range of $\tau = 60$ nsec to $\tau = 1.1$ μsec. The data is displayed in Fig. 10, with the lower trace being the satellite echo data. As apparent from the two curves, the nature of the modulation of the satellite echo data as well as its relaxation rate is different from that of the central transition. The time constant $T_2$ observed for the satellite echo is 2.74 μsec while $T_2$ on the main transition is 7.2 μsec. Future studies of other satellite lines as well as investigation on the nature of the apparent modulation pattern and the relaxation rate will provide valuable information on the character and origins of these lines.

(c) Laser action — The upper trace in Fig. 11 displays a picture taken from the pump pulse exciting the sample at 4778 Å with the total peak power of 50 KW. The next picture in Fig. 11 is the lasing observed during the excitation pulse. The pump pulse is 7 nsec long and the lasing is 2 to 3 nsec long and slightly delayed with respect to the pump pulse (about 2 nsec). This lasing is collimated and follows the pump pulse. Since this laser action is observed regardless of the angle the pump pulse makes with respect to the surface of the crystal, it is due to amplified spontaneous emission. The two pictures shown were taken at LHe temperatures in a c=1% sample. The lasing at this temperature is at the $^3P_0 - (^3H_6)_1$ transition (5985 Å). This lasing was also observed in a c=0.1% sample at temperatures
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as high as 38 °K. Visible lasing was also observed at 77 °K in a c=5% sample at three lines: $^{3}P_{0} - (^{3}H_{6})_{1}$ (5895 Å), $^{3}P_{0} - (^{3}H_{6})_{2}$ (6000 Å), and $^{3}P_{0} - (^{3}F_{4})_{5}$ (7195 Å). The lasing efficiency was measured to be 1% in this sample. We measured the value of $\alpha_{L}$ for the pump transition ($^{3}P_{0} - ^{3}H_{4}$) to be 6 in this sample at 77 °K. The relative decay of the lasing with respect to the excitation pulse is difficult to determine due to pulse delay and breakup of the pump pulse while the pulse-width of the lasing was similar to that previously observed at LHe temperatures. In either case, the lasing is followed by an apparently exponential tail with a time constant of about 300 nsec which is collimated and in the direction of the pump pulse (third picture in Fig. 11). It is interesting to note that the fluorescence decay time of the $^{3}P_{0}$ state is approximately 6 µsec at 77 °K in the c = 5% sample and is observable during the lasing. The time constant of the exponential tail seems to be the same on all the transitions. The emission is primarily to the 6000 Å line. As the pump power is increased, prior to the onset of lasing at a given line, the aforementioned collimated exponential emission (with $\tau$ = 300 nsec) appears. We estimate that the amount of energy in the initial lasing pulse is of the same order as the energy in the tail of the pulse.

Using a weak probe, we were able to stimulate emission into a single line at 77 °K in the c = 5% sample, quenching emission to the other two lines. We have observed gain of over 400x on a weak probe at 5985 Å line.

The above lasing action was also observed when we pumped the c=5% sample at the $^{3}P_{1}(^{1}I_{6}) - ^{3}H_{4}$ transition at 4633 Å. The $^{3}P_{1}(^{1}I_{6})$ levels are very broad at 77 °K and the lasing is observable over a large tuning range of several hundred GHz.

4. **Discussion**

(a) **Echo Modulation Maps** — As in the works of Whittaker(4) and Chen,(3) it is possible to produce a theoretically calculated modulation pattern for the $^{3}P_{0} - ^{3}H_{6}$ echo. We start with the ground and excited state hamiltonians for our two pulse echo which may be written as:(3)
$H_g(e) = P_g(e) [I_z(Z) + \eta_g(e)(I_x(X) - I_y(Y))] \quad (1)$

These hamiltonians re diagonalized by matrices $U_g(e)$. If we define $W = U_g(e)^{-1}$, the rephased dipolemoment at $t = 2\tau$ may be written as:

$$P(2\tau) = P(0) (2\tau + 1)^{-1} \sum_{\alpha,\beta,\gamma,e=1}^{2l+1} \langle W \alpha \beta \gamma \omega \rho \rangle \langle W^{-1} \rangle \beta \gamma (W) \eta_g (W^{-1}) \rho \omega \exp(-\Omega \omega \rho \tau)$$

where for Pr$^{4+}$ in LaF$_3$, $I = 5/2$. The $\omega$'s are the hyperfine frequencies of the ground and the excited states, and the $\Omega$ 's are the nuclear hyperfine transition linewidths.

However, it need not be true that the principal axes of the ground and excited state hamiltonians are identical ($x, y, z$ and $X, Y, Z$ respectively). In fact, the relative orientation of these two systems will strongly influence the calculated results. Thus, a rotation of the excited state principal axes by $\theta$ has the effect of producing a new excited state hamiltonian $H'_e$ where:

$$H'_e = R^{-1} \cdot H_e \cdot R \quad (3)$$

This new hamiltonian may be diagonalized and the appropriate W matrix elements found and using Eq. (2), and $P(2\tau)$ calculated. In this way we generate traces that can be compared to the data. The best fit is taken to yield the correct parameters $n$ and $\theta$. In our case the best fit to the two pulse echo $^{3}P_0 \rightarrow ^{3}H_6$ data is shown in Fig. 3b and represents a rotation of $\theta = 35^\circ$ around $Y$ with $z \parallel Y$. We obtained $P_e = 4.4$ MHZ and $\eta_e = 0.44$ from the fourier transform data ($P_e = .293$ MHZ and $\eta' = .516$ were taken from Chen et al.). We used $\Omega = 200$ KHZ for all three ($^3H_6)_I$ hyperfine nuclear linewidths.

This result is corroborated by a similar set of traces which we generated for the stimulated echo. To do this we use a slightly different equation for $P(\tau + \tau)$ and follow a similar procedure to that of the two
pulse echo. The theoretical trace is shown in Fig. 4b. We were able to confirm, using the \( ^3P_0 - ^3H_6 \) stimulated echo data, for the first time that theoretical agreement is produced for both the normal and stimulated echo independently for the same parameters.

(b) Echo Relaxation — The overall decay of the echoes on the transitions investigated here appear anomalous in view of the other relaxation measurements made in this sample (e.g. the \( ^3P_0 - ^3H_4 \) and the \( ^1D_2 - ^3H_4 \) echoes decay with the time constants \( T_2 > 4 \mu\text{sec} \)). The radiative lifetime of \( ^3P_0 \) is 50 \( \mu\text{sec} \) while the radiative lifetime of \( ^3H_6 \) and \( ^3H_5 \) are 56 msec and 100 msec respectively.

Multiphonon decay from \( ^3H_6 \) to the highest level of \( ^3H_5 \) can be estimated to yield a lifetime of 50 \( \mu\text{sec} \) from the work of Riseberg et al. A similar estimate for the multiphonon relaxation from \( ^3H_4 \) to the highest level of \( ^3H_5 \) yields a relaxation rate of 25 \( \mu\text{sec} \). Thus multiphonon processes are too slow to account for our observed decay rates.

We expect the temperature relaxation of the echo to be given by:

\[
I(T) = I_0 \exp\left(-\frac{4\tau}{T_2(T)}\right)
\]

(4)

\( T_2(T) \) is related to the homogeneous linewidth by

\[
T_2(T) = \left[\pi\Delta \nu(T)\right]^{-1}
\]

(5)

Considering the phonon relaxation within a manifold, \( \Delta \) for the \( i^{th} \) level within the manifold may be written as:

\[
\Delta \nu_i(T) = \Delta \nu'_i(T) + \sum_j A_{ij} [1 + P(\Delta_{ij})] + \sum_j A_{ij} P(\Delta_{ij})
\]

(6)

where \( \Delta_{ij} = |E_i - E_j| \), \( P(\Delta_{ij}) = [\exp(\Delta_{ij}/k_B T) - 1]^{-1} \), and \( A_{ij} \) is the spontaneous phonon emission rate from level \( i \) to \( j \). If we assume that \( \Delta \nu'_i \) is temperature independent, or the temperature dependence of this term is much weaker than that due to phonon relaxation, we can try to obtain a fit to our data by using the above equations. Considering Phonon absorption from
\(^{3}H_{6}\)\(_{1}\) to \(^{3}H_{6}\)\(_{2}\) (\(\Delta = 44\ \text{cm}^{-1}\)) the value of \(A_{12}\) obtained from fitting our data sets is: \(A_{12} = 44 \pm 3\ \text{GHz}\). The solid curve in Fig. 6 is a fit obtained to the data set displayed. This curve exhibits a temperature dependence similar to that of our data. By using the values obtained for \(T_{2}(4.6\ \text{K}) = 250\ \text{nsec}\) and \(A_{12}\), we find \(\Delta' = 1.2\ \text{MHz}\).

A similar analysis on the temperature relaxation data obtained on the \(^{3}P_{0} - (^{3}H_{5})_{1,2}\) transitions by considering the phonon absorption to the \((^{3}H_{5})_{3}\) level with \(\Delta_{1-3} = 58\ \text{cm}^{-1}\) and the phonon coupling of \((^{3}H_{5})_{1}\) and \((^{3}H_{5})_{2}\) levels with \(\Delta_{12} = 2\ \text{cm}^{-1}\) yields the following results:

\[
\Delta v[^{3}P_{0} - (^{3}H_{5})_{1}] = 2.2 \times 10^{-3} + 4 \times 10^{-4} P(2\ \text{cm}^{-1}) + 260 P(58\ \text{cm}^{-1})\ \text{GHz}
\]
\[
\Delta v[^{3}P_{0} - (^{3}H_{5})_{2}] = 2.2 \times 10^{-3} + 4 \times 10^{-4} [1+P(2\ \text{cm}^{-1})] + 74P(56\ \text{cm}^{-1})\ \text{GHz}
\]

(7)

Theoretical fits are plotted along with the data in Fig. 9. From these plots it is clear that the assumption that \(\Delta_{1}'\) is temperature independent is reasonable and the temperature dependence of the linewidths is due to phonon relaxation.

In investigating the origins of this residual homogeneous linewidth observed, we considered Pr\(^{3+}\) ion - ion interaction. In particular, based on fluorescence studies we have performed, we estimate the dipole moment for the \(^{3}P_{0} - (^{3}H_{5})_{1}\) transition to be an order of magnitude larger than that for \(^{3}P_{0} - (^{3}H_{5})_{1}\). Therefore, we performed a two pulse echo experiment in a \(c = 0.01\) sample. If the residual linewidth was due to dipole-dipole interaction, \(T_{2}\) should increase with decreasing concentration. However, we observe a decrease in the value of \(T_{2}\) when the concentration was decreased by a factor of ten. The estimated value of \(T_{2}\) for the \(c = 0.01\%) sample is 80 nsec which is three times smaller than that in \(c = 0.1\%) sample. This suggests that the variation in the relaxation rate observed, and possibly the anomaly in relaxation rate itself, is due to different amounts of impurities present in the two samples used. The possibility of Pr\(^{3+}\) - Impurity Ion interaction as the source of homogeneous broadening for the \((^{3}H_{6})_{1}\) level was first suggested
by Yen et al.\textsuperscript{(13)} They considered broadening of Pr\(^{3+}\) \(^3\)P\(_0\) \textrightarrow \(^3\)H\(_6\) \(_1\) transition by Nd\(^{3+}\) impurities in LaF\(_3\) crystal. They demonstrated that a Pr\(^{3+}\)-Nd\(^{3+}\) ion pair in the initial state

\[ |i\rangle = |(^3\text{H}_6)_1; (^4\text{I}_{9/2})_1\rangle \]  \hspace{1cm} (8)

can relax to the final state

\[ |f\rangle = |(^3\text{H}_5)_1; (^4\text{I}_{11/2})_1\rangle \]  \hspace{1cm} (9)

through some intermediate near resonant state like:

\[ |j\rangle = |(^3\text{H}_5)_1; (^4\text{I}_{11/2})_2\rangle \]  \hspace{1cm} (10)

emitting a phonon of energy \(E = 61 \text{ cm}^{-1}\) to conserve energy. Yen et al suggest two possible mechanisms for this direct transfer of energy between spatially separated Pr and Nd ions: (1) electric dipole interaction, and (2) Spin exchange interaction. The lifetimes of the \(^3\text{P}_0\) and \(^3\text{F}_3\) states as a function of Nd concentration have been studied in LaF\(_3\) and LaCl\(_3\),\textsuperscript{(14-16)} and a decrease in lifetime of the \(^3\text{H}_6\) state due to energy transfer to Nd\(^{3+}\) ion in LaCl\(_3\) has been suggested by Kraustsky et al.\textsuperscript{(15)}

Using the approach outlined above, one can find many near resonant intermediate states through which the \(^3\text{H}_6\)\(_1\) and \(^3\text{H}_6\)\(_{1,2}\) excited states of Pr\(^{3+}\) can relax via transfer of energy to Nd\(^{3+}\) \(^4\text{I}_{13/2}\) and \(^4\text{I}_{11/2}\) manifolds. Currently we are spectroanalyzing our samples to determine the relative Nd\(^{3+}\) concentrations in the samples used.

This work was also supported by the National Science Foundation under Grant No. NSF DMR-80-06966.

E. NOBLE GAS-INDUCED COLLISIONAL LINE BROADENING OF ATOMIC Li RYDBERG SUPERPOSITION STATES 2S-nS AND 2S-nD (n = 4 to 30) MEASURED BY TRILEVEL ECHOES

(E. Yu, F. Moshary, and S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212) 280-3272)

1. Introduction — The development of the trilevel echo technique facilitated the first comprehensive study of foreign gas-induced broadening of superposition states of the same parity. In Na vapor the collisional broadening of 3S-nS (3S-nD) superposition states due to He, Ne, Ar, Kr and Xe has been measured over the range of n = 5 to 38 (n = 4 to 40). (1,2)

Using the trilevel echo technique in our experiments, we measure the effect of collision induced phase changes by monitoring the echo decay as a function of perturber gas pressure. The decay factor, obtained in this manner is directly proportional to the collisional cross-section.

Among alkali elements, lithium has the simplest structure: it has one valence electron with two inner electrons forming a closed shell, and is more closely approximated by hydrogenic wave function than other alkali elements. Our experiment is the first to measure the line broadening of Li Rydberg superposition states 2S-nS and 2S-nD with n = 4 to 30.

2. Trilevel echo in gases — The atomic system involved in our Li trilevel echo experiment has three energy levels: |2S>, |2P>, and |nS> (or |nD>) as in Fig. 1a. The levels |2S> and |2P> and the levels |2P> and |nS> (or |nD>) are coupled by electric dipole moments. Fig. 1b displays the excitation pulse sequence and the expected position of the echo. Fig. 1c shows the recoil diagram using the Billard Ball Model. (3) The solid line represents the ground state (|2S>) trajectory. As shown in Fig. 1c, the first pulse, at the t₁, frequency ω₁, and wave vector K₁, excites a |2P> state component which recoils along the
dotted line until the arrival of the oppositely directed second pulse at the
time \( t_2 \), frequency \( \omega_2 \), and wave vector \( K_2 \). This second pulse excites the
\( |2P\rangle \) state component into a \( |nS\rangle \) (or \( |nD\rangle \)) state component which recoils
along the dashed line trajectory. A third pulse at the time \( t_3 \), frequency
\( \omega_2 \), and wave vector \( K_3(K_3=-K_2) \) regenerates the \( |2P\rangle \) state component which
recoils towards the ground state (\( |2S\rangle \)) component. These trajectories cross
to produce the echo at

\[
t_e = t_1 + (t_3-t_2)K_2/K_1
\]

with wave vector

\[
K_e = K_1-K_2 + K_3
\]

The trilevel echo emerges along the same direction as pulse 1 and with the
frequency \( \omega_{2P-2S} = \omega_1 \). In the interval between pulse 2 and pulse 3, the
atoms are in a \( 2S-nS(nD) \) superposition state. During this time, the phase
changing collisions between the Li atoms (in \( 2S-nS(nD) \) superposition state)
and the perturber atoms contribute to the overall decay of the echo.

3. **Experiment** — Three laser pulses, the first and second simultaneous
\( (t_1=t_2=0) \), and the third one delayed by \( t_3-t_2 = \tau \), traversed a sample of Li
vapor. The echo signal was formed as described. The echo intensity signal
was detected by a computer controlled data acquisition system and was
registered as a function of perturber gas pressure. The data so collected
was stored and analyzed on the computer. Data for five noble gases were
collected, one at a time, for each \( nS \) or \( nD \) state as the state was changed
from \( n = 4 \) to 30 sequentially.

Two Nd:YAG lasers are used to pump our dye laser oscillators and dye
laser amplifiers. The firing of the YAGs was externally controlled by a
digital delay generator (DDG) which was set by the computer.

Fig. 2a shows the direction of the pulses approaching the Li cell in the
experiment. The pulse polarization was arranged (see Fig. 2b) so that the
echo was oppositely polarized from pulse one. This arrangement gave us a
Figure 1(a), (b), (c): Energy level in the trilevel echo experiment.
Figure 2 (a) and (b): Pulse propagation direction for the trilevel echo experiment.
Figure 3(a) and (b): Schematic diagram of experimental apparatus for $n < 7$. PD = photodiode; WP = wave plate; GP = Glan prism; DC = dichroic; BF = Band filter; SF = Spatial filter.
large signal to noise ratio.

Dye laser 1 was tuned in resonance with the Li 2S-2P(λ₁ = 6708 Å) transition. For n < 7 states (see Fig. 3a), two separate dye lasers were used to generate pulse 2 and pulse 3. Dye lasers 2 and 3 were tuned to the 2P-nS (nD) transition, and one stage of amplification was used to get suitable pulses.

The scattered light from dye lasers 2 and 3 was fed into two photodiodes whose outputs served as the start and stop signals for a time-to-amplitude converter (TAC) to measure and correct the offset in the DDG time delay setting throughout the experiment.

The experimental setup for n > 7 was slightly different in that pulses 2 and 3 were both obtained from the same source as shown in Fig. 3b. One dye laser plus three stages of amplification produced a 220 kW peak power beam below 7800 Å. This beam was focused into an Inrad KDP-D doubling crystal to provide excitation pulses below 3800 Å. The SHG beam was initially vertically polarized after the crystal, but its polarization orientation was subsequently changed by passing it through a waveplate. Two different polarizations were then separated by a Glan prism. The vertically polarized pulse 3 went through a White cell for a 29 nanosecond delay and recombined with the horizontally polarized pulses at the second Glan prism. The setup after that was the same as in Fig. 3a.

Li vapor was contained in a 4-inch diameter stainless steel pipe sealed with quartz windows, wrapped with heating coils, and maintained at 700 ± 2 °K. The Li vapor pressure was 10⁻⁴ Torr (corresponding to a number density of 10¹³/cm³). A needle valve controlled the leak rate of perturber gas into the heat pipe, and MKS capacitance manometer Baratron monitored the gas pressure to within 1 mTorr.

The experiment was controlled by a PDP 11/23 computer. The output of the PMT was read into the computer through one channel of an analog-to-digital converter (ADC). Into a separate ADC channel was fed the output of TAC and another ADC channel read the Baratron, thus recording the noble gas pressure in the Li oven.

4. **Data Analysis** — The phenomenological decay constant which
represents the total relaxation rate of the $|i\rangle - |j\rangle$ superposition state, decomposed into two parts; one representing the effect of atomic collisions and the other representing the effects of all other decay processes. We may write

$$\Gamma_{ij} = \Gamma_{ij}^0 + \Gamma_{ij}^P$$

where $P$ is the foreign gas pressure, $\Gamma_{ij}^0$ is the relaxation rate of $|i\rangle - |j\rangle$ superposition state in the absence of collisions. The echo intensity as a function of pressure is given by:

$$I(p) = I_e(P=0) \exp(-8p) = I_e(0) \exp(-2\sigma_{\text{eff}} vt N)$$

where $\sigma_{\text{eff}}$ is the effective cross section for the total period, $v = [8k_B T/(\pi \mu)]^{1/2}$ is the average relative speed of the perturber and the radiator, $\mu$ is their reduced mass, $k_B$ is the Boltzmann constant, $T$ is the absolute temperature, and $N$ is the noble gas number density. We use the relation $P = NK_B T$. $\sigma_{\text{eff}}$ may be written as:

$$\sigma_{\text{eff}} = \sigma_{23}(\tau / t_e) + \sigma_{12}[(t_e - \tau)/t_e]$$

where $\sigma_{ij}$ is the collisional cross section of the Li-perturber gas atoms with Li atoms in the $|i\rangle - |j\rangle$ superposition state. Therefore, using equation (1):

$$\sigma_{2S-n} = \sigma_{\text{eff}}(K_2/K_1) - \sigma_{2S-2P}[K_2/K_1 - 1]$$

Using the value for $\sigma_{2S-2P}$ measured by Kachru et al., $\sigma_{2S-nP}$ can be obtained from $\sigma_{\text{eff}}$.

The echo intensity was measured as a function of noble gas pressure $P$. From a least-squares fit to the data $\beta$ was obtained. Thus, using Eq. (4), a value for $\sigma_{\text{eff}}$ was calculated and used in Eq. (6) to give a value for $\sigma_{2S-n}$. The resulting values for $\sigma_{2S-ns}$ and $\sigma_{2S-nD}$ are presented in Tables 1 and 2. These are the collisional cross sections of Rydberg states perturbed by five
Table 1  
Cross sections (x \(10^{-16} \text{ cm}^2\))

Angstroms. The statistical uncertainties are presented in the parentheses following the cross sections.

<table>
<thead>
<tr>
<th>Superposition state</th>
<th>Helium</th>
<th>Neon</th>
<th>Argon</th>
<th>Krypton</th>
<th>Xenon</th>
</tr>
</thead>
<tbody>
<tr>
<td>2S- 4S</td>
<td>722(75)</td>
<td>403(19)</td>
<td>933(50)</td>
<td>1700(129)</td>
<td>2083(242)</td>
</tr>
<tr>
<td>- 5S</td>
<td>907(121)</td>
<td>347(25)</td>
<td>1635(227)</td>
<td>2385(226)</td>
<td>2492(242)</td>
</tr>
<tr>
<td>- 6S</td>
<td>721(73)</td>
<td>441(64)</td>
<td>1802(206)</td>
<td>4785(472)</td>
<td>4361(464)</td>
</tr>
<tr>
<td>- 8S</td>
<td>522(24)</td>
<td>252(12)</td>
<td>1483(84)</td>
<td>4030(207)</td>
<td>9895(475)</td>
</tr>
<tr>
<td>- 9S</td>
<td>463(17)</td>
<td>314(13)</td>
<td>1360(71)</td>
<td>3025(157)</td>
<td>7336(411)</td>
</tr>
<tr>
<td>-10S</td>
<td>518(19)</td>
<td>381(15)</td>
<td>1380(72)</td>
<td>3438(165)</td>
<td>7433(282)</td>
</tr>
<tr>
<td>-11S</td>
<td>369(13)</td>
<td>511(20)</td>
<td>1514(80)</td>
<td>2927(163)</td>
<td>6273(438)</td>
</tr>
<tr>
<td>-12S</td>
<td>379(15)</td>
<td>509(21)</td>
<td>1435(78)</td>
<td>2701(177)</td>
<td>4943(265)</td>
</tr>
<tr>
<td>-13S</td>
<td>309(16)</td>
<td>407(17)</td>
<td>1153(58)</td>
<td>2082(98)</td>
<td>4029(273)</td>
</tr>
<tr>
<td>-14S</td>
<td>281(12)</td>
<td>386(16)</td>
<td>1156(64)</td>
<td>2019(109)</td>
<td>3830(191)</td>
</tr>
<tr>
<td>-15S</td>
<td>319(19)</td>
<td>473(20)</td>
<td>1329(113)</td>
<td>2015(101)</td>
<td>3239(180)</td>
</tr>
<tr>
<td>-16S</td>
<td>362(24)</td>
<td>356(14)</td>
<td>1417(71)</td>
<td>1968(102)</td>
<td>3902(194)</td>
</tr>
<tr>
<td>-17S</td>
<td>515(20)</td>
<td>601(41)</td>
<td>1490(77)</td>
<td>2112(95)</td>
<td>3806(190)</td>
</tr>
<tr>
<td>-18S</td>
<td>437(33)</td>
<td>796(36)</td>
<td>1455(77)</td>
<td>2164(114)</td>
<td>3736(177)</td>
</tr>
<tr>
<td>-19S</td>
<td>411(20)</td>
<td>375(15)</td>
<td>1087(57)</td>
<td>1906(87)</td>
<td>3360(217)</td>
</tr>
<tr>
<td>-20S</td>
<td>384(19)</td>
<td>417(25)</td>
<td>1015(51)</td>
<td>1876(82)</td>
<td>2995(234)</td>
</tr>
<tr>
<td>-25S</td>
<td>260(10)</td>
<td>474(19)</td>
<td>1268(165)</td>
<td>2169(101)</td>
<td>2510(119)</td>
</tr>
<tr>
<td>-30S</td>
<td>331(15)</td>
<td>-</td>
<td>1348(104)</td>
<td>1665(75)</td>
<td>2500(174)</td>
</tr>
</tbody>
</table>
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Table 2
Cross sections (x 10^{-16} cm^2)

Angstroms. The statistical uncertainties are presented in the parentheses following the cross sections.

<table>
<thead>
<tr>
<th>Superposition state</th>
<th>Helium</th>
<th>Neon</th>
<th>Argon</th>
<th>Krypton</th>
<th>Xenon</th>
</tr>
</thead>
<tbody>
<tr>
<td>2S- 4D</td>
<td>684(63)</td>
<td>663(72)</td>
<td>1449(170)</td>
<td>1555(149)</td>
<td>1568(172)</td>
</tr>
<tr>
<td>- 5D</td>
<td>545(64)</td>
<td>1199(146)</td>
<td>1343(152)</td>
<td>2227(285)</td>
<td>2618(243)</td>
</tr>
<tr>
<td>- 6D</td>
<td>1003(87)</td>
<td>684(68)</td>
<td>2026(192)</td>
<td>3137(310)</td>
<td>2605(249)</td>
</tr>
<tr>
<td>- 8D</td>
<td>1237(46)</td>
<td>486(33)</td>
<td>2206(117)</td>
<td>3064(144)</td>
<td>3877(159)</td>
</tr>
<tr>
<td>- 9D</td>
<td>1385(40)</td>
<td>648(26)</td>
<td>2845(156)</td>
<td>3719(178)</td>
<td>5453(229)</td>
</tr>
<tr>
<td>-10D</td>
<td>1281(49)</td>
<td>566(22)</td>
<td>2426(126)</td>
<td>4000(195)</td>
<td>4921(217)</td>
</tr>
<tr>
<td>-11D</td>
<td>1051(41)</td>
<td>479(20)</td>
<td>2411(121)</td>
<td>4699(219)</td>
<td>8594(383)</td>
</tr>
<tr>
<td>-12D</td>
<td>919(35)</td>
<td>536(22)</td>
<td>2372(154)</td>
<td>5678(267)</td>
<td>7347(411)</td>
</tr>
<tr>
<td>-13D</td>
<td>798(32)</td>
<td>420(17)</td>
<td>2249(124)</td>
<td>5375(262)</td>
<td>7559(352)</td>
</tr>
<tr>
<td>-14D</td>
<td>715(29)</td>
<td>402(17)</td>
<td>1750(87)</td>
<td>4753(240)</td>
<td>7541(382)</td>
</tr>
<tr>
<td>-15D</td>
<td>619(24)</td>
<td>451(20)</td>
<td>1454(74)</td>
<td>4415(211)</td>
<td>7317(413)</td>
</tr>
<tr>
<td>-16D</td>
<td>631(26)</td>
<td>388(19)</td>
<td>1681(89)</td>
<td>4248(206)</td>
<td>9505(475)</td>
</tr>
<tr>
<td>-17D</td>
<td>484(18)</td>
<td>441(30)</td>
<td>1880(101)</td>
<td>4946(247)</td>
<td>8736(399)</td>
</tr>
<tr>
<td>-18D</td>
<td>592(25)</td>
<td>376(15)</td>
<td>1586(84)</td>
<td>4025(185)</td>
<td>8194(516)</td>
</tr>
<tr>
<td>-19D</td>
<td>634(23)</td>
<td>641(26)</td>
<td>1768(92)</td>
<td>4398(202)</td>
<td>9762(446)</td>
</tr>
<tr>
<td>-20D</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>10791(611)</td>
</tr>
<tr>
<td>-25D</td>
<td>498(21)</td>
<td>571(25)</td>
<td>1748(91)</td>
<td>3489(249)</td>
<td>6298(283)</td>
</tr>
<tr>
<td>-30D</td>
<td>572(25)</td>
<td>606(34)</td>
<td>1650(107)</td>
<td>3127(146)</td>
<td>5202(239)</td>
</tr>
</tbody>
</table>
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Figure 4: Li 2s - nS (nD) collisional cross section versus principle quantum number n or He, Ne, Ar, Kr and Xe. The dashed line is van der Waals' cross section given by the Lindholm approach. The solid curves are Omont's theory and the dotted curves are the extension of Omont's theory to low n regime.
noble gases: He, Ne, Ar, Kr and Xe. The results are given in units of $10^{-16}$ cm$^2$, i.e. of square Angstroms. The statistical uncertainties are presented in the parenthesis following the cross sections. The experimental results are also plotted in Fig. 4 with the theoretical calculations which will be described next.

4. Discussion — Calculated atomic scattering cross sections are in general sensitive to the potential assumed. For the excited Li-noble gas system under consideration, realistic potentials are not known. For sufficiently large values of $n$ (the Rydberg atom regime), the foundation of theoretical treatment was laid by Fermi. According to Fermi, two mechanisms are responsible for the broadening and shift of the spectral lines involving highly excited states. The first is the scattering of the atomic electrons by the perturber atoms and the second is the effect of the polarization of the perturbing atom by the ionic core-perturber interaction. In the Fermi model these two physical processes are treated as statistically independent.

A theory for the intermediate $n$ regime was developed by A. Omont. Using Omont’s theory, the total cross sections are:

$$\sigma = \pi (4b_2 n^2 - b_2^2) \quad 2n^2 > b_2 > b_1$$ (7)

$$\sigma = \pi b_2 (2n^* - b_1) + \pi b_1^2 \quad b_2 < b_1$$ (8)

where $n^*$ is the effective quantum number, $b_2 = 1/2[0.53L/(n^* \beta)^2]$, and $b_1 = 1.225[\pi a/(4\beta \sqrt{2})]^{1/3}$. Omont's calculation may be extended to the small $n$ regime, where $\sigma$ is a rapidly increasing function of $n$:

$$\sigma = \pi \int_{0}^{2n^*} \int_{0}^{2n^*} db = \pi \int_{0}^{2n^*} 2b \, db = 4\pi n^*$$ (9)

The result is proportional to the geometric cross section. This is an approximate and simplified result derived here only for the completeness of the model.

This result is plotted in Fig. 4 along with our experimental data.
Equation (9) is plotted as the dotted curve and (7) and (8) are the solid curve. Note that the cross section $\sigma$ given by these equations is a continuous function of $n$. The $L_s$ and $a_s$ used here are from references 7 and 8.

5. **nS Data** — Since Omont's calculations assume a spherically symmetric potential, it is expected that his results apply principally to the 2S-nS state scattering. Inelastic scattering mechanisms such as population degrading, $l$ changing collisions, etc., have not been included in this analysis. It follows that cross sections associated with the 2S-nS and especially the 2S-nD states are in general underestimated. The observed qualitative agreement of Omont's pseudo-potential theory and our data in the intermediate $n$ regime provides support that the model of two statistically independent binary interactions, the electron-perturber and the core-perturber, is reasonable in this range. However, there are many discrepancies between the theory and our data. For the 4S state, argon, krypton and xenon have cross sections approximately twice as large as the geometric cross sections. With increasing $n$ our results approach the geometric cross sections until the maxima are reached. Because $4\pi a_0^2 n^4$ is the quantum mechanical result for a hard-sphere collisional cross section, the experimental data imply a much more complicated interaction between the two atoms for low excited states. In other words, a multi-electron interaction instead of a pure binary collision exists between the low excited Li and the rare gas atoms.

At large $n$ our experimental cross sections approach asymptotic values which are independent of the quantum numbers $n$ and $l$. For highly excited Li atoms, the atomic wave function is so dilute that it could hardly be effected by the penetration of a perturber through its orbit. Therefore, the collisional effect is predominantly Li core-noble gas interaction which is independent of the electronic states, as is observed experimentally (Fig. 4).

The theoretical predictions for high $n$ lie significantly below our experimental results. Although the disagreement varies from gas to gas, Omont's cross sections are in general 50% lower than our data at the large $n$ limit.
6. nD Data and Collisional l-Mixing — The main contribution to the difference between nD and nS is the collisional l-mixing effect which causes nD state population depletion during the 2S-nD superposition time in the trilevel echo experiment. At the present time no theory is available to explain the nD data quantitatively.

The Li nS states are energetically isolated from the hydrogenic energy levels, while the nD states are quite close to the hydrogenic levels and are almost degenerate with nF and other l > 2 states. T.P. Gallagher et al. (9) measured Li nD-nF and nD-nG splitting in the range 7 < n < 11. Comparing our collisional broadening data for nD states from Table 2 with the energy separation data in reference 9, one can see that the nD state broadening matches the energy separation ΔE(D-F) to the same order of magnitude in the large n regime especially for heavy gases such as Ar, Kr, and Xe. This indicates the presence of collisional l-mixing effects in nD states.

7. Comparison with the Na Data — The trilevel echo technique was applied to the measurement of collisional broadening of Na(3S - nS) and (3S - nD) lines from collisions with He, Ne, Ar, Kr, and Xe from n = 5 to 38 (S states) and n = 4 to 40 (D states). (1,2) Na nS data are successfully predicted by Omont's theory (see Fig. 6). The theory reproduces the general features of the observed cross sections. Li data have some similar characteristics to the Na data. For instance, they both have the same rapid increase of σ in the small n regime, similar relative broadenings induced by different noble gases in the asymptotic limit, and parallel behavior of the nD data relative to the nS data.

The Li data show some apparent differences from the Na data as follows:

1) In the intermediate n range, Li cross sections reach their maximum values slightly lower than Na by a difference of 1 to 3 in n; Li's maxima are smaller than Na's.

2) In the high n regime, the asymptotic cross section values for Li-He, Li-Ne, and Li-Ar are about 50% larger than those for Na-He, Na-Ne, and Na-Ar. Also, while Li-Kr and Na-Kr reach the same limit, Li-Xe is 20% lower than Na-Xe.

3) At the high n limit, Omont's theory predicts cross sections which
are 50% smaller than those observed in our Li(nS) experiment (except about
30% lower in the case of Ne). However, the Na data agree more closely with
Omont's theory, they lie slightly above the theory for all the gases except
for neon where the data lie lower than than the theory.

According to Omont's calculation, difference (1) is preducted, but
differences (2) and (3) for the high n limit are in contradiction with the
theory. The dominant contribution to the cross section in the high n regime,
comes from the Li core-noble gas atom interaction and is proportional to:

\[ \sigma \sim \left(\frac{a}{v}\right)^{2/3} \sim a^{2/3}(\mu/T)^{1/3} \]  \hspace{1cm} (10)

A Li-noble gas pair has a smaller \( \mu \) than the Na-noble gas pair and the
Li experiment ran at a higher temperature (700 K) than the Na (525 K),
therefore \( \sigma (\text{Li}) \) should be smaller than \( \sigma (\text{Na}) \). Therefore, the difference
between the measurements on Li and on Na remains unexplained by the theory.

8. Conclusions -- Our Li data have shown the general features of
Rydberg atoms. Although the Li data can be interpreted by Omont's
pseudo-potential theory qualitatively, the quantitative discrepancies are
quite noticeable in the intermediate and high n regimes. Compared with the
trilevel echo Na data which are in good agreement with omont's theory, an
improvement to generalize the theory is necessary on the basis of all the
information provided by this experiment.

This work was also supported by the U.S. Office of Naval Research under
Contract No. N00014-78-C-0317.
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F. OBSERVATION AND RELAXATION OF THE TWO-PHOTON-EXCITED-STATE TRILEVEL ECHO IN SODIUM VAPOR

(T.J. Chen, D. DeBeer, and S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212)280-3272)

1. Introduction -- In 1978, relaxation measurements of the excited nD-3P superposition states in Na vapor perturbed by Ar were made for n = 4, 5, 6, and 7 by means of the excited state photon echo technique.\(^{1}\) This study showed a very fast increase of the collisional cross section \(\sigma\) with increasing principal quantum number \(n\) similar to that first observed by Fuchtbauer et al.\(^{2}\) in studies of nP-3S superposition state broadening in Na perturbed by Ar. Excited state relaxation measurements for the lowest lying D state with \(n = 3\) were not made because of the difficulty of generating the long wavelength (\(\lambda = 8183 \text{Å}\)) excitation pulses which would have been necessary to coherently excite the 3D-3P transition. We have circumvented this difficulty by using a variation of the trilevel echo technique\(^{3}\) that allows us to excite a coherent 3D-3P superposition state indirectly: we first resonantly excite a 3S-3P coherence then time \(\tau\) later resonantly excite (via a two-photon process) a 3S-3D coherence. This procedure coherently related the 3P and 3D states so that an echo is subsequently formed; this echo can then be monitored to study 3D-3P superposition state relaxation.

2. Theory -- The two-photon-excited-state trilevel echo can be understood by treating each atom as a three level system (see Fig. 1) with energy levels \(\Omega_a < \Omega_b < \Omega_c\) such that the \(|a> - |b>\) and \(|b> - |c>\) transitions are electric dipole allowed while the \(|a> - |c>\) transition is not. We use the Billiard Ball Model\(^{4}\) to describe the echo formation process for which the atomic recoil diagram is shown in Fig. 2. At time \(t_1\) the atoms in ground state \(|a>\) are excited by a laser pulse of angular frequency \(\omega_1 = \Omega_b - \Omega_a\). This generates a \(|b>\) excited state amplitude
which recoils away from the ground state amplitude with velocity $\hat{h}k_1/m$ where $k_1 = \omega_1 n_1/c$ is the wavevector of the excitation pulse and $m$ is the mass of the Na atom. Similarly, at time $t_2 = t_1 + \tau$ the second excitation pulse, with wavevector $k_2 = \omega_2 n_2/c$ ($\omega_2 = (\Omega_2 - \Omega_1)/2$), generates a $|c\rangle$ excited state amplitude, indicated in Fig. 2 by dashed dotted lines which recoils with velocity $2nk_2/m$. At subsequent time $t_e$ such that

$$t_e = \frac{2k_2}{2k_2 - k_1}$$  \hspace{1cm} (1)

the $|c\rangle$ excited state amplitude overtakes the $|b\rangle$ amplitude and the echo is radiated on the $|b\rangle - |c\rangle$ transition with the wavevector $k_e$,

$$k_e = 2k_2 - k_1$$  \hspace{1cm} (2).$

Optimum echoes arise when the two excitations have pulse areas of $\pi/2$ and $\pi$, respectively. The laser electric field amplitude necessary for the first excitation pulse to have an area of $\pi/2$ is(5)

$$E_1(\theta = \frac{\pi}{2}) = \frac{\pi \hat{R}}{2P_{12} \tau_p}$$  \hspace{1cm} (3)

where $P_{12}$ is the dipole moment matrix element and $\tau_p$ is the pulse duration.

Similarly, the optimum electric field amplitude of the second excitation pulse is(6)

$$E_2(\theta = \pi) = \left(\frac{\gamma \pi \Delta}{(P_{12}^2 + P_{23}^2) \tau_p}\right)^{1/2}$$  \hspace{1cm} (4)

where $\Delta = (\Omega_2 - \Omega_1) - \omega_2$.

The corresponding pulse intensities are:

$$I_1(\theta = \frac{\pi}{2}) = \frac{\pi \hat{M}}{24C^2 \tau_p^2} / \left(\frac{A_{12}}{(\Omega_2 - \Omega_1)^3}\right)$$  \hspace{1cm} (5)

$$I_2(\theta = \pi) = \frac{2\pi}{3C^2 \tau_p} \left(\frac{A_{12} + A_{23}}{(\Omega_2 - \Omega_1)^3} + \frac{A_{23}}{(\Omega_3 - \Omega_2)^3}\right)$$  \hspace{1cm} (6)
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where the $A_{ij}$ are the Einstein $A$ coefficients. For the 3S, 3P, and 3D levels in Na these are $I_1(\theta = \pi/2) = 0.16 \, \text{W/cm}^2$ and $I_2(\theta = \pi) = 840 \, \text{kW/cm}^2$.

3. **Experiment** -- We have observed two-photon-excited-state trilevel echoes on the 3S-3P-3D levels in Na or both $3^2P_{1/2}$ and $3^2P_{3/2}$ states. The echoes are generated using two pulsed dye lasers pumped by a single Nd:YAG laser. The first dye laser is tuned to a 3S-3P transition, $5896 \, \text{Å}$ for the $3^2P_{1/2}$ state and $5890 \, \text{Å}$ for the $3^2P_{3/2}$ state, while the second dye laser is tuned to $6854 \, \text{Å}$ so as to be two photon resonant with the 3S-3D transition.

Both dye laser pulses have spectral widths of 3 GHz and temporal durations of 7 ns. The output of the second laser is delayed optically by 24 ns and then superimposed collinearly with the first pulse using a piece of uncoated glass, preserving more than 90% of the light in the second pulse. The resultant beam is directed through the Na sample cell, a stainless-steel heat pipe type oven. The oven is maintained at $422 \pm 5 \, \text{K}$ to give a Na number density such that $\alpha L \approx 1$ for the 3S-3P transition where $\alpha$ is the absorption coefficient and $L$ is the sample length (about 10 cm). In the sample the two excitation pulses have diameters of 10 mm, peak powers of 5W and 12kW, respectively, and a relative delay of 24 ± 1 ns. From eqs. 1 and 2, we see that the echo is generated on the 3P-3D transition, $8183 \, \text{Å}$ for $3^2P_{1/2}$ or $8194 \, \text{Å}$ for $3^2P_{3/2}$, 33 ns after the second excitation pulse. The echo is collinear with both excitations and is separated from them using an interference filter and a monochromator, and then detected with an RCA C31034 photomultiplier tube. The intensity of the echo for the $3^2P_{3/2}$ intermediate state is $7 \times 10^{-5} \, \text{W/cm}^2$ or .001% of the intensity of the first excitation pulse.

In the absence of any collisional relaxation the echo intensity decays with a 4.6 ns time constant as the pulse separation $\tau$ is increased. This short relaxation time is a consequence of the relatively short 20.2 ns and 15.9 ns lifetimes of the 3D and 3P states involved in forming the echo. Because of the short inherent relaxation time constant associated with this echo it was imperative that the temporal jitter in $\tau$ be substantially less than a nanosecond. This was easily achieved by using an optical delay line to delay the $6854 \, \text{Å}$ light. However, the echo still occurred about 1 ns early
since the pulse durations were comparable to the relaxation time constant.

The measurement of the collisional relaxation cross section with Ar of Na in a 3P-3D superposition begins by monitoring the echo intensity as an Ar buffer gas is introduced up to a partial pressure of 1 torr as measured by a MKS Baratron capacitance manometer. The echo intensity decays exponentially with buffer gas pressure, P, as:

\[ I = I_0 \exp(-\beta P) \]  

(7)

where

\[ \beta = 2 \frac{N_v}{P} \left[ \sigma_1 + \sigma_2 (A_e - A_a) \right], \]  

(8)

\( \sigma \) and \( \sigma_2 \) are the collisional cross sections between Ar atoms and the Na atoms in 3S-3P and 3P-3D superpositions, respectively, \( N \) is the Ar number density, and \( v \) is the average relative speed between Na and Ar atoms which is given by \( (8k_BT/\mu)\sqrt{2} \), where \( k_B \) is Boltzmann's constant, \( T \) is the absolute temperature and \( \mu \) is the reduced mass of the Na/Ar pair. For an ideal gas

\[ 2Nv/P = 2(8\pi k_B T \mu)^{1/2}. \]

Data from a typical experimental run are shown in Fig. 3. The data conform well to the expected exponential decay. Performing a least squares fit and averaging over several runs, we obtain decay rates of 7.25 (10) and 7.42 (10) torr\(^{-1}\) for the \( 3^2P_{1/2} \) and \( 3^2P_{3/2} \) intermediate states, respectively. The 3S-3P collisional cross sections, \( \sigma_1 \), have been measured previously and were found to be 268 (17) and 267 (17)A\(^2\) for the 3S-3\(^2\)P\(_{1/2}\) and 3S-3\(^2\)P\(_{3/2}\) superpositions, respectively, so that using these values in eq. 8 we find

\[ \sigma(3^2P_{1/2}-3D) = 414(30)A^2 \]

\[ \sigma(3^2P_{3/2}-3D) = 429(30)A^2 \]

This is the first time these 3P-3D cross sections have been determined.

4. **Conclusion** -- We have demonstrated a novel coherent transient
technique and have used it to extend relaxation data to a regime which was previously avoided because of experimental difficulty. In Fig. 4 we show the current determination of the $^{3}P_{1/2}-^{3}D_{3/2}$ collisional cross section along with the previous measurements of the $^{3}P_{1/2}-^{n}D_{3/2}$ ($n = 4, 5, 6, 7$) collisional cross sections obtained using the more conventional excited state photon echo technique. The dependence of cross section on principal quantum number is almost linear.

The collisional cross sections associated with both the $^{3}P_{1/2}-^{3}D$ and $^{3}P_{3/2}-^{3}D$ superposition states were equal to within experimental error. Similar behavior has been found for the relaxation of the $3S-^{3}P_{1/2}$ and $3S-^{3}P_{3/2}$ superposition states when measured by the two pulse photon echo technique. When conventional cw techniques were used they differed by about 20%, with the $3S-^{3}P_{1/2}$ cross section being larger.

This work was also supported by the U.S. Office of Naval Research under Contract No. N00014-78-C-0517.

Figure 1: Energy level diagram for two-photon-excited-state trilevel echo. The energy eigenstate levels are indicated with different line types so that the states can be distinguished in Fig. 2.
Figure 2: Billiard Ball Model recoil diagram for two-photon-excited state trilevel echo for nearly collinear excitation pulses. The recoil position of the various laser generated states is plotting versus time with time increasing to the right and the laser directions being upward.
Figure 3: Typical set of data for decay of echo intensity with Ar gas pressure. Each point represents an average over 100 laser pulses.
Figure 4: Collisional cross section of Na in a $3^2P_{1/2} - n^2D_{3/2}$ superposition with Ar, versus principal quantum number $n$. The uncertainties in the cross sections are smaller than the symbols used except for $n = 7$ where the uncertainty is 1500 Å.
G. CONCLUSIONS AND FUTURE DIRECTIONS OF RESEARCH

(S.R. Hartmann)
(JSEP work unit 2, 1985 - 1988)
(Principal Investigator: S.R. Hartmann (212) 280-3272)

While our laboratory has continued studies of long-standing interest we have also initiated investigations in several new directions. As a spin-off from our two-photon-excited-state photon echo experiment, we are now studying coherences between electric dipole forbidden states. We are continuing TDFWM studies in Sodium vapor to understand further the anomalies we have reported. The possibility of using the short coherence time of broadband light to study femtosecond phenomena shows great promise and could open up a whole new field of study. We shall discuss this last direction in more detail.

The recent development of the Time Delayed Four Wave Mixing (TDFWM) Technique (in this laboratory) shows great promise of being able to effectively study physical phenomena in the ultrafast (femtosecond) regime. This technique exploits the short correlation time of broadband laser radiation to enable the performance of experiments which would otherwise require the generation of femtosecond laser pulses. It is a much simpler matter to generate broadband laser radiation (whose inverse bandwidth is in the femtosecond regime) of moderate pulse length than it is to generate usable femtosecond laser pulses. In addition, these broadband pulses are readily tunable giving them an important advantage over current state-of-the-art femtosecond pulses which are not.

Photon Echoes are a special case of the general phenomena which can be produced with the TDFWM technique. In a recent paper (Phys. Rev. Lett, 53, 663 [1984]) we demonstrated that incoherent light serves very well in generating photon echoes and that there are definite advantages in using incoherent light. Photon echoes are produced when the excitation pulses are well separated in time. When the excitation pulses overlap interesting signals are still produced and these signals have important properties when the excitation pulses are incoherent and broadband as discussed in our
Recent parallel work in Japan (Opt. Comm. 52, 150 [1984]) supports our work and shows the technique is effective in studying fast relaxation processes. In addition to being able to investigate fast relaxation processes the technique is also an effective spectroscopic tool as demonstrated in our report on ultrafast photon echo modulation spectroscopy. Our experiments so far have been restricted to studying TDFWM in Na vapor simply because we wanted to develop the technique in a familiar regime.

It is a simple matter to generate 300\textmu s wide excitation pulses and we have done so in our laboratory with great ease. We would like to develop and exploit the TDFWM technique by using these pulses to study fast relaxation processes in a wide variety of interesting materials. Relaxation of many organic dyes (i.e. Malachite Green in aqueous solution) are known to take place in the short end of the femtosecond regime where only limiting rates have been ascertained to date. Relaxation of electronic states of impurity atoms in optical quality laser crystals (Pr$^{3+}$:LaF$_3$) range from the microsecond regime at low temperatures to the low femtosecond regime at higher temperatures. Relaxation of carriers (ballistics) in semiconductors, e.g. GaAs, is claimed to be of the order of tens of femtoseconds but measurements to date have only been of an incoherent nature. Only recently have coherent transient studies been performed on exciton relaxation in semiconductors (e.g. GaP:n) and these have of necessity been restricted to the picosecond regime. With the TDFWM technique these could be extended to the femtosecond regime. This case is especially noteworthy in that the tunability of the TDFWM technique can be used to advantage. Similar remarks can be made with respect to corresponding processes in multiple quantum wells.

The TDFWM method can also be applied to other coherent transient techniques to enable CARS type experiments. Here again vibrational energy transfer and relaxation studies could be extended into shorter time domains. Another novel application of a generalized TDFWM technique would be in what is called the nonlinear luminescence technique. Strictly speaking, this is an incoherent technique which relies on an fluorescence relaxation rate which is carrier density dependent. The implementation of the TDFWM method again allows faster relaxation processes to be studied as well as the all important excitation energy dependence to be determined.
Significant Accomplishments

I. Variance stabilizing transformations have been derived for exponential and Rayleigh random variables. Applying these transforms to noisy images permits the use of classical estimation procedures.

We produced the first source of quiet (nonclassical) light by using a Franck-Hertz apparatus excited by a space-charge-limited electron beam. We also proved a quantum analog of the Burgess variance theorem confirming that the sub-Poisson nature of a light beam is conserved in the presence of absorptive media and additive (Poisson) background light. Thus the quiet light can be used once it is generated.

II. Maskless dry etching of GaAs has been demonstrated. The technique uses a patterned pulsed excimer laser beam to etch the surface of a GaAs wafer by photolyzing etchant precursors near the gas-wafer interface. No separate masking steps are required. This represents the first demonstration of a nonthermal, maskless process for etching semiconductors. High resolution was attained for the process by introducing various buffer gases to the active etching gas. This technique provides a gentle (ion-free) method of etching GaAs without recourse to prior masking.

Thin-oxide layers can be grown on GaAs by illuminating a wafer in distilled water with ultraviolet light. This technique provides the first step in a new method of ultraclean surface preparation of GaAs wafers.

Columbia University, and the Radiation Laboratory, in particular, has acquired the capability to do experimental surface analysis of electronic materials. The surface analysis system has already been used to aid the study of ion-beam assisted oxidation of silicon and ultraviolet oxidation of GaAs (see above). Columbia was assisted in this effort by IBM support of a Postdoctoral Fellow.

A new technique known as the accurate phase capacitance spectroscopy
has been developed to investigate the interface states of Schottky barriers. For the first time reliable measurements of interface states in metal-semiconductor systems have been made using APCS. Unoccupied electronic states were found inside the band gap at silicide-silicon Schottky barriers. Of particular significance was the correlation of interface states density and microstructural perfection in epitaxial nickel silicide-silicon devices. Less perfect interfaces formed under less than ideal conditions give rise to a larger interface state density and lower Schottky barrier height.

A silicon charge-coupled computer for analog operations in the charge-domain has been designed and fabricated. Gallium arsenide charge-coupled computing structures have been analyzed.

An ultra-thin room temperature gate oxide fabricated using a low energy ion beam has been successfully employed in an MOS transistor.

A novel photodetector formed on the inside wall of a laser etched cavity in silicon for an optical fiber receiver has been fabricated and tested.

III. We have used a U.V. laser-assisted, plasma discharge technique to etch GaAs. Ultraviolet laser radiation provides separate control of ion bombardment energy and chemical species production in a plasma etching reactor.

We have developed an extraordinarily powerful, high resolution, diode laser probe technique which provides a method for monitoring high energy collision and chemical reaction processes with a spectral resolution of 0.001 cm\(^{-1}\) and a time resolution faster than \(10^{-7}\) sec.

We have monitored the final states of a bath molecule produced by collisions with an electronically excited metal atom. In the case of mercury and CO\(_2\), the collision produced triplet, bent CO\(_2\) which then slowly relaxes back to the ground singlet state. These studies are prototypes for catalytic metal/molecule interaction processes occurring on surfaces or in metal clusters.

We have developed plasma discharge and collisional energy transfer techniques for identifying high energy vibrational states of molecules.
These methods have already been used to identify the exact quantum states of levels with energies in excess of 0.75 eV, and they have the potential for identification of levels as high as 2.5 eV.

IV. We have determined experimentally the reaction rates as well as the singlet to triplet intersystem crossing rate in a number of carbenes (R₁-C-R₂), which are important short-lived molecular fragments. The intersystem crossing rates, which have remained unknown despite advances in techniques for the study of these chemical intermediates, have important implications in the chemistry and photophysics for this class of molecules.

Long range and short range solvent effects on the dynamics of intramolecular charge-transfer in p-dimethyl-aminobenzonitrile have been determined. Alcohols are shown to enhance the rate of internal charge-transfer through a polarity effect but can also slow the process down via hydrogen bonding. The results are important in showing how the environment can affect intramolecular electronic energy relaxation.

Using a new application of second harmonic generation techniques we have succeeded in the direct study of the structure of surfaces of neat liquids and solutions. This novel technique yielded new information about the orientation of adsorbates at the liquid/air interface.

V. Time-Delayed-Four-Wave-Mixing (TDFWM) using intense broadband laser light has been observed in Na vapor. A nonperturbative theory has been developed and checked experimentally.

Ultrafast modulation spectroscopic measurements have been made on the Na D doublets using a pair of narrow band lasers.

Two photon trilevel echoes have been excited via the 3S-3D Transition on Na vapor and the collisionally-induced relaxation cross section has been measured.

Photon echoes between the excited ⁴P₀ and ⁴H₅ states in La³⁺:LaF₃ have been detected and analyzed. Evidence of fast population transfer from the ⁴H₆ and ⁴H₅ levels is supported by two and three pulse echo experiments.
performed on the $^3P_0-^3H_6$ and $^3P_0-^3H_5$ transitions.

Technology Transition Reports

1. Nearby industrial colleagues have made many inquiries on our work on dry and light-guided etching of GaAs. The interest stems from obvious applications in processing GaAs ICs and making electrooptical devices. In addition, a number of various unusual applications for light-guided etching have been suggested by industry, including microsliding of TEM samples and clearing laser diodes. Specific industrial contacts on this work have been made with GE: Syracuse and Schenectady; AT&T Bell Labs; IBM: East Fishkill; and Bell Communications Research.

2. A patent was filed by Professors Prucnal, Fossum and Osgood for a novel technique to make optical interconnects to high-density silicon and gallium arsenide IC's. Because of the increased demands for high data rate and dense packing in the coming of IC technology, chip-to-chip and board-to-board interconnection must be done optically. IBM, GE, and other companies have been extremely interested in the Columbia approach.
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