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THEME

Heat transfer and cooling in gas turbines is one of the crucial fields in the quest for higher performance as well as improved life and reliability. The purpose of this Symposium was to bring together experts from industry, research establishments and universities to discuss fundamental and applied heat transfer problems relevant to gas turbines and to exchange practical experience gained in component and engine development and testing.

The Symposium focused on turbine blade cooling including the interaction of cooling and aerodynamics. Furthermore, heat transfer in compressors, combustion systems, as well as heat exchangers was covered. Emphasis was also placed on heat transfer modelling, experimental techniques and test facilities.

***

Le transfert thermique et le refroidissement dans les turbines à gaz constituent l'un des domaines critiques qui caractérisent la recherche de performances supérieures ainsi que d'une longévité et d'une fiabilité accrues. L'objectif du Symposium qui vient de se tenir fut de réunir des experts appartenant à des milieux industriels, à des établissements de recherche et à des universités pour étudier les problèmes de transfert thermique liés aux turbines à gaz tant dans le domaine fondamental que dans celui des applications, et pour procéder à des échanges de vues basés sur l'expérience acquise en matière de développement et d'essais de composants et de moteurs.

Le Symposium a porté tout spécialement sur le refroidissement des aubes de turbine, en tenant compte de l'interaction entre refroidissement et aérodynamique. Il a couvert en outre les problèmes de transfert thermique dans les compresseurs, les systèmes de combustion ainsi que les échangeurs de chaleur. L'accent a été également mis sur la modélisation du transfert thermique, les techniques expérimentales et les installations d'essais.
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TECHNICAL EVALUATION REPORT

by

S. Wittig
Lehrstuhl und Institut für
Thermische Stromungsmaschinen
Universität Karlsruhe
D-7500 Karlsruhe
Federal Republic of Germany

In considering recent developments in engine design it is obvious that the understanding of the heat transfer processes in gas turbines and the advancement of cooling techniques are crucial elements in the quest for higher performance and reduced fuel consumption as well as for improved life and reliability. This Symposium, therefore, was aimed at the discussion and analysis of problems concerning fundamental and applied heat transfer problems. In order to limit the scope of the meeting, heat transfer problems as related to icing, bearings and lubrication etc. were not subjects of the meeting as those topics have been covered individually by similar AGARD meetings.

Induced by the well balanced program, the papers as well as the discussions were directed towards current problems. It was shown that:

- despite recent progress, turbine blade cooling remains a major focus of interest. In particular, questions concerning the internal heat transfer need to be addressed in depth, including the effects of rotation. Furthermore, the influence and aerodynamic performance of coolant ejection require continuing attention,

- with increasing performance requirements, modified and even new technologies will have to be applied for other components also, especially the combustor, the compressor and heat exchangers,

- progress has been made in modelling with successful application of numerical codes for the prediction of at least external boundary layer flows. Problems arise in considering pressure side flow and wake cutting effects,

- sophisticated experimental techniques are of crucial importance for continuing success. The benefits of the utilization of steady flow hot gas experiments and of short duration tunnels were compared. Non-intrusive, optical instrumentation as well as miniaturized fast response gauges were shown to hold the key to further developments.

An increasing acceptance and use of theoretical models by industry was recognized. By including results derived from stationary gas turbines it was shown that -- despite different design philosophies -- measurements on generally larger components of gas turbines yield test results which can be utilized in jet engine development.

There was general agreement between the participants that intensive research efforts on heat transfer processes and cooling beyond the scope of turbine stages are necessary for engine improvement and cost reduction.

1. INTRODUCTION

The development of high performance gas turbines and especially of jet engines has always been -- and continues to be -- dependent on a rise in thermal efficiency and specific thrust primarily due to increasing turbine inlet temperatures and simultaneously raising pressure ratios. Thus, high thermal loads in the engine components of the hot gas passages -- i.e. combustor and turbine -- are observed as well as in the high pressure section of the compressor, a problem of fast growing importance especially when considering transient engine operation. Furthermore, the efficient integration of heat exchangers into smaller regenerative engines is a well recognized problem with far-reaching consequences. Although numerous papers have been published on various aspects of these problems central to gas turbine design, the 6th Symposium on Heat Transfer and Cooling in Gas Turbines, organized by the AGARD Propulsion & Energetics Panel and held May 6—10, 1985 in Bergen, Norway, was seen by the participants as an extremely useful meeting. In attracting specialists from research groups working in the field in industry, as well as research establishments and universities, a stimulating exchange of current research results was achieved.

The meeting was divided into eight sessions with 42 papers originally submitted, three of which were not presented. Special subjects such as icing and bearings, and lubrication were not included as they have been covered by other meetings. This Symposium, therefore, focused on the areas of turbine blade heat transfer, internal (3 papers) and external (6 papers), turbine cooling (5 papers), modelling (4 papers), combustion systems (5 papers), experimental techniques (7 papers), compressors (2 papers) and heat exchangers (2 papers) and the interaction of coolant with main flow (4 papers).
2. CONTENT OF THE SYMPOSIUM

In his introductory survey paper, D.F. Metzger (Arizona State University, U.S.) emphasized the difficult nature of turbine heat transfer analysis as, in general, conventional problems with extremely complex flow fields are to be described. He stressed the fact that experimental results still retain the foundation for design whereas computational fluid dynamics have not been used extensively in cooled turbine development. During the course of the meeting, however, it was shown that computational methods are rapidly gaining importance and provide a fairly high degree of accuracy, at least for preliminary predictions. This is particularly true for external flows with heat transfer. In keeping with his own experience, Professor Metzger wanted his contribution to be seen as a sampling rather than a survey. In using examples from his own as well as other's current work, he was able to introduce the major topics of the meeting's sessions. It was stressed, that

- considerable work remains to be done in understanding the internal blade flows. Professor Metzger emphasized the problems associated with
  i. serpentine cooling passages with centrifugal forces in a turning flow, roughness effects etc. enhancing the heat transfer. The understanding of the influence of rotation deserves attention.
  ii. jet arrays impingement, which actually is of longstanding interest with its three-temperature problem.
  iii. pin fin arrays, which should be tailored to augmenting the internal heat transfer to match the local character of the external heat loads. Heat transfer characteristics as well as pressure loss coefficients are of importance.

- a variety of specific problems concerning the external flows should be addressed. For example
  i. blade tip heat transfer. Professor Metzger concluded that the leakage flow is basically an inviscid pressure driven flow with Nusselt and Reynolds numbers based on the clearance gap.
  ii. disk heat transfer on the faces of turbine and compressor disks remains an important problem in gas turbine heat transfer.
  iii. film cooling will remain one of the most important subjects. Professor Metzger stressed the fact that more consistency in acquiring, presenting and comparing the data is needed.

- experimental methods focus on the acquisition of localized heat transfer data. Improved and relatively new techniques were discussed and shown to be vital for the future success and development of theoretical models. Mass transfer and melting point techniques were highlighted. The importance of appropriate experimental techniques is mirrored in the high number of papers directly or indirectly presented on this subject during the course of the meeting.

From the contributions made during the Symposium, most of Professor Metzger's conclusions can be supported and additional current information was presented. Several tendencies for current and future development can be distinguished and will be discussed along with the major aspects of the papers, not necessarily in order of the program but following their actual content.

Blade Internal Heat Transfer

The understanding of internal heat transfer including the effects of rotation is extremely important to modern engine design. Progress is being made in developing appropriate experimental facilities by engine manufacturers and research establishments as shown by R.J. Clifford (Rolls-Royce, UK) and W.D. Morris and S.F. Harasgama (University of Hull and Royal Aircraft Establishment, UK). Due to the complicated nature of the rotating flow with Coriolis-induced fluid motion, enhancement as well as reduction in the heat transfer is observed depending on the radial direction of the coolant flow.

In the ongoing search for optimal enhancement of internal heat transfer by pin fins, benefits can be derived from careful selection of the geometries with considerable reductions in the pressure loss as shown by S.C. Atora and W.A. Messick (Pratt and Whitney, Canada). In comparing results of various groups, difficulties can arise from the large number of parameter variations and the non-uniformity of data reductions.

The advantages and the potential of shell-spar cooling arrangements were illustrated by G.P. Batt (Westinghouse Canada) and W.F. North (Westinghouse Electric Corp, U.S) for nozzle cooling of stationary gas turbines indicating the benefits for stationary as well as jet engine designers from mutual exchange.

External Heat Transfer on Blades, Platforms and Casings

Although considerable progress has been made in describing the external blade heat transfer, improved methods of prediction are a necessity. Theoretical and experimental efforts seem to complement each other quite well, indicating growing confidence in the modeling and in recently developed codes. Three major areas of interest were identified

- effects of turbulence, pressure gradients, roughness etc. on the heat transfer coefficient
  i. - wakes and their influence on the heat transfer

*See References and an Author-Subject-Index in Appendix
iii — film cooling and aerodynamic interactions

Using the VKI short duration isentropic compressor tube facility for the study of Mach number, Reynolds number and turbulence effects on the heat transfer coefficient, P.Arts (VKI Belgium) finds good agreement in comparing measurements with predictions (STAN 5). A problem, though, in this approach remains the modelling of the boundary layer transition which was triggered by a momentum thickness Reynolds number value provided by the user. W.Rodi (Universität Karlsruhe, Ge.) and U.Seheuer (Universität Erlangen, Ge.) present calculations of transitional boundary layer using the low-Reynolds-number version of the k-epsilon model of Larr and Bremhorst in simulating the physical transport and transition mechanisms. In general, though, more rapid transition is predicted than is found in the experiments. This is supported by the results presented by S Wittig, A.Schulz, H.J.Bauer and K.H.Sill (Universität Karlsruhe, Ge.) from their study of turbulence and wake effects on the heat transfer coefficients in a continuous hot gas tunnel. It is illustrated that the wake plays an important role in triggering the transition as long as the main flow turbulence intensity, is relatively low. The unsteady process of wake-cutting is monitored by D.J.Dooley and M.L.G.Oldfield (University of Oxford, UK) and C.P.Scrivener (Rolls-Royce, UK) in the transient cascade of the Isentropic Light Piston Tunnel (ILPT) at Oxford. As in Wittig's et al. experiments under steady conditions it was concluded that the primary effect of wake-passing is to promote an early, unsteady transition. The effects on the pressure surface seem to be somewhat less.

The Symposium provided an excellent opportunity for comparing the flow tunnels used by the various research groups, i.e. continuous hot gas flow tunnels vs. short duration compression and piston tunnels. As indicated before, Arts and Dooley et al. used short duration facilities. C.J.P.Forth, P.J.Lofthus and P.V.Jones (University of Oxford, UK) in their study of density ratio effects on the film-cooling also used the Oxford ILPT. The new Isentropic Light Piston Annular Cascade facility at RAE Farnborough, described by A.J.Brooks, D.E.Colbourne, E.T.Wedlake (RAE Farnborough, UK), P.V.Jones, M.L.G.Oldfield, D.L.Schultz (University of Oxford, UK) and P.J.Lofthus (University of Maryland, US) utilizes experiences gained with the Oxford facility and conditions close to engine operations are simulated. A vast amount of experience has been gained by M.G.Dunn (Calson, Buffalo, US) in using a shock tunnel for turbine stage tests. Wide variations in test conditions, flexibility and availability of appropriate instrumentation seem to be the major advantages.

If, however, detailed information on physical phenomena such as turbulence intensities and length scales, boundary layer structures, mixing processes etc. is required, continuous flow and suction-type tunnels appear to be used more frequently and appear to hold some advantages. In addition to Wittig's et al. work, A.B.Turner, F.H.A.Tarahah and F.J.Bayley (University of Sussex, UK) used a continuous flow cascade effectively in studying the influence of surface roughness on the heat transfer, stressing the combined effects of the influence parameters such as roughness, turbulence levels etc.

The various investigations on film cooling discussed in the course of this Symposium, exclusively utilized continuous flow facilities. H.Krenek (DFVL, Köln-Wahn, Ge.) analyzed the influence parameters such as geometry and main flow characteristics on the heat transfer downstream of a single row of injection holes, concluding that the effect of pressure gradients seems to be weak, which supports previous findings. O.Köllen and W.Koschel (Technical University of Aachen, Ge.) determine the effects of film cooling on the aerodynamic performance in an annular cascade, whereas F.Lebecut, A.Cowart and C.Olivier (Ecole Centrale de Lyon, Fr) report on the aerodynamic interaction of a 3-D flow with a jet. Trailing edge ejection is the subject of a study by F.H.Kost (DFVL, Göttlingen, Ge) and A.T.Holmes (Rolls-Royce, UK) performed in the DFVL-tunnel. The loss mechanisms were separated and practical conclusions for the blade design are derived. The boundary layer interaction with shock waves and simulated cooling flows was examined in a cascade wind tunnel by R.Kock and H.Hoibig (DFVL, Braunschweig, Ge.), H.J.Dietrichs (MTU — München, Ge) and A.T.Holmes (Rolls-Royce, UK). A major problem has been and continues to be the generalization and transfer of the large amounts of specific experimental data obtained by various groups. M.K.L.Ecuyer (Purdue University, US) and P.O.Seechting (Pratt and Whitney, US), in a very useful contribution, take data available from the literature and develop a generalized correlation for film cooling effectiveness. A similar approach would be quite helpful in a variety of other areas.

Continuing efforts are required in understanding the flow with and without coolant injection along plates, shrouds and casings and across blade tip clearances as stressed by Prof. Metzger. A.E.Bourguignon (SNECMA, Fr) reports on her studies of platforms of practical interest with various film cooling configurations. The data seem to correlate quite well with predictions. Unfortunately, though, the comparison with results from other research groups is largely impossible as only qualitative and relative data without reference values were presented. R.S.Attwood (Rolls-Royce, UK), using simplified heat conduction analysis, explored the design of static shroud casing segments using ceramic coatings. It appears that more work in this area should and will be done, as in various AGARD member Countries activities are under way.

Professor Metzger's comment on the importance of tip clearance flow was not reflected in the program. More work is clearly needed in this area.

A very thorough and detailed account of the transfer of available experimental data and theoretical models to prototype engine designs and the subsequent test of the cooled components in the engine was given by H.J.Graf (Brown Boveri and Company, Switzerland). It can be concluded that available codes yields good results for turbulent boundary layers. Larger deviations still occur for transitional flows. Graf confirms the conclusions of the previously cited papers that improvements in the model especially under consideration of film cooling parameters are in order. It seems that due to the larger scale of the stationary gas turbine, relatively high data accuracy was achieved which is also quite helpful to future jet engine research. More work of similar accuracy is needed for a final evaluation of the theoretical tools developed and compared with data derived from cascades.
Rotating Disk Cooling

The development of advanced aero-engines requires detailed knowledge of the transient thermal behaviour of the compressor and turbine rotor disks. Three papers -- a number which does not reflect the importance of the problem -- were directed towards this subject during the course of the meeting.

E.A.Long and J.M.Owen (University of Sussex, UK) reported on their ongoing work utilizing a heated free disk and a heated disk in a rotating cavity. The numerical solution of Fourier's equation seems to correlate with the experiments although care should be taken in the application to gas turbine design with modified boundary conditions. V.E.Reiche, U.Radons and D.K.Henneke (MTU München) studied the transient thermal behaviour of a compressor rotor under simulated engine conditions with final tests done in an engine. Heat transfer coefficients derived from Owen's et al. model lead to good agreement between calculated and measured component temperatures and time constants.

The development of a numerical code for the description of turbulent flow and heat transfer within cavities of stationary and rotating disks was described by D.Diotoya (ONERA, Fr). The prediction of pressure losses under steady flow conditions indicates the applicability of turbulence modelling to comparable configurations.

Combustion Systems

With rising performance requirements, the question of combustor liner cooling and heat transfer processes within the combustor needs increasing attention. D.A.Nealy, S.B.Reider and H.C. Monteith (Allison Gas Turbine Division, US) presented a characterization of the problems by analysing a variety of alternate cooling configurations. Simultaneous efforts to provide the appropriate background in the manufacturing processes, the understanding of advanced materials and the heat transfer processes are essential. Heat release and transfer as well as cooling of the linear wall were the subject of several papers.

B.F.Magnussen (Norwegian Institute of Thermodynamics, No) presented a modified method for calculation of combustion characteristics and M.G.Carvalho, D.F.Boxrud and F.C.Lockwood (Instituto Superior Técnico, Po) were primarily concerned with determining the thermal radiation from the gaseous species. Various aspects such as the emissivity characteristics under gas turbine operational conditions need further attention. B.L.Button (Trent Polytechnic, UK) addressed the problem of the disruption of the cooling film by a jet with wall plunging whereas G.E.Andrews, A.A.Ascric, C.T.Hussain and M.C. Mkpadi (University of Leeds, UK) outlined the geometrical requirements for full coverage impingement cooling emphasizing various new aspects for the transfer to practical combustor systems. M.J. Axworthy, P.Trulliton and S.Couton (SNECMA, Fr) illustrated the cooling requirements of afterburner/s. Thermogravimetry was used in analyzing various practical cooling configurations. Good qualitative comparisons were achieved for several cooling arrangements.

Experimental Techniques

The importance of proper instrumentation and experimental analysis was illustrated by a relatively large number of contributions in this area. Improvements and new aspects of known techniques were presented.

Liquid Crystal thermochromic indicators (P.T. Ireland and P.V. Jones, University of Oxford, UK) and high frequency response heat flux gauges (A.H. Epstein, G.R.Otienne, MIT, US) and R.J.G.Norton, Rolls-Royce, UK and Cao Yuzhang, Beijing Institute of Aeronautics and Astronautics, PRC demonstrated remarkable improvements and broader use of this technique will probably be found in coming years. Optical, non-intrusive measurements of surface temperature and flow characteristics will not only be applied in laboratory tests but also in prototype engines. Optical pyrometry again was shown by M.Charpenel and J.Wilhelms (ONERA, Fr) to be a promising tool and R.B.Rivir, W.C.Ellrod (Wright Patterson AFB, US) and M.G.Dunn (Calspant, US) demonstrated the feasibility and limitations of the Laser Two Spot Velocimetry for application in short duration flows.

The importance of the blade tip clearance has been emphasized earlier. Efficient systems for active clearance control require appropriate sensors. J.Paulon (ONERA, Fr) described the successful development of a new capacitive transducer.

Finally, M.N.R.Nina and G.P.Pita (Instituto Superior Técnico, Po) discussed the possible improvements of compensated fine wire thermocouples for measuring fluctuating gas temperatures, a problem of longstanding importance. Especially in reacting flows extreme care is in order.

Heat Exchanger

Advanced helicopter engines as well as a variety of other applications increasingly demand the incorporation of efficient heat exchangers. During the course of the meeting, insufficient time was available to address this important problem in depth. Only two papers were presented. M.N.R.Nina and M.P.N.Agus (Instituto Superior Técnico, Po) presented a theoretical study on the optimization of cycle parameters and heat exchanger design. In considering modified cycles also S.Boudjoukis and J.Flavi (ONERA, Fr) emphasized the advantages and design requirements in utilizing ceramics such as Silicon carbide as heat exchanger material. Obviously, much work remains to be done in this area and should be the subject
of a separate future meeting.

3 CONCLUSIONS AND EVALUATION

In considering recent developments in engine design it is obvious that the understanding of the heat transfer processes in gas turbines and the advancement of cooling techniques are crucial elements in the quest for higher performance and reduced fuel consumption as well as for improved life and reliability. This Symposium, therefore, was aimed at the discussion and analysis of subjects concerning fundamental and applied heat transfer problems. In order to limit the scope of the meeting, heat transfer problems as related to icing, bearings and gears etc. were not subject of the meeting as those topics have been covered individually by similar AGARD meetings. Furthermore, several topics such as heat exchangers were not covered in depth.

Induced by the well balanced structure of the program, the papers as well as the discussions were directed towards current problems. Better than average participation by researchers from industry was observed, leading to a relatively high level of currency of the information exchanged. In particular, the need and opportunities for immediate solutions were illustrated along with more advanced approaches. It was shown that:

- despite recent progress, turbine blade cooling remains a major focus of interest. In particular, questions concerning the internal heat transfer need to be addressed in depth including the effects of rotation. Furthermore, the influence on the aerodynamic performance of coolant ejection requires continuing attention,
- with increasing performance requirements, modified and even new technologies will also have to be applied for other components, especially the combustor, the compressor and heat exchangers. Close cooperation in the areas of heat transfer analysis, material sciences and manufacturing was shown to be crucial for further development. However, it remains to be seen to what extent and how soon newer materials — ceramics, for example — can be introduced,
- progress in modelling has been made with the successful application of numerical codes for the prediction of at least external boundary layer flow. Problems arise in considering pressure side flow and wake cutting effects,
- sophisticated experimental techniques are of crucial importance for continuing success. The benefits of the utilization of steady flow hot gas experiments and of short duration tunnels were compared. Non-intrusive, optical instrumentation as well as miniaturised fast response gauges were shown to hold the key to further developments. More comparisons of actual engine tests with laboratory results and predictions would have been desirable.
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A brief general background discussion of turbine heat transfer and cooling with compressor discharge air is given to provide an introduction for the papers scheduled for delivery at this meeting. Specific reference is made to a selection of current research areas for gas turbine engine cooling, including blade tip heat transfer, heat transfer in serpentine passages, multiple jet array impingement, heat transfer in pin fin arrays, disk heat transfer, and film cooling. An overview of various experimental methods used to acquire heat transfer data is also given, with an emphasis on newer methods used to acquire detailed local convection heat transfer information.

INTRODUCTION

It is interesting to look over some of the earliest literature about gas turbine engine research and development to see how remarkably clearly the authors anticipated, and even worked on, the problems faced still today. One of the best examples is the 1949 review paper on aircraft gas turbine research by Silverstein [1]. In a section entitled "Turbine Cooling," the following outline of the basic aerodynamic and heat transfer problems involved was given: (a) determination of the three-dimensional compressible flow of the gas through the turbine-blade passages, (b) evaluation of the heat transfer from the gas stream to the blade surface, and (c) evaluation of the heat transfer from the inner surfaces to the cooling medium. In addition, the article states that "many internal arrangements of the cooling passages have been suggested for air-cooled turbines," and "film-cooling methods, in which the cooling fluid is discharged around the blade periphery by means of slots or allowed to seep through porous blade walls, have also been suggested."

Fig.1 is a cross-section sketch showing a typical cooling arrangement for a modern turbine blade which employs a combination of impingement and film cooling in the leading edge region, serpentine passages in the mid-chord region, and a pin fin array in the trailing edge region. Although the blade shapes have changed markedly and the capability to manufacture current complex internal cooling arrangements was probably not foreseen by Silverstein, current cooled airfoils nonetheless fit his description.

Over the years since the address published in [1] was given, the problems of turbine heat transfer and turbine cooling have been pursued vigorously, and turbine inlet temperatures have increased steadily. Turbine cooling technology developments account for a significant portion of the resulting powerplant improvement history summarized in Fig. 2. At any given time, engine performance (and durability) depends critically on the then current state of turbine cooling technology. For a given level of this technology, turbine inlet temperature and resulting cycle performance can be increased only to a certain point (Fig. 3). Beyond that point, penalties associated with the use of cooling air (power required for compression and pumping, aerodynamic losses produced when the coolant reenters the hot gas stream) overpower the benefits.

The present problems of heat transfer and cooling for gas turbine engine components are very similar to the statements given in [1]. They are (a) to know the external or hot gas side heat transfer in detail, (b) to know the detailed component internal heat transfer for a variety of families of cooling schemes, and (c) to choose from among and within those families to optimize for combinations of (i) minimum use of cooling air, (ii) minimum interference with the hot gas side aerodynamics, and (iii) minimum component temperature and temperature gradient levels.

In this context the present paper deals mainly with the cooling side of turbine heat transfer, in keeping with the author's own experience. Even with respect to cooling, the treatment is far from comprehensive. It covers briefly only some of the areas that are presently of interest in turbine cooling. The coverage is limited to experimental studies and most of the results presented are those of the author and his students and colleagues at Arizona State University. Thus the paper is not really a survey, as the title implies, but more a sampling from among the many areas that will be covered at the present meeting.

BLADE TIP HEAT TRANSFER

The clearance gap between the tip of an axial turbine blade and the adjacent stationary shroud provides a narrow flow passage between the pressure and suction sides of the blade. The clearance in general cannot be eliminated altogether because it must accommodate centrifugal growth of the blade as well as differential thermal expansion between the blade and shroud through a variety of operating conditions [2].
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The present problems of heat transfer and cooling for gas turbine engine components are very similar to the statements given in [1]. They are (a) to know the external or hot gas side heat transfer in detail, (b) to know the detailed component internal heat transfer for a variety of families of cooling schemes, and (c) to choose from among and within those families to optimize for combinations of (i) minimum use of cooling air, (ii) minimum interference with the hot gas side aerodynamics, and (iii) minimum component temperature and temperature gradient levels.

In this context the present paper deals mainly with the cooling side of turbine heat transfer, in keeping with the author's own experience. Even with respect to cooling, the treatment is far from comprehensive. It covers briefly only some of the areas that are presently of interest in turbine cooling. The coverage is limited to experimental studies and most of the results presented are those of the author and his students and colleagues at Arizona State University. Thus the paper is not really a survey, as the title implies, but more a sampling from among the many areas that will be covered at the present meeting.

BLADE TIP HEAT TRANSFER

The clearance gap between the tip of an axial turbine blade and the adjacent stationary shroud provides a narrow flow passage between the pressure and suction sides of the blade. The clearance in general cannot be eliminated altogether because it must accommodate centrifugal growth of the blade as well as differential thermal expansion between the blade and shroud through a variety of operating conditions [2].
The primary detrimental effect of the tip leakage flow is on the blade aerodynamic performance, but a secondary and important effect is the convective heat transfer associated with the flow. The surface area at the blade tip in contact with the hot gas represents an additional thermal loading on the blade which must be removed by the blade internal cooling flows. Also, heat transfer rates at the tip have recently been shown to be very high, of the same order as those present at or near the airfoil leading edge [3,4]. As a result, blade tips have been one of the turbine areas most susceptible to structural damage. Damage in this region, even if minor, can have a severe effect on turbine performance. Loss of material from the tip increases clearance gap, which in turn increases both the flow and heat transfer across the tip and exacerbates the problem.

Recent work [5] confirms previous findings [6] that the leakage flow through the gap is basically an inviscid, pressure-driven flow whose magnitude and direction can be calculated from knowledge of the suction and pressure side pressure distribution alone. Normal clearance gap heights are, in effect, small enough that the flows through the gap are uncoupled from the details of the flowfields on either side, and are largely two-dimensional. In [5] also it is demonstrated that the sink-like flow entering the clearance gap (Fig.4) is composed almost entirely of mainstream gas drawn directly from the hot blade passage flow, and that the convection heat transfer coefficients on the tip are little influenced by the relative blade-to-shroud motion. It seems reasonable to assume that this latter characteristic will also be the case for various blade tip treatments, and in [7], stationary modeling has been used to examine the heat transfer and flow characteristics of grooved tip treatments in detail.

Fig. 5 shows a typical set of local Nusselt numbers from [7] for a shallow (D/W = 0.1) grooved tip model (solid lines) in comparison with values for the same flow over a plain, ungrooved tip (dashed lines). Nusselt and Reynolds numbers here are based on the clearance gap height. In general, the results show that the overall heat transfer from the blade tip is reduced by the presence of a groove. However, reduced heat transfer levels on the groove floor are substantially offset by the added heat transfer area created by the groove side walls. Additional study of blade tip heat transfer is being initiated at Arizona State University under a grant from NASA-Lewis Research Center.

SERPENTINE COOLING PASSAGES

Radially aligned coolant channels of basically rectangular cross section are used extensively to cool the midchord regions of turbine blades; these channels are connected by 90 and 180 degree turns to form serpentine cooling passages as shown in Fig. 1. Current trends are towards increasing numbers of channels so that the flow and heat transfer characteristics around bends and turns with and without roughened walls is of high current interest [8-12]. It is well known that both the nature of the flow and the associated convection heat transfer are usually significantly altered in and around the turn. In general, the increased centrifugal forces present in a turning flow induce secondary flows which have the effect of augmenting heat transfer in the streamwise direction and creating azimuthal variations in heat transfer.

Fig. 6 shows the very sharp 180 degree test geometry used in [8] and [12], and Fig. 7 shows typical regional (Nu) heat transfer results on upper, lower, and side walls. Here W* = W/M, H* = H/(W1/2), and D* = D/(W1/2). Reynolds and Nusselt numbers are based on channel hydraulic diameter. Azimuthal average heat transfer rates (Nu) increase markedly through the turn, with the highest values for this particular geometry occurring downstream of the turn. The sidewall heat transfer rates change, in a relatively short distance, from significantly lower to significantly higher than the top/bottom wall rates.

Fig. 8 shows some very recent results for a 90 degree turn in a rectangular cross-sectioned channel with an outside/inside radius ratio of 2:0 and a 3:1 section aspect ratio. The channel is rib roughened on both long sides as shown in the sketch of the test section. The general increase in heat transfer level as the flow proceeds through the turn would be expected to be the result of either or both the secondary flows associated with the turn and the developing flow disruption caused by the ribs. Rib roughness enhancement of heat transfer usually develops fully after only a few rib spacings, so the turn itself is evidently responsible for the continuing enhancement in this geometry. However, the Nusselt number enhancement here, from the beginning to the end of the turn, is considerably greater than the 20-25% observed in the same turn with smooth walls [12]. Thus it appears that the turn and the ribs are mutually complimentary in producing a relatively large enhancement of heat transfer. The same conclusion is reached whether or not ribs are present in the straight upstream and downstream channels (not shown) on either side of the test section.

It should be noted that rotation can significantly influence the heat transfer in serpentine passages used to cool the rotating turbine blades, and that this is a topic of considerable current attention which will be addressed by several authors at the present meeting.

JET IMPINGEMENT

Fig. 9 depicts a turbine airfoil which utilizes jet array impingement for midchord region cooling. The jet flow, after impingement, is constrained to exit in a single direction along the channel formed by the perforated insert and the airfoil m'all. This cooling system has been received a number of years [12-15]. However, in addition to the crossflow which originates from the jets following impingement, an initial crossflow may be present from impingement air used to cool the leading edge region [16]. The temperature of
the initial crossflow in general will be different than the jet array temperature, leading
to a complex three-temperature situation with many similarities to the three-temperature
problems encountered in film cooling.

This three-temperature problem has been studied extensively at Arizona State University
over the past several years. The appropriate fluid driving potential, \( \tau_w \), can be
expressed in terms of a non-dimensional effectiveness for use with corresponding Nusselt
numbers. Figs. 10 and 11 show typical results from [16]. Here effectiveness, although
resolved in the streamwise direction, is defined in terms of the initial crossflow
temperature at the upstream end of the array. Nusselt numbers are based on the jet hole
diameter, which is uniform over the entire array.

The geometries covered by Figs. 10 and 11 represent entirely different effects of the
initial crossflow on array heat transfer. The Fig. 10 configuration is one that results in
a high and non-uniform jet flow distribution in the array, with much larger jet velocities at
the downstream end of the array than at the upstream end. For this case the effect of
initial crossflow can dominate (\( \gamma \approx 1 \)) more than halfway through the array. This dominance
can also be seen in the Nusselt profiles which remain essentially at their upstream initial
crossflow channel levels well into the array. In contrast, the Fig. 11 configuration is
one which has a nearly uniform jet flow distribution. Here \( \gamma \) has dropped significantly at
the first or second row. Similarly, the strong immediate influence of the jets is
reflected in a very large increase in Nusselt values at the first or second row of jets.

This information on \( \eta \) and \( Nu \) if converted to heat fluxes for prototype conditions, imply
that local cooling rate predictions within the array could, in many cases, easily be in
error by 100% or more in the absence of such information. There is evidence that unacceptable levels of design uncertainty for jet arrays with
initial crossflow have existed in practice, and that premature failures of impingement
cooled airfoils have been the result. This is unfortunate, since the jet array cooling
system is very high performance from a heat transfer point of view, and offers great
potential for tailoring internal heat transfer coefficients to match local variations in
external heat transfer to the cooled component. Work is ongoing [17,18] to provide
information that will support the design of tailored non-uniform arrays.

PIN FIN ARRAYS

Pin fin arrays find frequent application as augmentation devices in the airfoil trailing
edge region, as in the blade of Fig. 1. The pin height in these applications is typically
the order of the pin diameter. They represent an intermediate case between the long
cylinder tube bank case where essentially all of the heat transfer area is on the
outside wall, and a plate or flat sheet where most of the area is on the plates or end walls. Considerable information exists for both of
these extremes, but neither case correctly predicts heat transfer for the gas turbine
cooling application.

Recently, a number of papers have appeared directed specifically at providing the needed
information [19-23]. Continuing emphasis is on the acquisition of streamwise resolved heat
transfer and pressure loss coefficients for a variety of candidate geometries, including
pins with cross sectional shapes other than circular. Similar to the situation with jet
array impingement, pin fin arrays with non-uniform pin spacing and size offer potential for
tailoring the internal augmentation to match the local character of the external heat load.

Figs. 12-14 show some recent results from [24] for three different pin fin arrangements. In
all three cases the pins are located in a staggered pattern, with spacing in the streamwise
direction equal to one and one-half pin diameters, and in the transverse direction equal to
two and one-half diameters. Nusselt numbers and Reynolds numbers are based on pin
diameter, and the Reynolds number in all cases is 20,000. Nusselt numbers are spanwise
average values, resolved to one row spacing. Fig. 12 is an arrangement with pins attached
only to one side of the channel, extending two-thirds of the way across. In an actual
application, some of the pins would have to be extended all of the way across for structural
reasons, but these results give a feel for the differential between top and bottom heat
transfer that could be established.

Fig. 13 is the standard staggered pin arrangement, with smooth channel walls between the
pins. The results display the characteristic observed in [19] with heat transfer rates
penning about one third to fifth row, followed by a rapid decline. Fig. 14 is the
same arrangement as in Fig. 12, with the addition of staggered transverse roughness ribs as
shown. Heat transfer rates are significantly higher than those of the smooth wall case;
and, in fact, the arrangement shown in Fig. 14 is one of the highest heat transfer
performing pin fin arrays yet observed.

DISK HEAT TRANSFER

Convection heat transfer on the faces of turbine and compressor disks remains an important
problem in turbine heat transfer despite several decades of work
in an effort to gain an understanding of the phenomena and to provide the designer with
useful information [25-30]. The designer is forced to vent cooling air through the
cavities adjacent to the disks in an attempt to control the disk growth and thus the
clearance gaps at the blade tips. In the turbine stages, the vented flow also helps to
prevent the ingestion of hot blade passage gases into the cavities where it can directly
heat the disks.
Heat transfer coefficients between normally vented cooling air and the rotating disk surfaces are usually relatively low compared with those achieved in other cooled components. Jet impingement of air directly onto the disk can enhance heat transfer, and thus has the potential for reduction in rotating-impingement. Turbine disks have been applied infrequently in practice, and only very few studies have been published. One early study [31] of an actual jet cooled turbine reported anomalies where heat transfer under some conditions unexpectedly decreased with increasing disk speed. Such behavior was possibly related to the flow regime transition reported in [32].

This transition phenomena was observed with flow visualization over a large range of combinations of jet flow rates, disk speeds, and impingement radii, and it appears to separate a zone of impingement dominated behavior from a rotationally dominated zone. Fig. 15 shows the correlation of observed transition conditions in terms of the ratio of jet flow rate to rotationally induced disk pumping flow. Higher rotational speeds, larger impingement radii, and smaller jet flowrates favor a flow pattern which appears rotationally dominated whereas the opposite trends favor an impingement dominated interaction.

Corresponding heat transfer rates are essentially independent of jet flow rate in the rotationally dominated regime, but increase strongly with increasing flow rate in the impingement dominated regime. Fig. 15 also shows that, in terms of this correlation, the location of the anomalous results of [31] are within the transition zone. Other results presented in [31] were strongly in the impingement dominated zone and did not exhibit the anomalous behavior.

Fig. 16 presents results from [33] showing how heat transfer coefficients increase as jet flowrate is increased through the rotationally dominated regime into the impingement dominated regime. The heat transfer sensing area was a narrow annulus at the rim of the disk, and tests were run with four different disk face contours as shown. The most noticeable characteristic of the results is the lack of almost any effect of face contour. The Nusselt numbers are relatively independent of jet flow rate, with values of about 0.1. At jet flow rates larger than this, Nusselt numbers increase strongly. For the designer, these results indicate that rotating disk heat transfer rates can be increased significantly if enough cooling air is available for impingement through individual jets. Conversely, some disk cooling schemes tried in the past may have been ineffective because many jets with small individual flowrates were used.

**FILM COOLING**

Film cooling is, with little doubt, the most complex subject in the entire turbine cooling field. It is also one of the most important subjects since it appears unavoidable that more and more film cooling is required as turbine inlet temperatures continue to rise. To enhance the fluid dynamical influence of injection and the imposition of another temperature, creating a three-temperature problem. Actually, the three-temperature representation is only an approximation, the complete problem is a multi-temperature one.

Current interest and activity in film cooling is high, and current topics of investigation include the shape of injection sites, effects of surface roughness and curvature, effects of density differences between main and injected flows, persistence of the film in highly three-dimensional flows and over and around obstacles, and more [34-39]. Many methods have been developed to acquire information about film cooling performance; and sometimes heated arguments are heard about the choice of the "correct" method. Consistency in some instances is shown between separate sets of results, but more often than not, and especially recently, each investigators results are presented on their own, with little comparison to the results of others. This situation is understandable, given the number of variables that influence the results; seldom is there close correspondence between conditions of two different experiments. It is therefore relatively easy to rationalize differences between only somewhat similar sets of results; and this situation is compounded by the proprietary nature of much of the current work.

Nevertheless, it is this author's opinion that there remain fundamental and not widely appreciated differences between film cooling results acquired with differing experimental methods (even without the complications of large temperature difference and density gradient effects), and that these can lead to appreciably different performance predictions when the results are interpreted in design terms. Such differences are probably not very important far from the injection sites, but as more and more film cooling is used, the near-injection region grows in importance.

Consider the heat flux on an isothermal film cooled wall written as a three-temperature problem [40]:

\[
\frac{Q_s}{A} = f_1(t_w - t_u) + f_2(t_w - t_u)
\]

(1)

Here \(f_1\) and \(f_2\) are influence functions, and \(f_2\) can be thought of as the heat transfer coefficient, \(h_o\) (based on the wall-mainstream temperature difference) when the coolant-mainstream temperature difference is zero. A corresponding two-temperature description can be written for the same surface and mainstream conditions, but without injection:

\[
\frac{Q_s}{A} = h_o(t_w - t_u)
\]

(2)

This without-injection condition might represent the surface with injection sites present, but with no injection flow; or, it might represent the solid surface without injection.
sites. The interpretation of $h_{\infty}$ usually used is the first, but the second interpretation is the more logical one for design.

Ratios $r$ and $\delta$ for the same wall temperature yields:

$$
\delta = \frac{Q_w}{Q_{\infty}}
$$

where:

$$
\delta = Q_w/Q_{\infty}
$$

the ratio of film cooled flux to unblown wall flux at the same mainstream and wall conditions

$$
\theta^* = \frac{(t_c - t_w)}{(t_c - t_{\text{ref}})}
$$

There will be a value of the isothermal wall temperature (the reference temperature $t_{\text{ref}}$) at which the net surface heat flux will be zero. Using this temperature, (3) becomes:

$$
\delta = \frac{Q_w}{Q_{\infty} \cdot \theta^*}
$$

where:

$$
\theta^*_{\text{ref}} = \frac{(t_{\text{ref}} - t_w)}{(t_{\text{ref}} - t_{\text{ref}})}
$$

$$
\theta = \frac{Q_w}{Q_{\infty} \cdot \theta^*}
$$

Fig. 17 shows the graphical interpretation of (6) for a particular situation. The abscissa intercept represents the non-dimensional reference temperature with film cooling present. The value can range from zero to infinity. The ordinate intercept represents the ratio of film cooled to unblown wall flux when the coolant temperature equals the mainstream temperature. This can also be viewed as the purely aerodynamic effect that coolant injection has on convection. The horizontal dashed line represents the corresponding unblown wall case. Thus, plots like Fig. 17 give a visual comparison of film cooling performance with unblown wall performance. For the particular case shown, film cooling enhances the thermal transport properties and the two curves must cross somewhere within the likely design region. Design points to the right of the crossover point will obtain the reduction in heat flux that is normally assumed to occur with film cooling. Design points to the left of the crossover will experience an increase in wall flux due to the presence of film cooling. Such increases are definitely possible, especially in multiple hole film cooling where the aerodynamic transfer capability is enhanced by injection and the film coverage in some locations is relatively poor.

The similarities between traditional film cooling effectiveness, $\eta$, and the inverse of $\delta_{\text{ref}}$, have been noted [41] and the two terms have at times been used interchangeably. In multiple hole film cooling such interpretations can lead to errors in design predictions. As a closure to this section, Fig. 18 presents a comparison from [40] of one situation where suitable adiabatically obtained and isothermally obtained film cooling results were available under otherwise quite similar circumstances [42,43]. Both studies use the same hole spacing and the same compound injection angle. In [42] local effectiveness data was obtained on an adiabatic surface, as well as regionally averaged heat transfer data on an isothermal surface. In [43] regionally averaged heat transfer data was obtained on an isothermal surface.

Fig. 18 compares results at the fifth injection row. Both sets show similar aerodynamic increases in heat transfer capability, but the inverse of $\delta_{\text{ref}}$ and the averaged value of $\eta$ are not in good agreement. In any present design application of film cooling information, averaging is necessary. It is this averaging of local information, what to average, how to average, and how to acquire test information that can be used easily and properly in design, that is of concern.

**EXPERIMENTAL METHODS**

The pressure for more detailed design information, for better understanding of the phenomena, and for detailed results to compare with computational efforts all drive experimentalists to seek more localized heat transfer information. It therefore seems appropriate here to review some of the more common techniques used to acquire such data. Only the most widely used methods will be discussed; a more complete review is available in [44].

The most common method used to determine heat transfer coefficients on localized regions of a convectively cooled surface is to thermally isolate segments of the surface and apply a known amount of electrical power to each segment through attached electric resistance heaters. Usually control is provided for each segment heater so that a desired overall surface thermal boundary condition (commonly isothermal) can be established. By measuring segment surface temperatures and associated fluid temperatures, heat transfer coefficients are determined [16]. The necessary finite size of the segments and heaters dictates that the measured coefficients are always regional averages, rather than true local values, although quite fine resolution can be achieved with this method [45] if the expense can be justified.

Electric heating of the surface can also be effected by passing current directly through the surface material, without the use of separate heater elements. If electrical resistivity varies only slightly with temperature, a nearly uniform heat flux thermal boundary condition can be established. Thermocouple or radiometer measurements are used to determine local strip temperatures and fine resolution of local heat transfer coefficients.
is possible [46,47]. A variation on this same method, currently used frequently, is to overlay the heating surface with a thin layer of encapsulated liquid crystals. The liquid crystals allow visual determination of the surface temperatures and contours of constant heat transfer coefficients. Quite accurate and localized determinations of the heat transfer coefficients are possible [48].

In recent years, mass transfer methods, principally the sublimation of naphthalene, have been used to determine both average and local convective heat transfer coefficients [49]. Average coefficients are determined by weighing the naphthalene surface or surface segment before and after exposure to the air stream. Local coefficients are determined by measuring the local depth of sublimed surface with a profilometer. By using microprocessor control to automate data acquisition, highly detailed and accurate heat transfer coefficient maps over a surface can be obtained [50].

Finally, various types of heat flux gages, for example thin foil and Gordon types, have been used for convection heat transfer studies. Although good resolution of local heat transfer coefficients can be achieved, the expense and complexities of multiple gages usually preclude highly detailed mapping of coefficient distributions. This same issue of expense and complexity exists in many instances with other methods discussed here as well. In particular, as the surface geometry of interest becomes more complicated, the difficulty of determining local surface heat transfer coefficients through application of electric heaters or profile measurements of sublimed surface increases markedly. In many cases, a particular technique becomes essentially impossible to apply. Even if possible, it may be prohibitively expensive to instrument more than a single fixed test surface. 

A relatively new method which is relatively inexpensive and convenient, and which appears to be applicable to even the most irregular surfaces, is a technique employing melting point surface coatings. In this method the surface of interest is sprayed with a thin layer of material having a precise melting point temperature that can be visually observed [51,52]. A transient test is conducted where the surface is exposed to a heated air flow and melting times at each point on the surface are recorded and related to the heat transfer coefficients at those points. The capability of the method for obtaining highly detailed accurate heat transfer coefficient maps has recently been demonstrated [12]. Figs. 19 and 20 show examples of this method applied to a sharp 180 degree turning flow.

CLOSURE

The preceding discussion, although far from complete, should serve to introduce what many of the papers of the present meeting will elaborate on; namely, that what must be dealt with in turbine heat transfer in general are convection problems with extremely complex flowfields. The highly three-dimensional and highly turbulent nature of most turbine cooling situations, in many instances including separation and recirculating flow zones, has so far kept the methods of computational fluid dynamics from being used extensively in direct cooled turbine component design. In this climate, experimental results remain the foundation for design; and this paper has attempted to describe some of the many efforts underway to provide designers with information needed for continued improvement in turbine performance and durability.
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DISCUSSION

G.M. Dihlbus, Ge

You have raised the question of whether cooling of rotating discs by single jets has been applied. One reason why this has not been the case is the cyclic changes from cooling to heating and to cooling again. At least at the surface this might cause fatigue by thermal stresses.

Author's Reply

Your point is well taken and this may indeed be a problem with such applications. However, my impression is that some early failures with jet cooling on rotating parts were associated with failure to achieve the time-averaged heat transfer levels expected.

D.K. Hennock, Ge

Your 180°-turn channel has square corners. In many actual turbine blades one uses round corners to reduce the pressure loss. Do you think that the large increase in heat transfer you measured would be smaller with a round corner?

Author's Reply

We have measured the effect of rounded corners on the pressure loss in these 180° turns (Ref 8). Such rounding has only a very small effect on pressure loss and on the overall flow patterns which we have investigated through surface streamline visualization. Therefore I expect that the large overall rise in heat transfer that we measure would also be the case with rounded corners. Of course, severe rounding of the entire channel by use of a relatively thicker centre dividing rib would be expected to have an effect. In the present case we do expect that rounding of the upstream corner would eliminate or reduce the stalled flow zone in that corner which contributes to low heat transfer on the side wall in that region.

F.E. Culick, US

It seems that in general, unsteadiness in the flow field, whether it be associated with separation, turbulence, or acoustical motions, has striking effects on surface heat transfer rates. In your experimental work do you make measurements of unsteady motions? I have in mind particularly the possibility of forming a more coherent picture and understanding of diverse phenomena by using some measure(s) of unsteadiness in the flow.

Author's Reply

The measurement of unsteady motion is the exception, rather than the rule, in internal cooling channel heat transfer investigations. There is no question, however, that such motions are important to the correction heat transfer. In our laboratory we occasionally use hot wire and LDA in limited attempts to help us understand the observed heat transfer behaviour. For example, we have found in pin fin arrays that the peaking of row-averaged heat transfer at about the third to fifth row is associated with a peaking and subsequent decay of the turbulence intensity. Much more detailed mapping of the turbulence characteristics in internal cooling flows will be required for efforts to predict such flows numerically. There is a start on this work in various places. For example, turbulent motions have been measured in detail for 180° turns of rectangular cross section (turns with moderate radius ratio and no separation) at UMIST, UK and UCB, USA.
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SUMMARY

This paper reviews the effect of rotation on the heat transfer in a complex 3D multi-pass turbine blade cooling geometry. The test rig, the experimental technique and the initial results are discussed in detail.

Basic checks at zero rotational speed showed good agreement with data obtained earlier on this model using an alternative transient technique. Rotation was shown to have a significant effect on the heat transfer distribution (±30%) which when averaged over the gas washed surfaces showed a reduction to 90% of the static value. The effect of these changes on the blade predicted metal temperatures and lives are also reviewed.

Investigations are continuing to fully evaluate the implications of both Coriolis and buoyancy effects on the heat transfer distributions in these complex 3D geometries.

NOMENCLATURE

A, B & C constants
A area (m²)
Cₚ specific heat (J/Kg °K)
D characteristic dimension of passage (m)
d wall thickness (m)
g acceleration due to gravity (m/sec²)
h heat transfer coefficient (w/m²K)
J = \frac{\rho \cdot d^2}{\gamma} Rotational Reynolds number
k Thermal conductivity (W/m K)
m mass flow (Kg/sec)
q heat flux (w/m²)
Nu = \frac{h \cdot D}{k} Nusselt Number
Nu_m mean Nusselt Number
Nu_o Nusselt Number at zero rpm
Pr = \frac{\mu \cdot C_p}{k} Prandtl Number
Ra rotational Rayleigh Number \frac{\rho \cdot g \cdot d^3 \cdot (\Delta T)}{\gamma²} Pr
Re = \frac{\rho \cdot u}{\mu} Reynolds Number
Ro = \frac{\rho \cdot D \cdot \omega}{\mu} Rossby Number
St = \frac{h}{(\gamma/A) C_f} Stanton Number
T Temperature (K)
T_g gas temperature (K)
T_w wall temperature (K)
\Delta T = T_w - T_g temperature difference (K)
t time (seconds)
u mean velocity (m/sec)
x distance to wall (m)
GREEK SYMBOLS
\[ \chi \] diffusivity \( (m^2/sec) \)
\[ \beta \] volume expansion coefficient
\[ \gamma \] kinematic viscosity
\[ \mu \] dynamic viscosity
\[ \Omega \] angular velocity \( (RAD/sec) \)
\[ \rho \] density \( (Kg/m^3) \)

INTRODUCTION

The major gas turbine aero engine manufacturers provide a range of engines to meet the differing requirements for the civil airline and military markets. The airline requirement demand engines with good specific fuel consumption and long turbine blade lives, whilst military engines generally operate with high thrust to weight ratios and therefore at higher turbine entry temperatures (TET). In order to satisfy these objectives the cooling air to the turbines needs to be used in the most efficient manner, and to do this the heat transfer on both the cooling side and hot gas side need to be fully understood.

Cooling techniques have changed markedly over the past three decades. This is reflected in the variation of TET over this period shown in Fig. 1. Early cooling methods were rudimentary whereby air was passed through hollow blades, this was subsequently refined to groups of small radial passages with cooling air flowing from root to tip. The nozzles guide vanes from these engines generally incorporated fabricated metal inserts which cooled the component with a combination of impingement and convective cooling flows. Over the past decade significant improvements accrued from the introduction of film cooling together with complex internal cooling passages on both blades and vanes.

In the past much effort was directed at measuring and understanding the hot side heat transfer, but only rudimentary studies were carried out on typical internal cooling geometries. This was because on simply cooled blades a large error in internal heat transfer coefficient had only a small effect on blade metal temperature. However, since more heat is removed by the modern cooling systems than their predecessors it becomes necessary to determine more accurately the internal as well as external heat transfer coefficients. This may be appreciated when it is realised that a given percentage error in the internal heat transfer coefficient corresponds to 3 times the error in blade metal temperature on the more sophisticated system, and any such error has a significant effect on turbine life.

An experimental technique was developed jointly by R-R and Oxford University (Ref. 1) to enable the heat transfer distributions on complex geometries to be accurately and comprehensively measured under scaled static conditions. At the same time work by Morris and Ayhan on circular ducts (Refs 2 and 3) and more recently by Clifford, Morris and Harasqama on triangular ducts (Ref. 4) indicated that rotation can significantly change the heat transfer distribution obtained statically in simple ducts. These studies suggested that the Coriolis and centripetal components of acceleration would influence the heat transfer in the complex multi-pass cooling geometries employed in turbine blades of today.

This paper reviews a series of investigations which used the multi-pass cooling geometry evaluated statically in Ref. 1 (see Fig. 2) to study the effect of rotation up to and beyond the non-dimensionally correct engine operating point.

THE EXPERIMENTAL TECHNIQUE

This is a transient technique in which a steady flow of coolant is suddenly established through the model passage. By monitoring the temperature time history of the surface of the model wall it is possible to deduce the surface heat flux.

The model was not visible during the experiment and so air and wall thermocouples were employed to provide data within the model passages since the full surface mapping technique described in Ref. 1 could not easily be used. It was considered that these localised data would provide an adequate guide as to the effects of rotation. Also, in order to model the buoyancy forces correctly it was necessary to employ a 'hot' model with 'cold' coolant flow. After considerable feasibility studies it was decided to operate with the model at ambient temperature and use cold gaseous nitrogen as the cooling medium. Despite some initial doubts this system worked exceedingly well.

To obtain local heat transfer coefficients it was necessary that the following conditions be satisfied:

1. The model be of a low conductivity material.
2. The model wall be sufficiently thick as to be regarded mathematically as semi-infinite.

3. The experimental time be sufficiently short so that

   (i) the heat flux will penetrate only a short way into the wall (diffusion depth)

   (ii) the heat flow can be regarded as 1 dimensional.

THEORY

1. To obtain heat transfer coefficients from the experiment.

   The equation governing heat conduction is

   \[ \nabla^2 T = \frac{1}{\alpha} \frac{\partial T}{\partial t} \]  

   The time at which the measurements are taken are such that one-dimensional conditions prevail in the model. Since the diffusion depth of the temperature pulse is small the lateral conduction can be ignored and the surface temperature regarded as effectively constant. The surface temperature history may therefore be related to the convective heat transfer using the one-dimensional equation

   \[ \frac{\partial^2 T}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \]  

   The heat transfer rate to be measured occurs at \( x = 0 \). In this case the temperature is always ambient at the rear surface so the boundary conditions became

   \[ x = 0: \quad q = -k \frac{\partial T}{\partial x} \]

   \[ x \to \infty: \quad T = 0 \]

   \[ q = h(T_g - T_w) \]

   The above equations were therefore solved numerically and an iteration procedure developed whereby the heat transfer coefficient could be determined from the measured surface and local air temperature historys (5). The heat transfer coefficient is itself a function of the upstream wall temperature distribution and this was not taken into account. This was justified because, in test cases using well established expressions for the variation of \( h \) with upstream wall temperature it was found that the value of \( h \) determined was relatively insensitive to the upstream wall temperature effect. This was also confirmed in earlier experiments on circular tubes. (Ref. 1).

2. Effects of Rotation

   A comprehensive mathematical explanation as to the effects of rotation are presented by Morris and Ayyb in Ref. 2. They suggest that the change in heat transfer due to rotation in a circular duct can be correlated using the expression

   \[ \frac{Nu}{Nu_0} = \left( \frac{Ra}{Ra_0} \right)^{-0.186} \cdot \left( \frac{Re}{Re_0} \right)^{0.33} \]  

   On completion of the present investigations attempts were made to correlate the data in terms of Coriolis and centripetal effects, using the expression

   \[ \frac{Nu}{Nu_0} = A \left( \frac{Ra}{Ra_0} \right)^B \left( \frac{Re}{Re_0} \right)^C \]  

THE MODEL

The model used in these investigations was a typical multi-pass blade cooling system cast 3x full size in a thick walled epoxy resin - see Fig. 2. Prior to commencing considerable studies were undertaken to ensure that the model material could operate with cold gases at the high 'g' loadings necessary to arrive at the correct non-dimensional operating conditions.

The model was instrumented with 30 wall and 22 air thermocouples positioned at the stations shown in Fig. 2. The wall thermocouples were fast response 0.0002 in. thin foils supplied by Rotadata Ltd. The air thermocouples were 0.005 in. diameter chromel/ alumel wire simply supported on the duct centre line. Again, before the model was instrumented tests were conducted to ensure that both types of thermocouple would operate at 12,000 'g' and -120°C.
The complete model assembly with its thermocouple leads and peripherals is shown in Fig. 4.

THE TEST RIG

The test rig is shown diagrammatically in Fig. 5 and fully installed in its reinforced test cell with nitrogen supply and other services in Fig. 6.

The model located at the top of its 1m long 0.2 m dia. rotor arm. The cooling air was supplied to the model through the centre of the front bearing and via a radial tube. To enable this feed pipe to be pre-cooled to the required operating temperature, the cooling air supply system was encased in a secondary duct. The cold gaseous nitrogen was pumped around this secondary (bypass) circuit prior to the test commencing.

The model instrumentation leads were taken out through the rig drive shaft to a 60 channel slip ring unit. The test unit health monitoring instrumentation was coupled to the rotor arm only when the model was static, this link being disconnected immediately prior to the test.

The test cell was evacuated to 1 psia prior to the test to reduce the power needed and avoid cell heating problems. The rig was coupled to and driven by a 500 HP motor.

TEST PROCEDURE

Prior to commencing a test the model and bypass line control valves were set to provide the required coolant flow to the model. The test cell was evacuated and coolant flowed through the bypass line until the air supply duct was at the required operating temperature. (The model was monitored throughout this period to ensure that it remained at ambient temperature). The static instrumentation was then disconnected by a mechanical arm, the model spun to the required test speed and the coolant feed switched to the model.

The thermocouples were monitored throughout the test by on line data logging equipment and the results finally processed on a PDP11-34 computer.

DISCUSSION

The heat transfer data obtained for this model from the static full surface coverage studies (Ref. 1) are shown in Fig. 7. These datum conditions were repeated using the current experimental technique at zero rpm in order to check the validity of the data obtained and test results found to be reproducible to within 5%. Having established a viable datum, tests were then conducted at a range of speeds up to 4000 rpm. (The original blade design point (engine) conditions were equivalent to 3200 rpm, 72,000 Reynolds Number and \( \frac{\text{AT}}{\text{INLET}} \) 0.32).

The general effects of rotation were similar at all speeds with Coriolis and centripetal effects resulting in considerable circumferential changes in heat transfer. These are summarised in Fig. 8 where it can be seen that in general:

(i) With outward flowing coolant the pressure surface heat transfer is enhanced and that on the suction surface reduced.

(ii) With inward flowing coolant the suction surface heat transfer is enhanced and the pressure surface reduced.

The magnitude of these changes at the design point conditions can be seen in Fig. 9. Reductions in heat transfer of up to 30% were noted at some stations, whilst others exhibited enhancements up to 35%, with the most significant changes being noted close to the bends. Averaging these data suggests that the overall effect of rotation is to reduce the heat removal from this system to around 90% of that measured statically.

These changes in heat transfer were fed into the TACITUS design suite to evaluate the effect of rotation on blade metal temperature (TACITUS is a linked suite of interactive computer programs developed by Rolls-Royce to cover the aerodynamic, heat transfer and stress routines needed to design cooled turbine blades - Ref. 6). The metal temperature distributions with and without rotation for the tip section only are shown in Fig. 10. At first glance it appears that the isotherm patterns are similar. However, closer examination reveals that local changes of up to 40°C have resulted due to including the effects of rotation. Local errors of this magnitude could change the predicted blade lives by a factor of 3. This shows the vital importance of accurately investigating both the internal and external heat transfer distributions during a blade design.

It was not possible to evolve a general correlation for the effects of rotation on this complex geometry based on the relationship suggested by Morris. At each station in the duct a different set of constants were found to apply (equation 4) see Table I. Analysis of the data (100,000 test points) are continuing in order to evolve a more representative relationship for these complex 3D geometries. Meanwhile, experimental data obtained from investigations using the technique described in this document are being used to improve the predictions from TACITUS so that future turbines will be designed right
first time.

CONCLUSIONS

An experimental technique has been successfully developed to enable the effects of rotation on heat transfer to be accurately quantified on a complex 3D cooling geometry.

The basic checks at zero speed showed good agreement with data obtained using earlier transient techniques.

Rotation was found to have a significant effect on the heat transfer distribution in the cooling passages with reductions and enhancements in excess of 30% being recorded. The overall effect at design point conditions was to reduce the heat removed to around 90% of the static value.

Investigations are continuing to enable the effects of rotation on complex 3D cooling systems to be better understood, and the methodology used in the blade design suites updated.

Table 1

Correlations of all data at each location in the first and second pass of the model,

$$\frac{N_{u, rot}}{N_{u, stat}} = A \left(\frac{Re}{Re}\right)^B \left(\frac{Ro}{Ro}\right)^C$$

<table>
<thead>
<tr>
<th>POSITION</th>
<th>LOCATION</th>
<th>CONSTANT</th>
</tr>
</thead>
<tbody>
<tr>
<td>PASS</td>
<td>LOCATION</td>
<td>A</td>
</tr>
<tr>
<td>1st</td>
<td>HUB S.S.</td>
<td>.56</td>
</tr>
<tr>
<td></td>
<td>MID P.S.</td>
<td>1.61</td>
</tr>
<tr>
<td></td>
<td>MID S.S.</td>
<td>.45</td>
</tr>
<tr>
<td></td>
<td>TIP P.S.</td>
<td>6.49</td>
</tr>
<tr>
<td></td>
<td>TIP S.S.</td>
<td>.39</td>
</tr>
<tr>
<td>2nd</td>
<td>TIP P.S.</td>
<td>9.89</td>
</tr>
<tr>
<td></td>
<td>MID P.S.</td>
<td>.59</td>
</tr>
<tr>
<td></td>
<td>MID S.S.</td>
<td>.99</td>
</tr>
<tr>
<td></td>
<td>HUB P.S.</td>
<td>.85</td>
</tr>
<tr>
<td></td>
<td>HUB S.S.</td>
<td>1.00</td>
</tr>
</tbody>
</table>
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Were the rotational Rayleigh number and Rossby number in the rig representative of real engine conditions? Was it necessary to extrapolate the rig data to obtain the effects of rotation on engine blade temperatures?

Author’s Reply
The rig conditions were non-dimensionally correct for:
- Rayleigh No.
- Rossby No.
- Reynolds No.
- Mach No.

No extrapolation of data was required to arrive at engine conditions.
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SUMMARY

This paper describes the results of an experimental study of local and mean heat transfer over the leading and trailing surfaces of a square-sectioned duct which is constrained to rotate about an axis perpendicular to the main direction of through flow. Both radially outward and inward coolant flow conditions are considered.

Physical arguments are discussed which explain the data trends found in terms of Coriolis-induced secondary flows and rotational buoyancy and these trends are compared with the corresponding problem in circular-sectioned tubes.

NOMENCLATURE

**English Symbols**

- $C_p$ : Constant pressure specific heat of coolant
- $d$ : Hydraulic diameter of duct
- $h$ : Heat transfer coefficient
- $H$ : Eccentricity of mid cross-sectional plane of duct
- $J$ : Rotational Reynolds number
- $k$ : Thermal conductivity of coolant
- $L$ : Length of duct
- $Nu$ : Nusselt number
- $Pr$ : Prandtl number
- $Re$ : Rotational Rayleigh number
- $Re$ : Duct Flow Reynolds number
- $Re_0$ : Version of the Rousey number
- $V$ : Mean coolant velocity along duct
- $X$ : Parameter defined in equation (6)
- $z$ : Axial location along the duct measured from duct inlet.

**Greek Symbols**

- $\beta$ : Coefficient of volume expansion of coolant
- $\Gamma$ : Parameter defined in equation (7)
- $\Delta T_w$ : Representative difference in temperature difference
- $\mu$ : Absolute viscosity of coolant
- $\rho$ : Density of coolant
- $\phi$ : Functional relationship
- $\Omega$ : Angular velocity

**Subscripts**

- $m$ : Evaluated with developed flow
- $m$ : Mean value for the duct
- $m$ : Evaluated locally at axial position $z$.

1. INTRODUCTION

The sustained improvement in the performance and fuel economy of aero gas turbines over the last two decades may be attributed to a wide variety of research and development programmes in virtually all the engineering sciences, materials and manufacturing technology. In particular the mutually conflicting desire to operate with progressively higher turbine entry temperatures with the attendant temperature-induced degradation of material strength has necessitated the use of very sophisticated air cooling passages in the turbine rotor blades. Not only are these coolant passages complex in the sense that the coolant flows through interconnected multi-pass channels which are often non-circular, but additionally the cooling surfaces themselves incorporate a variety of extended surface devices to improve local heat transfer. These typically take the form of transverse ribs or cylindrical pillar-like protrusions.
The accurate determination of heat transfer coefficient distributions in these blade passages is vital at the design stage in order to assess blade life via the corresponding operational temperatures expected in the blade material. In this respect the above-mentioned complexities of channel geometry and orientation in their own right for precision in general and further complicated by the fact that, since the coolant is constrained to rotate with the casing, the influence of rotation on the flow field and its resultant effect on heat transfer must also be taken into account.

The present authors have been involved with other University-based specialist heat transfer groups in a coordinated programme to study fundamental aspects of blade cooling. In general terms our own University role has been concerned with assessing the importance of rotation on local and mean heat transfer in ducts of relatively simple, but not necessarily circular, cross section. The role of vorticity generation as it changes the local heat transfer at the fluid/duct wall interface, for constant density flow the relative to the duct, rotor is either accelerating or decelerating then the angular rate of velocity change must also be taken into account. For steady rotational speed Morris (1), using laminar flow as an illustrative case, has shown that the Coriolis term is capable of maintaining vorticity generation in the fluid relative to the duct. This vorticity generation can severely alter the nature of the stationary duct flow field and hence the fluid temperature distribution when the duct walls are heated. In turn changes the local heat transfer at the fluid/duct wall interface. For constant density flow the centrifugal and Coriolis terms are mainly conservative in nature and do not tend to act as source terms for relative vorticity generation. Thus only if temperature-induced density variations are present in a heated flow will the centrifugal terms tend to create velocity field changes and this will be via a buoyancy-type mechanism. When rotational buoyancy is present the direction of flow along the duct will be an important interactive consideration since buoyancy could in principle either enhance or impede the usual forced convection mechanism operating in the stationary tube mode.

A number of theoretical and experimental studies of flow in circular tubes with orthogonal-mode rotation have been undertaken by Haras (2), Trefethen (3), Benton and Boyer (4), Mori and Nakayama (5), lto and Nambu (6), Mori et al (7), Skiadaressis and Spalding (8), Metzger and Stan (9), Lokai and Linauki (10), Tspano-Holzk€€en et al (11). In the main the theoretical treatments have involved both laminar and turbulent flow with either heated or non-heated duct walls. The theoretical studies have included Coriolis terms but the centrifugal buoyancy possibility has not been included in these theoretical models. Theoretical data for flow resistance and heat transfer has been compared with experimental data for developed flow conditions. In the main the relative vorticity generated in the tube because of the Coriolis terms tends to improve heat transfer; a result mainly confirmed by experiment.

Morris and Ayhan (12), (13) have argued that some of the experimental scatter evident in reported heat transfer studies with orthogonal-mode rotation could possibly be explained as a buoyancy effect. Using circular-sectioned tubes these authors presented experimental data for radially outward and inward flow to substantiate this proposal. It was shown that rotational buoyancy tended to impair heat transfer when the flow was radially outward flow and the converse was true for radially inward flow. Clifford et al (14) have presented experimental data for triangular-sectioned ducts with radially outward flow. This work highlighted the problem associated with conduction in the wall material but nevertheless was able to show that buoyancy tended to have an adverse effect on mean heat transfer. It was not possible to draw definitive conclusions from this particular study but the overall complexity of the flow and heat transfer present was clearly brought out.

The nature of the cross stream secondary flows generated by the Coriolis term resulting from the theoretical studies mentioned above are shown schematically in Figure 1. Note that the core region fluid tends to move towards the trailing surface when the flow is radially outwards. The resulting distortion of the fluid temperature distribution will tend to give rise to a non-uniform distribution of surface heat flux in the circumferential direction with a region of relatively higher heat transfer coefficient over the trailing edge region when the flow is radially outwards. This effect can be seen in the theoretical study of Skiadaressis and Spalding (8) and in the experimental work of Mori and Nakayama (5). In practice this non-uniformity is circumferential heat transfer coefficient could result in corresponding differences in the wall temperature being established in actual rotor blades.

As mentioned above the present authors have been conducting an ongoing programme to study the overall influence of rotation on heat transfer in ducts rotating in the orthogonal-mode. In the work reported here a square-sectioned duct with either radially outward or radially inward flow has been investigated. Because of the circumferential variation in heat transfer coefficient outlined above simultaneous measurements of heat transfer have been conducted on the leading and trailing surfaces of the duct. Details of this investigation now follow.

3. APPARATUS, EXPERIMENTAL PROGRAMME AND METHOD OF DATA PRESENTATION

The heated test section was designed as an easily removable sub-assembly which could be attached to a rotating arm which formed part of a general rotary test facility. The constructional details of the test section are shown in Figure 2. The heated section was cast from Niobium steel and subsequently machined externally to permit the attachment of insulated inlet and exit sections, the emboding of
thermocouples on the leading and trailing surfaces and Nichrome electrical wire for heating. The active length of this test section was 150 mm and the section was 7.5 mm square. When fitted the mid section of the heater had an eccentricity of 250 mm.

Air could be blown radially outwards through the test section via a circular sectioned rotating plenum as shown in figure 2 so that a reasonably good approximation to a "sharp edged" entry was formed at the inlet plane of the heated test section. The air entered the plenum via a rotating seal. Another similarly constructed test section was used for radially inward flow tests.

In both cases the inlet air temperature to the section and the emerging air temperature was measured by means of thermocouples. In the case of the exit air temperature a number of mixing gauzes were fitted in an insulated exit extension in order to mix the flow prior to making a bulk temperature measurement. This was done with two thermocouples.

The rotating facility available incorporated a controlled motor drive system, power slipring, instrumentation slipring, test arm and air delivery system. This facility has been previously described in detail by Morris and Ayhan (12) and the general layout is as shown in figure 3. Rotational speed was limited to a maximum level of 1850 rev/min with this facility.

All the thermocouple signals were fed to an automatic data acquisition system. Rotational speed was measured with a digital interval meter and magnetic shaft encoder, air flow rate with a series of rotameters and/or anubar system, and the electric dissipation in the heater with a Wattmeter.

The standard test procedure adopted was that described by Morris and Ayhan (12) in their work with circular sectioned tubes. In principle this involves a careful energy balance involving the generation rate in the electrical heater, external losses to atmosphere and conduction along the walls of the test section in order to determine the local variation of heat flux to the fluid. External losses from the test assembly were determined from a series of calibration tests undertaken prior to the main convective tests. These loss characteristics were periodically re-checked during the programme. By this means it was possible to determine both mean and local heat transfer coefficients for the test section over a variety of operating conditions within the performance envelope of the facility.

The conservation equations of momentum and energy may be used to identify suitable non-dimensional groups to characterise the effect of rotation on heat transfer or indeed conventional dimensional analysis. For this class of rotating system the outcome of such analyses suggest that in general

\[ \text{Nu} = \phi(\text{Re}, \text{Pr}, \text{Ra}, J, L/d, H/d) \]  

where

\[ \text{Nu} = \frac{h d}{k} \] (Nusselt Number)

\[ \text{Re} = \frac{V d \rho}{\mu} \] (Through Flow Reynolds Number)

\[ \text{Pr} = \frac{\mu C_p}{k} \] (Prandtl Number)

\[ \text{Ra} = \frac{H \rho^2 \beta \rho^3 k C_p d^3 \Delta T}{\mu k} \] (Rotational Rayleigh Number)

\[ J = \frac{\Omega d^2 \rho}{\mu} \] (Rotational Reynolds Number)

and other individual symbols have the significance given in the Nomenclature. Note that the inclusion of rotation in the most general case proposed above results in the appearance of the rotational Rayleigh number to characterise buoyancy via the centripetal acceleration component and the rotational Reynolds number via the Coriolis acceleration component. The eccentricity ratio H/d has been included for the sake of generality.

The experiments described below were conducted with air as the convective fluid and the temperature range covered did not cause noticeable changes in the Prandtl number. Also the tests were conducted with a single geometric configuration. Equation (1) can thus be simplified in this case to

\[ \text{Nu} = \phi(\text{Re}, \text{Ra}, J) \]  

(3)

Note that some workers have characterized the Coriolis effect in non-dimensional terms using a form of the Raouby number, \( \text{Ro} \), defined as

\[ \text{Ro} = \frac{\Omega d}{V} \]  

(4)
The choice is mainly one of preference and the rotational Reynolds number has been selected in this instance.

The groups shown defined in equation (2) may be evaluated at specific locations in the duct or on a mean basis as required. In the present case all raw experimental data was stored on disc by the data acquisition system and automatically processed along the lines suggested by equation (3) as required.

A synopsis of the geometric features of the test assembly and the range of non-dimensional variables covered with the present investigation is given in Table 1.

### Test Section Geometry

- **Internal dimensions of test section**: 7.5 x 7.5 mm sq
- **Length of test section**: 150 mm
- **Wall thickness of duct**: 1.0 mm
- **Eccentricity at mid section of test section**: 250 mm
- **Hydraulic diameter**: 7.5 mm
- **Length/hydraulic diameter ratio**: 20
- **Eccentricity/hydraulic diameter ratio**: 33.3
- **Entry plenum diameter**: 29.3 mm
- **Plenum/test section area ratio**: 12

### Radially Outward Flow

- **Rotational speed range**: 0 - 1650 rev/min
- **Reynolds number range**: 7000 - 45000
- **Rayleigh number range**: $5 \times 10^5 - $ maximum
- **Rotational Reynolds number range**: 0 - 920
- **Rossby number range**: 0 - 0.085

### Radially Inward Flow

- **Rotational speed**: 1000 rev/min
- **Reynolds number**: 7000 - 15000
- **Rayleigh number range**: $1.5 \times 10^6$ maximum
- **Rotational Reynolds number**: 0 - 360
- **Rossby number range**: 0 - 0.042

### Table 1: Synopsis of Test Section Geometry and Range of Experimental Variables Covered

#### RESULTS AND DISCUSSION

Experiments were originally conducted with a stationary test section in order to establish a forced convection reference datum for heat transfer. Although minor variations of wall temperature along the wall of the test section were detected at corresponding axial locations on the leading and trailing surfaces they were not systematic and evaluation of local and mean Nusselt numbers with either surface temperature history was virtually identical. It is important to emphasise this point here since a totally different behaviour was found with rotation.

The mean Nusselt number, $Nu_{av}$, was evaluated using the difference between the mean wall temperature and the mean fluid temperature as the motivating potential for heat transfer with fluid properties evaluated at the mean fluid temperature. A similar reference temperature for properties was used for the through flow Reynolds number, $Re$, and the hydraulic diameter was taken as the length characteristic. For the range of test variables covered Figure 4 shows the zero speed variation of mean Nusselt number with Reynolds number. Also shown in this graph is the theoretical prediction for square tubes taken from the recommendation of Launder and Ying (15) and the well-known Dittus-Boelter (16) correlation for circular tubes with fully developed flow. The present data agreed very well with the Dittus-Boelter line. The variation of local Nusselt number, evaluated with the local wall to bulk fluid temperature differences at local bulk temperature along the duct, is shown in Figure 5. This curve is included for later comparison with rotating conditions. The distributions clearly show the high regions of local heat transfer coefficient in the immediate entry region and their decay towards a fully developed-like value.

When tests were undertaken with rotation (1000 rev/min and 1850 rev/min) and radially outward flow noticeably different wall temperature distributions were detected over the leading and trailing surfaces. This may be seen on reference to Figure 6 which shows the typical difference in measured wall temperature. The leading edge surface was found consistently to run at a higher temperature than its trailing counterpart. This would be in keeping with the presence of a strong cross-stream secondary flow as indicated in Figure 1. The movement of relatively cool fluid from the central region of the duct is improving the cooling effect over the trailing surface.

Mean Nusselt numbers were evaluated in accordance with the definitions used for the stationary duct but individually over the leading and trailing surfaces. For each of the nominal values of through flow...
Reynolds number studied, Figure 7 shows the variation of mean Nusselt number with the Rotational Reynolds number. The following features are highlighted.

On the leading surface it was found that although causing changes in heat transfer, rotation produced a somewhat confusing picture at first sight. At the lowest value of through flow Reynolds number (7200) heat transfer was increased with rotation as shown by comparison with the Dittus-Boelter (16) line. The relative increase in heat transfer at this value of Reynolds number indicated a slight reduction as the speed was increased. At Reynolds number values of 14600 and 24750 the heat transfer did show a progressive increase as the rotational Reynolds number was increased but in these two instances it was possible to produce an overall reduction in heat transfer relative to the stationary tube condition. This effect had been detected previously for circular-sectioned tubes by Harris and Ayhan (12) and attributed to rotational buoyancy. At the highest value of through flow Reynolds number (44250) no significant change in Nusselt number with rotation was detected.

For circular-sectioned tubes the proposals of Mori et al (7) and Lokai and Limanaki (10) for orthogonal-mode rotation are relatively easy to evaluate. Thus Mori et al (7) suggest that the rotating developed Nusselt number, Nu_\text{m}, may be estimated using the equation

$$\text{Nu}_\infty = \frac{0.0349 \text{Pr}^{0.7} \text{x}^{1/2}}{\text{Re}^{1.2} - 0.076} \left( 1 + \frac{0.093}{\text{x}^{1/3}} \right)$$

where

$$X = \frac{J^2}{4 \text{ Re}^{1/2}}$$

and

$$\Gamma = \left[ 1 + 1.285 \frac{J^2}{\text{Re}^{1/2}} \right] - 1.35 \frac{J^2}{\text{Re}}$$

Lokai and Limanaki (1975) propose that the mean Nusselt number, Nu_m, for the tube may be estimated using

$$\text{Nu}_m = 0.023 \text{ Pr}^{0.7} \text{ Re}^{0.8} \left[ 1 + 136.97 \frac{J^2}{\text{Re}^{1.08}} \right]$$

For comparative purposes both these proposals have been plotted on Figure 7 using the hydraulic diameter concept. Although equations (5) and (8) do not exhibit total mutual agreement they both suggest far more significant values of Nusselt number in relation to those measured on the leading surface of the square-sectioned duct.

On the trailing surface the influence of rotation on mean heat transfer is seemingly more consistent than its leading counterpart. In this case, at all values of through flow Reynolds numbers, there was a tendency for rotation to produce an overall increase in mean heat transfer. Although the proposals of Mori et al (7) and Lokai and Limanaki (10) are still suggesting a greater increase in heat transfer than that measured the trailing surface data is nearer to these lines than the case of the leading edge.

Within the limits of their experimental envelope for circular tubes and orthogonal-mode rotation Morris and Ayhan (12) attempted to uncouple the effects of Coriolis acceleration and centripetal buoyancy. These authors proposed the tentative correlation given below for the case of radially outward flow.

$$\text{Nu}_m = 0.022 \left[ \frac{\text{Re}}{\text{Re}_L} \right]^{-0.185} \text{Re}^{0.33} \text{ Re}^{0.4}$$

The present data for a square tube has been compared to this equation using the hydraulic diameter concept and the results are shown in Figure 8. For the leading surface it is interesting to note that, despite data scatter, equation (9) does pass through the majority of data point clusters. Indeed on careful examination of the location of the stationary tube mean Nusselt number this equation is still capable of suggesting the two sets of impuired heat transfer at through flow Reynolds numbers of nominally 7200 and 14600.

Figure 8 also compares the trailing surface data with equation (9). The relatively higher heat transfer detected on the trailing surface is still clearly evident and the majority of data is underpredicted by equation (9). Even so the slope of the line is in tolerable agreement. The trailing edge mean Nusselt numbers are approximately 15% higher than those resulting from the use of equation (9). It is interesting to note that Morris and Ayhan (12) actually constructed equation (9) using measured wall data on the leading surface of their circular-sectioned tube.

To conclude the description of results obtained with radially outward flow Figure 9 shows typically representative variations of local Nusselt number over the leading and trailing surfaces. The general features are similar with the zones of relatively high local heat transfer in the developing regions but the noticeably better heat transfer on the trailing surface may be clearly seen.
A limited amount of experimentation has also been undertaken with radially inward flow and the same basic flow configuration. Due to time pressures one had to the need to prepare the present paper with data for a rotational speed of 10,000 rev/min and nominal through flow Reynolds numbers of 7200 and 14,200, respectively, have been undertaken at the time of writing. Nevertheless some interesting trends are emerging.

There are two effects which might be expected on changing the direction of flow from radially outward to radially inward. Firstly the Coriolis acceleration components reverse in direction and this would tend to reverse the direction of the secondary flow patterns shown simplistically in Figure 1. In turn this would suggest that relatively better heat transfer coefficients should occur on the lower surface of the duct. Thus in turn would tend to reduce the wall temperature on the leading surface. This tendency was detected with the present experiments and Figure 10 shows a typical variation of wall temperature for the leading and trailing surfaces which was measured. After about 40% of the tube length, measured from inlet, there is a clear tendency for the leading surface to operate at relatively lower temperature in relation to the trailing surface.

Figure 11 shows the mean values of Nusselt number obtained as a function of the rotational Reynolds number. Very significant improvements in heat transfer are evident with once more a clear reversal in the relative mean Nusselt number values between the leading and trailing surfaces. The leading surface is now operating with higher heat transfer coefficients compared with its trailing counterpart. Note also that no overall tendency for impaired heat transfer relative to the stationary case has occurred as a possible result of buoyancy interaction. This is exactly the same result in principle as described by Morris and Ayhan (13) for circular-sectioned tubes.

These authors proposed the following correlation for the circular-sectioned tube rotating in the orthogonal-axes with radially inward flow

$$\text{Nu}_0 = 0.036 \left( \frac{\text{Re}}{\text{Re}_c} \right)^3 \left( \frac{\text{Re}}{\text{Re}_c} \right)^{0.4} \left( \frac{\text{Ro}}{\text{Ro}_c} \right) \left( 1 + 0.036 \left( \frac{\text{Re}}{\text{Re}_c} \right)^{-0.6} \right)$$

(10)

The present data, although limited at the time of writing, is compared with equation (10) in Figure 12. For the leading edge the data obtained at both values of Reynolds number is evenly scattered about the values suggested by the Morris-Ayhan correlation. Also shown is the zero speed mean Nusselt number for the two values of through flow Reynolds number. Equation (10) is clearly a reasonably good correlation for the leading surface and was actually developed from circular tube data measured on the leading surface.

Although data exhibits a typical scatter band for this type of experiment, the results obtained for the trailing edge tends to be underestimated by equation (10), particularly at the lower values of Reynolds number, although the trends are again similar. Reducing the Nusselt number obtained from using equation (10) on the trailing surface of a square-sectioned tube by approximately 11.5% would appear to give a reasonably conservative estimate for design purposes.

Figure 13 gives some indication of the variation of local Nusselt number over the leading and trailing edges. For the example shown the relative differences are more pronounced over the mid/exit region of the duct. This trend will be examined in greater depth when the completed programme of experiments for radially inward flow has been evaluated.

5. CONCLUDING REMARKS

Although the experimental conditions covered by the investigation reported in this paper do not approach completely those likely to be encountered in operational gas turbines the fundamental trends and observations are nevertheless important. The most important general results may be highlighted as follows.

Radially Outward Flow

The Coriolis-induced secondary fluid motion produced with radially outward coolant flow results in significantly enhanced cooling on the trailing surface of the duct in relation to the leading surface. In practice this will cause corresponding girthwise variations in material temperature over the surface of the coolant channel with regions of higher temperature being located on the leading surfaces.

The overall effect of rotation can result in regions of reduced heat transfer relative to the stationary duct reference condition particularly over the leading surface. It appears that this region of reduced heat transfer is more likely to occur on the leading edges where the surface temperatures of the coolant channel are greatest. This reinforces the suggestion that rotational buoyancy is an important contributing factor since it tends to suppress heat transfer with radially outward flow. Theoretical-based predictions which do not include buoyancy will not apparently be capable of detecting this phenomenon. Also derived from experimental data obtained with circular-sectioned tubes the proposal of Morris and Ayhan (12) which includes buoyancy, appears to detect the possibility of impaired heat transfer on the leading surface when the hydraulic analogy is invoked.

Radially Inward Flow

The experimental data obtained with the limited tests currently available with radially inward flow tended to support the general idea that Coriolis-induced secondary flow will now improve the cooling on the leading surface in relation to the trailing surface. It is consistent with similar data obtained with circular-sectioned tubes and also with the suggestion that rotational buoyancy with this relative flow configuration will also tend to augment the stationary tube forced convection. Again the
proposals of Morris and Ayhan (13); based on the hydraulic diameter analogy are in good agreement with the present data over the leading edge.
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DISCUSSION

M. Owen, UK
The inlet and exit effects create larger than average local Nusselt numbers in both the stationary and the rotating tubes (see, for example, Fig. 5). Were these effects removed from the average? If not, why is the agreement between the measured average Nusselt numbers and the Dittus-Boelter equation, shown in Fig. 4, so good?

Author's Reply
On Fig. 5 a nominal Dittus-Boelter line has been included only. This was an oversight and the means did in reality conform well to the Dittus-Boelter equation as indicated in Fig. 4.

S.C. Arora, Ca
Most internal cooling channels employ some roughening elements such as ribs and pin fins. Depending on the type and the geometry of these elements, the secondary flows generated in the channel could be as important, if not more, than the secondary flows due to forces associated with rotation. Is it not possible that under such circumstances the effect of rotation could be very small or negligible and of no concern to the designer?

Author's Reply
It is as yet unclear as to how the Coriolis and centripetal buoyancy interact to generate secondary flows within a rotating passage. The influence of rotation as a whole has an extremely strong effect on both the local and hence the mean levels of heat transfer. Although the other effects (roughness/ribs/pins) also have a strong influence on heat transfer, we believe that rotation may be equally important.

Additional Comment of R.J.C. Clifford
It was in an attempt to quantify the relative importance of these parameters in a 'real engine' geometry that the work described in his paper was undertaken by R.R. These studies had clearly indicated that in ducts with roughening devices, bends and non uniform cross section, rotation had a significant effect on the heat transfer.

D.K. Hemmecke, Ge
You presented results on the leading and trailing sides of the duct. Have you also measured it on the other sides? Are you planning to change the angle orientation of the square channel to the direction of rotation?

Author's Reply
We have measured levels of heat transfer on all four sides of the square duct. Within the experimental uncertainty (10%), we could find no difference between the sidewall and the leading side with radially outward flow. The same holds for the sidewalls and the trailing side with radially inward flow.

A new program of work is currently under way to investigate the influence of orientation on the heat transfer.
PRESSURE DROP AND HEAT TRANSFER CHARACTERISTICS OF CIRCULAR AND OBLONG LOW ASPECT RATIO PIN FINS

S.C. Arora, Staff Analyst and W. Abdel Mesbeh, Supervisor
Pratt & Whitney Canada Inc., Longueuil, Quebec, J4K 4X9, Canada.

SUMMARY: The pressure drop and heat transfer characteristics of circular and oblong pin fins of height-to-diameter ratio of unity used to augment internal cooling of gas turbine airfoils are presented. Data were obtained for an array of 10 rows of staggered pin fins in a 25:1 aspect ratio channel, with both pins and channel endwalls forming the heat transfer surface.

Results show that the array average friction factor increases with increasing blockage caused by different arrangement of pin fin geometries in the channel. The local heat transfer coefficient increases up to the 3rd row of pin fins and decreases thereafter. Oblong pin fins with \( y = 90^\circ \) (major axis parallel to the direction of flow) result in higher heat transfer rates and lower friction factor than the circular pin fins. For other orientations \( y \neq 90^\circ \), oblong pin fins do not offer any advantage over circular pin fins for \( Re < 20,000 \) (typical of small gas turbine engines).

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Streamwise clearance of pin fins; heat transfer area</td>
</tr>
<tr>
<td>B</td>
<td>Spanwise clearance of pin fins</td>
</tr>
<tr>
<td>Cp</td>
<td>Specific heat of air</td>
</tr>
<tr>
<td>D</td>
<td>Diameter of circular pins; minor axis of oblong pins</td>
</tr>
<tr>
<td>Fr</td>
<td>Friction factor; ( Fr = \frac{dP}{2\rho V_{\text{max}}^2} )</td>
</tr>
<tr>
<td>H</td>
<td>Pin height; channel height</td>
</tr>
<tr>
<td>h</td>
<td>Convective heat transfer coefficient</td>
</tr>
<tr>
<td>k</td>
<td>Thermal conductivity of air</td>
</tr>
<tr>
<td>n</td>
<td>Thermal conductivity of pin material</td>
</tr>
<tr>
<td>( \dot{n} )</td>
<td>Mass flow rate</td>
</tr>
<tr>
<td>N</td>
<td>Number of pin rows in streamwise direction</td>
</tr>
<tr>
<td>Nu</td>
<td>Nusselt number; ( Nu = \frac{hD}{K} )</td>
</tr>
<tr>
<td>P</td>
<td>Pressure</td>
</tr>
<tr>
<td>Q</td>
<td>Heat flux</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number; ( Re = \rho V_{\text{max}} D/\mu )</td>
</tr>
<tr>
<td>S</td>
<td>Pin spacing in spanwise direction</td>
</tr>
<tr>
<td>T</td>
<td>Temperature</td>
</tr>
<tr>
<td>V_{\text{max}}</td>
<td>Average streamwise velocity at the minimum flow area</td>
</tr>
<tr>
<td>X</td>
<td>Pin spacing in streamwise direction</td>
</tr>
<tr>
<td>x</td>
<td>Axial co-ordinate</td>
</tr>
<tr>
<td>y</td>
<td>Angle of orientation of oblong pin fins</td>
</tr>
<tr>
<td>( \Lambda )</td>
<td>Denotes differential</td>
</tr>
<tr>
<td>( \mu )</td>
<td>Fluid dynamic viscosity</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Fluid density</td>
</tr>
<tr>
<td>( \eta )</td>
<td>Denotes average quantity</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>Bulk average</td>
</tr>
<tr>
<td>c</td>
<td>Circular pins</td>
</tr>
<tr>
<td>f</td>
<td>Film</td>
</tr>
<tr>
<td>m</td>
<td>Mixing Chamber</td>
</tr>
<tr>
<td>o</td>
<td>Oblong pins</td>
</tr>
<tr>
<td>s</td>
<td>Surface</td>
</tr>
</tbody>
</table>

INTRODUCTION: It is common knowledge in the gas turbine field that in order to increase the thermodynamic efficiency and power output, and lower the weight to thrust ratio and specific fuel consumption, it is necessary to operate the turbine at higher inlet temperatures. This increase in temperature leads to high thermal stresses, accelerated creep, and chemical deterioration and because of limited capabilities of the available materials, the life of the component is generally lowered. Therefore, to withstand these high temperatures, turbine components must be maintained at acceptable temperature levels with the aid of a suitable cooling method. Cooling is accomplished by feeding compressor bleed air through passages inside the engine to the turbine area where the air is led to different stages of hot turbine components.

One of the most common airfoil cooling schemes is the application of channel flow heat transfer, augmented with pin fins of circular or oblong cross-section (Figure 1 & 2). For gas turbine applications, the height-to-diameter \( (H/D) \) ratio of pin fins is generally the order of unity whereas the majority of published work deals mainly with the flow and heat transfer characteristics of rod bundles of large \( H/D \) ratios (Ref. 1 & 2). Some recent literature (Ref. 3-6) for circular pin fins has shown that the average heat transfer rates from shorter pin fins are significantly lower than those from rod bundles. It has also been reported that the pin height to diameter ratio is the dominant factor in determining the level of array averaged heat transfer coefficients (Ref. 7 & 8). This implied that the large data bank obtained for rod bundles could not be directly used for the design of internal cooling schemes for turbine airfoils. Furthermore, heat transfer from an array of pin fins is controlled by a complex flow structure dominated by channel endwalls and pin fins. Hence, rod bundle data (where endwall effects are negligible) can not be easily corrected to apply to gas turbines with pin fins of height-to-diameter ratio of about unity. Therefore, to understand the flow mechanisms associated with short pin fins and to characterize the heat transfer process for airfoil cooling scheme design, it is necessary to test large number of pin fin geometries. This implies a large number of test sections and a prohibitively high overall cost. Alternatively, the test section could be designed to have removable pins, whilst not sacrificing the accuracy of heat transfer measurements.
Metsger and Haley (Ref. 6) used non-conducting circular pins made of balsa wood epoxied to heated endwalls (as opposed to heat conducting pins as an integral part of the test section) to obtain the heat transfer rates from the endwalls only. The data thus gathered were used to evaluate the effects of array geometry. Since these wood pins have a finite thermal conductivity and because of small height of pins, their thermal conductance is not negligible. Therefore, the heat transfer data included some finite contribution of pin fins. The same technique was adapted by Metzger et al (Ref. 9) to evaluate the performance of pin fins of oblong cross-section. The experimentally obtained data were analytically corrected on the basis of pin analysis, to account for the non-uniform temperature in wood pins. A ratio of pin/hybrid) was obtained for circular pin fins using the data of Ref. 5 and 6. The same ratio was assumed for oblong pin fins, though, without any verification. The pin analysis had indirectly assumed absence of any contact resistance between the copper endwall and the wood pins, which could be significant. The heat transfer data obtained with wood pins may provide relative array effects but can not be used with confidence for the design of cooling schemes. Since there are no other available data in the published literature on the heat transfer characteristics of oblong pin fins, the validity of Metzger's et al's data (Ref. 9) obtained with wood pin fins can not be verified.

Arora and Abdel-Messeh (Ref. 10) presented another flexible test technique to obtain good quality heat transfer data for different arrays of circular pin fins in the same test section, thereby significantly reducing the cost of the experimental set-up. The technique involves the use of high conductivity micro-electronics grade silver based epoxy (k=22.5W/m°C) to bond the pins (made of conductive material) to the endwalls of the test section. The study had shown that it introduces a temperature drop across a thin layer of epoxy (-.005-.006 cm) between the copper pin and the endwalls of less than 1% of the heat transfer surface temperature. The resulting local (row-by-row) and array averaged heat transfer data showed excellent agreement with the previously published data. Thus no correction was required to the measured data. This technique was used in the present study to obtain the heat transfer and the pressure drop data.

The geometrical parameters of circular and oblong pin fin arrays (Figure 2) tested in this study are listed in Table 1. These geometries were selected such that the respective axial (A/D) and transverse (B/D) clearances between circular and oblong pin fins were similar. This permitted direct comparison of the pressure drop and the heat transfer characteristics of the pin fins of both cross sections. The oblong pins have semi-circular ends and a cross-sectional length along the major axis of twice the end diameter (Figure 2). The rows of pins in the direction of flow were employed in all tests as shown in Figure 3. Because of the staggered arrangement of pin fins, the even numbered rows had one less pin than the odd numbered rows. In addition, the axial spacing (X/D) of the pin fin geometries tested in this study was such that there was always a blank (smooth) slab in between two successive rows of pins.

EXPERIMENTAL DETAILS A schematic layout of the heat transfer test rig used in pin fin experiments is shown in Figure 4. Compressed air is fed to the rig through a 3.8 cm diameter supply line which also houses an orifice meter to measure the mass flow rate. Air then passes through a plenum chamber (10.16 cm x 30.48 cm) equipped with a honeycomb and screens to settle the flow before the contraction nozzle.

The entrance duct upstream of the test section has the same cross section (.51 cm x 12.7 cm) as the test section, and is over 50 hydraulic diameters long to provide a fully developed velocity profile at the entrance to the test section. Static pressure holes drilled at 5 locations (4 each on top and bottom walls) to measure the pressure distribution. The entrance duct is heated to the same temperature as the test section for simultaneous development of the thermal boundary layer. Air after the test section passes through a smooth channel (of same cross-section) to avoid any exit effects. Thereafter, it enters the test section in which is heated by resistance heating strips located at the back of each slab (Figure 6) as a heat source. The top and bottom heaters were respectively controlled by automatic/manual a.c. power controllers. Therefore, only the power supplied to the two copper slabs as a unit was measured. The top and bottom walls were maintained at a constant channel height of .51 cm by two units of spacers (one for each side), which also formed the side walls of the test section. These sidewall units (spacers) were machined from phenolic laminated plastic with special care. The channel height of the assembled smooth wall (without pins) test section was measured to be .51 ± .012 cm, thus suggesting a step (roughness) of ± .006 cm on each wall. This was within the sublayer thickness and therefore the top and the bottom walls were considered to be hydraulically smooth. Thirty static pressure lines of .12 cm diameter (one per endwall unit of top and bottom copper slabs) were drilled through both spacer side wall units. The heater and thermocouple leads also passed through the spacer and were then connected to multi-pin connectors for quick assembly and disassembly of the test section.

Special jigs were designed to locate copper pins at desired locations on endwall slabs. A thin layer (-.005 -.006 cm thick) of the UNISET's C-805-1 silver filled micro-electronics grade conductive epoxy (Ref. 10) was applied to the endwall slabs. A thin layer of epoxy was then placed in an oven at 150°C for 1 hour to cure the epoxy bond. Ten units of copper slabs were mounted with pins to provide 10 rows of pin fins. However, no pins were mounted on the first 3 slabs to avoid 'end effect'.

The heat transfer tests were carried out at steady state by maintaining endwalls at a constant surface temperature (-71°C) by varying the power input to heaters. The isothermal condition of endwall segments 1 to 29 was generally maintained to within ± .3°C, however, the temperature of two adjoining slabs was
maintained to within ± .14°C.

The heat transfer coefficient, \( h \), for each segment (top & bottom copper slabs with or without pins) was obtained from the total power supplied (\( q \)) to the top and the bottom slab heaters corrected for conduction losses from the back ends of the segments and for inter segment conduction across the teflon insulation. The inter-segment losses were calculated for each test run and were generally small. The back losses were measured experimentally and varied from about 2 to 10 percent depending on test Reynolds number. Then using the temperature difference between the segment surface, \( T_s \), and the air flowing over as the driving potential, the heat transfer coefficients were calculated as:

\[
h = \frac{q}{A (T_s - T_b)}
\]

(1)

The heat transfer area, \( A \), for all experiments was the actual copper surface area (pin + endwall) exposed to the flow. The local bulk average temperature, \( T_b \), as a function of streamwise endwall segment position, was determined in the present experiment from an energy balance. The air temperature measured in the mixing chamber (\( T_{bm} \)) was taken as the bulk average temperature at the end of slab no. 29. Working towards the upstream end of the test section, the bulk temperature for use with the \( j \)th segment is calculated as:

\[
T_{bi} = T_{bm} - \frac{\dot{q}_i}{2 \, m \, c_p} \sum_{k=0}^{j-1} \frac{c_p}{2 \, m \, c_p}
\]

(2)

where \( c_p \) was evaluated at the film temperature. Since the specific heat, \( c_p \), to be input in equation 2 should be at true \( T_b \) which is initially unknown, the first approximation of \( c_p \) may not be correct. Therefore, 2 iterations were carried out to properly calculate the segment bulk average temperature. The calculated air temperature at the inlet to the rig using this procedure differed from the measured temperature by less than 1.5%.

The measured heat transfer coefficients are reported in terms of Nusselt number, \( Nu \), defined as:

\[
Nu = \frac{hD}{\kappa}
\]

(3)

The heat transferred from the blank endwall segment between two successive pin rows was integrated with the segments having pins. One half of the endwall was integrated with the upstream row of the pins and the other half with the downstream row.

Reynolds numbers in the channel were calculated on the basis of pin diameter and the flow velocities using the minimum flow area:

\[
Re = \frac{V_{max} \, D}{\nu}
\]

(4)

where \( \nu \) was evaluated at the first row of pin fins. The friction factor for the pin arrays was estimated as:

\[
fr = \frac{dP}{dx} \frac{D}{2 \, \rho \, V_{max}^2}
\]

(5)

where \( dP/dx \) is the pressure gradient through the pin fin array.

Metzger et al (Ref. 5 & 9) used the following definition to compute the array friction factors:

\[
fr = \frac{dP}{2 \, \rho \, V_{max}^2 N}
\]

(6)

where \( N \) is the number of pin fin rows in the array. This definition, however, does not take into consideration the length of the test section over which the given number of pin rows are located (i.e. axial pitch of the pin rows). Therefore, this definition was not used in this study and the pressure drop data were reduced using the definition of equation 5.

All relevant properties (\( k, \rho, \mu \)) were evaluated at the film temperature (\( T_f \)), defined as:

\[
T_f = \frac{T_s + T_b}{2}
\]

(7)

The experimental uncertainty was estimated, using the method of Kline and McClintok (Ref. 11), to be ± 2.5% on \( Re \), ± 4.5% on \( fr \) and ± 5% on \( Nu \).

**RESULTS AND DISCUSSION:** Heat Transfer: The average Nusselt number (\( Nu \)) distribution for circular pin arrays is shown in Figure 1 as a function of Reynolds number. The experimental test data were integrated (area weighted average) over an area extending \( X/2 \) (half of axial pitch) distance before the first and after the last row of pin fins (Fig. 3).
Figure 7 also shows a line representing the 10 row array average heat transfer data of Metzger et al (Ref. 5) for somewhat similar pin fin geometry. In order to compare the two data sets, possible contribution due to variation in geometric parameters (S/D, X/D and H/D) must be kept in mind. Though H/D is an important variable, it can be assumed that the small differences present in these two studies will not have significant effects on array average Nu. To estimate the effect of axial (S) and lateral (S) pitches on average Nusselt numbers, Zukauskas (Ref. 1) proposed the following correlation for arrays of large cylinders:

$$\frac{Nu}{h_{ref}} = 0.35 \left( \frac{S}{X} \right)^2 Re^{0.8} S^{0.16}$$

(8)

for $10^4 \leq Re \leq 2 \times 10^5$ and $S/X < 2$. Assuming the same dependency on S/X, the Nusselt numbers for arrays tested in the present study should be about 3-6% lower than that of Metzger et al. Generally, the data (Figure 7) are in agreement with this observation, however, some data points indicate larger deviations but are within the experimental uncertainty of the tests.

It is interesting to note that the present data were obtained by epoxying the copper pins to copper endwall, whereas the data of Ref. 5 were obtained by fixing the copper pins through interference fit in holes drilled in copper endwalls. Thus in both these studies, the endwalls and the pin surfaces both formed the heat transfer surface and the resulting data show good agreement with each other.

The row-to-row distribution of the local Nusselt numbers for circular pin fins is shown in Figure 8. The plotted local Nusselt number has been normalized with the array average data of Figure 7. The results show that the normalized $Nu/\bar{Nu}$ is the same (within the range of normal data scatter) for all 3 pin fin array geometries. The local Nusselt number increases up to the 3rd row and decreases gradually thereafter. This behavior is similar to that reported by Metzger et al (Ref. 5). Although the local to array average Nusselt number ratios plotted in Figure 8 are for one value of Reynolds number for each array, a similar behavior was observed at other Reynolds numbers as well.

The row average and the normalized row-by-row Nusselt number distribution for oblong pin fins is shown in Figures 9 & 10 respectively. The ratio of local to array average Nusselt number (Fig. 10) shows higher scatter than the corresponding circular pin fin data. However, the scatter appears to be random in nature and does not exhibit any definite pattern. Thus, it can be concluded that the normalized row-by-row heat transfer behavior of oblong pin fins is also independent of the array geometry as the data tend to collapse onto a single curve. Similar to circular pin fins, the heat transfer coefficient increases to about the 3rd row and decreases thereafter. Though data shown in Figure 10 is only for one value of Reynolds number for each array, a similar behavior was observed at other values of Reynolds numbers as well.

The array average Nusselt numbers for different geometries of oblong pin fins (Figure 10) do not show any significant differences. However, this does not imply that the angle of orientation ($\gamma$) is not an important parameter, as the plotted data represent wide differences in geometrical parameters (A/D and B/D) as well. The effect of angle of orientation ($\gamma$) will be discussed later while evaluating the relative performance of oblong and circular pin fins.

Friction Factor: A typical streamwise pressure distribution for one of the circular pin fin arrays is shown in Figure 11. The ordinate in the figure is the differential pressure ($\Delta P = P_{ref} - P$) between pressure (P) at any location in the test section and the reference pressure (P_ref) at the entrance duct. The abscissa is the streamwise distance in the test section normalized with the hydraulic diameter of the smooth channel ($D_h = 977$ cm). There are 20 pressure readings corresponding to 10 rows of pin fins, i.e., two readings for each row. One set of readings is taken at the location corresponding to the row of pin fins as the 2nd row of pin fins. Similar pressure data profiles were prepared for every test run and linear regression analysis was carried out to obtain the best fit line and slope of the data ($\Delta P/\Delta x$) required in equation 5 to compute the array friction factors. The friction factors thus computed are shown in Figures 12 & 13 for circular and oblong pin fins respectively. One set of pressure data for oblong pin fins was lost during data transfer from the G.A. computer (used to collect the data from the rig) to the main frame computer (used for analysis of the data) and is therefore not shown in Figure 13.

The results show that the friction factors for both arrays of pin fins decrease with increasing Reynolds numbers. For circular pin fins the friction factor for two arrays with $X/D = 2.83$ with slightly different S/D (Fig. 12) are equal, and higher than for the array with $X/D = 3.39$. The difference between the two curves increases with increasing Re. However, the data for the array at $X/D = 3.39$ decreases at a faster rate than the data for the array at $X/D = 2.83$.

In case of oblong pin fins, the friction factor is minimum for the array with $\gamma = 0^\circ$ and increases with decreasing angle of orientation. However, the friction factor for arrays with $\gamma = 45^\circ$ & $30^\circ$ are similar. Though the friction factors for the array with $\gamma = 0^\circ$ are not presented but are expected to be highest as this pin fin geometry would offer the maximum blockage to the flow.

Relative Performance of Oblong Pin fins: To evaluate the relative performance of the oblong pin fins, the average Nusselt numbers ($Nu$) and friction factors for oblong pin fins were normalized by those for circular pin fins of comparable axial (A/D) and lateral (B/D) spacings. The normalized data are shown in Figures 14 and 15. The comparison of two arrays is based on the fact that the arrangement of circular and oblong pin results in about the same open area for coolant flow in the channel. However, the small geometric differences that do exist between some of the corresponding circular and oblong pin fins (Table 1) are not expected to significantly alter the resulting findings on the relative heat transfer and pressure drop performance of the arrays.

The normalized heat transfer coefficients ($Nu_{rel}/\bar{Nu}$), oblong over circular pin Nusselt numbers, increases with increasing Reynolds number (Figure 14) and is generally greater than unity for Re > 20,000. This ratio of the two heat transfer coefficients for Re > 20,000 is maximum for the array with $\gamma = 45^\circ$ and minimum for the array with $\gamma = 30^\circ$ and the other two configurations fall in between. This suggests that for design applications with high Reynolds numbers, the oblong pin fins can be used to provide high heat transfer augmentation for the coolant side than the corresponding circular pin fins. However, for Reynolds numbers less than 20,000, the performance of oblong pin fins with $\gamma = 45^\circ$ is significantly lower whereas that of pins with $\gamma = 30^\circ$ (resulting in minimum blockage) is slightly better than or equal to that of circular pins. It is also observed that for Re ≤ 20,000, the ratio $Nu_{rel}/\bar{Nu}$ for
arrays with $\gamma = 30^\circ$ & $45^\circ$ is nearly equal and only slightly lower than for the array with $\gamma = 90^\circ$.

The average heat transfer coefficient for the channel with pin fins is a function of the heat transfer rates from the pins to the endwalls, which are in turn governed by the associated structure of the flow. The upper and lower sides of the pins experience boundary layer flow whereas the rear portion is washed by the separated flow. The formation of boundary layer will be symmetrical on the upper and lower surfaces of the oblong pins for arrays with $\gamma = 0^\circ$ and $30^\circ$ and will be asymmetrical for $\gamma = 30^\circ$ & $45^\circ$. As so-called 'separation bubble' may also be present on the pin surface, and the separated shear layer may re-attach as laminar or turbulent or may not re-attach at all depending on the angle $\gamma$ and the Reynolds number. The size of the separated region at the rear and the wake behind the pin would also depend on the angle of orientation ($\gamma$) of oblong pins. The wake is expected to be largest for the array with $\gamma = 0^\circ$ (maximum blockage) and smallest for $\gamma = 90^\circ$ (minimum blockage). The channel flow region that exists between the pin will decrease with increasing wake size. Since, the overall heat transfer rate is a result of complex interaction of different flow phenomena in the channel dominated by the angle $\gamma$ and the $Re$, it is not surprising that the $Nu/Uc$ ratio (Figure 14) shows a dependency on $\gamma$ and $Re$ as well.

The ratio of the friction factors (fro/frc) is shown in Figure 15. The oblong pin array geometry with $\gamma = 90^\circ$ has friction factors which are lower than the corresponding circular pin fins, though the difference decreases with increasing $Re$. This is because of the streamlining of the pins with the direction of flow thereby minimizing the blockage and the size of the wake. The friction factor for oblong pins at $\gamma = 30^\circ$ & $45^\circ$ is significantly higher than the circular pins, and again the difference decreases with increasing $Re$. At $\gamma = 0^\circ$, the friction factor though not shown would be highest because of maximum flow blockage offered by the pins. It is interesting to note that the oblong pin fin array with $\gamma = 90^\circ$ also resulted in better heat transfer performance compared to arrays with $\gamma = 30^\circ$ & $45^\circ$ for $Re \leq 20,000$. This characteristic is also apparent in Figure 16 where the Nusselt number ratio ($Nu/Uc$) is plotted against the friction factor ratio (fro/frc) for one value of $Re = 20,000$. These results (Figures 14 - 16) show that the oblong pin fins with $\gamma = 90^\circ$ result in higher heat transfer rate with lower friction factors than the circular pin fins with other values of orientation angle ($\gamma$) result in lower heat transfer rate only at $Re > 20,000$ but at substantially higher friction factors. For $Re = 20,000$, the oblong pin fins with $\gamma = 90^\circ$ are beneficial because of lower friction factors with same or slightly higher heat transfer rates than the circular pin fins. Metzger et al (Ref. 9) also showed that the oblong pin fins with $\gamma = 90^\circ$ result in lower friction factor than the arrays with other values of $\gamma$ as well as the circular pin fins of comparable geometry. However, their data also show that the Nusselt number ratio $Nu/Uc$ is lowest (less than unity) for the array with $\gamma = 0^\circ$ (Figure 17). The friction factor results of the present study are in agreement with Ref. 9, but the heat transfer data for oblong pin fins are not. This is thought to be related to the experimental test technique used to obtain the two heat transfer data sets. In the present study, endwall and the pins were both made of conducting material and thus forming the heat transfer surface. In the test set up of Ref. 9, the pins were made of wood and the transfer of heat to air flowing in the channel was mainly from the conducting endwall's. Since the test set up used in the present study realistically simulates the heat transfer phenomenon in channel with pins, it can be concluded that the results of the present study for oblong pins are more accurate and thus reliable for design applications.

CONCLUSIONS: The heat transfer and pressure drop characteristics of circular and oblong pin fins were measured experimentally in a test set up with both the endwalls and the pins forming the heat transfer surface. For small gas turbine applications ($Re \leq 20,000$) the oblong pin fins with angle of orientation ($\gamma$) equal to $90^\circ$ (major axis aligned with the direction of flow) result in higher heat transfer coefficient and lower friction factors than the circular pin fins. For other values of $\gamma$, the oblong pin fins do not provide any significant advantage over circular pin fins. However, for applications where large pressure drops are needed, use of oblong pin fins may be desirable.
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### TABLE 1
PIN FIN ARRAY TEST CONFIGURATIONS

1. **Circular Pin Fins**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.22</td>
<td>2.83</td>
<td>1.07</td>
<td>.78</td>
<td>1.83</td>
<td>1.22</td>
<td>.1875</td>
</tr>
<tr>
<td>2</td>
<td>2.42</td>
<td>2.83</td>
<td>1.07</td>
<td>.86</td>
<td>1.83</td>
<td>1.42</td>
<td>.1875</td>
</tr>
<tr>
<td>3</td>
<td>2.46</td>
<td>3.39</td>
<td>1.28</td>
<td>.73</td>
<td>2.39</td>
<td>1.46</td>
<td>.1562</td>
</tr>
</tbody>
</table>

2. **Oblong Pin Fins**

<table>
<thead>
<tr>
<th>Test #</th>
<th>Y*</th>
<th>S/D</th>
<th>X/D</th>
<th>H/D</th>
<th>A/D</th>
<th>B/D</th>
<th>D, inches</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>3.33</td>
<td>2.83</td>
<td>1.07</td>
<td>1.83</td>
<td>1.33</td>
<td>.1875</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>2.91</td>
<td>3.08</td>
<td>1.16</td>
<td>1.67</td>
<td>1.50</td>
<td>.1719</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>2.50</td>
<td>4.24</td>
<td>1.6</td>
<td>2.24</td>
<td>1.50</td>
<td>.125</td>
</tr>
</tbody>
</table>

* For nomenclature, see Figure 2

---

A. Stator airfoil cross section

B. Rotor airfoil cross section

**FIGURE 1:** PIN FIN AUGMENTED CHANNEL FLOW COOLING SCHEMES FOR TYPICAL HIGH PRESSURE TURBINE AIRFOILS
1. Circular pin fins
2. Oblong pin fins

FIGURE 2: PIN FIN ARRAY NOMENCLATURE

FIGURE 3: TEST SECTION GEOMETRIC SET UP
FIGURE 4: SCHEMATIC LAYOUT OF THE TEST RIG

Channel cross section: 5.1 cm x 12.7 cm

FIGURE 5: TEST SECTION DETAILS
FIGURE 6: ENDWALL AND PIN FIN ARRANGEMENT

Present Study

<table>
<thead>
<tr>
<th>S/D</th>
<th>X/D</th>
<th>S/X</th>
<th>H/D</th>
<th>D, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.42</td>
<td>2.83</td>
<td>.86</td>
<td>1.07</td>
<td>.476</td>
</tr>
<tr>
<td>2.46</td>
<td>3.39</td>
<td>.73</td>
<td>1.28</td>
<td>.397</td>
</tr>
<tr>
<td>2.22</td>
<td>2.83</td>
<td>.78</td>
<td>1.07</td>
<td>.476</td>
</tr>
</tbody>
</table>

Metzger et al (Ref. 5): $\overline{\text{Nu}}_c = 0.069 \text{Re}^{.728}$

S/D = 2.5, X/D = 2.5, H/D = 1.0, S/X = 1.0

FIGURE 7: AVERAGE NUSSELT NUMBERS FOR CIRCULAR PIN FIN ARRAY
FIGURE 8: Nu/Nu OF CIRCULAR PIN FINS

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Re</th>
<th>S/D</th>
<th>X/D</th>
<th>Nu</th>
</tr>
</thead>
<tbody>
<tr>
<td>•</td>
<td>13827</td>
<td>2.22</td>
<td>2.82</td>
<td>73.1</td>
</tr>
<tr>
<td>□</td>
<td>13092</td>
<td>2.42</td>
<td>2.83</td>
<td>69.1</td>
</tr>
<tr>
<td>▽</td>
<td>11012</td>
<td>2.46</td>
<td>3.39</td>
<td>54.9</td>
</tr>
</tbody>
</table>

FIGURE 9: Nu vs Re FOR OBLONG PEDESTALS
FIGURE 10: Nu/\bar{Nu} FOR OBLONG PIN FINS

FIGURE 11: STREAM WISE PRESSURE DISTRIBUTION FOR CIRCULAR PIN FINS
FIGURE 12: DISTRIBUTION OF FRICTION FACTORS FOR CIRCULAR PIN FINS

FIGURE 13: fr VS Re FOR OBLONG PIN FINS
FIGURE 14: HEAT TRANSFER CHARACTERISTICS OF OBLONG PIN FINS RELATIVE TO CIRCULAR PIN FINS

(For nomenclature see figure 14)

FIGURE 15: FRICTION FACTOR CHARACTERISTICS OF OBLONG PIN FINS RELATIVE TO CIRCULAR PIN FINS
(For nomenclature see figure 14)

\[ \frac{Nu_0}{Nu_c} \]

\[ Re = 20,000 \]

\[ f_{r0} \]

\[ f_{rc} \]

FIGURE 16: RELATIVE HEAT TRANSFER vs. FRICTION FACTOR PERFORMANCE OF PIN FIN ARRAYS

Symbols

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Si/D</th>
<th>X/D</th>
<th>H/D</th>
<th>( \gamma )</th>
<th>A/D</th>
<th>B/D</th>
</tr>
</thead>
<tbody>
<tr>
<td>▲</td>
<td>3.50</td>
<td>2.50</td>
<td>1.00</td>
<td>0</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>●</td>
<td>2.91</td>
<td>2.91</td>
<td>1.00</td>
<td>45</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>▼</td>
<td>2.50</td>
<td>3.50</td>
<td>1.00</td>
<td>90</td>
<td>1.50</td>
<td>1.50</td>
</tr>
<tr>
<td>▲</td>
<td>2.50</td>
<td>2.50</td>
<td>1.00</td>
<td>--</td>
<td>1.50</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Circular pin fins (base case)

FIGURE 17: NON-CONDUCTING PIN FIN DATA TAKEN FROM REFERENCE 9
DISCUSSION

D.K. Hennecke, Ge
You presented data for one geometry of the oblong pin fins. On which basis did you select this geometry and are you planning to investigate different geometries in order to find the optimum geometry for heat transfer and pressure drop?

Author's Reply
Some of the existing hardware uses this geometry of oblong pin fins, which was used to provide increased structural strength to the airfoil trailing edge. The present study was undertaken to obtain the necessary design data. At present, we have no plans to test any other geometry of oblong pin fins.
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SUMMARY

The paper deals with an experimental investigation of the effects of Mach number, Reynolds number and free stream turbulence intensity on the heat transfer performance of a high pressure gas turbine rotor blade in a stationary linear cascade arrangement. This study was undertaken in the VKI short duration isentropic compression tube facility. The tests were performed for outlet Mach numbers ranging between 0.7 and 1, whereas the outlet Reynolds number was varied between 500,000 and 1,500,000; free stream turbulence levels between 1% and nearly 8% were considered. The experimental results were compared with boundary layer predictions provided by a finite difference program (STAN5), which solves the simplified, two dimensional, steady Navier-Stokes equations.

LIST OF SYMBOLS

A*/8 calibration coefficient of the analog circuits
E0 thin film gauge reference voltage
h heat transfer coefficient
k mixing length
M Mach number
p pressure
qW wall heat flux
R radius of curvature
Re Reynolds number
Ri Richardson number
R0 thin film gauge resistance
s curvilinear coordinate measured along the blade
T temperature
t time
iu turbulence intensity
AN digitized raw heat transfer signal
AR/AT thin film gauge resistance/temperature ratio
ur thin film temperature coefficient = 1
R0 AT
\( \delta \) boundary layer thickness
\( \delta_{w} \) boundary layer momentum thickness
\( \gamma \) ratio of specific heats (1.4)
\( \delta_{ck} \) substrate thermal product

Subscripts

0 total condition
2 downstream condition
w condition at the wall
cal calibration condition
f free stream condition

1. INTRODUCTION

In the quest for better performance, gas turbine aero-engines are being designed to operate at ever-increasing levels of pressure ratio and turbine gas temperature [1]. This frequently results in the requirement for a highly cooled two stage high pressure (HP) turbine. The optimization of such a turbine involves the study of many parameters such as rim speed, hub/tip radius, flow coefficient, work split between stages. This last parameter provides interesting possibilities from the blade cooling point of view. It influences both the gas temperatures and the insulating effect of the blade external boundary layers (due to the change in blade velocity distribution required for a variation in stage work). An accurate knowledge of the variation of convective external heat transfer with changing stage work split is therefore necessary to optimize cooled two stage HP turbines.

An experimental program at VKI was formulated to measure the external heat transfer performance of two HP turbine rotor blade profiles, representative of high and low first stage work. This work is in support of the Rolls-Royce HITECH Advanced Engineering Programme.
This paper deals only with the first 'high work' rotor blade and has two objectives. Firstly, to present detailed velocity and heat transfer data, measured in the VKI isentropic compression tube facility, around the blade profile, mounted in a 6 blade, stationary, linear cascade arrangement. The measurements were taken at a wall to free stream temperature ratio and range of Mach and Reynolds numbers representative of hot engine conditions. The second objective is to present a comparison of measured and predicted heat transfer coefficient distributions around the blade profile. The predictions were obtained from a two dimensional, compressible boundary layer code (STANS), with developments at VKI to take into account the streamwise curvature effects.

2. EXPERIMENTAL APPARATUS

2.1 Test facility

A short duration measurement technique was applied and use was made of the VKI isentropic compression tube facility (Fig. 1). The operating principles of this kind of tunnel were developed by Schultz and Jones[2,3] about ten years ago. The VKI CI-2 facility, constructed in 1978, consists of a 5 m long, 1 m diameter cylinder containing a light weight piston, driven by the air of a high pressure reservoir. This cylinder is isolated from the test section by a fast-opening slide valve. As the piston moves, the gas in front of it is nearly isentropically compressed until it reaches the pressure, and hence temperature, levels defined by the operator. The fast opening valve is then actuated by means of a detonator, allowing the pressurized air to flow through the test section. Constant free stream conditions are maintained in the test section until the piston completes its stroke. The maximum test section dimensions are 250 x 100 mm².

The free stream gas conditions can be varied between 300 and 600 K and 0.5 and 7 bar. A 5 m² dump tank allows downstream pressure adjustments between 0.1 and 4 bar. A typical test duration is about 400...500 ms. Further details about this facility are described in [4,5,6].

2.2 Data acquisition system

All the pressure, temperature and heat flux measurements were directly acquired by a DIGITAL PDP 11/34 computer by means of a high speed data acquisition system. This unit, designed and built at the VKI, is characterised by three separate sections. The first one consists of 24 analog circuits, which provide the transformation of the heat flux gauge signals, proportional to the surface temperature, into signals proportional to the surface heat flux. The second section is composed of a series of AG amplifiers and "low pass" filters. The last section consists of three analog to digital converters, a multiplexer and a buffer. The signals are digitized using 12 bit words. This data acquisition system can operate on 48 channels, with a maximum sampling frequency as high as 500 kHz. For the present measurements, the sampling rate was selected to be 1 kHz.

2.3 Description of the model

The measurements and calculations presented in this paper were carried on the "high work" HP1 rotor blade profile designed at Rolls Royce. The blade coordinates are listed in Table 1 whereas the main blade and cascade dimensions are summarized as follows (Fig. 2):

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blade height</td>
<td>100.0 mm</td>
</tr>
<tr>
<td>Chord</td>
<td>60.84 mm</td>
</tr>
<tr>
<td>Pitch</td>
<td>59.84 mm</td>
</tr>
<tr>
<td>Pitch to chord ratio</td>
<td>0.8568</td>
</tr>
<tr>
<td>Inlet angle</td>
<td>68.9° (from the axial direction)</td>
</tr>
<tr>
<td>Gauging angle</td>
<td>68.9° (from the axial direction)</td>
</tr>
<tr>
<td>Trailing edge thickness</td>
<td>2.8 mm</td>
</tr>
<tr>
<td>Number of blades</td>
<td>6</td>
</tr>
</tbody>
</table>

The blades, milled from aluminium, and the aluminium/perspex sidewalls were manufactured at the VKI. One of the profiles was instrumented with 27 static pressure tappings along the suction and pressure surfaces in order to determine the velocity distribution (Fig. 3). Wall static pressure tappings were also located downstream of the cascade, covering almost 2 pitches, in order to check the periodicity of the flow. A supplementary profile was milled from low conductivity "Macor" glass ceramic and 40 platinum thin films were painted on its surface in order to obtain a heat transfer distribution (Fig. 4). These films act as variable resistance thermometers and provide a local temperature history; the use of an electrical analogy allows a direct determination of the wall heat flux [7,8]. This approach provides negligible conduction phenomena and, because of the smoothness of the blade surface, an artificial boundary layer transition is induced. The technique applied to deposit the thin film gauges has been fully described in earlier publications [7,8].

2.4 Free stream turbulence generation

The free stream turbulence was generated by a grid of bars oriented in the spanwise direction. The turbulence level was varied by displacing the grid upstream of the model; a maximum of 0.5% could be obtained. The natural turbulence level of the facility (i.e., without the grid), is about 1%. The turbulence level, defined in the present paper as \( \sqrt{u'^2/v} \), was measured using a VKI constant temperature hot wire probe. The total pressure loss caused by the grid was taken into account.

3. WALL HEAT FLUX EVALUATION

The evaluation of the local wall heat flux was performed using the following equation, applied for each thin film [7]:
The present measurement technique first requires a calibration of all 24 circuits providing the temperature/heat flux conversion, in order to obtain their gain, i.e., the $A^\infty$ coefficient. The value of each reference voltage $E_0$, applied to the thin films, is measured before each test and, additionally, provides a correct evaluation of the initial wall temperature $T_w$. The substrate thermal product $\rho V Tc'$ determined by a comparative measurement from gauges mounted on both ceramic and quartz substrates in an impingement flow situation; a value of 0.175 J cm$^{-2}$ K$^{-1}$ s$^{-1/2}$ is used. The ratio $(\Delta T/\Delta t)$ is determined for each film from a preliminary resistance versus temperature calibration, performed in a temperature-controlled oil bath. The resistance $R_0$ of each gauge is measured at a given temperature $T_{ca}$, and corrected for the current initial wall temperature $T_w$ using the factor $1 + aR(T_w-T_{ca})$ where $aR = \frac{1}{R_0}$. The raw signal $I_0$ acquired by the computer, consists of a series of integer values.

The application of equation (1) provides the wall heat flux time history of each of the platinum thin films during a test. The temperature time history is then numerically obtained from the following equation:

$$ T(t) = \frac{1}{3kCm} \left( \frac{2}{\delta t} \right)^{1/2} \left( t - t_n \right) + H(t-t_n) $$

where $q_n$ is the measured heat flux at time $t_n$, $t_n = n\delta t$, and $H(t-t_n)$ is equal to 1 for $t > t_n$ and to 0 for $t < t_n$. A combination of both wall heat flux and temperature evolutions provides a heat flux versus temperature relation for each thin film and each test. This curve is then extrapolated to isothermal wall conditions, i.e., zero surface temperature rise. In the present paper, the heat transfer coefficient is defined as the ratio of the measured wall heat flux to the mainstream total-wall temperature difference:

$$ h = \frac{\dot{q}_n}{T_{oc}-T_w} $$

4. VELOCITY DISTRIBUTIONS

In order to verify the periodicity of the flow downstream of the cascade, schlieren pictures were taken and wall static pressure measurements were performed. A typical visualization is shown in figure 5a ($M_2 = 0.919$) whereas the corresponding downstream wall static pressure distribution is plotted in figure 5b. The apparent thickness of the shock (Fig. 5a) might be explained either by a possible oscillation of this discontinuity inside the blade passage or by the existence of a curved shock in the spanwise direction. The downstream periodicity (Fig. 5b) is not absolutely perfect but quite sufficient; we are indeed concerned with heat transfer measurements on the blade rather than aerodynamic ones downstream of the passage.

The velocity distributions around the blade were obtained from local static pressure measurements. They were referred to the measured inlet total pressure in order to define an isentropic Mach number as follows:

$$ N_{is} = \sqrt{\frac{2}{\gamma-1} \left( \frac{p}{p_0} \right)^{\gamma-1} - 1} $$

The measurement results, presented in figure 6 for several outlet Mach number values, have been plotted as a function of a non-dimensional curvilinear coordinate measured along the profile surface, starting from the theoretical stagnation point. A 2% uncertainty was attributed to the pressure measurements; as a result, the maximum uncertainty on the Mach number was calculated to be 1.5%. Repeatability was found to be very good.

It is clearly seen from the velocity distributions that the experimentally determined stagnation point is located very close to the theoretical one. Along the rear part of the suction side some diffusion exists and might be responsible for boundary layer transition. Along the pressure side, a slight deceleration is observed downstream of the leading edge and will probably trigger an early boundary layer transition.

5. HEAT TRANSFER DISTRIBUTIONS - MEASUREMENTS

The heat transfer measurement results, presented in figures 7-10, have been plotted under the form of a heat transfer coefficient $(W/m^2 K)$ evolution as a function of a curvilinear coordinate measured along the profile surface, starting from the theoretical stagnation point. The overall hydrodynamic conditions were chosen to vary independently the free stream Reynolds and Mach number values and the turbulence intensity; they are summarized, for each configuration, in table 2. The low turbulence (1%) tests were performed without turbulence grid. Due to the limited number of analog circuits (only 24 were available), two runs were needed for each configuration to obtain the complete heat transfer distribution around the blade. Moreover,
each test was duplicated to check the repeatability of the measurement technique; the latter was found to be within 3%. The experimental uncertainty on the heat transfer coefficient has been evaluated to be of the order of 7% to 9%.

Before looking at the effect of various free stream parameters upon heat transfer, the main flow field characteristics will briefly be described (Fig. 7). The highest heat flux level is measured in the stagnation region. Along the suction side, the heat flux decreases quite rapidly as a laminar boundary layer develops. This behaviour corresponds to laminar heating. Further downstream, depending upon the free stream flow characteristics, a laminar to turbulent transition takes place, resulting in a significant increase in heat flux. A turbulent boundary layer then develops up to the trailing edge. Along the pressure side, the boundary layer transition is delayed, and hence the heat flux level, are principally determined by the counteracting effects of surface curvature, free stream turbulence and streamwise pressure gradient.

As suggested in [10], an attempt was made to determine the onset of transition by looking at the time history of the wall heat flux signals. Along the suction side, a typical example is presented in figure 11 (Re = 1.0; Ma = 0.9; Tu = 4%). A typical laminar trace is first shown at s = 33 mm. The transition onset seems to take place at s = 43 ... 49 mm; some agitation, corresponding to turbulent spikes, is observed on these traces (defined in section 3). The larger turbulent boundary layer is established around s = 65 ... 90 mm. As a matter of fact, the heat transfer signals acquisition frequency was 1 kHz and they were filtered at 1000 Hz; higher frequency phenomena present in the turbulent boundary layer could therefore obviously not be detected. Looking at figure 7 (nominal conditions), the boundary layer transition seems to take place only at s = 65 mm. It should, however, be recalled that the heat transfer coefficient is a global quantity and that, on a boundary layer level, fluctuations can already be present before any heat flux increase. The onset of transition, determined from the observation of heat flux signals, has been indicated on the suction side for all the distributions (Figs. 7 to 10). Along the pressure side, no definite conclusions could be drawn. As a matter of fact, the boundary layer was expected to be transitional rather than laminar or turbulent; therefore, no typical differences were observed on the heat flux traces.

5.1 Effect of turbulence intensity

The effect of free stream turbulence intensity at nominal Mach (- 0.9) and Reynolds (- 10^6) numbers is presented in figure 7. In the stagnation area, the heat flux level increases with free stream turbulence, as demonstrated by several authors [11,12]. Along the suction side, the laminar heating also increases, but less significantly, with the turbulence intensity, in accordance with other observations on the flow submitted to a pressure gradient along a curved surface. When the free stream turbulence is increased from 1% to 8%, the transition onset (defined from the heat flux traces) moves upstream, towards the leading edge. However, the total heat flux increase occurs almost at the same position (s = 65 ... 75 mm) for Tu = 1% and 4%, this variation is very steep and most probably forced by the shock-boundary layer interaction (Fig. 5a). Nevertheless, looking at the 4% turbulence data, the heat transfer coefficient evolution downstream of the onset of transition is nearly horizontal. This denotes a transitional flow behaviour, influenced by a strong favourable pressure gradient. For the 1% turbulence data, the heat transfer coefficient decreases over a longer distance, which is typical of a laminar boundary layer. For a higher turbulence level (8%), a more gradual transitional behaviour takes place. If the Reynolds number is increased up to about 1.5 x 10^6 (Fig. 8), a gradual boundary layer transition is observed for Tu = 4% and 8% whereas the steep shock induced transition still occurs for the low intensity (1%). Along the pressure side, the boundary layer transition is difficult to define because of the stabilisation of the boundary layer expected because of concave curvature whereas the important favourable pressure gradient measured along the rear part of this surface (Fig. 6) would rather have a stabilising effect. The flow is most probably transitional over the entire length of the pressure side. This idea is supported by looking at the fact that free stream turbulence has on the heat transfer distribution: a fully established turbulent boundary layer would not be affected at all [5]. These conclusions are supported by the higher Reynolds number data (Fig. 8).

5.2 Effect of free stream Reynolds number

The effect of free stream Reynolds number at nominal Mach number (- 0.9) and turbulence intensity (4%) is presented in figure 9. In the stagnation area, the heat flux level increases with the Reynolds number, as demonstrated by several authors [11,12]. Along the suction side, an increase of the downstream Reynolds number, as expected, results in an enhancement of the overall heat flux level as well as in an earlier transition onset (defined from the heat flux traces). The jump in heat transfer, delayed by the favourable pressure gradient, is still steep, induced by the shock, at low and nominal Reynolds number whereas a more gradual transitional behaviour is observed at high Reynolds number. Along the pressure side, the boundary layer remains most probably transitional, dominated by a three dimensional flow of the streamwise vortex type [13,14]. The heat transfer, however, still increases with the Reynolds number.

5.3 Effect of free stream Mach number

The effect of free stream Mach number at nominal Reynolds number (- 10^6) and turbulence intensity (4%) is presented in figure 10 and will be interpreted with the aid of the velocity distributions (Fig. 6). In the stagnation region, the heat transfer coefficient slightly increases when the downstream Mach number decreases. This might be explained by the fact that, in order to keep a constant downstream Reynolds number, the inlet total pressure had to be continuously modified (Table 2). As the inlet Mach number value is almost constant, this resulted in an increasing inlet Reynolds number and consequently in an augmentation of heat transfer. Along the suction side, the velocity distributions are almost similar, except in the trailing edge vicinity. As a result, no significant differences appear in the heat transfer coefficient distributions; only the rear region is slightly affected. The small gradual heat flux increase can be explained by the inlet Reynolds number variation. Along the suction side, the onset of transition (defined from the heat flux traces) moves upstream, towards the leading edge, as the downstream Mach number decreases.

The boundary layer transition process seems to be governed by variations in the acceleration rate rather than by the flow deceleration. For M = 1.0 equal to 0.9 and 1.0, the steep heat flux increase is still a shock-induced phenomenon (Fig. 5a) whereas a more gradual transition is observed for M = 0.7 and 0.6.
6. HEAT TRANSFER DISTRIBUTIONS - PREDICTIONS

6.1 Calculation method

In order to numerically predict the heat transfer rate evolution along the blade surface, the well known "STANS" computer program, developed by Crawford et al. [15] at Stanford University, was selected. This program is based on the classical Spalding-Patankar approach [16] to compute boundary layer flows. It uses a finite difference technique to solve, through a streamwise space marching procedure, the simplified two-dimensional boundary layer equations as applied to flows developing along, e.g., a flat wall or in an axisymmetric tube. In the present paper, the modelling of the turbulent quantities was provided through a Prandtl mixing length approach.

The original version of the code was modified at VKI in order to take, along the suction side and in the case of a turbulent boundary layer, the streamwise curvature effects into account. The mixing length model developed by Adams and Johnston [17] was incorporated; valuable results were already obtained using this approach [18]. The outer layer mixing length model-equation taking streamwise convex curvature effects into account is written as follows:

\[ l = 0.0025 \tan \left[ \frac{34.5 \Delta l}{R} \right] \]  

In the log region, the mixing length is related to a Richardson number through the following relations:

\[ R_i = Sc \left( 1 + Sc \right) \]  

\[ Sc = \frac{2V}{R} \]  

\[ R = \frac{V}{U} \frac{U}{\gamma} \]  

\[ l = \frac{1}{l_0 \left( 1 + 5R_i \right)} \]  

The initial velocity and enthalpy boundary layer profiles, necessary to start the calculation, were obtained from the analytical solution for a cylinder in cross flow [19]. The external streamwise velocity gradient was directly derived from the velocity measurements. The boundary layer transition was triggered by a momentum thickness Reynolds number value provided by the user.

6.2 Comparison with the measurements

The transitional momentum thickness Reynolds number was determined from an integral boundary layer analysis [20,21]. At nominal Reynolds and Mach numbers, the following results were obtained:

<table>
<thead>
<tr>
<th>Tu(%)</th>
<th>1</th>
<th>4</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_{0,\text{transition}} )</td>
<td>550</td>
<td>490</td>
<td>360</td>
</tr>
</tbody>
</table>

and the predictions of figure 12 were plotted for different values of \( R_{0,\text{transition}} \). For low turbulence intensities, the agreement is quite satisfactory along the suction side. However, for Tu equal to 8%, it appears clearly that the mathematical model is not adapted to deal with complex intermittency phenomena. Moreover, the computed heat transfer across a laminar boundary layer is not affected by a variation in free stream turbulence intensity. Along the pressure side, the trends are almost correctly predicted. However, the situation is obviously more complicated considering the interaction between the free stream turbulence and the three dimensional effects which occur along concave surfaces. Only one prediction (\( R_{0,\text{transition}} = 50 \)) was plotted.

The heat transfer distributions computed at low and high free stream Reynolds numbers are presented in figures 13 and 14 for several turbulence intensities. Along the suction side, the laminar and fully established turbulent boundary layers are quite well predicted. Except for Tu equal to 1%, the transitional regions, submitted to intermittency phenomena, are far from being satisfactorily reproduced by the calculation. Along the pressure side, the trends are quite correctly predicted.

7. CONCLUSIONS

Detailed heat transfer data have been obtained for a high pressure rotor blade, looking at the influence of free stream Mach and Reynolds numbers as well as turbulence intensity. The measurements were taken using the VKI short duration facility, under correctly simulated aero-engine conditions and have been used to assess a heat transfer prediction method based on STANS. The main conclusions are:

- an increase in turbulence intensity results in an earlier boundary layer transition and an increase in laminar and transitional heating, whereas the turbulent heating is not affected;
- an increase in free stream Reynolds number provides an overall augmentation in heat flux as well as an earlier boundary layer transition;
- at low turbulence intensity and Reynolds number, the suction surface boundary layer transition is induced by diffusion, whereas an earlier, more gradual, transition is observed for higher values of either of these parameters;
- along the suction side, the transition process is governed by the local free stream acceleration rate rather than by the existence of a velocity peak.

An attempt was also made to determine the transition onset by looking at the time history of the heat flux signals.

The results obtained from a two dimensional boundary layer code (STAN5) are compared with some typical measurements. These comparisons are found to be encouraging, especially along the suction side, where a correction for curvature was added to the code. Nevertheless, a considerable work needs still to be done, particularly concerning intermittency phenomena as well as concave curvature effects.
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<table>
<thead>
<tr>
<th>X</th>
<th>Y_{SS}</th>
<th>Y_{PS}</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.</td>
<td>0.</td>
<td>0.</td>
</tr>
<tr>
<td>1.4</td>
<td>4.10</td>
<td>-3.14</td>
</tr>
<tr>
<td>4.7</td>
<td>5.10</td>
<td>-4.10</td>
</tr>
<tr>
<td>8.</td>
<td>12.20</td>
<td>-3.76</td>
</tr>
<tr>
<td>9.1</td>
<td>12.92</td>
<td>-3.51</td>
</tr>
<tr>
<td>11.7</td>
<td>14.30</td>
<td>-3.42</td>
</tr>
<tr>
<td>14.4</td>
<td>15.13</td>
<td>-3.61</td>
</tr>
<tr>
<td>16.8</td>
<td>15.41</td>
<td>-4.00</td>
</tr>
<tr>
<td>19.4</td>
<td>15.32</td>
<td>-4.59</td>
</tr>
<tr>
<td>22.3</td>
<td>14.67</td>
<td>-5.59</td>
</tr>
<tr>
<td>25.4</td>
<td>13.37</td>
<td>-7.32</td>
</tr>
<tr>
<td>28.9</td>
<td>10.98</td>
<td>-10.09</td>
</tr>
<tr>
<td>32.2</td>
<td>7.76</td>
<td>-13.29</td>
</tr>
<tr>
<td>35.6</td>
<td>3.55</td>
<td>-16.99</td>
</tr>
<tr>
<td>38.8</td>
<td>-1.49</td>
<td>-20.90</td>
</tr>
<tr>
<td>41.8</td>
<td>-7.30</td>
<td>-25.08</td>
</tr>
<tr>
<td>44.6</td>
<td>-13.01</td>
<td>-29.50</td>
</tr>
<tr>
<td>47.3</td>
<td>-20.89</td>
<td>-33.80</td>
</tr>
<tr>
<td>49.4</td>
<td>-26.50</td>
<td>-37.15</td>
</tr>
<tr>
<td>51.2</td>
<td>-31.49</td>
<td>-40.00</td>
</tr>
<tr>
<td>52.5</td>
<td>-34.90</td>
<td>-41.79</td>
</tr>
<tr>
<td>53.7</td>
<td>-38.40</td>
<td>-41.82</td>
</tr>
<tr>
<td>54.45</td>
<td>-40.60</td>
<td>-40.60</td>
</tr>
</tbody>
</table>

TABLE 1 - BLADE COORDINATES

<table>
<thead>
<tr>
<th>Tu(%)</th>
<th>1.</th>
<th>1.</th>
<th>4.</th>
<th>4.</th>
<th>4.</th>
<th>4.</th>
<th>4.</th>
<th>4.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y_{SS}</td>
<td>0.980</td>
<td>1.411</td>
<td>0.469</td>
<td>0.989</td>
<td>1.006</td>
<td>1.028</td>
<td>1.018</td>
<td>1.495</td>
</tr>
<tr>
<td>Y_{PS}</td>
<td>0.989</td>
<td>1.006</td>
<td>1.028</td>
<td>1.018</td>
<td>1.495</td>
<td>1.085</td>
<td>1.614</td>
<td>1.085</td>
</tr>
<tr>
<td>Re_{2}(10^6)</td>
<td>0.888</td>
<td>0.873</td>
<td>0.863</td>
<td>0.658</td>
<td>0.768</td>
<td>0.870</td>
<td>0.961</td>
<td>0.813</td>
</tr>
<tr>
<td>M_{2}</td>
<td>1.577</td>
<td>2.271</td>
<td>0.816</td>
<td>1.796</td>
<td>1.666</td>
<td>1.608</td>
<td>1.539</td>
<td>2.399</td>
</tr>
<tr>
<td>P_{01}(bar)</td>
<td>423.5</td>
<td>421.4</td>
<td>412.1</td>
<td>411.9</td>
<td>411.7</td>
<td>412.5</td>
<td>411.4</td>
<td>409.7</td>
</tr>
<tr>
<td>T_{01}(K)</td>
<td>411.9</td>
<td>411.7</td>
<td>412.5</td>
<td>411.4</td>
<td>409.7</td>
<td>411.1</td>
<td>409.0</td>
<td>409.0</td>
</tr>
</tbody>
</table>

nominal conditions

TABLE 2 - HEAT TRANSFER MEASUREMENTS; FREE STREAM CONDITIONS
FIG. 1 V.K.I. ISENTROPIC COMPRESSION TUBE FACILITY

FIG. 2 ROTOR BLADE GEOMETRY

FIG. 3 STATIC PRESSURE INSTRUMENTED BLADE

FIG. 4 HEAT TRANSFER INSTRUMENTED BLADE
FIG. 5a SCHLIEREN VISUALIZATION ($M_2 = 0.919$)

FIG. 5b DOWNSTREAM PERIODICITY

FIG. 6 MEASURED VELOCITY DISTRIBUTIONS
FIG. 7

FIG. 8

FIG. 9

FIG. 10

FIG. 11  ONSET OF TRANSITION DETERMINATION
DISCUSSION

G.Scheuerer, Ge
It is not quite clear, why you used an integral procedure in addition to the finite-difference code. Was it because a transition criteria was implemented in the former?

Author's Reply
The integral procedure provides the relationship between freestream turbulence level and momentum thickness Reynolds number. This procedure allows us to fix the transition onset position (expressed as a $Re_{T}$).

G.Scheuerer, Ge
How sensitive were your calculations towards the curvature correction?

Author's Reply
Along the suction side, a decrease of about 7-10% was observed. It should be noted that the correction is only done along the turbulent part of the boundary layer.
EFFECTS OF WAKES ON THE HEAT TRANSFER IN GAS TURBINE CASCADES
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SUMMARY

The interaction between consecutive blade rows can be expected to have important effects on the heat transfer in cooled gas turbine cascades. In the present study, the influence of the wake from a blade profile - traversed in front of a cooled gas turbine cascade in planes with varying distances from the leading edge - on the local heat transfer coefficient along the suction and pressure side has been analyzed. The investigation is part of a research program to develop experimentally verified numerical codes for heat transfer calculations.

With the aid of a finite element program, the local heat transfer coefficients along the cooled blades are derived from surface and coolant temperature measurements. It is shown that in addition to the axial distances the orientation of the wake with respect to the leading edge is of dominant influence. In particular, the measurements demonstrate with increasing free stream turbulence levels a rapid rise of the heat transfer rate along the pressure surface as well as in the stagnation region. The laminar-turbulent transition is relocated towards the leading edge along the suction surface. The measurements are compared with those derived from flows with grid-produced turbulence. In general slower transition behaviour is observed than found with numerical codes.

NOMENCLATURE

A surface area
a axial distance between airfoil and cascade inlet plane
d cooling bore diameter
L cooling bore length
1 chord
n normal to surface
p static pressure
Pr Prandtl number
Q heat flux
Re Reynolds number
Re42 Momentum thickness Reynolds number
s distance along surface
S.P. design stagnation point
t blade spacing
T temperature
Tu turbulence intensity in mean flow direction
u velocity
x airfoil position with respect to the test blade's stagnation plane
x,y coordinates
a heat transfer coefficient
x heat conductivity
f friction coefficient of turbulent pipe flow

SUBSCRIPTS

1 inlet to cascade
e outer boundary conditions
k coolant
w wall conditions
0 ambient conditions

INTRODUCTION

The development of high performance gas turbines has always been connected with a rise of the thermal efficiency primarily due to increasing turbine inlet temperatures and simultaneously increasing pressure ratios. Obviously, the high thermal loads of the turbine components exceedingly surpass the allowed data of modern alloys. Cooling, therefore, is a necessity which also has to be viewed under safety and reliability aspects. The durability analysis of turbine blades in a jet engine requires detailed knowledge of the heat transfer from the fluid to the blade surface which has been of longstanding interest.

The heat transfer along turbine blades is determined by a variety of different parameters such as turbulence intensity, pressure gradient, curvature, temperature ratio between gas and blade surface and periodic flow variations due to interaction of rotor and stator. In our opinion a separation of the various effects is necessary for a full understanding of the heat exchange phenomena. In addition it should be possible to support
generalisations and similarity considerations. In the larger context of the present experimental and analytical study we (see Hsu et al., 17,8] made an attempt to describe the effects of turbulence parameters, pressure gradients and temperature ratios on the heat transfer along a convectively cooled flat plate. The results of the study presented in this paper are directed towards an indepth understanding and application of the heat transfer along actual turbine blades. In continuing the basic studies, an attempt is made to determine the local heat transfer coefficient along the blade.

Utilizing a cascade with five blades, various inlet flow conditions were applied. The central three blades were instrumented and watercooled. In the first phase of the study, the free-stream turbulence levels were altered by inserting grids into the entrance flow. Three different gas temperatures and Reynolds numbers between $1 \times 10^6$ and $4 \times 10^6$ were chosen.

The second aspect of the study is concerned with the influence of the wake flow on the local heat transfer. Here, the turbulence grids were replaced by a straight blade profile placed within the cascade entrance flow. It is possible to position the blade profile at various distances from the entrance plane of the cascade. In addition, the wake generating airfoil could be placed across adjoining blade channels. The dynamic process in the real turbine which actually is unsteady can be modelled by changing sequentially the position of the blade relative to the cascade. But it should be noticed that the changes of the flow vector as found in the real case are not exactly realized in the quasi steady model.

EXPERIMENTAL SETUP

The hot gas tunnel used for the experiments is shown in Fig. 1. Air from the compressor is heated in the primary zone of an oilfired combustor. Primary air and fuel injection are adjusted, and secondary air is added by means of 40 circumferential injection holes for the adjustment of the temperature level. A maximum thermal power of two MW can be verified in the combustor with maximum temperatures up to $1500^\circ C$. However, for reasons of adequate data acquisition lower temperatures are generally chosen.

![Fig. 1: Hot gas testing plant](image)

The temperature and velocity profiles at the exit of the combustor which are not uniform initially are equalized in a settling chamber equipped with specially designed nozzles and honeycomb. Relatively high accelerations are subsequently induced by a nozzle with rectangular cross-section equipped with a transition from the circular settling tank.

The test section entrance itself has a cross section of $250 \times 100$ mm (see Fig. 2). In exitting the test section the hot gas flow is mixed with additional air for cooling purposes and exhausted. Special care has been taken to prevent secondary-exchange and to ensure the test section and to influence the measurements. Within limited turbulence independence, the pressure and temperature can be accomplished.

In generating different free-stream turbulence levels three turbulence grids are mounted in the positions of the cascade. Fig. 3 illustrates the effect of the histogram in the mean and variance data of the grids. In addition the effect of turbulence is summarized.
Fig. 2: Test section

Fig. 3: Turbulence grid positions

<table>
<thead>
<tr>
<th>Turbulence Grids</th>
<th>Wire Diameter</th>
<th>Mesh Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid 1</td>
<td>50</td>
<td>0.045</td>
</tr>
<tr>
<td>Grid 2</td>
<td>10</td>
<td>0.067</td>
</tr>
<tr>
<td>Grid 3</td>
<td>60</td>
<td>0.048</td>
</tr>
</tbody>
</table>
In simulating the effects of wake flow, a straight blade profile is used in replacing the turbulence grids. To achieve relatively realistic flow conditions, the relative location of the wake flow can be changed. The traverse of the blade is illustrated in Fig. 2. The mechanism allows a parallel displacement in front of the cascade. The profile of the wake producing airfoil is derived from the coordinates of the blades in the cascade. Fig. 4 demonstrates the geometrical arrangement of the cascade and the leading airfoil.

![Diagram of cascade and airfoil](image)

**Fig. 4: Arrangement of the Cascade and the Airfoil**

The cascade consists of five untwisted blades as shown. Basically it is a high performance profile. The three inner blades are used for the actual measurements. They are convectively cooled by seven cylindrical cooling channels with blade No. 3 being the test blade. Blades No. 2 and No. 4 are used for reference purposes. Thus, deviations in the temperature and pressure fields are easily observed. The outer blades (No. 1 and No. 5) are used to provide uniform two-dimensional flow without major disturbances from the side walls.

As indicated in Fig. 5, blade No. 3 is equipped with 12 NiCr-Ni-thermocouples of 0.25 mm diameter. They are embedded in grooves machined transverse. The pressure taps of 0.5 mm diameter along blades No. 2 and No. 4 are positioned in mid span height (see Fig. 4). The relatively large number of thermocouples and pressure taps leads to an excellent resolution of the flow field. Total pressure and total temperature measurements are achieved by three probes at different locations in front of the cascade. The probes also can be traversed within the test section. It is, therefore, possible to obtain velocity and temperature profiles at three different planes.

![Diagram of thermocouple positions](image)

**Fig. 5: Position of thermocouples**
DATA ACQUISITION AND ANALYSIS

Due to the relatively small dimensions it was not practical to determine the heat flux directly as used in our previous studies. (Rüd [8]). In the present case a finite element analysis developed by Marsal [5] is employed similar to that described in the work of Turner [11]. Starting with the known heat transfer at the cooling channel, the steady two dimensional equation for conduction is solved. Triangular finite elements are used in generating the net. A quadratic approximate solution of the temperature is determined through the six nodes of each element. The program provides for three different boundary conditions:

I. The temperature at specific positions is known
II. There is no heat flux across the boundary
III. The heat flux is known across the boundary

In the present case, due to the experimental information the temperature distribution along the blade's surface - i.e. the wall boundary - as well as the heat loss through the inner boundary - i.e. the channel parameter - are used for the solution. As indicated earlier the heat transfer coefficients and the water temperatures in the cooling channels are a necessary requirement. The temperatures of the coolant flow are obtained by simple averaging of the inlet and exit temperatures. It should be noted, however, that the difference of these temperatures is relatively small. An additional effect of the small temperature rise of the coolant is the development of a two dimensional temperature field within the blade which is of high importance in the context of the study. The heat transfer in the coolant channel is calculated following Schonfeld's equation [10]

\[ \frac{\theta}{\theta_k} = \frac{6(1000 - Re_K)Pr_k}{1 + 12.7 \sqrt{Pr_k} (Pr_k^{1/3} - 1)} \left[ 1 + \left( \frac{d}{l} \right)^{1/2} \right] \left( \frac{d}{l} \right)^{1/2} \]  

(1)

for turbulent pipe flow with \( \theta \) the friction coefficient for hydraulically smooth pipes.

\[ \frac{1}{\nu} = (1.82 \log Re_K - 1.64)^2 \]  

(2)

The properties used in the determination of the dimensionless parameters \( \theta_k \) and \( Pr_k \) are temperature corrected.

Despite an excessive number of thermocouples employed, the temperatures for the 172 outer nodes of the calculation net are obtained by interpolation of the measured data. With these boundary conditions the two-dimensional calculation of the temperature field within the blade cross-section is possible. Fig. 7 illustrates a typical temperature field. The local heat transfer coefficient can be defined by using the freestream temperature obtained from a total temperature probe and the calculated temperature gradient normal to the wall:

\[ \frac{d}{d} \left( \frac{T}{T_w} \right) \]  

(3)

As a brief comparison with numerical codes later on will be presented, it should be mentioned that the finite difference scheme employed requires - in addition to the surface temperature distribution - the freestream temperature - the distribution of the velocity along the surface as well as the velocity and the turbulence intensity of the entrance.
ing flow. The velocity distribution of the blade flow is derived from the static pressure distribution. Fig. 8 shows a typical pressure distribution and the resulting velocity distribution.

Fig. 7: Temperature field in the mid-span plane of the test blade

Fig. 8: Static pressure and velocity distribution

The turbulence intensity of the entering flow is determined by means of Laser-Doppler-Anemometry. Table 1 summarizes the results from measurements at T<sub>1</sub> = 873 K and a Reynolds number of 1.2 x 10<sup>5</sup>. The location where the turbulence levels are measured lies prelimi-

<table>
<thead>
<tr>
<th>Grid Position I</th>
<th>Grid Position II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Grid</td>
<td>1.4 %</td>
</tr>
<tr>
<td>Grid 1</td>
<td>4.8 %</td>
</tr>
<tr>
<td>Grid 2</td>
<td>5.6 %</td>
</tr>
<tr>
<td>Grid 3</td>
<td>7.6 %</td>
</tr>
</tbody>
</table>

Table 1: Turbulence intensities

RESULTS

MEASUREMENTS WITH TURBULENCE GRIDS

In employing the turbulence grids as described in the previous chapter the distributions of the heat transfer coefficient, as shown in Figs. 9 - 12 are obtained. For reasons of clarity, only four turbulence levels from 1.4 % to 14 % are shown. It is interesting
to note that at constant Reynolds numbers slightly increasing heat transfer coefficients are observed with decreasing temperature ratio, it is $T_{	ext{w}}/T_{	ext{m}}$. However, in calculating the Stanton numbers it can be seen that the data are in excellent agreement with smaller temperature ratios extending the laminar domain of the suction surface. Furthermore, increased heat transfer is found with rising turbulence levels in the stagnation region and on the pressure side as expected. Similar dependences are observed by Turner [11], Bayley and Friddy [1], Nicholson et al. [6], Krishnamoorthy [3] and Consigny and Richards [2]. Relatively high heat transfer coefficients along the pressure side of the blade are due to high acceleration (see Fig. 8). An additional explanation could be found in the formation of Goertler vortices which lead to a rise of the laminar heat transfer on the pressure side. The heat transfer on the suction side of the blade is characterized by the laminar - turbulent transition of the boundary flow and its dependence on free-stream turbulence. Considering the experimental results with high turbulence levels the flows show a tendency towards relaminarisation due to very high accelerations within the range $0.1 \leq s/l \leq 0.15$. It should be mentioned that there is a slight discrepancy between the stagnation point determined from pressure measurements and the position of highest heat transfer coefficients. This has been verified by numerous measurements. In the latter part of the suction side a relatively slow transition laminar - turbulent which is considerably slower than predicted by numerical codes [12] is observed. It is largely dependent on the free-stream turbulence level. (see Fig. 11)

![Figure 9](image1.png)

Fig. 9: Heat transfer coefficients $T_{	ext{w}}/T_{	ext{m}} = 1.4 \%; 4.8 \%; 7.6 \%$ and $14.0 \%$ $T_{	ext{w}}/T_{	ext{m}} = 0.91$

![Figure 10](image2.png)

Fig. 10: Heat transfer coefficients $T_{	ext{w}}/T_{	ext{m}} = 1.8 \%; 4.8 \%; 7.6 \%$ and $14.0 \%$ $T_{	ext{w}}/T_{	ext{m}} = 0.53$
Fig. 11: Heat transfer coefficients $T_{w}/T_{m} = 0.48$

Qualitatively similar characteristics are observed for higher Reynolds numbers as shown in Fig. 12. To us, the determining factors along the pressure side where slightly increasing heat transfer coefficients are observed are not entirely clear. It seems that a stronger tendency towards transition is indicated. The suction side is characterized by a well defined laminar turbulent transition and here no influence of the turbulence level after transition was found. The fluctuations in the trailing edge region are probably due to the cooling configuration. Basically, only one cooling channel is located in this area thus inducing nonuniform surface temperature distributions.

Fig. 12: Heat transfer coefficients $T_{w}/T_{m} = 0.89$

WAKE FLOW MEASUREMENTS

The effects of wakes on the heat transfer along a blade are illustrated in Figs. 13 and 14. As indicated, the wake generating airfoil was traversed in discrete steps over the spacing of the test blade. (3.5 : x/t = 2.5, compare Fig. 4). Here, the distance of the trailing edge to the entrance plane of the cascade is a/l = 1.5. The Reynolds number in each case was $3.8 \times 10^5$. The location of the wake is imaged in the heat transfer coefficients. Starting from the center of the flow channel (x/t = 3.5), where the influence of the wake on the subsequent blade is relatively low (see curve No. 1 in Fig. 13) with laminar flow throughout, a gradual onset of transition is found in moving the airfoil's wake towards the stagnation point of the cooled blade. The transition is very pronounced in near contourline positions. Also, the effects of the pressure
are pronounced. This is in agreement with the results described earlier for grid experiments. In considering the stagnation point area, the highest heat transfer was expected to be at $x/t = 3.0$ whereas the actual maximum was found at $x/t = 3.06$. Optical diagnostics revealed that the flow is slightly deflected in the cascade inlet plane. The strongest influence of the wake, therefore, is found for a position of the airfoil slightly on the suction side of the measurement blade. In continuing the traverse of the airfoil across the leading edge ($x/t = 3.00$) towards the pressure side of the test blade, the results of Fig. 14 are obtained. The heat transfer rate stays relatively high over the whole blade surface down to the position $x/t = 2.07$ of the wake generating blade. Subsequently the transition along the suction side is relocated towards the trailing edge with decreasing $x/t$. In comparing Figs. 13 and 14 it is interesting to note that the transition characteristics are not identical. This is due to the particular geometric effects of the wake and its relative effects. Considering the pressure side, a reduction of the heat transfer coefficient is observed starting from the airfoil’s position of approximately $x/t = 2.88$. As can be seen, the heat transfer coefficient decreases by about $40\%$ with respect to the maximum curve. Further traverse to lower $x/t$ values beyond $2.80$ will be of negligible influence.

**Fig. 13:** Heat transfer coefficients (wake influence)

---

**Fig. 14:** Heat transfer coefficients (wake influence)
In summarizing the results, the three dimensional plot of Fig. 15 relays a qualitative impression of the phenomena discussed. The heat transfer coefficient along the blade's surface \( -0.94 \leq y/l \leq 1.27 \) is plotted as a function of the position of the wake-producing airfoil \( (2.5 \leq x/l \leq 3.5) \).

In order to analyse the influence of the axial distance of the wake from the entrance plane into the cascade, detailed measurements were performed with varying axial distances of the airfoil from the cascade. A typical result is shown in Fig. 16 with the wake generating profile fixed at \( x/l = 3.09 \) and with the axial distance reduced from \( a/l = 1.0 \) to \( a/l = 0.37 \). It can be seen that the heat transfer on the pressure side is reduced by about 35% in approaching the cascade entrance plane. This can be explained by the different location of the test blade within the divergent wake flow. At present we are performing detailed numerical studies in combination with associated measurements to model the dynamic characteristics of the wake and its influence on the time dependent heat transfer of the cascade effected by the wake.

![Fig. 15: Heat transfer distribution](image)

**Fig. 15: Heat transfer distribution**

### Fig. 16: Heat transfer coefficients (different axial distances)

<table>
<thead>
<tr>
<th>( x/l )</th>
<th>( \text{Pressure Surface} )</th>
<th>( \text{Suction Surface} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x/l )</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>( y/l )</td>
<td>0.75</td>
<td>0.50</td>
</tr>
<tr>
<td>( \text{Re} )</td>
<td>988800</td>
<td>988800</td>
</tr>
<tr>
<td>( \text{Ma} )</td>
<td>0.22</td>
<td>0.22</td>
</tr>
</tbody>
</table>

**Fig. 16: Heat transfer coefficients (different axial distances)**

**Comparison with theoretical results**

As described elsewhere [9, 12, 13] a modified code for the description of the boundary layer flow with heat transfer has been applied in comparing the experimental results with a theoretical analysis. As usual, the \( k - \) - \( \omega \) model - here in a form suggested by Lam and Hennings [4] - has been utilized and the turbulence effects on the temperature field - i.e., the turbulent heat transport - are included by means of the turbulent Prandtl number.
The comparisons are based on heat transfer measurements at higher Reynolds numbers (Re = 1.8 \times 10^5) and relatively low wall cooling (T_w/T_w' = 0.89) with turbulence intensities of the main flow of 1.4 %, 4.8% and 7.6 %. In starting the calculation procedure, a Reynolds number based on the momentum thickness of \( \tau_b = 10 \) on the suction side and \( \tau_b = 10 \) on the pressure side has been assumed. Using Thwaites suggestion (see Ref.[16]) the appropriate distance from the leading edge could be calculated. In starting the program the turbulence intensities were derived as follows

\[ Tu = Tu_1 = \frac{u_{1}}{u_{in}} \]  

with the assumption that the turbulent kinetic energy is constant up to the location of the start of the calculation.

As shown in Fig. 17, the determining effects along the suction side is the rapid laminar turbulent transition. Apparently, for low free-stream turbulence the onset of transition appears to be too soon. For high turbulence intensities it is found that the location of transition is reasonably well predicted. However, the levels of turbulent flow are approached too soon. For purely laminar as well as for fully turbulent flow good agreement is found between experiments and predictions.

Along the pressure side good agreement is found for low free-stream turbulence levels in the frontal region of the blade. Towards the trailing edge, however, the heat transfer is considerably underpredicted. Relatively strong differences between measurements and numerical results are found for turbulence levels of \( Tu_1 = 4.8\% \), at least over the first two thirds of the pressure side with improvements towards the trailing edge. Following the calculations, the highest turbulence intensity of the main entrance flow induces a laminar - turbulent transition soon after the start. Good agreement between the measured and calculated heat transfer coefficients is found up to \( s/l = 0.2 \) with an almost constant underprediction of the heat transfer down to the trailing edge.

CONCLUSION

The present study is directed toward a detailed understanding of the heat transfer along convectively cooled gas turbine blades under consideration of various flow conditions. In a first series of experiments the influence of free-stream turbulence intensities, Reynolds numbers and temperature ratios was analyzed. Here, turbulence grids were utilized. At all temperature ratios the dependence of the heat transfer over the whole blade surface on the free-stream turbulence is illustrated. The dependence on the Reynolds number is characterized by the level of the heat transfer and especially in the laminar - turbulent transition along the suction side. The comparison with theoretically derived heat transfer coefficients reveals good agreement along the suction side for laminar and turbulent boundary layer flow. The calculated transition, however, seems to be too spontaneous. For the complex pressure side flow, the theoretical model leads to results which are not quite satisfactory: The heat transfer coefficients obtained are too low for all flow conditions analyzed.

In extending the experiments, measurements were performed under wake conditions. As expected, a strong influence of the distribution of the heat transfer coefficient on the relative position of the wake generating profile with respect to the test blade was found. Special significance of the position of the wake with respect to the leading
edge can be seen. On-line axial positioning of the leading airfoil induces turbulent boundary layer flow along a major region of the suction side and induces heat transfer coefficients which exceed the laminar heat transfer by approximately a factor of three. An increase of about 100% is found on the pressure side. The differences of the heat transfer distribution due to varying distances a/l between the blades - i.e. the wake generating blade and the cascade - are related to the appropriate width of the wake. Principally, it can be stated that a strong rise of the heat transfer is found for large axial distances for relatively long traverse (3.21 : x/t = 2.97). Lower heat transfer is found for shorter axial distances except the region of strong influence (3.06 : x/t : 2.8). This is of importance to actual turbine application where a larger axial distance between the blade rows will yield higher heat transfer rates. At present, the results are used in studying unsteady engine conditions.
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D.L. Shultz, UK

Did you measure the integral scale of the turbulence behind the turbulence grid?

Author's Reply

In the set-up as shown in Fig. 1 we only determined the turbulence intensity. However, as the turbulence grids are identical to those used in a parallel study (S. Eriksen et. al.* we have a fairly decent knowledge of the turbulence scale. It should be noted that the cross-sectional areas are of equivalent dimensions. In our opinion the turbulence scale is not of dominant influence except in the stagnation region of the blade. The advantage of a continuous tunnel operation in comparison to short-duration facilities, though is the accessibility for detailed turbulence analysis.
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Eriksen, S.; Wittig, S.; Dullenkopf, K.

D.L. Shultz, UK

The wake generated by the stationary upstream vane does not correctly simulate the inlet velocity triangle so the wake cutting by the moving rotor is not reproduced.

Author's Reply

You are certainly correct that with the present setup we are not simulating the wake-cutting. However, we are planning to utilize moving bars of different diameters and spacing to approximate that process. We deliberately designed our experiment as described to separate the various effects, i.e. we were first interested in a relatively isotropic turbulence which was then changed to turbulent flow generated by an airfoil wake which is nonisotropic and the final check will be after superpositioning these two effects on the wake cutting process.
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SUMMARY

This paper describes a technique for generating realistic wakes upstream of a stationary turbine blade cascade at full scale Mach Numbers and Reynolds Numbers. High speed Schlieren photographs showing the development of the wake flow through the cascade are presented, together with unique high speed measurements of the fluctuations of the surface heat transfer rate as the NGV wakes pass over the rotor blade surface. Combining the flow visualisation results with the unsteady heat transfer measurements reveals radically different nature of the boundary layer transition caused by wake passing; an understanding of which will be essential for the development of improved prediction techniques.

INTRODUCTION

The flow around the compressor and turbine blade of an axial flow gas turbine engine is highly unsteady, largely as a consequence of the relative motion of the blades, which are arranged in alternately stationary and rotating rows. The relative motion of the blade rows results in a periodically generated unsteadiness both through purely inviscid means, and through the action of viscosity. Firstly, the inviscid flow around each blade blade rows results in a periodically generated unsteadiness both through purely inviscid means, and through the action of viscosity. Firstly, the inviscid flow around each blade alters cyclically, to take account of the influence of the instantaneous positions of the blades belonging to the upstream and downstream rows on the inlet and exit flowfields. This form of unsteadiness has been studied by [1], [2] and [3], who have shown both that it decays rapidly with increasing axial spacing, and that for a given stage, the magnitude of the unsteadiness due to the interaction is likely to be greater on the upstream blade, than on the downstream blade. Secondly, the boundary layers on the surfaces of the blades in each row separate at the trailing edge, forming wakes, which pass through, and are "chopped" by the blades in the succeeding stage, which is in relative motion. This unsteady flow is referred to here as "wake-passing flow".

Further effects, such as those due to the shock waves generated in transonic blade rows, and the secondary flow near the blade root and tip, produce distortions in the flow at the exit of a given blade row. Unsteadiness is thus produced (in a manner analogous to wake-passing) as the blades of the downstream row pass cyclically through these distortions. Non-periodically generated flow unsteadiness, which may significantly contribute to the total flow unsteadiness, occurs in the flow around the nozzle guide vanes (NGV's) and turbine blades of the first (high pressure) turbine stage, as a result of turbulence and flame instability in the combustion chamber.

In the high pressure turbine rotor blade passages of an aircraft gas turbine, which are the present concern, it is expected that wake-passing and turbulence effects will predominate over the inviscid flow unsteadiness, given the magnitude of the wakes shed by a cooled nozzle guide vane row, the comparatively large axial spacing (of the order of 40% axial chord), and the high flow Mach numbers. The effect due to shock-wave passing, may be totally absent or negligible for shockless exit flows, but will assume progressively increased significance as the NGV exit Mach number is raised. (Conversely, within the wake passages of the NGV row, the unsteadiness is produced solely by combustion chamber turbulence, and the inviscid interaction of the flowfield around the downstream rotor with the NGV flow. In experimental studies with a small turbine stage, the effect of the downstream rotor on the vane heat transfer has been found [4] to be significant.)

Measurements of the effect of high levels of freestream turbulence on the mean heat transfer to turbine blades have been obtained by [5], who used a rotating "squirrel cage" turbulence generator mounted upstream of a turbine rotor cascade. Although this arrangement was too small, and the interference effects thereby too big, to allow the nature of wake-passing with discrete wakes to be simulated, the results indicated that high levels of freestream turbulence could significantly augment the blade heat transfer.

The first detailed studies of the wake-passing flow were performed on compressor blades, by [6], [7] and [8] among others. Turbine blade studies using low speed axial flow turbines have since been performed by [9], and [10]. Unlike compressor blades, where the effects of unsteady flow on the aeromechanical performance is of sole concern, the effects on the heat transfer rate to the blade surface is of equal importance in the case of turbine blades.

In both cases, however, the nature of the unsteady boundary layer which develops in response to the freestream unsteadiness is of fundamental importance in determining the scale of the heat transfer and aerodynamic effects. The work of [6] and [7] indicated that an unsteady transition process resulted from the wakes, although the nature of the transition was not satisfactorily resolved. Likewise [9] and [10] indicated...
that again, on a turbine rotor blade, an unsteady transition occurred. Although these tests were very successful, and have greatly contributed to the understanding of the unsteady flow in an engine, comparatively little information on the detailed process of the boundary layer transition caused by the wakes was obtained. This was unavoidable, in view of the limitations on measurement techniques which could successfully be applied to the rotating rig, and the flow complexity.

The extensive work of Pfeil et al.\[11]\ has provided the most detailed measurements on the effects of wake-passing on the transition behavior of the incompressible flat plate boundary layer. There is, however, a lack of similarly detailed measurements of the action of wake-passing on blades operating at the high Reynolds and Mach number conditions representative of large aircraft engines. Apart from the mechanical complexities involved in obtaining measurements from a high speed, high temperature rotating turbine stage, which has precluded their use for detailed studies of the unsteady rotor blade boundary layer, the fully rotating experiment is not convenient for detailed investigations. As a result, an alternative experimental procedure has been developed at Oxford for the high Reynolds and Mach number study of wake-passing, as described briefly by \[12]\.

**DESIGN OF EXPERIMENT**

The unsteady wake-passing flow onto the rotor blades of a first stage turbine may be reproduced at the inlet of a stationary cascade of rotor blades mounted in a wind tunnel, Fig. 1. As shown, the correct relative velocity vector diagram of the rotor unsteady flow may be simulated by moving a row of circular cylindrical bars at the correct velocity in front of the cascade. (Cylindrical bars of an appropriate small size may be used to reproduce the NGV wakes, as prior experiments \[13]\ showed that the NGV wake-velocity distribution was practically symmetrical by a distance downstream corresponding to the blade row spacing.)

In this experimental scheme, the ideal rectilinear motion of a ladder of bars past the cascade is approximated over one instrumented blade passage by mounting the bars on the rim of a large diameter rotating disc, (Fig. 2). The mechanical arrangement of the wake-generator, powered by a small air turbine, and mounted in a sealed housing attached to the tunnel side wall is shown in Fig. 3. This arrangement does not suffer from the disadvantage of upstream interference effects which occur with a squirrel cage type of wake-generator, as employed by \[5]\ and \[11]\. (A squirrel cage of sufficiently large diameter to minimize upstream interference effects, such as that used by \[11]\ for incompressible studies, is not mechanically practical for high speed cascade work.)

The transient cascade tunnel used for the tests was the Isentropic Light Piston Tunnel (ILPT) at Oxford \([14],[15]\). Prior to the run, the tunnel working section was evacuated, and the wake-generator accelerated by a small air turbine to a steady speed. The tunnel was then fired to give a typically 0.4 second steady flow, with a downstream variable area choked throat serving to maintain the cascade exit conditions. During the run, the speed of the wake-generator decayed by up to 20%, however, for the 15 ms interval in which the high frequency (200 kHz sampling rate) heat transfer measurements were made, the inertia of the disc limited the speed decay to less than 1%.

The flow Reynolds number (based on a model blade chord of 67.8 mm, and exit Mach number of 0.96) was 2.0 x 10\(^7\); the freestream total temperature was 430 K for the heat transfer measurements, corresponding to a gas-to-wall temperature ratio of the blade surface (at initially ambient conditions) of 0.7. The surface Mach number distribution for the rotor blade profile used is shown in Fig. 4, from the data of Nicholson\[16]\. Two sizes of bars (actually stranded steel wires) were fitted to the wake-generator, measuring either 0.9 mm or 1.7 mm, with the larger size representing a high loss NGV, and the smaller size modelling a more highly efficient NGV.

For the particular NGV - turbine rotor combination chosen for the experiment, the simulation of wake-passing flow at the design operating conditions of the engine required the bars to be moved at Mach 0.94 relative to the inlet flow; and with 6 bars attached to the wake-generator disc, the mid span radial spacing of the bars was 116 mm, or nearly 2.05 times the pitch of the rotor cascade. To reproduce most nearly the unsteady flow around the turbine blades in the engine, where turbulence from the combustion chamber may be superposed on the basic wake-passing flow, a stationary turbulence grid was, for some tests, fitted in the flow upstream of the wake-generator.

The primary objective of the experiment was not confined to measuring the unsteady heat transfer rate under flow conditions most nearly approaching those occurring in an engine, on a particular rotor profile. Clearly the fully rotating instrumented stage could (at least in principle), perform this function more exactly. It was instead intended to use the facility to determine both the nature of the unsteady boundary layer on the turbine blade in response to a range of wake-passing regimes, and the consequent implications for the mean and fluctuating heat transfer rate. In order to achieve this, the experimentation was carried out as a progressive series of tests, whereby the effect of the various types of disturbance were studied in isolation, by interaction of multiple disturbances and combinations of different types of unsteadiness were studied.

**First in this series,** the most basic type of wake-passing flow studied was that produced by an instrumented wake-generator with only two bars fitted (instead of the normal 6) at a slightly reduced speed, and without a turbulence grid fitted. This allowed the action of isolated (widely spaced) wakes of various strength, without associated shockwaves or additional freestream turbulence, to be studied in detail.
In the succeeding experiments, measurements were made in which the complexity of the freestream unsteadiness was increased both by reducing the wake-spacing (fitting the remaining bars to the wake generator), and by raising the freestream turbulence level (by fitting various turbulence grids). Furthermore, the effects of shock waves in isolation, and in combination with the wakes, were studied by running the wake generator at a higher rotational speed, and with first 2, then 8 bars fitted. This paper is concerned only with the studies of shock-less wake-passing flow; the results of the studies of shock-wave passing in isolation, and in addition to wake-passing flow are reported in Dooley and Oldfield[17].

FLOW VISUALISATION STUDIES

The optical arrangement of the spark Schlieren system is shown in Fig. 5. The exposure time is approximately 0.25 ms for the spark source used. The electronic system designed to fire the Schlieren spark at a desired time in the wake-passing cycle, and the arrangement of the transient recorder data logging system used to record the bar speed and position information are shown in Fig. 5(iii). Both the Schlieren photographs and the heat transfer measurements were referenced in time to the wake-passing cycle by means of a light beam and photo-detector in the wake-generator disc housing. This produced a sharp (5 μs rise-time) voltage pulse each time the beam was interrupted by a bar, at which instant the corresponding bar at 180° was midway on its trajectory through the tunnel working section. This allowed the position of the bar relative to the blades shown in the Schlieren photographs to be established accurately. Furthermore, by recording this signal simultaneously with the signals from the heat transfer gauges, the motion of the chopped wake (travelling in the external flow around the blade and recorded in the photographs) could be related to the time history of the resulting unsteady heat transfer disturbances.

To allow the leading and trailing boundaries of the chopped wake segments (passing through the rotor cascade) to be clearly distinguished on the photographs, only two bars were fitted to the wake generator for the Schlieren work. In addition, to reduce the undesirable Schlieren effects of the turbulent thermal boundary layers on the windows, the wind tunnel was operated "cold" (T = 200 K), but at the design bar speed, and blade Reynolds and Mach numbers.

From a sequence of Schlieren photographs showing a wake from a 1.7 mm diameter bar passing through the cascade are reproduced in Figs. 6 - 12. The bar relative Mach number (at mid span in the cascade) was 0.94 for these photographs, and the compression shock wave behind the bar which impinges on the suction surface of the blade (and the reflected wave) are clearly visible in the first photograph. The wake from the bar, visible as a band of highly turbulent flow, is swept into the rotor passage at a later time, and undergoes massive distortion as a result of the high acceleration in the passage (Figs. 6 - 12).

STRIPE AIR FLOW CALCULATION

To relate the imposed freestream unsteadiness (wake-passing), to the resultant unsteady boundary layer, an accurate knowledge of the wake position on the surfaces of the blade at any given instant, together with the boundary layer state at all points along the surfaces is required. The position of the wake is particularly important, as the flat plate studies of [11] suggest that the turbulence content of the wake has a very significant effect on the transition behaviour of the boundary layer.

A simple technique to estimate the position of the wake was used for the rotor cascade under investigation. The primary objective was to allow the wake-position between the instants when the Schlieren photographs were taken to be estimated, and secondly to test the accuracy of such a naive approach, by comparison with the Schlieren which provided a record of the actual wake behaviour.

The approach consists of representing the wake as a "stripe" of finite width (equal to the mean physical wake width), but of infinitesimal length, in the freestream. The convection of this model wake was calculated by using the results of a numerical steady flow passage velocity solution to compute the position of the lines corresponding to the leading and trailing edges of the wake stripe at successive times. The steady flow passage velocities were calculated for this rotor cascade by [16], who used a time-marching algorithm due to [18].

The position of a line leaving a wake-generating bar at the relative flow angle thus computed for increasing time intervals is shown in Fig. 13 and a comparison of the predicted wake at a given instant using this method, and the corresponding Schlieren photograph is shown in Fig. 14. This simple technique gave quite good agreement for the rotor cascade, demonstrating that the wake distortion is governed mostly by the high freestream acceleration. More sophisticated techniques (requiring substantial computer time) have been developed, such as that developed by [19].

HEAT TRANSFER INSTRUMENTATION AND TECHNIQUE

The technique for the measurement of the surface heat transfer rate using thin film surface thermometers and electronic analog circuitry is outlined by [20], and the references noted therein, whilst the 100 kHz bandwidth heat transfer instrumentation developed for this work is described by [21]. Details of the minicomputer based data acquisition system for low speed (2 kHz) measurements may be found in [22]. For the high speed measurements, a Datalab 2800 transient recorder was used to acquire 4096...
simultaneously sampled data points from each of up to 8 channels. By using the pre-triggering mode of operation, 1096 samples were recorded on each channel at a slow sampling rate (2 kHz), from a time just before the run, and extending about 0.2 seconds after the run start, by which time the flow was fully established. A burst of 3000 samples was then recorded on each channel at a fast sampling rate of 200 kHz. Details of the data reduction and processing procedures applied to the unsteady heat transfer data are contained in [13].

**Gauge Locations**

The locations of the thin film gauges on the suction and pressure surfaces of the model blades are shown in Fig. 4. Only the gauges on the first 50% surface length along the suction surface are marked, as the remainder were damaged prior to testing. As the results presented later will indicate, however, the most significant effects produced by wake-passing occur on the early portion of the blade. Furthermore, beyond 50% surface length, unsteady movements of the passage shock might be expected to exert a complicating influence.

**MEAN HEAT TRANSFER RATE MEASUREMENTS AND PREDICTIONS**

The measurements of the mean heat transfer rate to the rotor profile suction and pressure surfaces for conditions of "low" (< 0.4% Tu) and "high" (4.5% Tu) are shown in Fig. 15, along with the predicted distributions. Considering first the heat transfer rate to the suction surface:

1. In an undisturbed, low (< 0.4% intensity) turbulence freestream, the steadily decreasing heat transfer rate from the leading edge strongly suggests that the boundary layer remains laminar to beyond 50% surface length (X/S = 0.5). Furthermore, the results of [16], who also measured the mean heat transfer rate to this profile through a smaller scale in the course of his work, show near identical mean heat transfer rate levels with a low turbulence freestream. Beyond 50% X/S, Nicholson’s measurements indicate that the passage shock, or shock waves (Figs. 6 - 12) cause a full transition of the boundary layer to turbulence. The predicted values are in good agreement along the first 50% length, though they do not allow for the effects of the passage shock on the late transition.

2. With a turbulence grid fitted, (for approx. 4.5% Tu intensity), both the measurements and the predictions show that the very early and complete (by X/S = 0.2) transition leads to a dramatic increase in the mean heat transfer rate.

Considering next the effects on the pressure surface:

1. With an undisturbed low turbulence freestream, the sudden dip to a very low heat transfer level immediately around from the leading edge at an X/S of 0.04 is due to a separation bubble, as had been found by [17], and was confirmed by the character of the fluctuating signals from the film gauges. From the reattachment point, up to an X/S of 0.6, the heat transfer rate is observed to remain substantially constant, although the nature of the boundary layer on this portion of the blade has not been definitively established. Beyond an X/S of 0.6, however, the results indicate that the boundary layer is turbulent, and remains so to the trailing edge.

2. The effect of freestream turbulence (with the grid fitted), is principally to augment the heat transfer rate between an X/S of 0.05 and 0.6, where the boundary layer is probably transitional in the undisturbed state. After this point, however, where the undisturbed boundary layer is turbulent, the effects on the heat transfer are slight.

**UNSTEADY HEAT TRANSFER RESULTS**

1. **Effects of Freestream Turbulence Alone**

The high frequency heat transfer instrumentation was first used to measure the fluctuating heat transfer signals under "steady" freestream conditions, comprising varying levels of grid-produced turbulence. The results were of considerable interest, both for indicating the magnitude and frequency of the fluctuating surface heat transfer produced by a turbulent, and by a transitional boundary layer, and for fundamental reasons. Of fundamental interest, comparison of the signals obtained under "steady" (i.e. a homogeneously turbulent freestream), and an unsteady freestream (dominated by wake-passing), revealed considerable information on the nature of the transition of the blade boundary layer, caused by wake-passing. As the effects produced by wake-passing on the suction surface of the blade were the most dramatic, the discussion of the unsteady results is confined to this surface.

The first tests considered compared the fluctuating heat transfer records from the suction surface gauges with:

- **A**: no turbulence grid fitted (Tu < 0.4%)
- **B**: a grid designed to produce 2% turbulence intensity placed in the flow upstream of the cascade.

The low degree of fluctuation evident in the heat transfer signals for case "A", coupled with the decrease in the mean heat transfer level, are characteristic of a laminar
boundary layer. This develops from the leading edge, and has evidently not begun transition at the location of the last gauge recorded (gauge 11, X/S = .48).

On trace "B", (i.e. with 2% freestream Tu), small disturbances are first discernible as increases of the heat transfer level at gauge 4, and are rapidly amplified by gauge 6. At all gauges, from 4 to 9, the heat transfer rate between upward disturbances corresponds to that associated with an undisturbed laminar boundary layer. By gauge 11, the signal is considerably calmer, and displays only occasional dips to an intermediate value.

The character of traces "B" is strongly indicative of a gradual transition of the laminar boundary layer, beginning at an X/S value of approximately 0.1 (gauge 4), and finishing near an X/S value of 0.5 (gauge 11). The upward pulses in heat transfer, first appearing on gauges 4 to 6, indicate the stochastic formation of turbulent spots. Furthermore, FFT-based cross correlation techniques applied to the fluctuating signals reveals a mean convection rate of about 0.65 times the local freestream speed for the heat transfer disturbances. This value is roughly equivalent to the mean propagation velocity of a turbulent spot in the flat plate boundary layer [23].

In considering the fluctuating heat transfer traces, it is worth noting that the film gauges are effectively row-wise averaging; although they are only 0.5 to at most 1 mm wide in the streamwise direction, they extend over approximately the centre 10 mm of blade span. As the process of natural transition involves the formation and spreading of three dimensional spots, it is clear that the instantaneous level of heat transfer rate measured at any gauge location in the transition zone depends on the percentage of the gauge which is covered by turbulent spots.

Comparing next the effects of high (4.5%) and low (<0.4%) turbulence intensity, Fig. 17, it is immediately evident that the high level of turbulence results in a much more rapid completion of transition (by X/S 0.2), than was observed with only 2% turbulence.

2. The Effects of Isolated Wakes on an (Otherwise) Laminar Boundary Layer

With only 2 bars fitted to the wake-generator, the spacing between successive disturbance cycles may be increased to four times the approximate engine scaled spacing. (This boundary layer is allowed to relax fully between each cycle.) In Fig. 18, a comparison is made between the effects of isolated wakes (without superposed grid turbulence), and the effect of a high, and very low level respectively of freestream turbulence acting alone (from Fig. 17). (For these tests the wake generator was run at a reduced speed, so that there is no complicating effect due to a noticeable shock wave from the bar.)

The traces clearly indicate that the effect of each passing wake is to induce a rapid and complete transition of an otherwise laminar boundary layer to a temporarily fully turbulent state. It may be observed that the temporary high heat transfer level is very close to that which could have been generated by inducing transition at a similarly early location, by some other means, such as high level of freestream turbulence. (This has been further confirmed by comparing the heat transfer signals on a laminar and an artificially tripped boundary layer, [17].)

The almost "square wave" shape of the transient heat transfer disturbance caused by each wake, which indicates that a full transition occurs, is in marked contrast to the traces obtained where "natural" transition is occurring. In the latter case, the instantaneous level depends on the fraction of the gauge covered by turbulent spots; whereas with wake-passing, the form of the signals suggests that fully turbulent patches are generated across the entire blade span by each succeeding wake.

3. The Effects of Isolated Wakes on a Transitional Boundary Layer

The effects of wake-passing on a transitional (suction surface) boundary layer are illustrated by the sample traces in Fig. 19. By placing a turbulence grid in the flow well upstream of the cascade, to generate 2% intensity at the cascade inlet, it was found (referring to Fig. 16) that a gradual transition may be induced on the suction surface. The transition process which results from the combination of isolated wake-passing and moderate freestream turbulence is not significantly different than would have been anticipated from a consideration of Figs. 16 and 18. In particular, there is no evidence that the so-called "becalmed regions" (temporary regions of enforced laminarity which occur after the passage of a turbulent spot in the flat plate boundary layer), and which were observed in Pfeil's study of wake-passing on a flat plate, exist. Examination of the heat transfer records did not show each temporary turbulent patch produced by a wake to be followed by a short interval of laminar flow. A consideration of the proposed spot calming behaviour, however, indicates that in cases where the blade transition begins so close to the leading edge, as in this test profile, the effect (even if it only occur on a blade) is precluded from playing a significant role.

4. The Effects of Closely Spaced Wakes on Transitional and Turbulent Boundary Layers

The effects of closely spaced wakes on an otherwise laminar suction surface blade boundary layer are shown in Fig. 20A. The basic process, whereby each passing wake causes a turbulent patch to form, which is then convected downstream, is similar to that which occurred with isolated wakes. With closely spaced wakes, however, the successive turbulent patches eventually merge to form a continuously turbulent boundary layer. The patches are just beginning to merge by gauge 11 in Fig. 20A. In tests with a large (1.7 mm) diameter bar fitted, [13],[17], the broader patches, produced by the wider wake...
A reasonably high level of homogeneous freestream turbulence has been shown (Fig. 17) by itself to be sufficient to cause an early transition of the boundary layer on the suction surface of the test blade. The most dramatic heat transfer effects of the wake, which are due to the characteristic forced transition, are absent in the case of combined wake-passing and high freestream turbulence (Fig. 20B). The heat transfer effects of wakes on a turbulent boundary layer were thus found to be much less than on a laminar boundary layer. This was further supported by artificially tripping the boundary layer (17). The only effect of adding wakes to the basic turbulent flow is to increase the level of fluctuation of the heat transfer signal somewhat, as the mean level is almost everywhere close to that caused by high turbulence alone. It is tempting to conclude that in each of those cases the type of (turbulent) boundary layer is virtually identical, and is not significantly modified by the unsteady wake passing flow. Further detailed studies are clearly needed to examine this aspect of the effects of wake-passing.

BOUNDARY LAYER TIME HISTORY

Typical variation in the boundary layer response to the passing of individual isolated wakes at an X/S = 0.5 is shown in Fig. 21. It is interesting to note that the forward transition from the laminar to the turbulent level may vary by up to 100 μs, whereas relaxation back to the laminar state occurs with a variation of not more than 20 μs. As the boundary of the wake is not a smooth curve, but consists of an irregular, wavy interface there will effectively be a small uncertainty in time between the arrival of the leading edge, and departure of the trailing edge of each individual wake past a given location of the blade. This may be expressed as a time uncertainty, which is very nearly sufficient to account for the variation in the relaxation back to the laminar level of the individual wakes, but does not account for the variation in the forward transition.

A simple comparison between the rate of progression of the wake (travelling in the freestream), and the boundary layer disturbance which it produces, reveals much about the transition process responsible for the fluctuating heat transfer rate. By defining the time at which the leading edge of a wake-induced turbulent patch reaches a given gauge location on the blade, as the instant when the heat transfer rate rises to 50% of the maximum level attained, and conversely for the patch trailing edge, it is possible to chart the progress of the turbulent patches along the blade surface. The Schlieren photographs, supplemented by the simple prediction scheme record the progress of the wake, and the comparison is made in Fig. 22.

The trajectories of points travelling along the blade surface at the freestream velocity, and at half the freestream velocity respectively, calculated from the predicted surface velocity distribution are also shown. It is strikingly clear that the trailing edge of the wake-induced disturbance propagates at very nearly half the freestream velocity, which corresponds to the trailing edge velocity of a turbulent spot in the flat plate boundary layer[23]. There is a noticeable delay between the arrival of the wake at a given point on the blade surface, and the instant when transition begins at that point. Also remarkable is the fact that, unlike relaminarisation, the forward transition to turbulence does not appear to propagate at a uniform rate along the blade. Instead it would appear that the transition is accomplished slightly earlier at an X/S of 0.5, than at an X/S of 0.35. The process of forward transition at a given point is a more formidable problem than relaminarisation, since in the former case the ability problem involves a potential contest between simultaneously evolving freestream and boundary layer disturbances interacting with the entire boundary layer, whereas in the latter case, only the decay of boundary layer disturbances remaining after the passing wake are of concern.

MEAN HEAT TRANSFER RESULTS

The mean heat transfer rate to the rotor profile suction surface is shown in Fig. 23, and to the pressure surface in Fig. 24. Considering the suction surface first:

The steadily decreasing heat transfer associated with a laminar boundary layer, and the nearly constant, high level associated with a turbulent boundary layer caused by grid turbulence have been already discussed.

With the wake-generator run (and the small bars fitted), but without combined high freestream turbulence, the mean heat transfer rate level is observed to lie between that associated with a laminar (low Tu freestream) boundary layer, and that associated with a fully turbulent boundary layer which undergoes an early, full transition (high Tu freestream). The unsteady heat transfer traces (Fig. 20A) revealed that wake-passing causes an unsteady transition on this portion of the blade surface, with the boundary layer periodically alternating between the fully turbulent and laminar states. The mean heat transfer at each point in this region thus depends on the proportions of each cycle which are spent in the laminar and fully turbulent states respectively.

With a background level of 4 - 5% turbulence (produced by a grid) superposed on the unsteady flow, the mean heat transfer rate to the majority of the instrumented portion of this surface is practically identical to that resulting with grid turbulence alone.

Considering next the effects on the pressure surface:
Beý. C at X/S of 0.2 and 0.6, where it is thought that the boundary layer may still be transitional, the superposition of wake-passing with high freestream turbulence noticeably increases the mean heat transfer level above that associated with an undisturbed freestream. After this point, where even the undisturbed boundary layer is fully turbulent, there does not appear to be any increase in mean heat transfer level with increased freestream unsteadiness.

These results reinforce the conclusion that the most dramatic effects of wake-passing on the mean heat transfer rate occur where wake-passing causes an otherwise laminar boundary layer to undergo an unsteady transition. Where the boundary layer is already turbulent, the effects on the mean level are much less significant, although there may still remain increased heat transfer fluctuations.

**CONCLUSIONS**

A facility has been developed which enables studies to be made of the effects of wake-passing on a model turbine blade mounted in a stationary cascade. The simulation technique allows detailed measurements of heat transfer (or pressure), and high quality Schlieren flow visualization to be obtained at conditions representing full scale engine Reynolds and Mach numbers. In addition, the flexibility of the technique has enabled the effects of wakes of varying strength and spacing, shock-waves (not reported here), and freestream turbulence to be studied both in isolation, and in multiple combinations.

The spark Schlieren photographs which were obtained showed in considerable detail the distortion of the wakes in the rotor blade passages. The relative success of the simple wake prediction technique used indicated that much of the behaviour of the wake segments is dominated by the very high accelerations which occur in first stage modern turbines.

The results of the high frequency heat transfer measurements, indicated that the primary effect of wake-passing on an otherwise laminar blade boundary layer is to promote an early, unsteady, transition. This unsteady transition may significantly affect the blade performance, both by greatly increasing the mean level, and by causing severe periodic fluctuations in the heat transfer rate. Analysis of the convection and spreading of the turbulent boundary layer patches produced by each passing wake has shown that there is a marked delay between the time at which the wake segment, travelling in the freestream, has cleared a given point on the surface, and the instant when the boundary layer reverts to the laminar state. This delay, which is caused by the slow rate at which events propagate in the boundary layer, further increases the mean heat transfer level, and leads to an earlier completion of transition.

For the purpose of estimating the mean heat transfer rate in the transition region, the regular "square wave" form of the fluctuating heat transfer caused by the switching of the boundary layer state suggests the use of an intermittency function. Suitable intermittency functions can only, however, be satisfactorily calculated with reference to the evolution of the turbulent patches, as shown in the X-T diagram of Fig. 22.

The effects of wake-passing on the heat transfer rate to an already transitional boundary layer (as occurs naturally on much of the pressure surface of the test profile, or as could be induced on the suction surface), were found to be somewhat less. The mean heat transfer rate is nevertheless raised, as each passing wake generates a fully turbulent patch, thus increasing the mean level.

Where a fully turbulent boundary layer occurs either naturally, or is forced by the addition of freestream turbulence, the effects of wake-passing on the heat transfer rate were found to be very much reduced for the test profile considered. Although the mean level was not noticeably affected by the addition of wake-passing to the basic flow, there was, however, a noticeable increase in the fluctuation level.
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A: WAKE-PASSING IN FIRST TURBINE STAGE.

Fig. 1

B: WAKE-PASSING SIMULATION IN FIXED CASCADE OF TURBINE BLADES.
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FLUCTUATING HEAT TRANSFER SIGNALS

Fig. 16
A: Tu < 0.4%, Laminar at all gauges
B: Tu = 2.0%, Gradual transition
C: Tu = 4.5%, Rapid transition

Fig. 17
A: Tu < 0.4%, Laminar at all gauges
C: Tu = 4.5%, Rapid transition

Fig. 18
Comparison between effects of freestream turbulence,
(A: Tu<0.4%, C: Tu>4.5%), and isolated wake-passing alone.
(2 bars, 0.9mm diam., Bar relative Mach no. = 0.75).

Fig. 19
Isolated wake-passing on a transitional boundary layer.
(0.9mm bars, no shock-effects)
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Fig. 20A
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Unsteady heat transfer rate traces from gauge 11
on the suction surface, illustrating the variation
in the boundary layer response to isolated wakes.
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SUMMARY OF SUCTION SURFACE MEAN HEAT TRANSFER RATE
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DISCUSSION

G.H. Dibelius, Ge

The results of your experiment with rotating bars in front of a turbine cascade are really extremely interesting. However, I still keep wondering if it resembles completely the situation of a moving cascade behind a stationary cascade. Isn't there a difference in the three-dimensional, non-isotropic structure of the turbulence in both cases? Did you make any comparison?

Author's Reply

I agree that there may be differences in the wave-number spectra of fluctuating velocities in the wakes produced by rotating bars and by actual nozzle guide vanes respectively. Such differences will be very pronounced in the near-wake, but probably much reduced at inlet to the rotor. These differences are not considered to be significant for the engine situation considered here, for the following reasons:

Firstly, for the representative, high-efficiency nozzle-guide vane, turbine stage considered, the comparatively large mid-height axial spacing between vane and rotor (approx. 40% rotor axial chord), and the high vane deflection angle (greater than 70°), result in the wake travelling a large streamwise distance from vane trailing edge, to point of first impingement on the rotor blade surface. Wake traverse measurements, reported in [13], of the wakes shed by a vane cascade, and circular cylinder, indicated that at the rotor inlet, the wake (of the vane used) could be closely simulated in terms of mean width and velocity defect by the wake from a circular cylinder of a diameter close to the vane trailing edge circle diameter. Thus, for a high efficiency vane (small diameter trailing edge), the wake may travel 200 effective cylinder diameters before impinging on the rotor blade. After such large distances, it is thus not anticipated that the difference between the respective turbulence spectra will be severe.

Furthermore, the experiments have indicated that the most dramatic feature of unsteady rotor heat transfer is caused by the formation and convection of turbulent patches produced by the impinging wakes, in an otherwise laminar boundary layer. The very early generation of these turbulent patches results from the high turbulence content of the wakes, which contain abundant energy at the high wavenumber part of the spectrum. The transient level of heat transfer pertaining to each turbulent patch appears virtually independent of how the patch was generated, however, as demonstrated by the results reported here, (comparing the heat transfer produced momentarily by wakes, and continuously by high freestream turbulence) and by those of [12, 13] where the effect of varying wake size, and of tripping the boundary layer were considered.

As the wakes appear guaranteed to initiate an early transition therefore, it is concluded that it is the convection, and transport of the wakes within the passage, which define the regions of laminar, and highly turbulent freestream respectively, which is of greater significance than the precise spectral content of the wakes. Lastly I should say that a more serious difference between this simulation and the actual engine is that the simulation does not reproduce the vane secondary flow.

S. Wittig, Ge

In commenting on Prof. Dibelius and Prof. Schultz's questions (see previous paper), it is our feeling that the details of the turbulence structure of the wakes are of second order importance. This seems to be supported by our measurements where the effects of main flow turbulence and wakes were deliberately separated.

In addition, excluding shock interactions, our modeling seems to indicate that wake cutting at frequencies beyond 1 kHz with its effects on the blade -- i.e. temperature and stresses -- can be described by quasi-steady analysis. What is your opinion on that observation?

Author's Reply

Insofar as the turbulence content of the wake produces turbulent patches in the boundary layer, which may merge forming a continuously turbulent boundary layer, then I fully agree with you that the heat transfer rate is determined by the boundary layer state, and once turbulent, is largely independent of freestream disturbance spectra. The measurements which you reported in paper No.6 showed that towards the rear position of the blade suction surface, where the boundary layer is fully turbulent, the effect of varying the level of freestream turbulence has negligible influence.

These results agree with our measurements which indicated that the transient level of heat transfer produced instantaneously by a wake, and the mean level of heat transfer which occurs when the turbine blade patches produced by the wakes have merged, are identical to the heat transfer which could be produced by tripping the boundary layer by high levels of grid turbulence. So the answer appears to be that provided the wake (engine or simulated) contain sufficient energy (which is not doubted) to provoke early transition, then the fine details of spectral content appear insignificant. I should add that this conclusion may not equivalently hold on the pressure surface, where it does not appear that the boundary layer state is simple.

I think that in transition region, if it is accepted that the boundary layer may be laminar between wakes (I accept that there may be some doubt if there remains sufficient turbulence between the wakes to initiate an early transition, or other factors are present) then the unsteady problem must be studied, and a quasi-static analysis will not suffice. Certainly the quasi-static approach does not appear to work in analytical studies of flat plate transition and as contained in the answer to Prof. Dibelius, the motion of the wakes within the blade passages must be considered. Lastly we must also consider the effects of shock waves which unfortunately cannot be excluded.
EFFECTS OF HOLE GEOMETRY, WALL CURVATURE AND PRESSURE GRADIENT
ON FILM COOLING DOWNSTREAM OF A SINGLE ROW

by
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Germany

SUMMARY

Film cooling with injection through a single row of discrete circular holes is a 3-
dimensional process which becomes more and more 2-dimensional with downstream distance
from the injection site. In order to develop and verify prediction methods experimental
investigations within the mixing region downstream of the coolant injection were undertaken.

The measurements discussed in this paper were carried out using simple film cooled
models at a mainstream temperature of about 100 °C and a coolant temperature of about
30 °C. Coolant distributions on the adiabatic wall, adiabatic wall effectiveness and
heat transfer coefficients affected by blowing are presented.

The blowing parameter was varied from 0.5 to 2 and the pitch to diameter ratio was
varied from 1.5 to 5 with a constant hole diameter of 2 mm. Injection angles of 10 deg.,
45 deg. and 90 deg. are covered. A flexible wall was used to produce zero, favourable
and adverse pressure gradients along the flat plate.

Additional measurements were conducted on concave and convex curved walls with zero
pressure gradient.

LIST OF SYMBOLS

A  Cross section
b  equivalent slot width
d  hole diameter
h₀  heat transfer coefficient without blowing
hᵣ  heat transfer coefficient with blowing
p  stat. pressure
qᵣ  film cooling heat flux
R  radius of streamwise curvature
s  hole spacing
T  local gas temperature
T₀  coolant temperature
T₀  free stream temperature
Tₜₕ  adiabatic wall temperature
U  free stream turbulence
u₀  free stream velocity
vᵣ  blowing velocity
x  streamwise distance
X  dimensionless parameter
α  inclination of the hole (in streamwise direction)
δ₀  boundary layer thickness
ηᵣ  film cooling effectiveness
θ  dimensionless temperature
ρ₀  freestream density
ρₜ  coolant density
φ  blowing rate

INTRODUCTION

The development of gas turbines is characterized by increasing the compressor pressure
ratio and the turbine inlet temperature in order to increase specific power and efficiency.

But near the physical limits, e.g. capacity of the coolant or stoichiometric combustion
temperature, great care is necessary to protect highly loaded parts of the high pressure turbine, because a small increase in metal temperature can lower the engine lifetime drastically. The use of film cooling is a means to intensify the convection cooling at critical locations on the blade. With film cooling, air is blown out from the surface to be cooled and mixes with the hot gas flow near the wall so that a film of cooler gas is formed which is effective over a certain region downstream from the point of blowing. It is known that ejecting the coolant through inclined or tangential slots is most effective, but high stress levels and aerodynamic penalties dictate the use of discrete holes in one or more rows.

Blowing through slots as well as full coverage film cooling geometries offer the advantage of nearly two dimensional conditions within the mixing layer and in these cases successful calculation schemes have been developed. But downstream of discrete holes the processes in the boundary layer and beyond it are of more or less three dimensional character and the design of such configurations requires more complex calculations in the region of strong spanwise nonuniformity in the vicinity of the holes.

The present experimental study should help to obtain more insight into the influence of important parameters affecting film cooling and thus help to optimize new design procedures.

The heat exchange between the hot gas and the film cooled wall depends upon numerous parameters, e.g. the blowing rate (defined as the ratio of velocity times density of the coolant to velocity times density of the mainstream gas), the ratio of momentum, the boundary layer thickness (relative to a characteristic length of the blowing geometry such as hole diameter), the relative hole spacing, the number and the spacing of the rows as well as the hole arrangement (staggered or in line), the injection angle (streamwise and lateral) and the shape of the holes. In addition to these typical film cooling parameters there are general heat transfer parameters like Reynolds number, temperature ratio, freestream turbulence, pressure gradient and wall curvature, which may change their influence due to film cooling.

The measurements reported here take into account the influence of blowing rate, relative hole spacing, inclination of the holes in the streamwise direction, pressure gradient, and wall curvature.

**EXPERIMENTAL TECHNIQUE**

The experiments and their results are based upon the adiabatic wall temperature concept. The heat flux is given by

$$q_p = h_p \cdot (T_w - T_{wad})$$

$T_{wad}$ is the adiabatic wall temperature downstream of the injection with the effect of the coolant film. $T_{wad}$ is defined in terms of the film cooling effectiveness

$$\eta_p = \frac{T_o - T_{wad}}{T_o - T_c}$$

The heat exchange on a film cooled wall can be described by $q_p$ and $h_p$, where $q_p = \frac{T_o - T_{w}(h=0)}{T_o - T_c}$ is the dimensionless temperature without heat transfer and $h_p$ is the heat transfer coefficient for isothermal conditions

$$\frac{T_o - T_c}{T_o - T_w} = 0.$$ 

In the present test the adiabatic case is nearly realized and $h_p$ is extrapolated assuming linearity between the measured heat transfer and

$$\frac{T_o - T_c}{T_o - T_w}.$$ 

This is valid because the governing energy equation is linear for constant-property, low-speed flow. In order to follow the mixing between the hot gas and the coolant jets, the distribution of the dimensionless temperature ratio

$$\Theta = \frac{T_o - T}{T_o - T_c}$$

is given for some cases.

For measurements of three dimensional temperature distributions, models made from plastics with a poor thermal conductivity were used. Each heat transfer model has ten copper blocks, individually cooled by internal air flows, in the streamwise direction.

On the plastic models, the gas and adiabatic wall temperatures were measured by means of one very small thermocouple probe similar in appearance to a hot wire probe. The
temperature near the wall in nearly zero temperature gradient was assumed to be the adiabatic wall temperature. The coolant temperature was measured with the probe in the middle of a jet in the plane of the surface. The test section is shown in fig. 1.

RESULTS

The particular objective of this experimental study was to examine systematically the influence of hole spacing and inclination for different blowing rates, pressure gradients, and wall curvatures upon adiabatic effectiveness and heat transfer on a film cooled surface downstream of a single row of holes. To support efforts toward computational treatment of the complex three-dimensional mixing processes, [10] the spreading of the coolant jets is described by temperature distributions in the region near the wall. For simpler design methods using empirical correlations or modified two-dimensional boundary layer concepts it is thus known at what downstream distance the flow can be assumed to be two-dimensional.

The literature is rich in reports of experiments which take into account different important film cooling parameters, but there is less information on the influence of hole spacing and important combined influences. All the test conditions of the present study are given in table 1.

A comparison with results taken from the literature [9] is given in fig. 2. With nearly the same parameters the agreement for low blowing rate is good; looking at the differences for the higher blowing rate one must keep in mind a slightly different density ratio but the qualitative trend of the curves is the same.

The laterally averaged $\eta_c$-values are the area-weighted mean values of the local temperature measurements at constant $x$. The film cooling heat transfer coefficients are evaluated from effectiveness values based upon one thermocouple reading each in the middle of the ten copper bars of the heat transfer model, which can be assumed to be "streamwise" adiabatic without internal coolant flow. The lateral conductivity within the copper bars may influence the effectiveness such that for large hole spacing it is a little higher than on the plastic model and for small hole spacing vice versa. The differences are small.

The influence of hole spacing and inclination

For optimizing a film cooling design, the influence of film cooling effectiveness is more important than that of variations in heat transfer coefficient caused by film cooling.

Among the parameters affecting film cooling, the hole spacing is dominant. Fig. 3 demonstrates the general distinction of coolant mixing between the limiting case, the slot, and discrete hole blowing.

With slot injection, the mixing layer is completely two-dimensional. The injected coolant attaches to the wall, producing a high effectiveness which gradually decreases with increasing distance from the slot. In contrast, hole injection is a fully three-dimensional process. Even with almost tangential blowing through discrete holes ($\alpha = 10^\circ$, on the right of the figure), the temperature distribution along the extended centerline of a hole shows the typical mixing behavior of hole injection. Near the hole, the jet lifts off and acts as a solid cylinder. The recirculating hot gas infiltrates the region downstream of the hole until the remainder of the jet reattaches. Farther downstream the jets combine and the flow field becomes more and more two-dimensional.

A single row of holes with hole spacing $s/d = 5$ behaves like multiple single jets (fig. 4): the mixing of an individual jet remains three-dimensional until far downstream, where the temperature differences finally disappear. With $\alpha = 45^\circ$ and high blowing rate ($\eta = 2$) the jet mixes with the hot gas far away from the wall without reattaching; the lateral effectiveness is poor. While bending and mixing the jet assumes the typical kidney shape as a consequence of two counter-rotating vortices within the jet.

With the same inclination of the holes ($\alpha = 45^\circ$) and the same blowing rate, closer spacing of the holes leads to a different behavior of the jets (fig. 5). Along the centerline close to the holes the typical liftoff occurs but the coolant very rapidly reattaches. The lateral temperature distribution shows an immediate spreading of the jets downstream of the injection and the jets grow together, while between the jets the coolant moves toward the wall. As a consequence of the rapid mixing of the jets the flowfield can be assumed to be two-dimensional at about 8-10 hole diameters downstream of the injection. The sketch in fig. 6 depicts the contrasting behaviors of a single jet ($s/d = 5$) and jets flowing close together. Although the blowing velocity is the same, the jets coming from a row of holes with small spacing don't penetrate as far. The secondary vortices of neighboring jets form a counter-rotating system of vortices with opposite orientation which may intensify the tendency to reattach to the wall.

The resulting influence of these different mixing processes with different hole spacing on the laterally averaged effectiveness is demonstrated in fig. 7. With $\alpha = 45^\circ$ as a representative inclination the streamwise development of the laterally averaged effectiveness $\eta_c$ is shown for hole spacings $1.5 s/d = 5$ and for slot injection for a high blowing rate. The greater the hole spacing, the farther downstream the reattachment after lifting off of the coolant occurs until no effect of reattachment is visible at $s/d = 5$. The diagram
on the right shows the influence of the blowing rate with different hole spacings at x/d = 20. With large hole spacing there is a significant maximum in lateral effectiveness for blowing rates of about 0.5. Even with slot injection a weak maximum is visible. Only with the small spacing of s/d = 1.5 does the effectiveness continue to increase with increasing blowing rate due to the above-mentioned marked tendency for mixing and reattachment. Similar results can be seen with 10° blowing (fig. 8) at higher levels of lateral effectiveness. With shallow injection the coolant film remains attached to the wall, which gives high effectiveness along the centerline of the jet and an enlarged region with high lateral temperature differences on the wall. (Fig. 9, lower). With 90° injection angle (fig. 9, upper) the jets penetrate the slower parts of the flow and mix more rapidly away from the wall thus the lateral distribution of effectiveness is lower but becomes 2-dimensional closer to the injection site.

In addition to information on film-cooling effectiveness, the present study was concerned with determination of film-cooling heat transfer.

At small blowing rates, (below about 0.5) there is no or only small influence of hole spacing on heat transfer coefficient, but the heat transfer coefficient increases nearly linearly with higher blowing rates. Fig. 10 shows the ratio of the heat transfer coefficients with and without blowing at the position x/d = 30. This is approximately the middle of the region of interest. Further downstream the ratio of heat transfer coefficients approaches unity.

With small hole spacing the highest heat transfer coefficients were measured immediately downstream of the holes, whereas large hole spacing causes lower laterally averaged heat transfer with blowing than without blowing at small blowing rates. This may be due to a "smoothing" effect of very small blowing rates.

The effect of hole inclination is shown on the right. Blowing at 90° does not affect the heat transfer very much because most of the injected coolant acts far away from the wall and does not affect the sublayer whereas with almost tangential blowing the turbulent mixing of the attached jets intensifies the heat transfer.

Summarizing the influence of hole spacing at the commonly-used 45° inclination, the heat transfer coefficients can be correlated. Using the product of the blowing rate and an equivalent slot of \( \frac{s}{d} \) as the abscissa the influence of the hole distance on heat transfer is seen to be due only to the coolant mass flux (fig. 11 on the left), whereas the filmcooling effectiveness for different hole spacing cannot be related to the mass flux. The improvement in effectiveness with decreasing hole spacing is not only a consequence of higher mass flux, especially in the range from s/d = 3 to 1.5 (fig. 11 on the right) but also a consequence of intensified mixing due to interaction of the jets. An attempt was made to derive a rough empirical correlation for the laterally averaged effectiveness which takes into account the influence of hole spacing, the blowing rate and the streamwise distance, from a row of 45°-holes (fig. 12). For x/d > 20 all the results show a uniform tendency when plotted against the dimensionless parameter

\[ x = \varphi^{1.5}(s/d)^{1.5(1+\varphi)}x/d. \]

The effectiveness then is:

\[ \bar{h}_{fp} = 1.6 x^{-0.35}. \]

The influence of pressure gradient

The literature contains some contradictory results about the influence of pressure gradient on film cooling. The results presented here demonstrate that the influence of pressure gradient is very small and in most cases within the range of accuracy attainable by the tests described here. The different pressure gradients investigated are given in terms of velocity distributions along the test plate (fig. 13). The variation in pressure distribution starts upstream of the injection position, the opposite wall was adjusted so that the mainstream velocity at injection position was the same in all test cases, and the blowing rate given in the diagrams was related to that local velocity. On the right hand side of fig. 13 a small advantage in lateral film cooling effectiveness is shown for adverse compared to favourable pressure gradient. Adverse pressure gradient promotes the tendency to "lift off" in the vicinity of the holes but increases the effectiveness farther downstream. This behaviour is underlined by the temperature distribution along the centerline in fig. 14.

With favourable pressure gradient the jet does not penetrate as far. The region occupied by the coolant at the moment of the contraction of the main flow and the coolant does not act as far in the streamwise direction as do the well-mixed jets in an adverse pressure gradient. There seems to be an optimum depending upon the blowing rate or the jet momentum respectively. With the same flow conditions and a higher blowing rate of \( \varphi > 2 \) the adverse pressure gradient only causes a thickening of the region affected by the coolant without having a measurable effect on the laterally averaged effectiveness (fig. 15). The described effect of pressure gradient seems not to be an effect of different boundary layer thickness. One would expect an increase in film cooling effectiveness as the boundary layer thickness decreases.

The present measurements suggest that the pressure gradient significantly affects the film cooling effectiveness only at low blowing rates and small hole spacing. Within
the range of variations of the present study the influence of pressure gradient on heat transfer was generally weak.

The influence of streamline curvature on filmcooling

There are many parameters involved in the mixing process of injected jets along a curved surface which act in one or another direction depending upon the quantity of special parameters and it is difficult to say what influence prevails.

Within an unblown boundary layer along a curved surface the parts with different velocities are affected differently by the centrifugal forces. In the presence of coolant jets the velocity distribution near the wall depends mainly upon the blowing rate and the blowing geometry, which may change the general influence of curvature. These influences may be overshadowed by buoyancy effects due to the centrifugal forces in the presence of density differences. In addition, the mixing of the jets is influenced by secondary motion in curved channels and by separation.

The results reported here are taken from models with the same boundary layer starting conditions as the flat plate. They are straight up to about 5 diameters downstream of the injection position. The pressure gradient in the streamwise direction for all curvatures was adjusted to be zero.

The results of heat transfer measurements typify the known trend of curvature effects far downstream of the injection (fig. 16):
The stabilizing effect of convex curvature decreases the exchange of turbulence and thus the heat transfer, while concave curvature increases the heat exchange. For x/d > 30 there is no particular influence of curvature in the presence of blowing except for the higher level of heat transfer coefficients with high blowing rates. Immediately downstream from the holes the jets cause an effect opposite to that of curvature. The temperature distribution along the hole centerline on a convex surface (fig. 17) indicates an abrupt reattachment at about 5 hole diameters from the beginning of curvature. This produces disturbances near the wall which may give rise to increased heat exchange. A weak deflection of the flow at the beginning of a concave surface may cause the opposite effect until the destabilizing effect of concave curvature slightly increases the heat transfer rate.

The effect of curvature on film cooling effectiveness is small unless the coolant film separates on a convex surface with high blowing rates. With low blowing rates and on the upstream part of a wall, convex curvature is found to increase laterally averaged effectiveness whereas concave curvature is found to decrease effectiveness. In Fig. 18 this general behavior is demonstrated for a blowing configuration with small spacing (s/d = 1.5), a = 45°, and a curvature radius of ± 40 hole diameters. With low blowing (on the left of Fig. 18), a weak separation effect on the convex wall is indicated at a position 40 diameters downstream of the injection, whereas this separation starts at x/d = 15 with the higher blowing rate (on the right of Fig. 17). This can also be inferred from the temperature distribution in Fig. 17.

The effect of different hole spacing on curved walls is shown in Fig. 19, where the laterally averaged effectiveness is plotted versus the curvature in terms of 1/R at the far-downstream position x/d = 40.

There is no difference between concave and flat walls for small spacing (on the left side of fig. 19). The effectiveness increases only with weak convex curvature and small blowing rate, whereas the flow begins to separate on the same wall with high blowing rate.

For the blowing configuration with large hole spacing, a slight increase in effectiveness was found for weak convex versus weak concave curvature, but in contrast to small spacing, the effectiveness slightly increases at strong concave curvature due to the poorer mixing and the tendency of the single jets with large spacing to reattach far downstream on the concave wall.

CONCLUSION

1. Filmcooling effectiveness and heat transfer coefficient following injection through a single row of holes are strongly affected by hole spacing. The measurements show a linear increase in filmcooling heat transfer coefficient with increasing coolant mass flux; the film cooling effectiveness significantly increases with s/d from 2.5 to 1.5 as a consequence of interaction of the jets. The lateral effectiveness with constant injection angle is correlated by a dimensionless parameter containing blowing rate, streamwise distance and hole spacing.

2. Shallower injection angles yield higher lateral effectiveness and heat transfer coefficient than large angle.

3. Favourable pressure gradient slightly decreases effectiveness while, adverse pressure gradient slightly increases effectiveness with small blowing rate. Except thickening of the boundary layer no influence on the wall was found with high blowing rates.

The effect of pressure gradient on filmcooling heat transfer coefficient is weak.
4. Film cooling effectiveness increases with increasing curvature (-1/R to +1/R) especially for small blowing rates until the coolant film separates far downstream on a strongly convex wall.
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Cross section \( A = 100 \times 100 \text{ mm}^2 \)  

Streamwise extension of measurements \( x_e \geq 120 \text{ mm} \)  

Freestream temperature \( T_\infty \approx 373 \text{ K} \)  

Density ratio \( \frac{\rho_c}{\rho_0} = 1.24 \)  

Freestream turbulence \( T_u \approx 2 \% \)  

Thickness of the unblown turbulent boundary layer at blowing position \( \delta_0 = 2 \text{ mm} \)  

Hole diameter \( d = 2 \text{ mm} \)  

Table I: Test conditions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blowing rate ( \frac{\rho_c}{\rho_0} )</td>
<td>( 0.5 \leq \frac{\rho_c}{\rho_0} \leq 2.0 )</td>
</tr>
<tr>
<td>Streamwise extension ( x_e )</td>
<td>( \geq 120 \text{ mm} )</td>
</tr>
<tr>
<td>Freestream temperature ( T_\infty )</td>
<td>( \approx 373 \text{ K} )</td>
</tr>
<tr>
<td>Density ratio ( \frac{\rho_c}{\rho_0} )</td>
<td>( = 1.24 )</td>
</tr>
<tr>
<td>Freestream turbulence ( T_u )</td>
<td>( \approx 2 % )</td>
</tr>
<tr>
<td>Thickness of the unblown turbulent boundary layer at blowing position ( \delta_0 )</td>
<td>( = 2 \text{ mm} )</td>
</tr>
<tr>
<td>Hole diameter ( d )</td>
<td>( = 2 \text{ mm} )</td>
</tr>
</tbody>
</table>

Fig. 1: Experimental configuration

Fig. 2: Film-cooling effectiveness at a flat plate (Comparison with results from the literature)

Fig. 3: Constant temperature contours \( \Theta = \frac{T_\infty - T_c}{T_\infty - T_c} \) downstream from slot and discrete hole injection (centerline)
Fig. 4: Constant temperature contours along and perpendicular to the centerline for large hole spacing.

Fig. 5: Constant temperature contours along and perpendicular to the centerline for small hole spacing.

Fig. 6: Mixing of coolant jets from single holes and a row of holes.
Fig. 7: Laterally averaged film cooling effectiveness for various hole spacings in streamwise direction and versus the blowing rate ($\alpha = 45^\circ$)

Fig. 8: Laterally averaged film cooling effectiveness for various hole spacing in streamwise direction and versus the blowing rate ($\alpha = 10^\circ$)

Fig. 9: Effectiveness footprint for shallow and normal injection
Fig. 10: Ratio of heat transfer coefficient with and without blowing for various configurations versus blowing rate

Fig. 11: Influence of coolant mass flux on heat transfer coefficient and effectiveness for various hole spacings

Fig. 12: Laterally averaged film-cooling effectiveness versus an empirical correlation factor embodying the blowing rate, hole spacing and streamwise distance
Fig. 13: Effect of streamwise pressure gradient on filmcooling effectiveness (streamwise velocity distribution on the left side)

Fig. 14: Effect of streamwise pressure gradient on temperature contours along the jet centerline with small blowing rate

Fig. 15: Effect of streamwise pressure gradient on temperature contours with high blowing rate
Fig. 16: Film cooling heat transfer coefficient at concave, flat and convex walls

Fig. 17: Constant temperature contour along the centerline of a jet on a convex surface

Fig. 18: Streamwise distribution of film-cooling effectiveness on concave, flat and convex walls

Fig. 19: Effect of curvature on laterally averaged effectiveness
DISCUSSION

G.E. Andrews, UK
There is little information available that allows the hole pitch and diameter to be optimised and your paper is a welcome contribution in this area. Your investigations have varied the pitch at a constant hole size, thus for the same hole blowing rate there must be a difference in total coolant flow as the pitch is increased due to the reduced number of holes. Thus the influence of s/d in Figs. 7 and 8 is pessimistic and should have been carried out at constant total hole area i.e. a different value of d for each s/d.

In our work at Leeds on full coverage discrete hole film cooling systems we have varied s/d from 12 to 2 at constant pitch, by increasing the hole size. There was a very strong improvement in the overall cooling effectiveness with increased hole size due to the much lower blowing rates for a fixed coolant flow.

Author’s Reply
It's right, we don't vary the hole diameter (d = 2 mm) and thus constant blowing rate yields decreasing total coolant flow with increasing pitch to diameter ratio s/d. In Fig.11 the results are related to the total coolant flow and we, too, found an improvement in film cooling effectiveness with decreasing s/d like in your tests, where the s/d is changed by varying the hole size.

D. Metzger, US
It would be helpful to know the value of acceleration parameter, K, for the test conditions reported.

In this connection, it should be noted that the author’s tests are conducted with a boundary layer trap. On an airfoil surface with naturally occurring transition delayed by the presence of strong favorable pressure gradient, film injection may have quite different effects on surface heat transfer than those observed in the present tests.

Author’s Reply
From x/d = 0 (injection to s/d = 20) the acceleration parameter

\[ K = \frac{du}{u_c^2} \frac{dx}{dx} \]

changes from about \( 4 \times 10^{-6} \) to \( 2 \times 10^{-6} \) and from \( -0.5 \times 10^{-6} \) to \( -0.6 \times 10^{6} \) respectively.
EFFECTS OF SURFACE ROUGHNESS ON HEAT TRANSFER TO GAS TURBINE BLADES

A.B. Turner, P.H.A. Tarada and P.J. Bayley,
University of Sussex,
Falmer, Brighton, U.K.

SUMMARY

This paper presents a brief, preliminary sample of results of an investigation into the effect of surface roughness on heat transfer to gas turbine blades. Only the kind of roughness due to the accretion of dirt or dust is considered and this has been simulated in cascade flow by attaching various grades of abrasive powders to the blade surface with a water soluble adhesive.

A significant increase in heat transfer is reported particularly with high free stream turbulence levels. Roughness on the pressure surface alone is shown to increase the overall heat transfer without any corresponding increase in profile loss.

INTRODUCTION

It has been known for many years that, in general, surface roughness adversely affects the profile loss of gas turbine nozzle guide vanes and rotor blades (1), and although much work has been done on the consequent performance deterioration of turbomachines (2), very little has been reported on the associated effect on heat transfer. Commercial jet engines are estimated to lose a minimum of two per cent S.F.C. due to general service erosion and the operating life of vanes and blades in sandy areas is known to be as short as one third of the average, with some helicopter engines lasting only 50 - 250 hours (2). Industrial gas turbines operating in desert or coastal areas suffer from accretion due to very fine, face powder like dusts which pass through the filters and fuse on the surfaces as a glassy deposit. Many failures of high temperature industrial engines have been attributed to such effects (2).

There are two types of roughness which are of importance to turbine blade designers and industrial engine operators. The first is machined, or intrinsic, roughness which arises from the nature of the manufacturing process or from the service erosion and pitting due to sand or carbon particles. Since it is known that significant improvements in S.F.C. are obtained if turbine vanes and blades are polished, manufacturers are interested in determining how much polishing is worthwhile. The second kind of roughness, and the kind which is the subject of this paper, is that which arises from the deposition of dirt, dust, sand, rust or carbon (accreted roughness). This can cause blockage of film cooling holes, severe disturbance of the external flow and the failure of components in service due to overheating.

Problems due to the accretion of dirt on blades are becoming more common especially since the introduction of industrial gas turbines operating with turbine inlet temperatures over 1300 K with cooled vanes and blades - the combination of the two exacerbates the problem. There is also increasing interest in the use of pulverized coal as a fuel in gas turbines and one of the major problems facing this development is the resulting erosion and the accretion due to fly ash. The two types of roughness can be similar in that severe erosion damage may result in surface roughness levels at the leading and trailing edges approaching the levels tested in the present investigation.

When profile loss alone is considered the pressure surface is of little importance since almost all the loss arises from the suction surface flow, but when heat transfer is considered it is the pressure surface which is most likely to suffer erosion damage and dirt and dust accretion (2).

The level of "admissible" roughness in engineering is generally taken to be that maximum height of individual roughness elements which causes no increase in drag, and for high pressure steam turbine blades this is reported (1) to be extremely small (<0.2 \( \mu \text{m} \) or 8 \( \mu \text{inch} \)). However, the value of admissible roughness for blades depends on whether the flow is laminar or turbulent. Increasing surface roughness would be expected to move the point of transition upstream and the effect of roughness on transition was studied by Feindt (1) although at nothing like the conditions experienced by modern turbine blades. The combined effect on transition of surface roughness, strong favourable flow acceleration and high mainstream turbulence is still very much unknown.

The most comprehensive experimental work on the effect of surface roughness on turbulent boundary layers is that by Stanford University, e.g. Coleman, Moffat and Kays (3). However, the maximum velocity gradient parameter \((v/u')\), \((dU/dx)\), where \(v\) is the kinematic viscosity and \(U\) is the freestream velocity) investigated was approximately two orders of magnitude below the relaminarisation levels experienced on turbine blades.

For turbulent boundary layers the wall is usually considered to be hydraulically smooth if the roughness elements are contained within the laminar sublayer and for flat plates a simple roughness Reynolds number relationship based on the admissible roughness height, \(k_{ad} \), has been shown to be valid by several cascade profile loss experiments (1, 4). The limiting value of this roughness Reynolds number has been found to be 100 which gives \(k_{ad} < 100 \sqrt{vU}\), where \(v\) is the kinematic viscosity, and \(U\) is the free stream velocity. For 50 mm chord blades this predicts \(k_{ad} < 5 \mu\text{m}\) for an exit Reynolds number of \(10^4\) (and 0.5 \(\mu\text{m}\) for \(10^7\)). These roughness heights apply only at the trailing edge and
the upstream values, because of the thinner boundary layers, would be much smaller. Although the flow over gas turbine blades is very different from flat plate flow, it should be remembered that the overall heat transfer in engines is not very different from the turbulent flat plate level (5,6).

Manufactured surface roughness of vanes and blades is generally of the order of 1.25 - 2.0 µm, before any finishing process and any accretion of dirt and sand would produce values well in excess of this together with a very uneven distribution over the profile.

THE EXPERIMENTAL METHOD

The blade section used is a derivative of the Rolls Royce Olympus 593 HP turbine rotor blade and in the blade profile used by Bayley and Priddy (5). The profile and cascade arrangement is shown in figure 1. The turbulence grid of 3 mm bar size was mounted 90 mm upstream of the leading edge and the turbulence intensity is approximately 7% for that location.

The ‘thin shell’ method was used to determine the local heat flux. The centre instrumented blade was made from a steel/epoxy resin mix in the form of a thin shell 1.5 mm thick with fine thermocouples embedded in the inner and outer surfaces. Fourier’s one dimensional heat conduction equation was used together with linear interpolation to determine the heat flux through the air cooled shell. The originally smooth outer surface was therefore perturbed by thermocouple grooves which created regular disturbances of approximately 5 µm.

The blade was operated at an average temperature of approximately 600°C with the mainstream flow at 90°C. The maximum exit Mach number was 0.8 which, with blades of 64 mm chord, gave a maximum exit Reynolds number of 1.2 x 10^6. The surface static pressure and Mach number distribution is shown in figure 2 for this maximum flow condition.

Our attention to date has been confined to accreted roughness, that which adheres to the surface during service, and to simulate this, abrasive powders of aluminium oxide and silicon carbide (7) were adhered to the surface in a uniformly distributed manner with a water soluble adhesive. The roughness grades referred to in the tests; 1, 3, 4 and 9, correspond to micron sized powders of 54, 76, 105 and 250 µm, respectively, with grade 4 being the only silicon carbide powder used. One of the tests, roughness 41, was conducted with powder 4 on the pressure surface only. It should be noted that the finest of these powders, No.1 at 54 µm is about two orders of magnitude larger than the roughness of a polished turbine blade.

The profile loss was determined by pitot tube exit traverse and the loss coefficient used is the ratio of the average total head loss to the average exit dynamic head.

DISCUSSION OF RESULTS

Although the effect of roughness on the aerodynamic efficiency was not the primary objective of this study, the profile loss was measured, figure 3, and in general was found to increase with increasing surface roughness. One unexpected result was that with roughness stuck only on the pressure surface, the aerodynamic loss was found to be slightly lower than the basic smooth profile (see also figure 11).

Figure 4 shows that accumulated roughness has a substantial effect on the overall, mean heat transfer coefficient, particularly at high free stream turbulence. With low turbulence levels, for the roughness levels used, a general overall increase of about 50% was produced but with 7% turbulence intensity the mean heat transfer was approximately doubled. This increase, however, is by no means uniformly distributed over the surface.

The basic heat transfer coefficient distribution for the smooth blade with low turbulence is illustrated in figure 5. The pressure surface shows a fairly uniform increase over the whole length with increasing exit velocity consistent with transitional flow. The suction surface shows a clear transition from the initial laminar state and this transition location moves downstream with increasing exit velocity. At the highest Mach number, 0.77, the transition coincides with the point at which the surface velocity falls below Mach 1 (see figure 2) and is thus probably induced by a shock wave, which, as the exit velocity is reduced, would move upstream due to the shift in the Mach number profile. This position of 80% on the suction surface is well downstream of the throat position at 55% chord.

Figure 6 illustrates, for the pressure surface, the now familiar effect of increasing turbulence intensity on heat transfer in a strongly favourable pressure gradient (5,8,9). General transitional behaviour is evident since the velocity gradient parameter ((υ/υ²)(dυ/dx)) is almost always above the critical value of 2 x 10^-4. The suction surface, however, still indicates a transition at about 30% chord with the resulting turbulent boundary layer now moving unaffected through the probable shock at about 75% chord.

Figures 7 and 8 show the effect on the local heat transfer coefficient of the four grades of roughness tested. Results are given for two exit Mach numbers, both with low levels of turbulence (< 0.5%). The general result is that the surface heat transfer is approximately doubled and that there is now no clear transition on the suction surface. An interesting comparison between figures 7 and 8 is that the mean level on the suction surface again actually decreases with increasing Mach number,
probably due to the movement of the transition point within the first 20% of the surface.

With 7% free stream turbulence, figure 9, the rough blade heat transfer coefficients on the suction surface actually fall below the smooth blade levels at about 70% chord, again probably due to the upstream movement of transition. This strange "cross over" on the suction surface was also observed, figure 10, when the rough blade was tested with and without the turbulence grid. The leading edge heat transfer values are much higher with the combination of a rough blade and appreciable mainstream turbulence, showing that the values of admissible surface roughness in this region appear to be very dependent upon the turbulence intensity.

In figure 1, a comparison is made between the smooth blade, the rough blade and the blade with roughness adhering to the pressure surface only (roughness 41). When this roughness was attached to the profile, care was taken to ensure a clean dividing line at the geometric leading edge. However, it is clear that the boundary layer development on the suction surface was also affected; probably due to the stagnation point being further round on the pressure surface from the geometric leading edge. The clear transition point was removed on the suction surface and the overall heat transfer much increased on this side. The profile loss coefficient for this condition (roughness 41 on figure 3), shows that the accretion of roughness on a blade may not adversely affect turbine efficiency, but could cause an appreciable increase in mean blade temperature and thus the likelihood of failure.

CONCLUSIONS

It has been shown that increasing surface roughness increases the overall mean level of heat transfer particularly in the presence of high free stream turbulence. The leading edge values have been shown to increase by as much as a factor of three and any laminar-turbulent transition on the suction surface moved very close to the leading edge.

The effect on the pressure surface was found to be akin to that of free stream turbulence in that a fairly uniform increase over the whole surface was produced. Roughness at the leading edge of the suction surface was found to promote early transition followed by a fairly uniform level of heat transfer over the remainder of the blade undisturbed by the existence of shock waves.

It is known that the suction surfaces of blades do not deteriorate significantly in service and the test simulating this, with roughness on the pressure surface only produced an increased level of heat transfer on both surfaces with, if anything, a slight reduction in profile loss. This indicates that in service an increase in blade heat transfer can be produced by particulate flows without any reduction necessarily occurring in turbine efficiency. This anomalous behaviour, of increasing roughness producing a lower profile loss, has been observed in turbine practice but only for surface roughness an order of magnitude lower than those considered in the present work.

In their recent paper Elovic and Koffel (6) list a number of parameters which affect turbine airfoil heat transfer and point out that systematic investigations addressing their combined effects are grossly lacking. Although a recent work (10) has made a substantial contribution to this, there is much experimental work still to be done to provide a more realistic data base for turbine prediction procedures and in this respect these preliminary results indicate that the effects of free stream turbulence and surface roughness due to the accretion of dirt are additive and may be of the same relative importance.
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7. Norton Materials UK, Blue Stem Road, Raneous Industrial Estate, Ipswich IP3 9RR.
Pitch 41.8 mm
Chord 64.0 mm
Span 78.8 mm
Inlet angle 44.2°
Outlet angle 58.2°
L.E. radius 3.56 mm
T.E. radius 2.51 mm
Coolant 15°C
Mainstream 60°C
Max. flow 1.1 kg/s
Re number 0.78
Exit Re $1.3 \times 10^6$

Turbulence grid 50 mm from L.E.

Cascade walls

Pitot tube exit traverse plane

Fig. 1 Cascade and blade details

This sheet of steel/epoxy resin. Thermo-couples embedded in inner and outer surfaces. Roughness powders 80 - 250 µm adhered with water soluble adhesive

Fig. 2 Static pressure and Mach no. distribution. Exit Mach no 0.78
Fig. 3 Profile loss coefficients for smooth blade (0) and for various grades of roughness (1, 3, 4, and 9).

Fig. 4 Effect of roughness and free stream turbulence (7%) on overall, mean heat transfer coefficient.
Fig. 5 Effect of increasing exit Mach number on local heat transfer coefficient. Smooth blade (0), no turbulence grid.

Fig. 6 Effect of turbulence grid (7%) on local heat transfer coefficient. Smooth blade (0)
Fig. 7 Effect of different levels of roughness on heat transfer coefficient. No turbulence grid, $M = 0.55$.

Fig. 8 Effect of different levels of roughness on heat transfer coefficient. No turbulence grid, $M = 0.78$. 
Fig. 9 Effect of turbulence grid (7%) on smooth and rough (No. 4) blade heat transfer coefficients

Fig. 10 Effect of turbulence grid (7%) on rough (No. 4) blade
**DISCUSSION**

**H.I.H. Saravanamuttoo, Ca**

In the oral presentation pictures were shown of both a new and a service expired blade from an Olympus 593; the paper would be enhanced by the inclusion of these pictures. It seems that this particular blade is an odd choice, as it operates in an environment which is very clean. This blade also operates continuously at very high temperature because of the Concorde flight regime. Were any other blades examined? It would seem likely that blades from marine engines such as the Tyne would be more exposed to conditions increasing the blade roughness significantly.

**Author’s Reply**

The rough and pitted Olympus 593 blade was shown to indicate that erosion levels even in clean operation can reach the levels of accreted roughness tested. I include below two photographs of the surface of a “time served” aero engine blade, each about one inch square of surface. The leading edge of the suction surface at mid span has a roughness of 50–100μm and the trailing edge of the pressure surface 10–15μm.

Blades other than the Olympus 593 have been examined but we do not have enough data to form any firm conclusions as to how service operations in different areas on different fuels affects erosion or the accretion of dirt. There seems to be little interaction between the maintenance departments and the blade cooling designers in most companies and we are finding it difficult to obtain sufficient data. We at Sussex would be grateful for samples of hardware, nozzle guide vanes or rotor blades, that have seen service to enable a picture to be built up of how roughness progresses in the different applications.

From our initial results it appears that a new engine with smooth, highly polished blades may have very different boundary layer flows to one which has served a thousand hours or so in a sandy or marine environment — even with filters. It would be to the advantage of all engine builders if the sparse and scattered data on service roughness were to be collected and its effects on heat transfer — and thus blade life — estimated.

---

**Fig. 11** Effect of roughness (No. 4) on pressure surface only.

No turbulence grid, \( M = 0.78 \).
THE EFFECT OF DENSITY RATIO ON THE FILM-COOLING OF A FLAT PLATE
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SUMMARY

The paper illustrates the effect of varying the ratio of coolant-to-freestream density on the film-cooling process. This effect is of great importance since most design data has been acquired at temperature ratios and hence density ratios far removed from those occurring in modern gas turbines. There is no consensus at present on how to scale this data to engine conditions. Experimental data is presented for heat transfer downstream from a single row of 30 degree-inclined film-cooling holes, obtained for air at a wide range of gas-to-coolant temperature ratios. These results exhibit a marked effect of density ratio. Scaling is discussed, and good collapse of data is achieved in the two regimes identified, characterised by weak and strong blowing. Conditions representative of the turbine environment are created using an isentropic Light Piston Tunnel: the Mach Number $M = 0.55$, and the unit Reynolds Number $Re/m = 2.4 \times 10^5/m$. The experiments are unique in that they simulate the gas-to-coolant and gas-to-wall temperature ratios typical of those in gas turbines, producing density ratios hitherto only attained in experiments employing foreign gas injection.

NOMENCLATURE

- $a$: Speed of sound, m/s
- $c_p$: Specific heat at constant pressure, J/kgK
- $d$: Hole diameter, m
- $h$: Heat transfer coefficient, W/m²K
- $k$: Thermal conductivity, W/mK
- $p$: Pressure, Pa
- $q$: Heat transfer rate, W/m²
- $T$: Temperature, K
- $u$: Velocity, m/s
- $x, y, z$: Cartesian co-ordinates measured from hole centres, m
- $\nu$: Dynamic viscosity, kg/ms
- $\rho$: Density, kg/m³

Subscripts

- $c_p$: Incompressible, constant properties
- $i$: Injection
- $o$: Without injection
- $t$: Total conditions
- $w$: Wall
- $\infty$: Freestream

Non-dimensional Numbers

- $G = \frac{\rho_i u_{i\infty}}{\rho_w u_w}$: Blowing Rate
- $J = \frac{\nu_i u_{i\infty}^2}{\nu_w u_w^2}$: Momentum Flux Ratio
- $M = \frac{u}{a}$: Mach Number
- $Nu = \frac{q_{\infty}/k}{\nu (T_w - T_{\infty})}$: Nusselt Number
- $Re = \frac{\rho u x}{\nu}$: Reynolds Number
INTRODUCTION

Film-cooling is one of the methods employed in gas turbines to ensure that the metal temperature is lower than that of the hot combusted mainstream gas. This is achieved by injecting a cooler secondary gas through discrete holes on the blade surface, so that downstream of the injection location, this fluid acts as an insulating layer and a heat sink. An increase in turbine entry temperature improves the thermodynamic efficiency, whilst lowering the surface temperature can dramatically increase component life.

The technique has been the subject of research for over thirty years and Goldstein's review[1] provides a summary of the main developments. Much of the early work, for example, Goldstein, Eckert and Ramsey[2] and Liess[3], used a slightly heated secondary fluid so that the injection-to-freestream density ratio was close to unity. The question remained as to how to utilise this data in a gas turbine environment where this density ratio is about 1.1. Goldstein, Eckert and Burggraf[4] simulate the effect of density ratio, which results from the injection-to-freestream temperature ratio, by using Freon vapour as an injection fluid. Other experimenters, for example Burns and Stollery[5], Pai and Whitelaw[6] and Pedersen et al.[7], also employ foreign gas injection but measure its mass fraction at an impermeable wall downstream. A mass transfer analogy is then invoked to infer heat transfer information. The results from these techniques indicate that there should be a significant effect of injection-to-freestream temperature ratio.

In addition to simulating representative injection-to-freestream density ratios, it is also important to ensure that the relevant surface temperature boundary condition is preserved. A film-cooled gas turbine blade is more closely approximated by an isothermal rather than an adiabatic surface. In the steady state experiments [2] to [7], adiabatic wall information was obtained; the present study, using a transient test facility, employs an isothermal surface.

In summary, the results presented reflect a desire to perform experiments which are directly applicable to the gas turbine environment. This is achieved in two ways:

(i) by ensuring that representative injection-to-freestream temperature ratios are used. This implies that not only will the density ratio be correct but also ensures that the temperature-induced property variations resulting from the difference in wall, injection and freestream temperatures will be present. In fact, two effects can be isolated: the injection-to-freestream temperature (or density) ratio effect, and the effect of transport property variations through the injection layer;

(ii) by preserving an isothermal surface boundary condition.

It should be noted that the present testing allows for the independent variation of injection-to-freestream velocity and density ratios. This is essential in order to determine the scaling parameters which govern film-cooling, a subject about which there is still considerable debate. It is of great interest since correct scaling should reveal information about the fundamental mechanisms of the process; in addition, it will allow data obtained at unrepresentative conditions to be used with accuracy in engine design. Injection and freestream pressures are also measured, since these quantities are known by the designer and any scaling which can be achieved using these will be independent of any assumption made about the manner in which the injected gas emerges.

DEFINITION OF HEAT TRANSFER COEFFICIENT - THE SUPERPOSITION MODEL

In this approach, following Metzger et al.[8], the wall temperature is referenced to the freestream temperature, so that the effect of injection can be contained wholly within a heat transfer coefficient:

\[ q(x) = h(x)(T_w - T_{eq}) \]

This description relies on the constant properties, incompressible flow form of the boundary layer energy equation, which is linear and homogeneous in temperature. Thus, superposition can be applied, and a sum of solutions with different sets of boundary conditions will also be a solution for the boundary condition which is the sum of those sets. As described by Loftus and Jones[9], a temperature field in the presence of film-cooling may therefore be represented as

\[ T(x,y,z) = T_1(x,y,z)[T_w - T_{eq}] + T_2(x,y,z)[T_{eq} - T_{ti}] \]

\( T_1 \) is the field for a unit temperature difference between wall and freestream, with the coolant at the wall temperature, and \( T_2 \) is the field for a unit temperature difference between coolant and wall, with the wall at the freestream temperature. Differentiating with respect to \( y \), setting \( y = 0 \) and spanwise averaging gives

\[ q(x) = h_1(x)[T_w - T_{eq}] + h_2(x)[T_{eq} - T_{ti}] \]
where the suffices refer to the conditions above. Dividing this by the heat transfer rate without injection,

\[ \frac{q}{q_0}(x) = \frac{h_1}{h_0}(x) + \frac{h_2}{h_0}(x) \frac{T_{t1} - T_w}{T_{t0} - T_w} \]

This may be rearranged in terms of the non-dimensional temperature parameter \( \Theta \) to give

\[ \frac{q}{q_0}(x) = A(x) + B(x) \Theta \]

At a given Reynolds Number, if there is no effect of gas-to-wall temperature ratio, this may be written in terms of the Nusselt Number as

\[ \frac{\text{Nu}}{\text{Nu}_0}(x) = A(x) + B(x) \Theta \]

\( A(x) \) and \( B(x) \) are dependent on the freestream and injection conditions, and will be constants for a given geometry and flowfield. Each has a concise physical interpretation: \( A(x) \) quantifies the change in heat transfer produced by the mixing of the two flows. \( B(x) \) quantifies the change in heat transfer produced by the injection temperature being different from the mainstream temperature. The quotient \(-B/A\) is the local adiabatic wall effectiveness occurring when the wall temperature is isothermal at the local adiabatic wall temperature.

Thus the superposition model predicts that for a given flowfield, the Nusselt Number is linearly dependent on \( \Theta \). In order to keep the flowfield constant, the freestream and injection temperature must be held constant, so that the only satisfactory way in which to vary \( \Theta \) is to alter the wall temperature. The parameters \( A(x) \) and \( B(x) \) are the intercept and slope respectively of the Nusselt Number versus \( \Theta \) plots, non-dimensionalised by the unblown level of Nusselt Number at that position. It is the purpose of this investigation to show how these parameters \( A(x) \) and \( B(x) \) (or linear combinations corresponding to given values of \( \Theta \)) scale with injection rate.

**EXPERIMENTAL FACILITY**

Results were obtained using an Isentropic Light Piston Tunnel, a comprehensive description of which can be found in [9] and [10]. It is a transient facility in which test gas is compressed in a tube by an air-driven piston before flowing through the working section at constant temperature and pressure. Schematics of the tunnel and working section are shown in Figs. 1 and 2.

The unit Reynolds Number was \( 2.7 \times 10^7 \)/m, and the Mach Number was 0.55, fixed by a downstream throat. Testing was carried out at four injection-to-freestream total temperature ratios, as shown in Table 1. It was possible to pre-cool either the test gas or the injection gas using a liquid nitrogen heat exchanger, and to heat the injection gas using electrical heaters. Similarly, the flat plate could be pre-heated or pre-cooled by forced convection over a range \( 280 < T_w < 365 \) K. The upstream boundary layer was fully turbulent. The injection geometry was a single row of 30 degree-inclined holes, with a pitch-to-diameter ratio of 2.5. Data was collected at nine downstream locations over the range \( 2 < x/d < 98 \).

Wall temperatures and spanwise-averaged heat transfer rates were measured using thin film gauges, the theory and use of which is described by Schultz and Jones[11]. Fast response micro-thermocouples were used to measure gas temperatures; the mainstream thermocouple was mounted in a stagnation probe. Absolute pressures were measured using Kistler transducers, and National Semiconductor transducers were employed for differential pressure measurements. The run time was about 0.5 s and data was acquired and processed on a PDP 11/10 minicomputer.

**RESULTS AND DISCUSSION**

1. **Linearity of Nusselt Number with Theta**

Figs. 3 and 4 are examples of results obtained for fixed injection and mainstream temperatures, varying \( \Theta \) by heating or cooling the wall prior to each run. These show that over the range of \( \Theta \) investigated, the heat transfer coefficient varies linearly with \( \Theta \) for a given mainstream and injection flow. This result is in agreement with Metsger et al.'s results for slot injection, and Loftus' results[12], and validates the superposition model.

Fig. 5 shows clearly that different lines, characterised by different values of \( A \) and \( B \), result from changing the injection-to-freestream temperature ratio at the same blowing rate.
2. Effect of Property Variations Through the Injection Layer

It has been observed by Fitt et al. [13] that on an unblown flat plate, there is a dependence of the level of Nusselt Number on the gas-to-wall temperature ratio. This is due to temperature-induced property variations through the boundary layer, and can be represented as

\[ \text{Nu} = \text{Nu}_0 \left( \frac{T_w}{T_f} \right)^n \]

The experimentally derived value of \( n \) was used in order to non-dimensionalise the film-cooled levels of Nusselt Number by the unblown Nusselt Number at the corresponding gas-to-wall temperature ratio. It is possible that the choice of the isothermal adiabatic wall temperature would be preferred for use in this correction, but this does not affect the magnitude of the correction greatly. It should be noted that this effect is not large enough to noticeably affect the linear relationship of the Nusselt Number with the gas-to-wall temperature ratio. However, when comparing the levels of Nusselt Number at different mainstream temperatures, the variation in gas-to-wall temperature ratio is large enough to become significant.

3. General Effects of Injection

The variation of \( A \) and \( B \) with distance and blowing rate at a given injection-to-freestream density ratio can be seen in Figs. 6 and 7. At low blowing rates, the value of \( A \) is very close to unity except close to the holes, where the mixing process enhances the heat transfer rate, as the blowing rate increases, the effect becomes more pronounced, particularly at small \( x/d \), where there can be as much as 60% enhancement. At large blowing rates, the value of \( A \) tends to decrease again close to the holes, but continues to increase slowly at large values of \( x/d \). The value of \( A \) at an injection-to-freestream density ratio of unity should be the same as the value of \( h/h_0 \). A comparison between the present data and that of Liess and May et al. [14] is shown in Fig. 8.

Fig. 7 shows at low blowing rates, the value of \( B \) is close to zero apart from at \( x/d = 2 \). This implies that the fact that the coolant is at a different temperature from the mainstream flow has considerable effect close to the holes, beyond which turbulent mixing causes the injection jets to become diluted by the mainstream. When the blowing rate is increased to \( G = 0.39 \), this injection temperature effect becomes larger at all \( x/d \)'s, but is most pronounced close to the hole where \( B \) reaches a value of \(-0.94\). Further increase in blowing rate causes a dramatic decrease in the magnitude of \( B \) close to the holes, whilst it continues to increase steadily far downstream. An interpretation of this is that if the injection jets lift off the surface, their effectiveness as a relatively cool insulating layer would be reduced. Further downstream, where these jets may have reattached, the increased coolant mass flow will result in dilution by the mainstream being relatively less at a given position.

Fig. 9 shows that at \( x/d = 2 \), the combination of the mixing effect and the injection temperature effect results in a maximum in the effectiveness as the blowing rate is increased, for a given injection-to-freestream temperature ratio. This is qualitatively similar to results from adiabatic wall effectiveness investigations, such as [2]. It can also be seen that there is a significant effect of injection-to-freestream temperature or density ratio. As the injection-to-freestream temperature ratio decreases, the blowing rate corresponding to maximum effectiveness increases. Mass transfer results by Foster and Lampard [15] for the centerline effectiveness downstream from 90 degree holes, and by Pedersen et al. for 35 degree holes, also display this trend.

4. Scaling Parameters

It is concluded from the above results that the blowing rate is not a good scaling parameter of the injection process. For low injection rates, this may be because any lift off phenomenon associated with maximum cooling effectiveness may depend on the momentum flux of the injection flow relative to the freestream. Fig. 10 shows that this parameter, the momentum flux ratio, scales weak injection results (i.e. at injection rates below maximum effectiveness) very well. Following Pedersen et al., good collapse of the strong injection data was achieved using injection-to-freestream velocity ratio, Fig. 11.

Jones [16], using dimensional analysis, suggests a Weak Injection Parameter and a Strong Injection Parameter which can be defined purely in terms of stagnation conditions and a static pressure. This would be very convenient to the designer since no mass flow measurements are required. For weak injection, the flow within the injection hole is greatly affected by recovery of the freestream against the coolant and

\[ \text{Weak Injection Parameter} = \frac{P_{ti} - P_c}{P_t - P_c} \]

The Strong Injection Parameter is derived to be applicable for injection rates where the coolant emerges as a "solid" body against which the freestream recovers pressure. Then
Strong Injection Parameter = $\frac{P_{I1} - P_m}{P_{I1}} \frac{T_{I1}}{P_{I1}}$ $\frac{T_m}{T_{I1}}$

Good correlation of data from Foster and Lampard, and Pedersen et al. was achieved using these two parameters[16]. Correlation with the Weak Injection Parameter is to be expected if data collapse is good with the momentum flux ratio. The present data at x/d = 2 is shown to scale well against the Strong Injection Parameter in Fig. 12. Fig. 13 shows that there is a similar dependence on the injection-to-freestream temperature ratio at x/d = 8. A value of $\beta = 1.3$ was chosen since the data was acquired in this region, and because it is a representative engine value. The minima of the curves for each injection-to-freestream temperature ratio are brought together when plotted against the Strong Injection Parameter, Fig. 14.

CONCLUSION

The effect of injection-to-freestream density ratio on the level of heat transfer to a film-cooled flat plate has been demonstrated close to the holes. As the density ratio increases, the blowing rate at which maximum cooling effectiveness occurs increases.

For this particular geometry, the results at low injection rates scale well with momentum flux ratio or the Weak Injection Parameter. At injection rates above that which gives a maximum in cooling effectiveness close to the holes, the results correlate with velocity ratio and with the Strong Injection Parameter. The two parameters proposed by Jones offer advantages as they do not require knowledge of the mass flow characteristics of the coolant holes.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>TL °K</th>
<th>TE °K</th>
<th>TL / TE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>270</td>
<td>540</td>
<td>0.50</td>
</tr>
<tr>
<td>×</td>
<td>300</td>
<td>500</td>
<td>0.60</td>
</tr>
<tr>
<td>+</td>
<td>300</td>
<td>365</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td>345</td>
<td>280</td>
<td>1.23</td>
</tr>
</tbody>
</table>

Table 1
Key to Operating Temperature Ratios

FIG 1: Schematic of Tunnel

FIG 2: Schematic of Working Section
FIG 3

\[
\frac{N_B}{N_{B_0}} = A \cdot \exp(B \cdot \Theta) \\
X/D = 8 \\
T_{in} = 500K \ , \ T_{in} = 300K \\
A = 1.19 \\
B = -0.43 \\
\theta = 0.59
\]

FIG 4

\[
\frac{N_B}{N_{B_0}} = A \cdot \exp(B \cdot \Theta) \\
X/D = 2 \\
T_{in} = 288K \ , \ T_{in} = 345K \\
A = 1.40 \\
B = -0.88 \\
\theta = 0.26
\]

FIG 5

\[
\frac{N_B}{N_{B_0}} = A \cdot \exp(B \cdot \Theta) \\
X/D = 2 \\
C = 0.76
\]
FIG 6: Variation of $A$ with distance and Blowing Rate
Mainstream Temp. 500 K; Injection Temp. 300 K.

FIG 7: Variation of $B$ with distance and Blowing Rate
Mainstream Temp. 500 K; Injection Temp. 300 K.

FIG 8: Comparison of spanwise-averaged heat transfer coefficient ratio $h_i/h_m$ with references [13] and [14].
FIG 9: Variation of isothermal, adiabatic Wall Effortiveness with Blowing Rate and Injection-to-freestream temperature ratio.

FIG 10: Variation of isothermal, adiabatic Wall Effortiveness with Momentum Flux Ratio and Injection-to-freestream temperature ratio.
FIG 11: Variation of Isothermal, Adiabatic Wall Effectiveness with Velocity Ratio and Injection-to-freestream temperature ratio.

FIG 12: Variation of Isothermal, Adiabatic Wall Effectiveness with Strong Injection Parameter and Injection-to-freestream temperature ratio.
FIG 13: Variation of Level of Heat Transfer with Blowing Rate and Injection-to-freestream Temperature ratio at Theta = 1.3.

FIG 14: Variation of Level of Heat Transfer with Strong Injection Parameter at Theta = 1.3.
DISCUSSION

G.E. Andrews, UK

The simulation of correct density ratios by heating the mainstream gas has been a feature of film cooling research for combustion chamber applications for many years and our test rig at Leeds is typical of the types of test facility that has been used. However, as you have pointed out these types of investigations have been much less common in single row film cooling for turbine blade applications. Your results are most useful in distinguishing between the separate effects of mixing and density ratio. One aspect that may not be simulated in your work is the consequences of active heat transfer within the wall. The heating of the coolant air passing through the wall increases the density ratio and decreases the coolant velocity. Was there any evidence in your results that this effect was significant for the heated wall situation where you used wall temperatures up to 365°K? In order that any potential effects can be calculated could you give more details on the hole geometry including the diameter and hole length? Was the coolant flow established at steady state prior to the actuation of the isentropic compression?

Author's Reply

We appreciate that experiments with large temperature ratios have been conducted in the field of combustion chamber film cooling. However, our results are unique in that they are a systematic study to characterize the effect of coolant to freestream temperature ratio on heat transfer. As you have observed, this throws light on the question of coolant-to-freestream density ratio. Heat transfer within the cooling holes obviously took place when the coolant was at a different temperature to the wall. However, as noted in the reply to the previous question, the coolant centre-line exit temperature was the same as the plenum temperature. The coolant flow was established at the same instant as the mainstream and this enabled the coolant conditions to be known accurately as well as preserving an essentially isothermal wall.

D.E. Metzger, US

You confirm that as long as you blow at low enough rate through the holes and you avoid separating the flow, the results correlate on the basis of momentum ratio, otherwise they correlate on velocity ratio. Is there an advantage that you see for correlating on the basis of what you call the "weak and strong injection parameter" versus what people have been correlating on momentum flux ratio or velocity ratio?

Author's Reply

The injection velocity is a rather fictitious value and so it appears to be slightly more concise to correlate in terms of measurable pressures, which are possibly known more accurately by the engine designer than will be these flow field measurements of density and velocity.

D.E. Metzger, US

Where must the designer measure the pressure associated with the injected flow?

Author's Reply

In the plenum itself.

M. Suo, US

The film cooling characteristics should depend upon the temperature of the gas as it is injected. The measured coolant temperature is in the plenum. Do you have an estimate of the coolant temperature as it enters the mainstream?

Author's Reply

The temperature of the gas leaving the injection holes has been measured using extremely fine thermocouples. It was found that the coolant exit centreline temperature was the same as the temperature in the plenum. This was to be expected, for the value of the length to diameter ratio of the holes was only five. The coolant therefore had a temperature profile at exit, being equal to the wall temperature at the wall and equal to the plenum temperature on the centreline. As shown in Loftus and Jones [9] the principle of superposition may still be applied if the coolant has a self-similar temperature profile and the coolant temperature may be defined by the coolant exit centreline temperature. Thus the coolant temperature referred to in the paper may be considered as the coolant temperature in the plenum on the centreline exit temperature for the geometry examined.
ETUDES DES TRANSFERTS THERMIQUES
SUR LES PLATES-FORMES DE DISTRIBUTEUR DE TURBINE
AVEC ET SANS FILM DE REFROIDISSEMENT
par
Anne-Elisabeth BOURGUIGNON
Etudes Générales Aerothermiques
S.N.E.C.M.A.
Centre de Villaroche
77550 MOISSY-CRAMAYEL

RESUME
La sévérité de l'environnement aérothermique des distributeurs haute pression des moteurs modernes oblige à refroidir leurs plates-formes en utilisant les techniques jusqu'ici réservées aux aubages (convection, films...).

Des études expérimentales ont permis de mesurer les coefficients d'échange sur plusieurs plates-formes comportant différentes configurations de refroidissement par film, et de caractériser les écoulements au voisinage de la paroi.

Ce document présente l'analyse des résultats obtenus en les situant par rapport aux prédictions. Les corrélations déduites de cette analyse ont permis de mettre au point une méthode générale de détermination des coefficients de transfert thermique intégrant l'effet de l'injection d'air de refroidissement.

NOTATIONS
T : température des gaz chauds
Tp : température de paroi
h : coefficient de transfert thermique
x : abscisse curviligne
A : conductivité thermique
A : viscosité dynamique
A : constante adimensionnelle
Nu : nombre de Nusselt
Re : nombre de Reynolds
D : diamètre des orifices

1 - INTRODUCTION
L'augmentation des pressions et des températures qui règnent devant les turbines des moteurs modernes rend nécessaire le refroidissement de plus en plus efficace des plates-formes des distributeurs haute pression, pièces qui jusqu'ici n'étaient pas critiques. Afin d'optimiser celles-ci, une bonne connaissance des écoulements tridimensionnels qui régissent les échanges au niveau des parois de veine apparaît nécessaire, afin de mettre au point des méthodes de prédiction des coefficients de transfert thermique et des efficacités adiabatiques de film sur les plates-formes. Leur validation est assurée entre autre par la réalisation d'essais effectués sur des grilles d'aubes dans des conditions représentatives de celles rencontrées sur moteur.

Parallèlement au développement de ces méthodes de calcul dont la disponibilité n'est aujourd'hui prévue qu'à moyen terme, les essais effectués sont utilisés pour mettre au point des corrélations simplifiées permettant d'appréhender les coefficients d'échange et efficacités de film avec une bonne précision. Les résultats obtenus font l'objet de cette publication.

2 - ETAT DE L'ART
Peu d'études ont jusqu'ici été consacrées aux écoulements existants au niveau des plates-formes de distributeur HP. Une analyse bibliographique effectuée à ce sujet a permis de faire le point sur la connaissance des écoulements secondaires du point de vue aérodynamique et thermique.

2.1 - Description des écoulements secondaires
Les différentes études qui ont été entreprises et particulièrement les essais de visualisation ont permis de décrire les écoulements secondaires au niveau des plates-formes. La figure 1 illustre les phénomènes tridimensionnels rencontrés. Les lignes de courant se séparent au bord d'attaque de l'aubage et s'enroulent en deux bras qui dégénèrent en zones tourbillonnaires : le tourbillon en fer à cheval, le premier bras qui s'enroule au bord d'attaque et passe de l'extrados de l'aube à l'interdos de l'aube et inversement. La seconde qui s'enroule en sens inverse et reste plaquée contre l'extrados de l'aube est le tourbillon de coin. La zone de séparation de ces tourbillons est considérée comme une zone de recirculation analogue à celle créée par une couche limite, qui se développant sur une plaque plane est perturbée par un obstacle cylindrique.
2.2. - Les transferts thermiques sur la plate-forme

L'étude bibliographique effectuée à ce sujet a permis de recueillir des informations sur le sujet, mais elle n'a pas été exhaustive. Les résultats se sont révélés variables, et il est donc difficile de faire des généralisations exactes pour tous les cas.

A partir de l'étude de différents auteurs, il est impossible de conclure sur l'état de la couche limite qui est décrite comme turbulent ou laminair. L'hypothèse de la régression d'une couche limite en aval du tourbillon en faveur du laminaire est souvent présentée. Des zones de rélaminarisation en amont du col de la grille ont été décrites par certains auteurs. D'autre part, aucune méthode de calcul permettant d'appréhender les coefficients de transfert thermique avec une bonne précision n'apparaît.

2.3. - Nécessité de développer un programme d'études

Compte tenu des conditions de plus en plus complexes et laborieuses sur les moteurs modernes, les plate-formes de distribution voient des températures de plus en plus élevées, pour une température de 185°K. A ces valeurs imprévues, il faut ajouter les très fortes hétérogénéités des températures qui régnent dans ces régions d'écoulements secondaires et qui risquent d'engendrer sur la plate-forme, des gradients thermiques prohibitifs pour la tenue mécanique.

La recherche d'un refroidissement efficace est donc rendue nécessaire; afin de minimiser les écarts de refroidissement utilisés, il est indispensable de connaître les conditions limites externes et en particulier les coefficients de transfert thermique qui pour des pressions supérieures à 25 barrs ont des niveaux très élevés.

Dans le domaine de la SNECMA, il a été décidé de réaliser son propre programme d'essais permettant d'acquérir dans des conditions de fonctionnement réalistes et sur du matériel représentatif des moteurs, des informations nécessaires à la mise au point des méthodes de calcul des échanges thermiques avec et sans fil sur les plate-formes de distributeur.

3. - MONTOAGE D'ESSAI

La campagne d'essais a eu lieu à l'Institut Von Kármán sur une grille d'aubes représentative de ce qui est réalisé par la SNECMA sur les moteurs modernes.

3.1. - Voisin d'essai

Le montage d'essai est composé d'une grille plane de huit aubes permettant de respecter la périodicité de l'écoulement dans le canal central qui est le canal d'étude. Les plate-formes supérieures et inférieures sont simulées par des plaques planes dans lesquelles viennent s'encastrer les aubes (figure 2). Les couches limites qui se développent à l'amont du modèle sont aspirées comme le montre la figure 3.

3.2. - Les percages

Plusieurs types de percages ont été réalisés sur les plate-formes. La maquette 1 (figure 4) présente trois rangées d'émissions dont les orifices sont perçus parallèlement à l'axe moteur. La maquette 2 (figure 5) présente la même définition du percage que la maquette 1, mais la ligne d'orifices a été déplacée de façon à ce que la rangée soit située sur une isomach. Quant à la maquette 3 (figure 5), elle est différée de la seconde maquette que par l'orientation des percages par rapport à l'axe moteur, un drapage vers l'interdos ayant été introduit.

3.3. - Instrumentation

Chacune des aubes ainsi définies a été équipée d'une importante instrumentation : - une cinquantaine de mesures de pression - entre 90 et 100 mesures de flux suivant les capacités de chaque plaque.

Les deux types de prises de mesure étaient principalement implantés dans le canal central, quelques mesures de surveillance ayant été ajoutées dans les canaux latéraux. Une illustration de cette instrumentation est présentée sur la figure 6.
1 - CONDITIONS D'ESSAIS

L'instrumentation et les essais ont été réalisés à l'Institut Von Karman dans la soufflerie à rafales C2 pour les essais thermiques et dans la soufflerie C3 pour les mesures aérodynamiques.

Les essais ont été réalisés de manière à respecter les conditions de similitude par rapport aux conditions qui sont rencontrées dans la réalité ; les caractéristiques sont définies par :
- Nombre de Prandtl : 0,72
- Nombre de Mach axial : 1,30
- Nombre de Reynolds par mètre : $46 \times 10^6$
- Rapport des températures : $T / T_p = 1,32$

5 - MESURES AÉRODYNAMIQUES

5.1 - Répartition du nombre de Mach

Les répartitions de pression ont été mesurées sur les différentes plates-formes en présence ou non de chacune des trois zones d'émission. La répartition du nombre de Mach mesurée pour le fonctionnement sans film est présentée sur la figure 7. L'influence des émissions sur la répartition du nombre de Mach est faible, seule la présence des films situés au niveau du col d'émission 3 pour les deux plates-formes 2 et 3 influent sur la répartition des lignes de Mach $f$ et $g$ situées en amont de la zone d'émission comme le montre la figure 8. La répartition axial reste quant à elle inchangée.

5.2 - Visualisation des lignes de courant à la paroi

Parallèlement aux mesures de pression qui ont été effectuées sur les plates-formes, les trajectoires des lignes de courant ont été visualisées à l'aide d'un dépôt d'huile mélangée avec un oxyde de titane et de la poudre de talc. Un exemple de visualisation est présenté sur la figure 9, pour un essai sans émission. La déviation des lignes de courant situées en amont du col d'émission 3 pour les deux plates-formes $f$ et $g$ situées en amont de la zone d'émission comme le montre la figure 10, pour la plate-forme numéro 1, les trois zones d'émission étant alimentées.

La comparaison des lignes de courant visualisées avec et sans film est présentée sur la figure 11 : l'effet dû à la première rangée n'apparaît que très localement, les secondes et troisièmes rangées modifient les trajectoires des lignes de courant de façon importante, celles-ci se rapprochant de celles de l'écoulement potentielle. La même comparaison effectuée sur la plate-forme numéro 2 montre un résultat différent, les lignes de courant n'étant que très localement affectées par la présence des émissions, l'effet dû à la troisième rangée n'apparaît que dans les zones d'émission. De ces résultats, il ressort que si l'angle de perçage affecte localement la trajectoire des lignes de courant, "l'effet de rangée" semble jouer un rôle primordial dans la déviation possible de celles-ci.

6 - MESURES ET COEFFICIENTS DE TRANSFERT THERMIQUE

6.1 - Résultats sur les plates-formes sans film

Les mesures des flux thermiques au niveau de la paroi ont été dépolluées en utilisant les résultats aérodynamiques (répartition des lignes de Mach et des lignes de courant) obtenus lors de la première partie de la campagne d'essai.

Il a été recherché des corrélations donnant le transfert thermique sous la forme $\mathcal{N}_\lambda = \mathcal{R}_\lambda$, par analogie avec la plaque plane, avec :

$$\mathcal{N}_\lambda = \frac{h}{\mathcal{A}}, \quad \mathcal{R}_\lambda = \frac{u}{\mathcal{A}}$$

Ces relations ont été appliquées sur les lignes de courant ; elles de la plate-forme déterminées lors des visualisations. Deux régions distinctes apparaissent alors :
- une région dite "aval" où l'origine des lignes de courant se trouve à la paroi intérieure de l'orifice, les particules provenant d'un niveau supérieur et entrainées par l'écoulement transversal apparaissent sur la plate-forme à cet endroit.
Notons que la séparation des deux régions qui a été faite correspond physiquement à la position des points de la plate-forme par rapport au tourbillon en fer à cheval (tourbillon de passage).

L'analyse des mesures effectuées sur les trois plates-formes sans émission de film a permis de déterminer une corrélation pour la zone aval, de la forme (figure 1):

\[ \text{Nu} = A \times \text{Re}^{0.8} \]

Cette loi s'apparente fortement à celle obtenue pour une couche limite turbulente se développant sur une plaque plane, bien que le coefficient \( A \) à qui une valeur unique pour l'ensemble des lignes de courant soit différent; l'exposant affecté au nombre de Reynolds calculé en chaque point sur la ligne de courant tend à prouver, que dans la zone aval, l'écoulement est d'origine turbulente.

Une comparaison des résultats obtenus a été faite avec un programme de calcul de la couche limite le long de cette ligne de courant par différences finies, utilisant un modèle de comportement de la turbulence, et est présentée sur la figure 13 : une re-laminarisation de la couche limite turbulente apparaît en amont du col, suivie d'une nouvelle transition, phénomène qui n'est pas confirmé par les mesures. Si ce type de méthode de calcul du développement de la couche limite apparaît tout à fait adapté à la prédiction des échanges pour des écoulements bidimensionnels, son utilisation dans des zones d'écoulements secondaires n'apporte pas de résultats satisfaisants.

Pour la zone "amont", le même type de corrélation que pour la zone "aval" a été obtenue (figure 14).

\[ \text{Nu} = B \times \text{Re}^{0.8} \]

Toutefois, la grande dispersion des mesures observée dans cette région ne permet pas d'accorder à cette corrélation une grande valeur, l'importance des phénomènes tridimensionnels étant telle que seule la mise au point des méthodes de calcul sophistiquées permettra d'approcher de façon précise les échanges thermiques.

6.2. Résultats sur les plates-formes en présence de film

En présence des films émis par chacune des zones d'émission des trois plates-formes, les mesures des échanges thermiques ont été effectuées. La comparaison de ces valeurs à celles mesurées sur les plates-formes non refroidies par film montre un comportement analogue à celui rencontré sur les plaques planes où seule la zone située immédiatement en aval des orifices d'émission présente une augmentation importante du coefficient d'échange, tandis qu'ailleurs sa valeur reste équivalente à ce qu'elle aurait été sans la présence du film comme l'illustre pour la seconde plate-forme la figure 15.

La méthode d'analyse des résultats est analogue à celle qui a été utilisée pour corrêler les coefficients de transfert thermique sans film, les mesures ayant été dépeuillées sur les lignes de courant visualisées. Toutefois, compte tenu de l'impossibilité actuelle de prévoir les lignes de courant en présence de film, il a été décidé de corrélérer les coefficients de transfert thermique de manière empirique, en fonction de la distance \( x/D \) de l'orifice d'émission. Bien que la dispersion des mesures soit assez grande, une corrélation, représentant l'ensemble des résultats obtenus pour les trois plates-formes a pu être déduite donnant l'augmentation du coefficient de transfert thermique en fonction du paramètre \( x/D \). Conformément à l'analyse qualitative qui avait été faite précédemment, la corrélation obtenue montre qu'au-delà de 10 diamètres, l'influence de la présence du film et donc la valeur du coefficient de transfert thermique devient négligeable. L'incertitude qui apparaît est maximale dans la zone de forte modification du coefficient d'échange juste en aval du film \((x/D < 10)\); compte tenu de l'importance du phénomène de pompage thermique dû à la convection dans les orifices d'émission, et comme l'augmentation de coefficient d'échange reste relativement modérée, l'erreur qui se propage sur l'estimation des coefficients de transfert thermique externes dans cette zone du fait de l'imprecision de la corrélation n'entraînera qu'une faible incertitude sur la prédiction des températures métal.
6.3. - Efficacité de film
Bien que les résultats sur les efficacités de film ne fassent pas l'objet de cette présentation, il est intéressant de signaler que des mesures d'éfficacité ont été réalisées chacune des 180 films de trois plates-formes et ont permis de mettre en évidence certains résultats :
- un film émis en amont de la zone de séparation peut être entraîné dans le tourbillon de passage et réapparaître à la sortie de la grille avec une très forte efficacité ;
- les caractéristiques géométriques qui influencent l'éfficacité de film sont similaires à celles qui ont été déterminées pour la plaque plane ;
- pour certains films, un comportement analogue à celui des films se développant sur une plaque plane a été constaté.

La mise au point des corrélations donnant les efficacités de film en fonction des paramètres géométriques des perforations et des paramètres de l'écoulement a été entreprise à la SNECMA.

7 - APPORT DE L'ÉTUDE POUR LE DIMENSIONNEMENT DES PLATES-FORMES

7.1. - État de la couche limite
Les études entreprises à partir des essais que la SNECMA a fait réaliser à l'I.V.K ont permis de trouver, que pour des conditions de similitude par rapport à celles rencontrées sur moteur, la couche limite, dont le comportement est de type turbulent, se décompose en deux zones : zone de part et d'autre du tourbillon de passage. La présence d'un film ne modifie globalement pas le comportement de cette couche limite.

7.2. - Application d'un modèle de calcul
Conformément aux résultats de l'analyse bibliographique, les méthodes de calcul bidimensionnelles de la couche limite sont avérées inutilisables pour décrire les écoulements sur les plates-formes.

Des corrélations ont été mises au point permettant d'obtenir le coefficient de transfert thermique en chaque point de la plate-forme. Elles ont été appliquées aux expériences pour lesquelles nous disposions de suffisamment d'informations concernant les conditions d'essais : la séparation amont-aval de l'écoulement a été retrouvée et les formules appliquées sur les lignes de courant permettent de retrouver les résultats de mesure avec une précision correcte (20 %). Ces résultats permettent de valider notre démarche.

7.3. - Utilisation des corrélations
Les corrélations qui ont été mises au point sont appliquées au dimensionnement thermique des pièces moteur et permettent de prédir les coefficients d'échange sans film avec une bonne précision ; une correction locale peut être appliquée à ces coefficients d'échange en présence d'un film représentatif de ceux qui ont été testés (nombre de rangées, taux de soufflage, position...).

L'amélioration des méthodes de prédiction des échanges au niveau des plates-formes des distributeurs HP permet d'envisager l'augmentation des conditions de température et de pression qui règnent devant les turbines avec confiance, le dimensionnement de leur système de refroidissement pouvant se faire avec un degré de confiance se rapprochant de celui qui existe aujourd'hui sur les aubes.

8 - CONCLUSION
Une série d'essais destinés à mettre au point des méthodes de calcul tridimensionnelles des transferts thermiques le long des parois baignées par les écoulements secondaires a été réalisée. Une analyse simplifiée des résultats obtenus a permis de définir des corrélations donnant les coefficients d'échange sur les plates-formes de distributeur en présence ou non de film ; ces formules qui ont été validées sur d'autres essais réalisés par la SNECMA ou issus de recherches bibliographiques permettent de dimensionner le comportement thermique des plates-formes avec une bonne précision.
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1. SUMMARY

For hot and high speed turbines it is desirable to use blades without tip shrouds, which are an embarrassment from the point of view of centrifugal weight and cooling. The static shroud segments are then exposed to very severe thermal conditions.

It is difficult to design shroud segments which will survive these conditions without demanding so much cooling air that the specific fuel consumption advantage of the shroudless blade is completely absorbed.

The problem involves two parameters:- cooling requirements and integrity.

Therefore, for a variety of possible segment section design concepts, the first part of this paper will examine fundamental relationships which control the cooling requirements.

The second part of the paper explains the decision to evaluate experimentally the integrity of section designs, and a description and technical justification of the chosen test technique, which overcomes the heat-transfer compromises involved in testing at atmospheric pressure.

2. NOMENCLATURE

<table>
<thead>
<tr>
<th>Assumed Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tg</td>
</tr>
<tr>
<td>hq</td>
</tr>
<tr>
<td>C1</td>
</tr>
<tr>
<td>Tc1</td>
</tr>
<tr>
<td>T1</td>
</tr>
<tr>
<td>T2</td>
</tr>
<tr>
<td>T3</td>
</tr>
<tr>
<td>T4</td>
</tr>
<tr>
<td>Tc2</td>
</tr>
<tr>
<td>η</td>
</tr>
<tr>
<td>q</td>
</tr>
<tr>
<td>Km</td>
</tr>
<tr>
<td>Kc</td>
</tr>
<tr>
<td>K1</td>
</tr>
<tr>
<td>x1</td>
</tr>
<tr>
<td>x2</td>
</tr>
<tr>
<td>x3</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>Shroud area</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
3. INTRODUCTION

The great majority of Rolls-Royce gas turbine aero-engines have used shrouded blade turbines, giving good tip sealing as well as good performance retention. The cooling of the static shroud segments against which the blade tip shrouds run is relatively easy and effective, since a film of cooling air, both from an annular release in front of the segments and from blade cooling air released from the blade tips, is easily established and maintained over the full axial length of the liner. This means that the cooling air requirements are quite low and relatively low temperature materials may be used.

Demands for increased gas turbine efficiencies in the longer term can be satisfied by running the turbine hotter and faster. In these circumstances the blade tip shroud is an embarrassment, from the point of view of its C.F. weight and the extra cooling air required, both for the shroud itself and for the aerofoil, so that it may carry the weight of the shroud. However, deletion of the tip shroud exposes the static shroud segments directly to the turbine gases. Also, in order to minimise over tip leakage, the tip clearance between the blades and the segments must be kept as low as possible, e.g. 0.2-0.3 mm. This gives a very high heat transfer coefficient, with little chance of maintaining a cooling film, so that the heat flux into the shroud segment is much greater than with shrouded blades.

Unless great sophistication is designed into the cooling system, together with the choice of the right materials, the efficiency gains from the use of the higher speed turbine will be sacrificed completely by the need for extra expensive cooling air. In addition to this there are a number of other criteria which need to be satisfied, abrasibility, erosion and oxidation resistance, and mechanical integrity. Each of these aspects of performance merits a substantial programme of research. Therefore, in order to render the task manageable, this paper addresses only the problems of cooling and integrity in the conditions of extreme thermal cycling.

The first part of the paper examines the steady state thermal requirements, leading to estimates of required quantities of cooling air flow for different section constructions. The second part of the paper is concerned with the integrity of ceramic layers and examines the transient temperature behaviour in an idealised engine cycle, bearing in mind the need to define some simple rig tests which can be used to evaluate those designs featuring ceramic.

4. SHROUD COOLING ANALYSIS

Before specifying and developing a shroud design, it is important to understand the fundamental thermal constraints which apply to various types of section. The purpose of this exercise therefore, is to examine the requirements which must be satisfied by a shroud design. Various alternative design proposals are examined, starting with bare metal and progressing, via ceramic coated metal substrates, to ceramic coated substrates incorporating a compliant intermediate layer.

The thermal model chosen is simply a one dimensional heat transfer calculation through a slab or sandwich corresponding to the shroud segment design being investigated. The steady state conditions are calculated by solving a set of simultaneous equations, corresponding to the various layers of the section.

Many of the quantities used in the equations are themselves variable, but for this very basic assessment, representative constant values are used. This should not invalidate the broad and general conclusions produced by the analysis. In order to assess the cost of cooling air required, a hypothetical engine is considered. The dimensions, temperatures and air flows, together with the values of other constants used, are set out with the nomenclature.

The maximum local annulus gas temperature $T_g$, is assumed to be 1300°C (1573K) this is approximately equal to the mean flame temperature at take off of an engine using shroudless blades, so it typically applies to a hot streak condition with some dilution due to combustion chamber wall cooling. The heat transfer coefficient, $h_C$, is assumed to be 17,100 watts/m²K. Information on heat transfer coefficients applying to the hot surface of a shroud segment is sparse. The chosen value is the best estimate available for a single value, to be applied for the whole of the segment.

The temperature of cooling air used to cool the shrouds is taken to be 600°C and corresponds to using HP compressor delivery air. As on the hot side, to do precise calculations, one should define a heat transfer coefficient for the cold side - $h_C$. This is, however, directly dependent on the mass of cooling air used and this needs to be minimised. Also, the choice of cooling system has yet to be resolved and this too affects the so this procedure in this instance is not appropriate. Therefore the calculations in this paper avoid this difficulty by using the concept of cooling efficiency $\eta$. As a result the product $\eta M$, which is a measure of the 'cooling demand', now appears as a parameter in the calculations. The virtue of this approach is that it allows the decisions on the type of cooling system and the quantity of cooling air used to be left to the end of the analysis.

$$\eta = \frac{\text{temperature gain of cooling air}}{\text{temperature differential, metal to cooling air}} = \frac{T_{c2} - T_{c1}}{T_{h} - T_{c1}}$$
4.1 UNCOATED METAL SHROUDS (Impingement or convection cooled)

The one-dimensional heat flux equations are set out below.

\[
q = h g (T_g - T_3) \quad (1)
\]

\[
q = \frac{K_m}{x_m} (T_3 - T_4) \quad (2)
\]

\[
q = M \times C_p (T_{c1} - T_{c2}) = \frac{\eta M C_p}{T_4 - T_{c1}} \quad (3)
\]

\[
q/h_g = q/(x_m \times 10^{-3} + \frac{1}{\eta M C_p}) \quad (4)
\]

\[
\frac{T_g - T_3}{T_3 - T_{c1}} = \frac{1000/\eta M}{x_m + \frac{1000}{\eta M} C_p} \quad (5)
\]

\[
\frac{T_g - T_3}{T_3 - T_{c1}} = \frac{1300 - 1050}{1050 - 600} = .555 \quad (6)
\]

Transposing (6) and entering values for the constants, we get

\[
\eta M = \frac{1}{1005} \times \frac{1000}{1000 - x_m} \quad (7)
\]

\[
\eta M = \frac{19.9}{2.07 - x_m} \quad (8)
\]

If $T_g$ is taken as $1050^\circ C$ (maximum for an oxidation resistant coating or material like the 'MCrAlY' alloys).

\[
\eta M = \frac{19.9}{2.07 - x_m} \quad (9)
\]

It is convenient to express the quantity $\eta M$ as a percentage, i.e. a decimal for $\eta$ and a percentage of engine HP air used for cooling (M), i.e. $\frac{\eta M}{131.5} \times 100$, for the area of the full shroud annulus ($113 m^2$).

\[
\eta M = \frac{.113 \times 100}{131.5} \times \frac{19.9}{2.07 - x_m} = \frac{1.71}{2.07 - x_m} \quad (10)
\]

This equation shows that the heat transfer coefficient on the hot side is so high that, even with an infinite heat sink on the cold side, the hot surface metal temperature cannot be brought down to $1050^\circ C$ when the metal thickness exceeds 2 mm. The heat flux is so high that it needs a large temperature gradient to draw the heat through the metal and there is then left no temperature difference between the cool side metal and the cooling air.
4.2 METAL SHROUDS (Transpiration cooled)

For this configuration \( \eta \) must be redefined, substituting \( T_3 \) for \( T_4 \) for the cooled metal temperature, since the cooling air now has the potential for cooling the full section thickness, including the metal at the highest temperature. 

\[
\eta = \frac{T_{c2} - T_{c1}}{T_2 - T_{c1}} 
\]

\[
\text{HEAT FLUX} \quad q = h_g (T_g - T_3)
\]

\[
q = \eta M C_p (T_3 - T_{c1})
\]

Processing these equations for the full shroud, in decimal-percentage terms as before yields:

\[
\eta M = 0.825 \%
\]

This value is plotted as a single point on Fig 6, together with other curves generated later. Note that this is a constant value, not dependent on the thickness of the section. Note also that the cooling flow requirement may be halved, by halving the heat transfer coefficient \( (h_g) \), increasing the tolerable metal temperature \( (T_3) \) to 1150°C, decreasing the gas temperature \( (T_g) \) to 1175°C, or decreasing the cooling air temperature to 150°C.

If the insulating effect of the cooling air as a result of the formation of a film on the hot surface is ignored, the maximum value of \( \eta \) which might be assumed for this system is 0.3. This leaves a cooling air mass flow requirement of 2.75%, which is very high and demonstrates the desirability of effective film cooling with all-metal shrouds.

4.3 METAL SUBSTRATE WITH CERAMIC COATING
Now $T_7$ is defined as for 4.1, using $T_4$ in place of $T_3$, giving the following equations:

\[
\begin{align*}
T_7 - T_3 &= \frac{1000}{1000 + \frac{x_c}{K_C} - \frac{x_m}{K_m}} \tag{18} \\
\text{HEAT FLUX} q &= \frac{K_C}{x_c \times 10^{-3}} (T_1 - T_3) \tag{15} \\
&= \frac{K_m}{x_m \times 10^{-3}} (T_4 - T_4) \tag{16} \\
&= \eta M c_p (T_4 - T_4) \tag{17}
\end{align*}
\]

Now by adding (14) and (15), then dividing by (16) + (17) we get:

\[
\frac{T_9 - T_3}{T_3 - T_1} = \frac{1000}{1000 + \frac{x_c}{K_C} - \frac{x_m}{K_m}} \tag{19}
\]

Substituting this in equation (17) and re-arrange to get:

\[
\eta M = \frac{1000}{1000 + \frac{x_c}{K_C} - \frac{x_m}{K_m}} c_p \tag{20}
\]

We may now substitute for the other constants and express the equation in decimal-percentage terms as before. Also a fixed value of $x_m$ (2 mm) may be used to simplify the equation:

\[
\eta M = \frac{0.0678}{x_C - 0.034} \tag{21}
\]

The value of $K_C$ taken is that of a low conductivity ceramic, in this case yttria stabilised zirconia (YSZ). The effect of the ceramic is to reduce the heat flux considerably, and so much less cooling air is required. The calculations show that about 1 mm of YSZ is needed to keep the product $\eta M$ down to about 0.1. This corresponds to about 1% of cooling air with an impingement cooling system of 0.2 efficiency. The surface temperature of the ceramic is almost equal to the gas temperature and there is a large temperature drop across the ceramic. It should be noted that if $\eta M$ could be allowed to rise to 0.2 the ceramic could be made as thin as .35 mm, which is the sort of thickness used on other components with some success. Alternatively, if the maximum substrate temperature were set at 1050°C this thickness of ceramic (.35 mm) would only require a $\eta M$ value of 0.1.

**4.4 METAL SUBSTRATE WITH A CERAMIC COATING ON AN INTERMEDIATE COMPLIANT LAYER**

One possible method of alleviating the distress imposed on the ceramic by differential thermal expansion between the ceramic and the dominating substrate, is to interpose a relatively flexible, compliant layer, typically a sintered mat of oxidation resistant metallic wires. This section considers such a construction, which is cooled by passing air over the rear of the substrate.
The heat flux equations are as follows:

\[
\begin{align*}
q &= h_g (T_g - T_1) \\
&= \frac{K_c}{x_c \times 10^{-3}} (T_1 - T_2) \\
&= \frac{K_i}{x_i \times 10^{-3}} (T_2 - T_3) \\
&= \frac{K_m}{x_m \times 10^{-3}} (T_3 - T_4) \\
&= \eta M C_p (T_4 - T_c_1)
\end{align*}
\]

Add equations (22) + (23), then divide by the sum of (24) + (25) + (26)

\[
\frac{T_g - T_2}{T_2 - T_c_1} = \frac{\frac{1000}{h_g} + \frac{x_c}{K_c}}{\frac{1000}{\eta M C_p} + \frac{x_m}{K_m} + \frac{x_i}{K_i}}
\]

\(T_2\) features in this equation, since the critical temperature in this construction is the highest temperature of the metallic compliant layer. If \(T_2\) is set at 950°C, for long term oxidation resistance of the fine metallic wires.

\[
\frac{T_g - T_2}{T_2 - T_c_1} = \frac{1300 - 950}{950 - 600} = 1
\]

This may be substituted in equation (27), which when re-arranged becomes:

\[
\eta M = \left(\frac{1000}{h_g} + \frac{x_c}{K_c} - \frac{x_m}{K_m} - \frac{x_i}{K_i}\right) C_p
\]

When values for the constants are substituted, \(x_m\) set at 2 mm and expressed in decimal - percentage terms for the hypothetical engine, the equation simplifies to:

\[
\eta M = \frac{0.0678}{x_c} (1 - 0.725 \frac{x_i}{K_c}) - 0.034
\]

The form of the graphs of this equation, for a range of values of \(\frac{x_i}{K_c}\), is indicated in Fig 6. Note that if \(\frac{x_i}{K_c}\) is greater than approximately 1.2 to 1.3 it becomes impossible to hold \(T_2\) down to 950°C.

This calculation shows that the introduction of a compliant layer requires additional cooling air. This is because, as well as acting as an insulator (\(K_i < K_c\)), the temperature of the hot side of the layer now becomes the limiting factor, and it is on the wrong side of some of the insulation.

Ideally a very thin, highly conductive compliant layer is required, but this might militate against its compliance. On the other hand, the use of a thicker or less conductive compliant layer demands more cooling air.

The requirement for more cooling with thick compliant layers can be counteracted by increasing the thickness of the ceramic. Thus a typical design could be 2.5 mm of ceramic on 2.5 mm of compliant layer. The calculations predict that the product of \(\eta M\) would be \(1.1\), and, as before, would correspond to using 5% of cooling air with an impingement cooling system of 0.2 efficiency. The calculated temperature distributions show that the ceramic surface is almost at gas temperature, there are large temperature drops of almost equal magnitude across the ceramic and the compliant layer, the temperature gradients are however much less steep than with ceramic alone.
4.5 METAL SUBSTRATE WITH A CERAMIC COATING ON A COMPLIANT LAYER WHICH IS COOLED BY THE TRANSPIRATION OF COOLING AIR

The cooling air may now rise to temperature $T_2$, therefore the cooling efficiency must be redefined as:

$$\eta = \frac{T_2 - T_1}{T_2 - T_{c1}}$$  \quad (31)

**HEATFLUX**

$$q = \frac{k_c}{\alpha_c \times 10^{-3}} (T_1 - T_2)$$  \quad (32)

$$q = \eta MCp (T_2 - T_{c1})$$  \quad (33)

Equation (31) + (32) divided by (33) gives:

$$\eta M = \frac{1000}{K_c} + \frac{T_2 - T_1}{1000} \frac{1000}{\eta MCp}$$  \quad (34)

Then

$$\eta M = \frac{1000}{h_g} \frac{T_2 - T_1}{K_c}$$  \quad (35)

Substitute for the variable and convert to decimal -% terms:

$$\eta M = \frac{0.0678}{K_c + 0.046}$$  \quad (36)

The ability to pass the cooling air through the compliant layer means that the low conductivity of the layer is no longer providing a restriction for heat flow. The compliant layer can be of any desired thickness. The cooling air can theoretically rise to the limiting temperature of the compliant layer, i.e. $950^\circ C$. This provides a very good system with a high cooling efficiency, due to the intimate contact of the cooling air with the compliant layer, which has a high surface area. Thus low thicknesses of ceramic can be considered. Most of the temperature drop is taken across the ceramic, whose surface is very close to the gas temperature.

4.6 CONCLUSIONS OF SHROUD COOLING ANALYSIS

The main numerical results of the above analysis are plotted on FIG. 6. Also FIG.7 is a chart which indicates the cooling air costs, advantages and disadvantages of possible designs in the various configuration studied.

4.6.1 Uncoated Metal Shrouds (Impingement or convection cooled)

This is, of course not plotted on FIG. 6, since there is no ceramic involved. However the cooling demands are high and strongly dependant on metal thickness. In fact above a thickness of approximately 2 mm, it becomes impossible to keep the metal below $1050^\circ C$, no matter how efficient is the cooling.
4.6.2 Metal Shrouds (Transpiration Cooled)

Metal thickness is no longer a parameter and the shroud segments may be of any desired thicknesses. A single point is plotted on FIG. 6 (at $x_c = 0$) for reference. If some degree of film cooling is achieved with the exhausted cooling air, the cooling costs may be lower than quoted.

4.6.3 Metal Substrate with Ceramic Coating

Much depends on the thickness of the coating and the temperature to which the metal is to be cooled. The thicker coatings require the least cooling, but they are also the designs which suffer most from integrity problems.

4.6.4 Metal Substrate with Ceramic Coating on Compliant Layer (Impingement Cooled)

The compliant layer offers a solution to the integrity problem, but its presence increases the cooling costs and/or requires a thicker ceramic coating. In addition there is a relationship between the ratio of compliant layer to ceramic thickness and the cooling costs, with definite limits to the thickness ratio.

4.6.5 Metal Substrate with Ceramic Coating on Compliant Layer (Transpiration Cooled)

The constraints on compliant layer and ceramic thickness described above are removed. Also the direct cooling of the compliant layer is very efficient. The cooling costs are similar to those of the simple ceramic coating configuration, while the integrity advantage of the compliant layer is maintained.

**FIG 6 Predicted Cooling Air Requirements**
### SHROUD SECTION DESIGN

<table>
<thead>
<tr>
<th>SHROUD SECTION DESIGN</th>
<th>PREDICTED ( \eta )</th>
<th>PROBABLY ( \eta )</th>
<th>REMARKS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SIMPLE ALL-METAL - 2 MM THICK IMPINGEMENT COOLED</td>
<td>INFINITE</td>
<td>.2</td>
<td>IMPOSSIBLE TO COOL TO 1050°C</td>
</tr>
<tr>
<td>SIMPLE ALL METAL (SAY 2 MM THICK) TRANSPIRATION</td>
<td>.02</td>
<td>.3</td>
<td>VERY EXPENSIVE ON COOLING AIR</td>
</tr>
<tr>
<td>COOLED TO 1050°C</td>
<td>.41</td>
<td>.3</td>
<td>BUT MAY BE ACCEPTABLE ESPECIALLY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IF HIGHER TEMPERATURE METALS ARE USED, OR</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>EFFECTIVE FILM COOLING IS ACHIEVED.</td>
</tr>
<tr>
<td>CERAMIC COATED SUBSTRATE (2 mm THICK) WITH</td>
<td>.07</td>
<td>.2</td>
<td>CHEAP COOLING, BUT HAS INTEGRITY PROBLEMS.</td>
</tr>
<tr>
<td>IMPINGEMENT COOLED TO 950°C</td>
<td>.22</td>
<td>.2</td>
<td>MORE EXPENSIVE COOLING, BUT BETTER INTEGRITY</td>
</tr>
<tr>
<td>WITH 1 mm OF YSZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WITH .35 mm 0° YSZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CERAMIC COATED SUBSTRATE (2 mm THICK)</td>
<td>.10</td>
<td>.2</td>
<td>CHEAP COOLING, BUT THICK COMPLIANT LAYER</td>
</tr>
<tr>
<td>SUBSTRATE IMPINGEMENT COOLED TO 950°C</td>
<td></td>
<td></td>
<td>REQUIRES THICK CERAMIC COAT, WITH ATT.</td>
</tr>
<tr>
<td>WITH 2.5 mm YSZ on 2.5 MM COMPLIANT LAYER</td>
<td></td>
<td></td>
<td>INTEGRITY PROBLEM.</td>
</tr>
<tr>
<td>WITH 1.5 mm YSZ on 1.5 MM COMPLIANT LAYER</td>
<td>.18</td>
<td>.2</td>
<td>MORE EXPENSIVE COOLING, BUT BETTER INTEGRITY</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CERAMIC COATED SUBSTRATE (ANY THICKNESS) WITH</td>
<td>.065</td>
<td>.5</td>
<td>VERY EFFICIENT COOLING, WITH ONLY</td>
</tr>
<tr>
<td>TRANSPIRATION COOLED</td>
<td></td>
<td></td>
<td>CONSTRAINT ON COMPLIANT LAYER THICKNESS</td>
</tr>
<tr>
<td>COMPLIANT LAYER</td>
<td>.125</td>
<td>.5</td>
<td>PASS THE REQUIRED AMOUNT OF AIR.</td>
</tr>
<tr>
<td>WITH 1 mm YSZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WITH 0.5 mm YSZ</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**FIG 7 POSSIBLE SHROUD DESIGNS**

### 5 CERAMIC COATING INTEGRITY

Having made an estimate of the cooling demands for a selection of shroud design concepts, it is also necessary to investigate the difficult problem of mechanical integrity of the designs, particularly with respect to the ceramic coating. The first requirement is that the shroud assembly should be capable of prolonged service at the elevated temperatures associated with engine service. However, the most difficult requirement is the need to survive the cyclic stresses, resulting from differential thermal expansions occurring during engine acceleration and deceleration.

Ideally, given a full understanding of the problem, a theoretical analysis of the designs should be performed. This would involve the calculation of transient thermal gradients in three dimensions, for the full engine cycle. The next step would be the application of the relevant mechanical and thermal properties of the various materials, which themselves are variable with temperature, in order to predict the three-dimensional stress cycles. The final step would be the assessment of the stress data against a number of complex failure criteria. The first of these three steps might be feasible, though difficult to achieve with confidence. The second step involves material data which is at present poorly specified. Also, the final step requires the full knowledge of very complex and various failure criteria, which is not available at this time.

The performance of this theoretical analysis would therefore be a formidable task, with many possibilities for error, which would inevitably reduce confidence in the final conclusions.

The second part of this paper describes an alternative approach, for which only an element of the first of the three above steps is used, in order to specify a rig test experimental evaluation which will provide the required assessment of integrity.
The tests involve a test piece which, though lacking some of the details of an engine shroud segment, is representative in terms of size, shape and section design. To this test piece is applied a thermal cycle, which is chosen to give representative thermal gradients, while keeping the absolute temperatures at a reasonable level. The 'stress and failure analysis' is then performed by the rig test. The main compromise involved is the order difference in heat transfer coefficients, between the atmospheric pressure rig and the high pressure engine. This is corrected by two means. Firstly, the flame used in the rig is hotter than the annulus gas in the engine. The relevant quantity is the temperature difference between the flame and the hot surface of the test piece, not the absolute flame temperature, therefore this is quite a powerful factor. Secondly, in the engine, the annulus temperature will take several seconds to rise and fall, but on the rig the flame may be applied and removed from the specimen almost instantaneously. This factor can be used to steepen the transient gradients, to correct for the low heat transfer coefficient on the atmospheric rig.

The only analytical part of this method is the selection of the rig thermal cycle, which will give the correct thermal gradients. For this a computer program, giving transient one dimensional thermal gradients at a number of times through the cycle, is used for both rig and engine. FIG. 8 illustrates the method used to select the cycle.

![Diagram](attachment:image.png)

**FIG 8 METHOD USED TO SELECT TEST THERMAL CYCLES**

Note that the iterative alterations to the test cycle are chosen arbitrarily, but with increasing skill as the exercise proceeds. The final selected test cycle is specific to each design of section and it is then used as a guide for setting up the conditions. The predicted front and rear face temperatures are then used to monitor the cycle and for fine adjustments to the control parameters, e.g. flame power and cycle time.

The rig used is illustrated by FIG 9. The specimen, which is 50 mm square, is supported in a water cooled holder, which may be shuttled between heating and cooling positions by an automatically scheduled pneumatic ram. Heat is supplied by a large 180 kW oxy-propane burner, which not only has adequate power, but also is large enough to give even heating over the face of the specimen. For some cycles an active cooling jet is used, but not for all.
For most specimens only two pieces of instrumentation are used. A radiation pyrometer is used to record the front face temperature ($T_1$) and a thermocouple is attached to the rear face to record $T_4$. During early tests more fully instrumented test pieces, with thermocouples embedded in the sections at each material discontinuity, were used to evaluate the test method. A typical output is shown in FIG. 10. The distribution of temperatures is as expected, showing that the values of thermal conductivity specified for the materials are approximately correct. These results then justified the use of only two temperature measurements on the main programme specimens.

The rig and test technique have been commissioned during a quite extensive programme, during which many of the basic conclusions which are widely published by other researchers have been confirmed. At this point the testing of sections involving ceramics was suspended, as the rig was diverted to another programme, which is not within the scope of this paper. It is now intended to return to a programme of research on the concepts described in this paper.

FIG 9 THERMAL CYCLING TEST RIG
6. CONCLUSIONS

This paper has explored two aspects of the design and development of shroud segments for turbines which use unshrouded blades. The first part of the paper is a general assessment of the thermal gradient through various types of section, to give a basic understanding of the thermal requirements. In particular, for sections involving ceramic coatings, it has defined the thickness of coating required and related this to the cost in terms of cooling air flow. In addition, a problem or limitation associated with the use of a compliant layer, as a result of its relatively low conductivity, has been highlighted. A possible means of overcoming this problem, by means of the transpiration of cooling air through the porous compliant layer, has been described.

The second part of the paper described a method of comparative assessment of engine and rig thermal gradients and cycles. This has been used to define a set of test conditions, in which there will be some confidence that the test results will be meaningful and relevant.

Though no comprehensive programme of tests has yet been performed, the rig has been fully commissioned and it is intended to commence such a programme in the near future.
DISCUSSION

D.K. Hennecke, Ge
What ceramic material were you using?

Author's Reply
Though the type of analysis described may be used for a variety of materials, the properties used in this paper are for yttria stabilized zirconia. The experimental work done so far has confirmed that improved integrity is obtained with partial stabilization.

D.K. Hennecke, Ge
Was the ceramic coating also employed as abrasive or abradable coating?

Author's Reply
The lack of abradability is another of the difficult problems associated with the use of ceramics on static shrouds. It is very desirable that abrasion should remove material from the stator, rather than the rotor blade tips. The literature describes a number of conceptual solutions: porous, therefore abradable, top coats on the ceramic or abrasive caps on the blade tips. A more elegant solution would be the use of a reliable active tip clearance control system (possibly with mechanical activation). This should reduce the frequency of tip rubs, such that the consequent loss of performance, requiring a removal of the engine for refurbishment, would be acceptable.

D.K. Hennecke, Ge
In case of a rub-in of the blades into the coating wouldn't the compliant layer be squeezed so that the cooling flow would be reduced?

Author's Reply
The above remarks apply to this question but in any case I would anticipate that a severe rub, which might compress the compliant layer, would also remove the ceramic in a gross manner. If the flow characteristics of the compliant layer were designed to be self metering, such a design might be to a degree fail-safe.

D.A. Nealy, US
Just an observation. Our own work, primarily in the context of combustor cooling has shown that both normal (through thickness of layer) and axial temperature gradients through the transpiration cooled compliant layer may be very substantial. The strong axial material temperature gradients are in fact a consequence of the high intrinsic thermal efficiency of the transpiration cooled layer. I would simply like to point out that these thermal gradient details may have some important implications relative to ceramic layer thermal stresses.

Author's Reply
There is strong evidence to suggest that a coating which will be successful, from the point of view of avoidance of catastrophic failure, will necessarily suffer radial cracking at an early stage. This being the case, the coating will be effectively strain isolated in the axial direction. In any case I would expect that since the intermediate layer is to some extent compliant, its planar dimensions will be controlled by the solid substrate.

P. Ramette, Fr
Quelle est la nature du matériau utilisé pour la couche intermédiaire sous la céramique, et quel est son niveau de porosité pour permettre un refroidissement par film?

Author's Reply
The particular material which I have used for this exercise, is the commercial product ‘Brumbond’. This consists of a sintered mat of 0.125 mm (0.005 inch) diameter ‘Hoskins 875’ wires (randomly orientated). The density of the particular version considered is 35% (i.e. 65% porosity).

J.M. Hannis, UK
The shroud segment gas temperature assumed was 1300°C — bearing in mind effects of combustor traverse, upstream vane platform cooling and discharge of cooling air from the rotor blade tip, what engine turbine inlet temperature does this represent?

Author's Reply
Given the qualitative and approximate nature of this analysis, I have assumed that the deltas you have listed may give a net variation of zero. I.e. the local gas temperature is equal to the turbine inlet temperature. I have assumed that the effect of film cooling will be minimal.
J.M. Hannis, UK
Can you say at what level of turbine inlet temperature it is necessary to introduce unshrouded rotor blading rather than shrouded blading?

Author's Reply
This is a decision which depends on many unconnected factors, as well as temperature levels.
ENGINE TESTS ON A COOLED GAS TURBINE STAGE
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SUMMARY

A new cooling system was designed for the 45 MW gas turbine type 8. Extensive tests were carried out in a new power station to verify the reliability of the cooled components. Wall temperatures were measured using thermocouples, thermal paints and pyrometers. Cooling air temperature, pressure and mass flow measurements allowed a detailed analysis of the first stage under operating conditions.

This paper presents the results and comparisons with design calculations. The applicability and accuracy of the three measuring techniques are discussed.

List of Symbols

<table>
<thead>
<tr>
<th>Subscript</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>d</td>
<td>diameter</td>
</tr>
<tr>
<td>d</td>
<td>film hole diameter</td>
</tr>
<tr>
<td>h</td>
<td>heat transfer coefficient</td>
</tr>
<tr>
<td>l</td>
<td>blade height</td>
</tr>
<tr>
<td>Ma</td>
<td>Mach number</td>
</tr>
<tr>
<td>m</td>
<td>mass flow</td>
</tr>
<tr>
<td>n</td>
<td>speed</td>
</tr>
<tr>
<td>p</td>
<td>pressure</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>s</td>
<td>chord length</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>t</td>
<td>spacing</td>
</tr>
<tr>
<td>w</td>
<td>velocity</td>
</tr>
<tr>
<td>x</td>
<td>distance from stagnation point</td>
</tr>
<tr>
<td>a</td>
<td>injection angle</td>
</tr>
</tbody>
</table>

Subscripts

- ad: adiabatic
- c: cooling air
- g: hot gas
- h: hub
- ref: reference value
- total: total
- vane inlet: vane inlet
- vane exit/blade inlet: vane exit/blade inlet
- blade exit: blade exit

INTRODUCTION

The new gas turbine type 8 was developed for increased specific power output and improved efficiency. These goals were accomplished on the one hand by modifying the thermodynamic cycle parameters and on the other hand by optimising the compressor and turbine efficiencies. By using more efficient cooling systems, it was possible to attain considerable progress on the turbine end. Even though the relative cooling air mass flow rate could be reduced, the service life of the parts subjected to the hot gas has not changed from that of the existing BBC gas turbine type 9, a 32 MW unit which has an identical design concept. Particular attention has been paid not only to mechanical stressing, but also to corrosion attack.

Modern theoretical tools were available for designing the cooling system. In addition, the most important functions were rechecked in model tests. A detailed report on these experiments was already presented in [1]. Nevertheless, various factors that have quite an important effect on the heat transfer within a turbine cannot be calculated exactly nor measured experimentally. These include, on the hot gas side, effects such as:

- nonuniformities and fluctuations of the inlet flow
- the combined influence of free stream turbulence, pressure gradient, surface curvature and roughness on the boundary layer development
- the three-dimensional flow character including rotation and end wall secondary flow
- the injection of film cooling air

Additional problems arise in the prediction of the internal heat transfer: geometrical parameters and rotational effects have an important influence on the pressure loss and the local value of the heat transfer coefficient [2]. For that reason, it is absolutely necessary to check the design in the machine itself.

For the type 8 gas turbine, extensive measurements were taken in an installation set up for that purpose. With more than 100 measuring points for temperature and pressure, the operational reliability of the entire cooling system had to be demonstrated. At the same time, the design procedure used had to be verified on two specifically instrumented test vanes and blades. The third objective was to test new computer codes for the heat transfer prediction in boundary layers, provided that a sufficient measurement accuracy could be achieved. This paper discusses the results of these measurements on the first stage vanes and blades.

**TEST ENGINE**

A complete description of the type 8 gas turbine can be found in [3], [4] and [5]. In its design point, the machine operates with the cycle temperature and the pressure ratio shown in Fig. 1. These parameters are chosen based on economic and design considerations and provide a power output of 65 MW with a thermal efficiency of 32% at base load condition.

By increasing the circumferential speed, it was possible to limit the number of stages in the turbine to three despite the higher inlet pressure (compared to the four-stage type 9 turbine). For the same reason, the specific aerodynamic loading of the individual rows was small, so that high aerodynamic efficiencies were attained. Measurements in a model turbine [1] have confirmed this.

**TABLE 1: GEOMETRIC AND AERODYNAMIC DATA AT MID-SECTION BASE LOAD (IDLE)**

<table>
<thead>
<tr>
<th>Vane</th>
<th>Blade</th>
</tr>
</thead>
<tbody>
<tr>
<td>chord length</td>
<td>s</td>
</tr>
<tr>
<td>aspect ratio</td>
<td>l/s</td>
</tr>
<tr>
<td>solidity</td>
<td>t/s</td>
</tr>
<tr>
<td>diameter ratio</td>
<td>D_t/D_h</td>
</tr>
<tr>
<td>speed</td>
<td>n</td>
</tr>
<tr>
<td>inlet pressure</td>
<td>P_{0,1}</td>
</tr>
<tr>
<td>exit pressure</td>
<td>P_{1,2}</td>
</tr>
<tr>
<td>exit Mach number</td>
<td>Ma</td>
</tr>
<tr>
<td>exit Reynolds number based on chord length</td>
<td>Re</td>
</tr>
</tbody>
</table>

Table 1 lists the design conditions for the center cross-section of the first stage vane. The flow parameters taken from a streamline curvature through flow program were - where necessary - corrected using the results of three-dimensional calculations or experiments. Fig. 2 shows a comparison of the data measured with those computed for a geometrically similar single stage turbine. To calculate the pressure distribution along the profile, a time-marching procedure was used that was likewise checked against measurements (Fig. 3). The effect of film cooling injection on the pressure distribution, the exit flow angle and the losses was determined from cascade measurements [[1]]. The same computer programs were used for the test evaluation.
Another important factor for the heat transfer on blades is the approach flow at the turbine inlet. The conditions for this flow depend quite significantly on the type and on the arrangement of the combustion chamber. The turbine design and the test evaluation are supported by the long years of BBC experience with single combustors.

COOLING SYSTEM

The heat shields of the rotor and the vane carrier as well as four rows of the blading are cooled. Fig. 4 shows the individual flows of cooling air. The largest portion of the air, which is taken off mainly at the end of the compressor, cools the various rows of blades and vanes. The total consumption of cooling air is held as low as possible by means of an extensive system of seals in the area of the blade roots and the heat shield segments.

The precision test vane made of IN939 has a sheet metal insert (Fig. 5) and is impingement cooled in the leading edge zone. A portion of the cooling air exits on the suction side through three rows of film-cooling holes. The remaining air is used for convection cooling of the pressure and suction sides across longitudinal ribs. Heat transfer in the trailing edge section is increased by means of pins. The cooling air is then mixed with the mainstream through trailing edge slots.

For dimensioning the individual cooling air passages and guides, a computer program that is structured similar to TACT I [6] was used. Correlations for the determination of pressure losses, heat transfer coefficients (coolant side) and film cooling efficiencies, all derived from experimental investigations or literature data (see, for example, [7] and [8]), form the basis for the analysis of any cooling system. The discharge coefficients for the individual cooling air outlets were measured in the cascade test mentioned above. Using these data, the following mass flow distribution was calculated for the two test vanes:

<table>
<thead>
<tr>
<th>Film holes</th>
<th>row 1</th>
<th>row 2</th>
<th>row 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6%</td>
<td>10%</td>
<td>10%</td>
</tr>
<tr>
<td>Trailing edge</td>
<td>74%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 shows the corresponding film cooling parameters. The resulting distribution of temperatures and thermal stresses is calculated using a Finite Element program.

<table>
<thead>
<tr>
<th>TABLE 2: FILM COOLING PARAMETERS (VANE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>blowing rate</td>
</tr>
<tr>
<td>momentum flux ratio</td>
</tr>
<tr>
<td>hole diameter</td>
</tr>
<tr>
<td>hole spacing</td>
</tr>
<tr>
<td>injection angle</td>
</tr>
<tr>
<td>density ratio</td>
</tr>
</tbody>
</table>

A different cooling system was selected for the first stage test blade (Fig. 6), which is also precision cast (IN738). The leading edge is cooled by means of a radial hole with cross-ribs. The main radial channel in the mid-chord region of the airfoil has the same cross-ribs for heat transfer augmentation. Arrays of short cylindrical pins are placed in the trailing edge part which is fed with cooling air from the main channel via a deflection at the tip of the blade and a small opening in the hub area. The whole cooling air is discharged through trailing edge slots. The flow distribution at the outlet on the trailing edge was measured on a rotating water test stand [11]. With that it was possible to recheck the design, which was carried out in a manner analogous to the test vane.
INSTRUMENTATION

In order to obtain as great an accuracy as possible in the evaluation of the results, measurements were taken not only of a large number of wall temperatures, but also of boundary conditions, such as cooling air pressure, temperature and mass flow, wall pressures and hot gas temperatures. Fig. 7 shows the various measurement positions. Special measuring sensors made of Platinum-Rhodium were developed to determine the hot gas temperature at different radial and circumferential locations in the hot gas channel. They were fastened directly to the individual vanes. A layer of insulation between the measuring pin and the blade prevented any heat flow into the blade material, so that the difference between the measured temperature and the effective hot gas temperature became minimal (less than 2%). The error in measurement could be restricted to \( \pm 1\% \) by means of a mathematical correction from a finite element analysis.

All wall temperatures were measured using sheathed chromel-alumel thermocouples. The thermocouple wires were laid in grooves machined into the blade surface (diameter 0.5 mm) and fastened mechanically by means of prick-punching which guaranteed a very exact positioning. The grooves were then filled with brazing material and ground over, in order to restore the original surface quality. The variation in depth of insertion was measured in a blade that was cut up, and found to be less than \( \pm 2\% \) relative to the thickness of the walls. Errors in measurement of temperatures that correspond to this difference are negligible. Thus, the overall accuracy of measurement is given by the thermocouple itself, the wiring and by the measuring instruments. According to the laboratory specifications, values of \( \pm 2\% \) for the vane and \( \pm 3.5\% \) for the blade were attained.

The two adjacent test vanes were equipped with 13 thermocouples each on the circumference of the vane. One of these vanes had a separate cooling air feeding system which allowed precise measurement of the mass flow rate. In addition, it could be used for cyclic tests. Thermocouples were applied to various other vanes for purposes of control. Fig. 8 provides an overview. Also shown in that figure are vanes that were coated with thermal paints, and the point where the radiation pyrometer (which was used primarily for measurements on rotating blades) was checked. Uncertainties about the emissivity could be largely eliminated through laboratory calibration prior to the test.

The instrumentation for the rotating stage included significantly fewer thermocouples because a complex data transfer and acquisition system was necessary. The signals were transmitted by telemetry from different senders at the turbine end. A total of seven thermocouples were distributed on the test blade (Fig. 9). The use of the pyrometer yielded very valuable results; the wall temperature at a particular surface point can be obtained on every blade.

RESULTS AND DISCUSSION

First Stage Vane

Fig. 10 shows the wall temperatures as measured, compared with the design values. These values were computed using heat transfer coefficients on the hot gas side that were determined with the aid of an integral boundary layer calculation as described in [9]. The transition point from laminar to turbulent flow was artificially prescribed here at the leading edge to ensure that uncertainties due to free stream turbulence effects are reliably included. In addition, the heat transfer coefficient on the pressure side was raised using empirical values from previous experiments in order to take into account the influence of the concave curvature of the surface. The corresponding heat transfer coefficient distribution over the profile is shown in Fig. 11.

The agreement in the temperatures is remarkable on the pressure side. On the suction side, the values measured are slightly lower than those expected, which can be attributed mainly to an overestimation of the heat transfer coefficients, but also to the cautious evaluation of the film cooling effectiveness

\[
\eta_F = \frac{(T_g - T_{wan})}{(T_g - T_c)}
\]

which varies from 0.24 behind the third row of holes to 0.03 near the trailing edge. No major differences can be observed in the comparisons between base load and idle conditions. Within the range of operation for a stationary gas turbine the influence of the Reynolds number seems to be negligible. Another point worthy of note is the outstanding correspondence of the measurements on the two test vanes. The differences in wall temperature at corresponding locations are within 15°C, thus confirming the estimated error from the preceding section of this paper. The pyrometer measurement also falls within the range of variance. Table 3 shows in a non-dimensional form the hot gas and cooling flow conditions measured along with these results.
TABLE 3: MEASURED COOLING AIR AND HOT GAS DATA
FIRST STAGE VANE
BASE LOAD (IDLE)

<table>
<thead>
<tr>
<th>Temperature ratio</th>
<th>$T_g/T_c$</th>
<th>2.1 (1.5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure ratio main stream</td>
<td>$P_0/P_1$</td>
<td>1.6</td>
</tr>
<tr>
<td>Pressure ratio cooling air</td>
<td>$P_c/P_1$</td>
<td>1.72</td>
</tr>
<tr>
<td>Mass flow ratio</td>
<td>$\dot{m}_c/\dot{m}_g$</td>
<td>0.045</td>
</tr>
</tbody>
</table>

In order to verify new design tools, test computations were run for the full load test case using a finite difference boundary layer code [8]. For degrees of free stream turbulence of 5% and 10%, calculations were run using various transition models (Seyb [11], Dunham [12], Abu Ghannam [13]). Fig. 11 shows the calculated distributions of the heat transfer coefficients. The corresponding wall temperatures are shown in Fig. 12 and compared with the measurements. Since the free stream turbulence, based on these computations, has only a small effect (indicated in Fig. 11 for the Abu Ghannam model) and the result of calculation according to Dunham and Abu Ghannam is practically identical, we will discuss below only the transition models according to Seyb 1 and Abu Ghannam 2. In the mid-section of the suction side, 1 produces expected values that are up to 20% too high. The results are somewhat better proceeding according to 2. For both models, the wall temperatures shortly after the leading edge are 15% lower than the measurement. The comparison on the pressure side is significantly better: only in the zone of strong concave curvature and laminar boundary layers, the values computed using both procedures are approximately 12% lower than measurement.

The fact that some of the deviations on the suction side are large suggests that the effect of the film cooling is not handled properly using correlations based on flat plate experiments. For that reason, the film cooling effectiveness has been corrected using the results from [14]. This takes into consideration both the effect of the convex curvature and the density ratio from cooling air to hot gas. Thus, the reference film cooling effectiveness behind the third row of holes is increased to 0.4. In addition, the local heat transfer coefficient is affected considerably by the injection of film cooling air into the laminar boundary layer [15]. An appropriate adjustment was made, indicated in Fig. 11 for model 1. With such corrections, the measured and computed values using the transition model according to Seyb lie within the margin of error for measurement, except for the first position on the suction side, where there is a deviation of over 15% (Fig. 12). This result is confirmed by comparable measurements made in a hot cascade facility at the NASA Lewis Research Center [16]. Similar computations using model 2 obviously give lower wall temperatures.

Measurements with thermal paint confirmed the above results (Fig. 13). However, without thermocouple measurements the accuracy is not adequate to draw any conclusions with regard to the various computer models. On the one hand, the main problems are the limited resolution and on the other hand the ambient effects which influence the color-changing behavior considerably.

Using the blade with the separate cooling air feeding system, the effect of a cooling air mass flow rate reduction on the average cooling effectiveness

$$\eta = \frac{(T_g-T_w)/(T_g-T_c)}{\dot{m}_c/\dot{m}_g}$$

was studied (Fig. 14). Agreement between measurements and calculations is good and confirms that the variation in the cooling air flow of $\pm 5\%$ (due to manufacturing tolerances) measured in a cold air test facility has no effect on the life time of the blade. In comparison to the cooling system of the gas turbine type 9 [17], we were able to increase the cooling effectiveness by more than 50%.

First Stage Blade

The comparison between measurement and design is shown in Fig. 15, analogous to that for the vane (flow conditions see Table 4). The agreement is better than for the vane on both the suction and the pressure side although unsteady effects due to wakes from the upstream blade row and the influence of rotation were not taken into consideration in the prediction of the blade heat transfer on the hot gas and coolant side. However, with the small number of points measured, a more exact analysis is impossible, although we were able to attain a very small margin of error in measurements of $\pm 3\%$. The average cooling effectiveness is approximately 0.4.
TABLE 4: MEASURED COOLING AIR AND HOT GAS DATA
FIRST STAGE BLADE
BASE LOAD (IDLE)

<table>
<thead>
<tr>
<th>Temperature ratio</th>
<th>( T_g/T_c )</th>
<th>2.0 (1.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure ratio main stream</td>
<td>( P_1/P_2 )</td>
<td>1.27</td>
</tr>
<tr>
<td>Pressure ratio cooling air</td>
<td>( P_c/P_2 )</td>
<td>1.24</td>
</tr>
<tr>
<td>Mass flow ratio</td>
<td>( \dot{m}_c/\dot{m}_g )</td>
<td>0.025</td>
</tr>
</tbody>
</table>

The temperature measured with the pyrometer is somewhat lower. Since the measurement had to be taken through the first vane, an influence of outside radiation from adjacent walls cannot be precluded. In this connection, it has to be mentioned that a precise adjustment of the pyrometer is essential to obtain reliable results. For these tests, an external focusing system allowed a continuous change of the pyrometer alignment. Nevertheless, this measuring procedure is better suited to demonstrating differences between individual rotating blades. Fig. 16 shows the results for all the blades in the first rotating row. The small temperature variation is caused by manufacturing tolerances and has no effect on the service life of the individual blades.

CONCLUSIONS

Extensive temperature measurements in the type 8 gas turbine have demonstrated the operational reliability of all cooled components. The procedure used for design, which is supported to a large extent by operating experience, proved to be dependable.

Due to the high level of measurement accuracy and the fact that most of the boundary conditions were measured during the tests or at least checked in model and cold air experiments, it was possible to show for two test vanes and blades that new computer codes can yield very good results in the area of turbulent boundary layers. In the specific case of the first stage vane, the transition model according to Seyb produced the closest agreement provided such parameters as wall curvature, momentum flux ratio, density ratio, etc. are taken into account in the correlation for the film cooling effectiveness. Greater deviations occur both on the suction and on the pressure side for laminar and for transitional boundary layers. For that reason, a further development of the present boundary layer code with regard to real turbomachinery conditions is indispensable. In addition, further film cooling experiments are needed in order to obtain better documentation for an extended range of the influencing parameters. This confirms the comment made in the introduction: using the design tools available today, a time-consuming and expensive re-checking in the machine itself is still necessary to find the optimum regarding blade life time and cooling air consumption.

Among the methods used for the temperature measurements, thermocouples and pyrometers proved to be suitable for this type of investigation. Although the hot gas side heat transfer coefficient can be determined only within \( \pm 10\% \) at best, the great differences between laminar and turbulent flow can still be identified. In contrast to these techniques, measurements with thermal paints can be used only to a limited extent. On the one hand, parameters such as fuel and surface quality, or the condition of the ambient air, have a great influence on the results since they can cause erosion or color changes of the thermal paint and transition or separation of the boundary layer. On the other hand, the resolution of the test results is not fine enough. However, used together with thermocouples, they make it possible to measure the temperature distribution over fairly large wall surfaces at a low cost.

ACKNOWLEDGEMENTS

Various departments at Brown Boveri & Cie. were involved in the realization of these extensive tests. My special thanks goes to our laboratory for the instrumentation and the construction of the testing equipment, to the commissioning department for carrying out the measurements, and to all my colleagues in the gas turbine research and development department who have collaborated actively in the preparation of this paper.
REFERENCES


I. Fig. 1:
Specific output \( \Delta h \) and efficiency \( \eta \) as a function of the compression ratio \( \pi \).

Fig. 2:
Wall pressure measurements in a single stage test turbine.
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Fig. 3: Pressure distribution along the profile at mid section

Fig. 4: Cooling system
Fig. 5:
Schematic view of the test vane

Fig. 6:
Schematic view of the test blade
Fig. 7: Instrumentation in the hot gas and cooling system

Fig. 8: Thermocouple locations on the first stage vane

Fig. 9: Thermocouple locations on the first stage blade
Fig. 10: Calculated and measured wall temperatures of the first stage vane
Fig. 11: Calculated gas-side heat transfer coefficients (vane)

Fig. 12: Comparison of measured wall temperatures with analytical results
Fig. 13:
Thermal paint results (vane)

Fig. 14:
Average cooling effectiveness as a function of the relative cooling mass flow (vane)
Fig. 15:
Calculated and measured wall temperatures of the first stage blade

Fig. 16:
Temperatures of metal surface of first rotor blade measured with pyrometer
DISCUSSION

J.J. Wilton, UK
Did your method of thermocouple attachment alter the blade surface roughness? Can you quote the roughness?

Author's Reply
Since all thermocouple grooves were first filled with brazing material and then ground over, there was little effect on the surface roughness. The equivalent sand grain roughness for case surface is in the order of 6—10μm.

G.M. Dibelius, Ge
You mentioned the pyrometric measurement of the metal temperature of the first stage moving blades. In that connection I would like to ask the following questions:

1. Have you experienced any fouling of the optical system considering the relatively long testing period of the turbine, or what has been done for avoiding fouling?
2. What was the effect of changes of the blade surface for instance by deposits?
3. Do you have any suggestions in case pyrometric temperature measurement will be used for control instead of the turbine exit thermocouples?

Author's Reply
The optical system was checked after each test. During normal operation, the lens surface was always clean because the probe was specially arranged to avoid hot gas contact. Nevertheless it cannot be ruled out that the problem may become more important burning a different type of fuel.

Atmospheric dust, fuel ash or additives can form deposits on the blade surface. Their influence on the pyrometer results is not only due to the change in emissivity but can also be due to the thermal barrier effect of the deposit. Special tests showed temperature variations of up to ±30°C.

Before using a pyrometer for control purposes, the problems mentioned above have to be solved. Additional effects, such as hot gas temperature distribution, variations in the blade cooling system and reflections from the first stage vane, will have to be studied in detail.
HEAT TRANSFER TEST EVALUATION OF THE SHELL-SPAR BLADE COOLING CONCEPT APPLIED TO INDUSTRIAL GAS TURBINES
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SUMMARY

This paper describes a series of heat transfer experiments to verify the theoretical prediction techniques adopted for the design of shell-spar cooled turbine vanes and blades. Tests were performed on flat plate specimens representing a wide range of channel geometries. Each specimen was installed in one wall of a test section downstream of a combustor which was run at various operating temperatures.

A recommended design approach was formulated from analysing the results.

The potential of shell-spar cooling applied to industrial gas turbines is discussed.

A = Area
Cp = Specific Heat at Constant Pressure
D = Duct Diameter
f = Friction Factor
h = Heat Transfer Coefficient
k = Thermal Conductivity
M = Mach Number
P = Pressure
Pr = Prandtl Number (= Cpp/k)
R = Universal Gas Constant
S = Perimeter
T = Temperature
V = Velocity
W = Mass Flow
W* = Cooling Flow Function [= WCpCp/cAo]
X = Distance along Channel or Surface
γ = Ratio of Specific Heats
ρ = Density
η = Cooling Effectiveness [= (Tg - Tm)/(Tg - Tc,)]
η0 = Cooling Efficiency [= (Tc0 - Tc,)/(Tm0 - Tc,)]
μ = Viscosity
ξ = Length of Unheated Starting Section

Subscripts
Pertaining to:——
c = Coolant
g = Gas
h = Mean hydraulic
i = Internal surface
m = Metal
o = Outer surface
T = Total Stagnation
w = Wall
1 = Inlet
2 = Exit
∞ = Free Stream

Superscripts
—— = Average Value
peak = Peak Value
* = Non-dimensional
1.0 INTRODUCTION

The latest designs of industrial gas turbines have cooled vanes as complex as their in service aero-engine counterparts. Fig. 1 shows a typical first stage vane which includes, twin inserts, impingement and film cooling, and banks of pedestals in the trailing edge region. This vane uses compressor discharge air as coolant.

This paper is concerned with large industrial gas turbines of outputs exceeding 30 MW. Over 80% of these engines are run continuously at full load conditions and yet vane and blade lives are expected to exceed 30,000 hours. In addition the turbine aerofoils are at least double the size, see fig. 2, and hence wall thickness of the large aero-engines. These factors limit the effective burner outlet temperature (BOT) of these industrial engines to around 1500K, whereas aero-engines using this vane cooling technology have run successfully at BOT's far in excess of 1650K. Admittedly industrial engines free of weight restrictions can use coolants which would increase the BOT such as cooled compressor air, steam, water, etc; although air direct from the compressor is by far the most convenient.

As part of a joint Electrical Power Research Institute (EPRI), Allison Division of General Motors, (Allison) and Westinghouse, programme; a shell-spar cooled vane design was being developed which would enable BOT's in excess of 1500K to be realised using compressor discharge air. This design as shown on fig. 3 (extracted from ref. 1) enabled more efficient heat transfer by using a low effective wall thickness whilst maintaining the mechanical integrity of existing designs. This was achieved by means of a hollow investment cast structural spar with chordwise cooling channels cast in the outer surface, and a 0.5 mm thick formed sheet shell of corrosion resistant superalloy diffusion bonded to the spar. The spar was divided into three chambers, the leading and trailing regions supplying air to the channels via connecting holes, and the mid region acting as a discharge chamber. Air in the leading edge coolant channels was dumped into the discharge chamber from where it was ejected via film cooling holes into the gas stream just upstream of the vane suction surface throat. The cooling air in the trailing edge channels was vented at the vane trailing edge. The aerofoil section was bonded directly to inner and outer endwalls. The outer endwall was cooled using the shell concept.

The major technological difficulty was concerned with developing the manufacturing techniques and the majority of work had been involved with this activity. To determine the structural integrity a number of tests had been carried out to evaluate LCF behaviour. To validate the heat transfer and flow design methods a test was carried out in the wall of a test section downstream of a combustor running at BOT's between 1420 and 1530K.

This paper presents the heat transfer and flow tests carried out at Allison on a number of flat plate specimens representing a typical range of channel configurations.

2.0 DESCRIPTION OF TEST SPECIMENS

Four flat plate test specimens shown on fig. 4 and representing the full range of cooling configurations anticipated on the final aerofoil design were manufactured. The geometries included 3 and 5 plenum designs, different channel lengths, two varieties of channel flow areas and spacings, coolant flow parallel and counter to the mainstream flow, and variations in channel inlet geometry.

Each specimen was a box assembly 150 x 90 x 28 mm containing the plenum supply and discharge chambers simulating the spar. The cooling channels were eloxed into one surface with inlet and exit holes drilled through the channels to the appropriate plenum chambers as shown on fig. 5. The cooling channels were closed by means of a 0.5 mm thick plate, representing the shell, diffusion bonded to the simulated spar. Cooling air feed and discharge pipes connecting with the requisite plenum chambers were welded to the specimen rear surface.

Instrumentation was installed in each specimen to measure the following parameters.

Gas Stream:  
- Gas path total pressure  
- Gas path total temperature  
- Surface static pressure

Coolant:  
- Air temperatures in each plenum  
- Plenum static pressure  
- Cavity static pressure

Metal Temperatures:  
- Surface (15-20)  
- Plenum side of spar simulator  
- Plenum divider

Figs. 6 and 7 show both sides of a typical completed specimen. The gas side on close examination reveals the surface thermocouples and static pressure taps whilst the reverse side shows the coolant tubes and instrumentation leads.
3.0 TEST FACILITY AND PROCEDURE

3.1 Facility

An existing Allison combustor rig used for the TF41 engine was modified to provide a downstream test section for the specimens. Test section and rig installation diagrams are shown on figs. 8 and 9.

Rig instrumentation upstream of the combustor consisted of 4 chromel/alumel thermocouples, 10 total pressure probes and 4 static pressure taps. Downstream of the test section were 3 static pressure taps, 16 skin thermocouples, and a three-element BOT rake.

3.2 Specimen flow calibration

This was carried out with cold air flows to obtain the flow characteristics of the various cooling circuits at supply plenum to ambient pressure ratios from 1.2 to 1.8. The cooling circuits are shown on fig. 4 and the combinations tested are given on table I, for each specimen.

3.3 Rig testing

Each specimen in turn was installed in the rig. The rig mainstream flow was brought to 3.2 Kg/s at 965 KN/m² and 700K. The specimen coolant flow was set to the maximum value and adjusted to a temperature of 480K. After reaching steady state conditions the combustor was ignited and the BOT was raised slowly to 1530K determined by the fuel to air ratio. The cooling flow was reduced to supply plenum to gas stream pressure ratios of 1.4, 1.2 and 1.1. A complete set of data was recorded at each condition.

A fourth point was recorded at the lowest pressure ratio and with a BOT of 1420K.

The experiment was terminated due to a test rig failure on the fourth data point of the last specimen.

4.0 TEST RESULTS

Each of the four specimens was tested at four conditions: three runs at constant gas path conditions but with decreasing cooling air flows, and one run at the lowest cooling air flow and 110 K lower gas temperature. An exception to this test procedure occurred with Specimen #1 (the last specimen tested) when a test rig malfunction terminated the test series.

All data collected represent the averages of twenty readings taken following the attainment of apparent steady-state conditions.

Gas path data included gas flow rates, temperatures and pressures. The mainstream flow rate was maintained at a relatively constant level for all runs. A typical main stream Mach number value was 0.4.

4.1 Gas Path Data

Gas path temperature data was obtained from a fixed three-element probe immediately upstream of the test specimen and a single-element probe immediately downstream of the specimen. In the early stages of testing, the single-element probe was calibrated against the three-element probe. This enabled the subsequent removal of the three-element probe and its disrupting effect on gas flow over the specimen. The elements of the upstream probe were located at 2.5, 5, and 7.5 mm from the specimen wall. The element in the downstream probe was located at 5 mm from the wall. The probe data indicated a variation of only 6 K in the direction normal to the wall and 14 K axially along the specimen. Therefore, the data from the aft probe were used directly as the values of gas path temperature for data correlation.

Gas path total pressure distribution normal to the wall was measured using a three-element probe immediately downstream of the specimen. The elements were located at 2.5, 5, and 7.5 mm from the specimen wall. The variation from the middle element to the other two was approximately 50 mm Hg. This was considered small enough to ignore, thus the middle element pressure was taken as the gas path total for all test runs.

Gas path static pressure taps placed at four axial locations in the specimen wall showed a very small variation thus indicating that gas path axial velocity was essentially constant along the specimen.

4.2 Plenum Data

Cooling air temperatures and pressures were measured at all plenums along with cooling air flow rates at all supply plenums. Metal temperature data were obtained from thermocouples located on the plenum side of the spar. The plenums are designated "A" through "E" in the downstream direction for five-plenum specimens, and "A" through "C" for three-plenum specimens.
4.3 Surface Temperature Data

Most surface temperature thermocouples were located along a specimen centerline over the center of a land between adjacent channels. At some locations, surface temperatures were also measured over the center of an adjacent channel. Each specimen also included one axial location where thermocouples were located at the centerline and also over lands, at approximately 1.5 cm on either side of the centerline.

Each thermocouple was applied to the shell by laying the individual leads in separate .25 mm grooves leading to a location at which the junction was created by laser beam welding the joined leads to a .17 mm deep spot face in the shell metal. High temperature ceramic cement was used to embed the leads in the grooves and to restore the gas side surface.

Figure 10 is a display of the data taken during a representative test run of Specimen #1. The figure contains a sketch of the specimen to aid in showing the axial locations of the thermocouples. The value for coolant pressure ratio displayed in the figure refers to the ratio of the pressure in Plenum "E" to the gas path static pressure downstream of the specimen. The other supply plenums were set at the same pressure as Plenum "E". Specimen #1 is considered to have the highest overall cooling effectiveness of the four specimens because of its five-plenum design and its relatively small channel pitch-to-size ratio. The data show that relatively high levels of cooling were attained. Spar temperatures were approximately 200°C cooler than the shell.

The data from Specimen #2, shown in Figure 11, had the same plenum configuration as Specimen #1; however, there were only four axial groupings of channels. Also, the channel pitch-to-size ratio of the second channel group was double that of the other channels. This model also was employed to study the conduction cooling in a channel dead space such as existed between Plenums "C" and "D". As expected, this configuration showed significantly lower cooling effectiveness and less temperature uniformity than did Specimen #1; however, the surface at the dead space was relatively well cooled.

The results of a representative test run of Specimen #3 are displayed in Figure 12. This model was characterized by its three-plenum, three-channel configuration. Also, channel cross-sectional dimensions were 1.0 mm wide by 0.8 mm deep as compared to the 1.0 mm square channels of Specimens #1 and #2.

Specimen #4 differed from Specimen #3 by having twice the channel pitch-to-size ratio in the second channel group. A typical set of data, shown in Figure 13, illustrates the relatively high degree of temperature nonuniformity of this configuration. No spar temperature data were obtained from this model.

5.0 DISCUSSION OF RESULTS

The purpose of the test series was to verify the cooling capability of the shell-spar technique and to demonstrate the ability to calculate temperature distribution in the structure. The approach was to compare test data to temperature distributions derived from two-dimensional finite element models of the specimens. A three-dimensional finite element model was constructed of one specimen to verify the accuracy of the two-dimensional modelling technique.

The two-dimensional finite element model on Figure 14 illustrates a five-plenum specimen. The sections modelled were taken in the longitudinal direction, normal to the shell surface, passing through the middle of a channel. The elements used were four-sided with single mid-side nodes. The computer code contained a discontinuous element feature which enabled the simulation of the correct convection heat transfer areas of the channels in the direction normal to the model even though conduction in that direction was neglected; however, conduction areas in the other two directions were correct. The resulting two-dimensional analyses produced average temperature in the transverse direction. It will be shown later that temperature differences in the transverse direction were small; thus, the two-dimensional modelling technique was valid.

5.1 Gas Temperatures

As described in the previous section, gas temperature values were taken to be those which were measured by the downstream single-element probe located 5 mm off the specimen surface. Errors in thermocouple readings could have resulted from conduction or radiation effects. The probe was uncooled and of considerable length so that conduction error was determined to be insignificant. Radiation error was estimated to be 0.5% and, therefore, was also considered to be insignificant. These considerations led to the conclusion that the aft probe produced true gas temperature values.

5.2 Cooling Air Temperature

Coolant temperatures were measured in the supply plenums. Local cooling air temperatures in the feed and exit holes and along the channels were determined by a heat balance calculation within the finite element program using the supply plenum temperatures as the initial values.
5.3 Gas Side Heat Transfer

The calculation of hot side convective heat transfer coefficients was based on the correlation for developing turbulent flow over a flat plate with constant free stream velocity:

\[ h_g = 0.0295 \frac{k_u}{X} \left( \frac{\rho_g V_g X}{\mu_g} \right)^{0.8} Pr_g^{0.6} \]  

(1)

Since the transition duct leading to the test specimen was not cooled to the same low level as the specimen, it was necessary to correct for this effect. Since the transition temperature distribution was not well defined, a modification to equation (1) was employed assuming an unheated starting length. The correlation for unheated starting length suggested by Kays\(^2\) applied to equation (1) produces:

\[ h_u = 0.0295 \frac{k_u}{X} \left( \frac{\rho_u V_u X}{\mu_u} \right)^{0.8} Pr_u^{0.6} \left( 1 - \frac{\xi}{X} \right)^{0.9/1.9} \]  

(2)

Equation (2) applies to fluids with constant properties. In order to account for the variation of the transport properties with temperature through the boundary layer, a property ratio correction suggested by Kays\(^2\) for flow being cooled produces the final form for the hot side heat transfer coefficient calculation:

\[ h_g = 0.0295 \frac{k_u}{X} \left( \frac{\rho_g V_g X}{\mu_g} \right)^{0.8} Pr_g^{0.6} \left( 1 - \frac{\xi}{X} \right)^{0.9/1.9} \left( \frac{T_w}{T_\infty} \right)^{0.25} \]  

(3)

where \( X \) is measured from the upstream edge of the transition duct. Mass velocity was calculated from the isentropic flow relationship:

\[ \rho_u V_u = \sqrt{\frac{\gamma - 1}{RT_u}} \frac{M}{\left(1 + \frac{\gamma - 1}{2}\right)} \]  

(4)

and Mach number was obtained from:

\[ M = \sqrt{\frac{2}{\gamma - 1} \left( \frac{P_i}{P_e} \right)^{\frac{\gamma - 1}{\gamma}}} \]  

(5)

The values for \( P_i \) and \( T_i \) were taken as those read from the total pressure and temperature probes located downstream of the specimen at 5 mm from the specimen surface. Static pressure was taken to be the average of the four static pressure taps located in the surface of the specimen.

5.4 Coolant Heat Transfer

The basic equation used for heat transfer inside a duct was:

\[ h_c = 0.021 \frac{K_e}{D_n} \left( \frac{4 W_c}{S_i \mu_c} \right)^{0.8} Pr_c^{0.33} \]  

(6)

which was employed directly to calculate heat transfer within the feed and exit holes, but was modified for the channels to include the effects of temperature dependent fluid properties, surface roughness and entrance effects.
The modification for temperature dependent fluid properties employed the temperature ratio method using the coefficient suggested by Kreith\textsuperscript{3} for flow being heated. The right side of equation (6) was thus multiplied by the factor:

\[
\left( \frac{T_w}{T_c} \right) ^{-0.575}
\]  

(7)

The surface roughness effect was accommodated by a factor suggested by Nunner\textsuperscript{4} applied to equation (6):

\[
\sqrt{\frac{f_{\text{rough}}}{f_{\text{smooth}}}}
\]  

(8)

where the friction factors were obtained from a Moody diagram. The effects represented by equations (7) and (8) when applied to equation (6) produce:

\[
h_c = 0.021 \frac{k_e}{D_h} \left( \frac{4 W_e}{S_{t, \text{fr}} \mu_e} \right) Pr_c^{0.33} \left( \frac{T_w}{T_c} \right) ^{-0.575} \sqrt{\frac{f_{\text{rough}}}{f_{\text{smooth}}}}
\]  

(9)

A correction for entrance effect was necessary to account for the fact that heat transfer is higher there than in the fully developed region further downstream. The entry to the channels was considered to be typified by a right angle turn formed by the entry hole and the channel. The entrance effect used here was obtained from Figure 9-14 of (2) which displays the effects due to many different entrance configurations. The factors thus obtained from the reference figure were applied to equation (9).

Heat transfer within the plenums was considered to be represented by the correlation for laminar flow over a flat plate:

\[
h_p = \frac{k_e}{0.323} \left( \frac{W_p X}{A_{t, \text{fr}} \mu_e} \right) ^{0.5} Pr_c^{0.33}
\]  

(10)

The supply and discharge tubes were located off the specimen centerlines, therefore, the flow in the plenums was assumed to be transverse to mainstream flow. At the centerline of the model, the flow in the plenum was assumed to be one-half the total plenum flow. The value of "X" was taken to be one-half the plenum width in the transverse direction.

5.5 Cooling Flow Rate

An accurate knowledge of the cooling flow rate in each of the channel groups was necessary for the calculation of heat transfer coefficients. During each test run, the total cooling flow to each of the supply plenums was measured. However, since many of the plenums supplied more than one channel group, it was necessary to analytically model the cooling flow circuits so that individual flow rates could be determined for all test conditions. The modeling was based on the cold flow tests in which the individual channel groups were flowed separately (Table 1). The models accounted for channel inlet and exit effects and also allowed for the influences of temperature, pressure and Reynolds number variations. In general, good agreement was obtained with flow measurements during the test runs. Total calculated flows for the models were generally within four percent (4\%) of the total measured flow with the worst test run calculation result being within ten percent (10\%).

5.6 Comparison of Measured and Calculated Temperatures

Plots of the calculated temperature distributions of the two-dimensional models, along with the corresponding test data, are displayed in Figures 15 through 18.
6.0 CONCLUSIONS

The temperature plot for Specimen #1 is shown in Figure 15. The surface temperature distribution shows a relatively good agreement with the data except along the aft channel. This may be a result of the distortion of the test rig ducting which forced termination of testing shortly after this run. Another possible contributor to this discrepancy may have been the fact that the cold flow data showed the aft channels to be flowing at approximately one half the rate expected. It is also noted that the calculated spar temperatures in this specimen, as well as the other specimens, were significantly higher than the test data. The method described previously for calculating plenum side heat transfer may be questioned since the flow patterns within the plenums was not well defined. Also, the instrumentation might have been inadequate to study the spar cooling condition. It is noted, however, that flow within the test plenums differed from that which would occur in an actual aerofoil; i.e., test flow entered or exited the plenums through the walls opposite from the shell surface, whereas plenum flow in an aerofoil would be supplied or exhausted in a direction transverse to the channels. Therefore, the heat transfer within an actual aerofoil plenum is likely to differ from that of the test specimens. It is also felt that the primary investigation effort of predicting shell surface temperatures is not affected to a large degree by plenum side heat transfer.

The comparative results for Specimen #2 are shown in Figure 16. Surface temperature correlation appears to be very good. One point of interest is the relative low level of cooling in the second channel group where the channel spacing was twice that of the other channels. Another point to note is the surface temperature prediction accuracy at the location of the dead space between plenums "C" and "D".

The results of the comparisons of the three-plenum configurations are displayed in Figures 17 and 18. As in the other specimens, the surface temperature agreement appears to be very good. It is noted that no spar temperature data was obtained from Specimen #4. The essential difference to be noted between the results of the two models is the relatively diminished cooling in the middle group of channels of Specimen #4 caused by the spacing being twice that of Specimen #3.

5.7 Comparison Of Two And Three-Dimensional Finite Element Models

As a check on the analytical accuracy of the two-dimensional finite element technique, a three-dimensional finite element model of Specimen #3 was constructed as shown in Figure 19. The model represented a section of the specimen covering one full channel width plus a half land width on either side of the channel. The comparative results for a particular section of the specimen are displayed in Figure 20. It is noted that the three-dimensional results show the transverse temperature variation on the shell surface to be very small. Furthermore, the agreement between the relative temperatures of shell surfaces of the two models is also very good.

Figure 21 illustrates an overall comparison among the data and the results of the two-dimensional and three-dimensional analyses for Specimen #3. The display supports the validity of the two-dimensional modelling techniques.

6.0 CONCLUSIONS

The shell-spar technique was conceived to deal with the problem of large conductivity losses in highly cooled turbine aerofoils. By transferring the load-bearing structure away from the external aerfoil, the wall can be made thinner thus reducing temperature differences across the material. The small, closely spaced channels beneath the shell provide a large surface area advantage for the cooling medium. The results reported herein have demonstrated the viability of shell-spar cooling, namely:

1. A high level of cooling effectiveness has been verified.
2. The shell surface temperatures can be predicted using textbook heat transfer correlations for the cooling channels.
3. Temperature prediction for the specimen spars was not good; however, this is felt to be of minor concern because the plenum flows did not duplicate those which would occur in a turbine aerofoil. It should also be noted that measured spar temperatures were lower than calculated.

7.0 FUTURE POTENTIAL

The cooling performance chart for nozzle guide vanes (NGV's) shown on Figure 22 enables various cooling designs to be compared. The shaded region denotes where the majority of in-service aero-engine designs lie. Some experimental vanes have achieved cooling efficiencies greater than 120% with transpiration cooled versions at even higher levels of achievement.

The evolution of industrial cooled NGV's is typified by the W251 engine development from the early B2 to the latest B9/10 version (Figure 1). Here a steady improvement in cooling performance may be seen with the B9/10 NGV design being within the shaded aero-engine region.

The shell-spar design (Figure 3) shows a further improvement in performance which at the existing W251 B9/10 Vane Metal temperatures would allow an increase of over 100 K in firing temperature. The basic shell-spar concept is at an early stage of development. Even greater improvements in performance are possible with the introduction of standard heat transfer augmentation devices such as impingement and increased film cooling.
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### TABLE I
COLD FLOW TEST COMBINATIONS

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Test No.</th>
<th>Plenum Condition*</th>
<th>Cooling Circuit(s) Tested</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>T827674</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(Specimen No. 1)</td>
<td>2</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td>T827675</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(Specimen No. 2)</td>
<td>2</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td>T827676</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(Specimen No. 3)</td>
<td>2</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td>T827677</td>
<td>1</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>(Specimen No. 4)</td>
<td>2</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>S</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>X</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>S</td>
<td>D</td>
</tr>
</tbody>
</table>

* S = SUPPLY  D = DISCHARGE  X = CLOSED OFF
FIGURE 1 W251 B10 FIRST STAGE TURBINE VANE

FIGURE 2 COMPARISON OF TYPICAL INDUSTRIAL TO AERO-ENGINE FIRST STAGE VANE SIZES - W251B2 (LEFT), TF(41) RIGHT
TEST SPECIMEN CONFIGURATIONS

PLENUM TYPES:
- MAINSTREAM
- SUPPLY - A, C, E
- DISCHARGE - B, D

GAS FLOW

1.0 x 1.0 x 2.0 mm CTRS

SPECIMEN No. 1

1.0 x 1.0 x 20 CTRS
1.0 x 1.0 x 40 CTRS
1.0 x 1.0 x 80 CTRS

SPECIMEN No. 2

1.0 x 0.8 x 20 mm CTRS

SPECIMEN No. 3

1.0 x 0.8 x 20 CTRS
1.0 x 0.8 x 40 CTRS
1.0 x 0.8 x 80 CTRS

SPECIMEN No. 4
FIGURE 5 TEST SPECIMEN No. 1-COOLING CHANNELS PRIOR TO BONDING OF COVER SHEET

FIGURE 6 TEST SPECIMEN No. 1-GAS STREAM SURFACE OF COMPLETED SPECIMEN

FIGURE 7 TEST SPECIMEN No. 1-BACK SURFACE OF COMPLETED SPECIMEN
TEST SPECIMEN INSTALLATION

SECTION AA FIGURE 8

RIG INSTALLATION DIAGRAM

FIGURE 9
FIGURE 10: TEMPERATURE DATA - SPECIMEN No. 1
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DISTANCE FROM UPSTREAM EDGE, CM

\[ T_{\text{gas}} = 1486 \times (1190^\circ C) \]

Coolant = Plenum A = 499 K (199°C)
Plenum B = 542 K (261°C)
Plenum C = 626 K (354°C)
Plenum D = 663 K (390°C)
Plenum E = 517 K (244°C)

Coolant Pressure Ratio = 1.40

FIGURE 11: TEMPERATURE DATA - SPECIMEN No. 2
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\[ T_{\text{gas}} = 1404 \times (1221^\circ C) \]

Coolant = Plenum A = 458 K (185°C)
Plenum B = 520 K (251°C)
Plenum C = 564 K (297°C)
Plenum D = 569 K (296°C)
Plenum E = 666 K (419°C)

Coolant Pressure Ratio = 1.33

FIGURE 12: TEMPERATURE DATA - SPECIMEN No. 3
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\[ T_{\text{gas}} = 1523 \times (1120^\circ C) \]

Coolant = Plenum A = 489 K (210°C)
Plenum B = 507 K (224°C)
Plenum C = 555 K (286°C)

Coolant Pressure Ratio = 1.45

FIGURE 13: SHELL TEMPERATURE DATA - SPECIMEN No. 4
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\[ T_{\text{gas}} = 1517 \times (1210^\circ C) \]

Coolant = Plenum A = 472 K (207°C)
Plenum B = 675 K (400°C)
Plenum C = 516 K (235°C)

Coolant Pressure Ratio = 1.43

- SHELL SURFACE TEMPERATURES
- TEMPERATURES OF PLENUM SIDE
OF THE SPAR SIMULATOR
FIGURE 14: FINITE ELEMENT MODEL OF 5-PLENUM SPECIMEN

FIGURE 15: SHELL-SPAR TEST SPECIMEN No. 1
COMPARISON OF MEASURED AND CALCULATED TEMPERATURES

FIGURE 16: SHELL-SPAR TEST SPECIMEN No. 2
COMPARISON OF MEASURED AND CALCULATED TEMPERATURES

FIGURE 17: SHELL-SPAR TEST SPECIMEN No. 3
COMPARISON OF MEASURED AND CALCULATED TEMPERATURES

FIGURE 18: SHELL-SPAR TEST SPECIMEN No. 4
COMPARISON OF MEASURED AND CALCULATED TEMPERATURES
FIGURE 19: THREE-DIMENSIONAL FINITE ELEMENT MODEL OF SPECIMEN No. 3

Temperatures at section A-A using two-dimensional finite element model

Temperatures at section A-A using three-dimensional finite element model

Note: All temperatures are in °C
FIGURE 21: COMPARISON OF 2-D AND 3-D FINITE ELEMENT CALCULATIONS FOR SHELL-SPAR TEST SPECIMEN No. 3
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FIGURE 22: COOLING PERFORMANCE CHART
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DISCUSSION

G.E. Andrews, UK

Your paper illustrates the potential that enhanced internal wall cooling techniques have in reducing metal temperatures. Your test-rig is similar to the one we have at Leeds. In our work at the temperatures that you operated with we have found that the temperature difference between the test-plate and the air-cooled duct can result in significant radiant cooling of the test-plate and hence test-temperatures that are too low. I would suggest that you should measure your duct temperature and correct for this effect. The correction procedure used at Leeds is detailed in Ref. 11, paper No.26.

Author's Reply

The duct temperature was not measured. However since the duct cooling was less effective than the flat plate specimen cooling schemes, and that the coolant temperature in the duct was delivered at 700K any radiation would have been from the duct to the specimen.
HEAT-FLUX MEASUREMENTS AND ANALYSIS
FOR A ROTATING TURBINE STAGE

by

Michael G. Dunn

Physical Sciences Department
Arvin/Calspan Advanced Technology Center
Buffalo, New York 14225

SUMMARY

A measurement and analysis program is on-going at Calspan that utilizes: (1) a Garrett TFE 731-2 high-pressure turbine stage and (2) a Garrett low aspect ratio turbine (LART) stage. The major emphasis of this program has been placed on obtaining accurate measurements of heat-flux distributions in the full-scale rotating turbine stage. The experimental technique being used is the short-duration, shock-tunnel approach, in which fast-response, thin-film thermometers are used to measure the surface temperature histories at prescribed positions on the various component parts. Heat-flux values are then inferred from these temperature histories using standard data reduction procedures.

This paper provides a summary and discussion of the TFE 731-2 high pressure turbine results with particular emphasis on nozzle guide vane (NGV) tip endwall data not previously reported. A significantly more brief discussion of the LART stage instrumentation is also included. In addition, a summary discussion of the experimental technique and the associated instrumentation is included.

LIST OF SYMBOLS

A = NGV inlet area

Flow Function = \( \frac{W_0 \sqrt{\rho}}{\delta} \)

\( H_0 \) = total enthalpy

\( H_w(T) \) = wall enthalpy

\( H_{corr} \) = corrected rotor speed, \( \frac{Nphy}{\sqrt{\rho}} \)

\( Nphy \) = physical rotor speed

\( q(T) \) = heat flux corrected for variable thermal properties of the pyrex substrate

\( S \) = distance on endwall measured along surface (see Figure 4)

\( S_T \) = distance on endwall measured along surface from leading to trailing edge of vane.

\( q(T) = \frac{(\text{Stanton Number}) \text{INLET}}{(W_0/A) [H_0 - H_w(T)]} \)

INTRODUCTION

The efficiency of gas turbine engines is influenced by the maximum turbine inlet temperature, and the performance improvements that can be realized by increases in this parameter are significant. Such increases are limited by hot section heat-transfer considerations. For this reason, many contemporary research efforts are aimed at achieving a better understanding of the flow and heat transfer in the combustor and turbine sections.

One such program is ongoing at Calspan, the major emphasis being placed on making accurate measurements of heat-flux distributions in a full-scale rotating turbine stage. However, to better understand these data, many other measurements are required in addition to heat flux. The experimental technique being used is the short-duration, shock-tunnel approach, for which a shock tube is used to create a reservoir of shock-processed test gas, a portion of which is subsequently passed through the turbine stage.

One major advantage of the short-duration technique is the ability to duplicate an operating point on the turbine performance map (\( N_{corr} \) and flow function) but the time for which the instrumentation is subjected to this environment is very short, i.e., on the order of 20 milliseconds. Because of this short exposure time, the metal portions of the stage remain essentially at room temperature thus making the structural problems associated with the experiment less severe than they might be otherwise. The experimental technique has the flexibility to also duplicate the engine environment values of \( T_w/T_0 \), \( T_0/T_0 \) and \( W_0/W_{engine} \).

The short-duration technique is well suited to studying the interaction of rotor blades with stator vanes, which is becoming of importance to designers of gas turbine engines. In general, it is difficult to obtain full-scale measurements of this interaction for a particular point on the operating map.
years, high sampling frequency waveform recorders have made it possible to obtain instantaneous heat-flux data at prescribed positions on a rotor blade while this rotor blade is traversing the NGV exit passage. A measurement program investigating this interaction has been in progress at Calspan for several years.

Many results obtained at Calspan using the Garrett TFE 731-2 HP engine hardware and experimental techniques noted above have been reported in the literature. The first of these (1) described the flow-establishment process within the model containing the turbine hardware and the results of total temperature and pressure measurements, which confirmed that the gasdynamic behavior of the flow within the model was as designed. The second (2) reported detailed heat-flux results obtained at many locations within the nozzle guide vane. The geometry used in (2) was a 180 deg sector of inlet guide vanes (NGV's), but without a downstream rotor. Turning vanes were placed downstream of the nozzles to remove a substantial portion of the flow turning introduced by the nozzles. The third paper in this series (3) included heat-flux measurements for a full 360 deg section of NGV's and the associate downstream rotor in order to obtain full-stage data. The full-stage heat-flux results for the inlet nozzle were used to calculate a Stanton number and the results were compared with the previous (2) measurements obtained with an inlet nozzle in the absence of the rotor. The comparisons presented in (3) suggested that the rotor can have an upstream influence on the boundary-layer development on the NGV airfoil for a vane row with a subsonic exit Mach number.

In (4), the initial 180 deg-sector data were compared with the predictions obtained using a flat-plate correlation, a two-dimensional parabolic boundary layer code (STAN5), and a three-dimensional viscous code (NANCY I). The measurements obtained for the rotor blade were later compared (5) with the predictions of (4). In addition, the comparisons earlier presented in (4) were updated to correct the heat-flux data for temperature variations in the thermal properties of the substrate.

The results of a measurement program intended to obtain Stanton number distributions for the vanes and endwall, the rotor blade, the blade tip, the blade platform and the shroud for which: (a) the rotor speed and flow function were representative of typical engine values and (b) the ratio of wall temperature to gas total temperature, Tw/To, was set at values of 0.21, 0.33, and 0.53 were reported in (6).

Heat-flux measurements in the presence of vane trailing edge cooling and with the rotor present versus being replaced with stationary flow straighteners for representative operating conditions were reported in (7). The full-stage versus NGV-only results were performed for essentially identical inlet conditions and were consistent with the results earlier reported in (3) for the same turbine hardware but at significantly different operating conditions.

A detailed description of the instrumentation and data recording techniques currently in use at Calspan in the performance of gas turbine related research in short-duration facilities is given in (8). By short-duration is meant total test times on the order of 20 milliseconds with the requirement of sampling rates in the range of 20 KHz to 2 MHz. Typical data records are included in (8) to illustrate the application of the techniques.

Predictions made by using two different analytical techniques have been compared (6) with the data presented here. The technique applied most extensively has been the Turbine Design System (TDS) (9) in use at the Air Force Aero Propulsion Laboratory. This system incorporates an axisymmetric throughflow solution, a blade-to-blade solution found by a streamline-curvature method, and a flat-plate prediction of the heat transfer rate based on the local pressure and velocity conditions. These conditions were also used as inputs to the Caugler modification of the STAN5 code (10), to generate heat-transfer rate predictions.

Many different facilities are currently being used to perform turbine related studies. These include the long run-time cascade facilities, such as those used by Bixler (11), Graziani et al. (12), and Hylton et al. (13), and the low-speed rotating rig of Bring (14). Other groups have used short-duration facilities similar to that used in the present study. Louis (15,16) has used thin-film heat-transfer gages to obtain heat-flux measurements on turbine components with a blow-down facility as the source of test gas. Jones, Schults et al. at Oxford University (17-20) have also used thin-film heat-transfer gage techniques, with a light piston facility as the supply of test gas.

This paper will deal in the main with measurements obtained for the full-stage TFE 731-2 HP rotating turbine with particular emphasis on reporting much more extensive NGV tip endwall data than were previously available. For completeness, the previously reported vane and rotor measurements are also included. This paper also includes a brief discussion and several photographs of heat-transfer instrumentation used for the recently completed full-stage low aspect ratio turbine (LART) measurement program.

**APPARATUS**

A schematic of the experimental apparatus is shown in Figure 1 along with a typical x-t diagram. The shock tunnel consists of a driver tube, a double diaphragm section, a driven tube, a primary nozzle and a test-section device which houses the
turbine stage. In order to initiate an experiment, the test section is evacuated, the driver, the double diaphragm section, and the driven tube are pressurized to predetermined values. The rotor is brought up to the predetermined speed at which time the double diaphragm region is rapidly evacuated causing the upstream diaphragm to burst immediately followed by bursting of the downstream diaphragm. The incident shock wave forms in the driven tube and subsequently reflects from the shock tube endwall resulting in a supply of reflected-shock processed gas (condition 1). In Figure 1. The specific heat ratio and speed of sound of the driver-tube gas are adjusted prior to resulting in a tailoring of the interface 

The shock-tunnel facility described above provides a clean, uniform, and well-known gas dynamic condition at the inlet to the NGVs. The experimental technique is not intended to duplicate every known parameter important to turbine heat-transfer studies. The intent is to have the test conditions sufficiently well known and enough parameters duplicated so that the measured heat-flux distributions can be used to validate and improve confidence in the accuracy of full-stage design data and predictive techniques under development. Several different types of measurements must be obtained in order to provide this measured heat-flux which is obtained using platinum thin-film gages. These gages can be made in many sizes and shapes depending upon the particular portion of the turbine stage for which one is interested in obtaining data, i.e., the button gage, the leading edge gage, contour strip gages, or stagnation-point gages. Pressure, total temperature, rotor speed history, and tip clearance are other parameters that are routinely measured in these experiments.

A photograph of a typical button-type heat-flux gages used in this work was taken through a Leitz microscope and is shown in Figure 2. The thin-film gages are made of platinum (~1000A thick) and are painted on a pyrex substrate 9.7 x 10^-4m (0.04 in.) in diameter in the form of a strip approximately 1.0 x 10^-4m (0.004-in.) wide by about 5.1 x 10^-4m (0.02-in.) long. In building these gages, the intent is to obtain a gage with a room temperature resistance on the order of 50 to 100kΩ. The thickness of the pyrex substrate depends upon the gage location. Those gages located in the NGV trailing edge and near the rotor blade trailing edge are approximately 3.8 x 10^-4m (0.015-in.) thick but gages at other locations are 7.1 x 10^-4m (0.03-in.) thick. The response time of these heat-transfer elements can be shown to be on the order of 10^-3 s. A coating of magnesium fluoride (~1200 Å thick) is vapor deposited over the gage to protect the platinum element against abrasion.

The button-type gages described above were installed in the TFE 731 turbine stage at the following locations: (a) on the NGV tip endwall, (b) on the NGV suction surface, (c) on the NGV pressure surface, (d) on the NGV airfoil leading edge, (e) on the rotor blade platform, (f) on the blade suction surface, (g) on the blade pressure surface, (b) in the blade tip and (i) in the shroud above the rotor. Figure 3 is a photograph of the NGV pressure surface and endwall instrumentation showing the leading edge gages and the airfoil gage coverage. Figure 4 is a sketch of the endwall gage locations. This sketch will be used later in the discussion of the endwall Stanton number data. As illustrated, s is the distance along the endwall surface in the flow direction and x is the spanwise direction measured along the solid lines shown on the sketch.

**EXPERIMENTAL CONDITIONS**

Table 1 gives the experimental conditions and measured parameters for the TFE 731-2 HP full-stage turbine results presented in this paper. This table includes the following quantities: (a) the stator inlet total temperature, T0; (b) the measured model wall temperature, Tw; (c) the turbine weight flow, W0, calculated knowing the area of the exit channel, the orifice area, the turbine work extraction, the pressure in the exit channel, and the inlet total temperature; (d) the measured shock-tube, reflected-shock pressure; (e) the measured wall static pressure just ahead of the stator; (f) the average stagnation-point heat flux to a cylinder in cross flow obtained just ahead of the stator; and (g) the corrected rotor speed.

**EXPERIMENTAL RESULTS**

The Stanton number used here is based on conditions at the NGV inlet and was evaluated using the relationship

\[
\frac{q(T)}{G(T)^{1/2}} = \frac{(W_0/A)}{(T_0 - H_0 (T))}
\]
The experiment reproducibility was generally within ±5 percent for most locations. When these results are presented on the data plots, the symbol will indicate the mean value and the bar indicates the standard deviation. The absence of a bar means that the standard deviation was within the symbol.

**TFE-731 NGV ENDWALL RESULTS**

Figure 5 presents the Stanton number distribution at two locations on the NGV tip endwall for the TFE-731 HP turbine. Recall that the Stanton number discussed herein is based on inlet conditions and is computed in the manner described above. The numbers in the circles denote the heat-flux gage positions and their relative locations can be seen on Figure 4. The description "near pressure surface" or "near suction surface" means that the center of the gage is located on the endwall at approximately 2.8 x 10^-3 m (0.110 in.) away from the intersection of the vane with the endwall. In the early portion of the flow passage, the inlet Stanton number is greater near the suction surface. At approximately 75% of the total flow distance along the wall, the measured values near the pressure surface become approximately equal to those near the suction surface and remain so until the exit plane with the exception of location (25) near the pressure surface which becomes the maximum value.

Figure 6 is a more detailed plot of the results obtained at the exit plane. Along a line from the suction surface toward the pressure surface (see Fig. 4), the Stanton number remains nearly constant over approximately 75% of the exit. However, near the pressure surface the Stanton number increases by approximately 25%.

Figure 7 presents similar spanwise results for three other locations (see Fig. 4) in the endwall passage. The line of gages represented by (2), (3), and (8) is along the "exit" and resulting Stanton numbers are relatively uniform. The second line starts with position (68) which is 8.6 x 10^-4 m (0.034 in.) away from the suction surface and ends with position (77) which is 2.05 x 10^-3 m (0.081 in.) away from the pressure surface. The general trend along this line is for the Stanton number to decrease as the pressure surface is approached up to about 50% span where the trend is to level out. The third line starts with position (66) which is 2.2 x 10^-3 m (0.087 in.) away from the suction surface and ends with position (63), which is 2.91 x 10^-3 m (0.115 in.) away from the suction surface. The Stanton number profile along this line is similar to that along the previous line, but the peaks and valleys occur at different spanwise locations. This endwall flow field is extremely complicated and at the present time we have not run a flow field computation to aid in analyzing these data. Techniques are available (22-24) and one of them may be applied to these data at a later date.

**TFE-731 NGV AIRFOIL RESULTS**

It was mentioned earlier that detailed Stanton number results had been presented in (6) for the full-stage rotating turbine of the Garrett TFE 731-2 engine. However, for the purposes of completeness, a few of the results presented in (6) that have been enhanced by more recent data at the T_o = 1000°F operating condition (see Table 1) will be presented herein. In this portion of the paper, the experimental results are presented in detail and, where possible, the measurements are compared with the predictions obtained using the Wright-Patterson AFB Turbine Design System (TDS) computer code (9). In addition, predictions obtained using a modified STAN5 code (10) are also presented. It was mentioned in (6) that the predicted Stanton number distributions were relatively insensitive to the T_w/T_o and thus only the T_w/T_o = 0.53 predictions will be presented here. However, the experimental data obtained at T_w/T_o = 0.21, 0.33, and 0.53 will be presented. The measured and predicted distributions of Stanton number are compared on Figure 8 for the NGV airfoil midspan. On both the pressure and suction surfaces, data were obtained from the leading edge to approximately 94 percent chord. The solid and dashed lines on Figure 8 are the predicted distributions using TDS and STAN5, respectively. The TDS calculations assume that the boundary layer is either fully turbulent or fully laminar. However, the STAN5 predictions have been performed for a transitions Reynolds number, Re_p, of either 30 or 200. The important observation from Figure 8 is that on the suction surface, transition occurs much earlier than on the pressure surface. With a value of Re_p = 200, the STAN5 code significantly underpredicts the data at chord positions less than 30 percent pressure surface (see Fig. 8) and underpredicts the data by approximately 20 percent for chord positions beyond 50 percent. By contrast, the turbulent flat-plate prediction consistently underpredicts the data at all chord locations, the prediction being on the order of 20 percent above the data. Considering the degree of sophistication of the flat-plate prediction, the correlation is reasonably good. The suction-surface laminar flat-plate prediction is clearly far below the data and is only included for completeness. On the pressure surface, the turbulent flat-plate prediction overpredicts the data at less than 30 percent chord, is in reasonable agreement at 30 and 60 percent chord, and underpredicts towards the trailing edge. The STAN5 predictions are underpredicted the pressure-surface data presumably because of the assumed laminar flow region from the leading edge up to Re_p = 200. This same trend continued with the STAN5 comparisons; thus, only a limited number of additional comparisons is shown.
A significant amount of rotor blade (pressure and suction surface, tip and platform locations) and shroud data were also obtained. The measured distribution of Stanton numbers on the blade pressure and suction surfaces are compared with the TDS and STANS predictions on Figure 9. This figure is plotted so that the tip is in the center and the platform is on each edge. The majority of the measurements were performed for chord positions in the range of 19 to 45 percent. One data point is presented for the 71 percent chord position near the tip. The respective predictions bounding the 19 and 45 percent chord positions are thus included on the plot. Note that the Stanton numbers deduced from the thin-film gages mounted in the tip are shown at the center of this figure and those obtained for the platform gages are shown on the left outer edge. On the pressure surface of the blade, the turbulent flat-plate prediction is a reasonably good representation of the measurements, but the STANS prediction is significantly low. Neither the flat plate nor the STANS predictions give a good comparison on the rotor blade suction surface. The laminar predictions are far below the data while the turbulent flat-plate prediction is above the data. At the 45 percent midchord position, the STANS prediction approaches the measured value as the platform is approached.

LOW ASPECT RATIO TURBINE (LART) MEASUREMENT PROGRAM

A very successful and detailed measurement program has recently been completed at Calspan that utilized the Garrett Turbine Engine Company low aspect ratio turbine. The specific measurements performed for this full-stage rotating turbine were local heat flux and surface pressure. The measurements were performed using the short-duration facility described above and the instrumentation techniques described in (8). Though the measurements have been completed at the time of this writing, the analysis of the data is still in progress. It is anticipated that this analysis will be completed in the near future, and at that time, portions of the data will be released. However, it is appropriate here to briefly describe the heat-flux instrumentation that was utilized because the thin-film gages were still used, the configuration of the inserts holding the gages and the pattern density were significantly different from those used on the TFE-731 stage.

The LART instrumentation concentrated on the tip endwall and on the midspan portion of the blade. Figure 10 is a photograph of the heat-flux gage instrumentation on the LART NGV leading edge and on the pressure surface. In the leading edge region, the gages are painted on an insert that has been contoured to the airfoil geometry. The gages on this insert are spaced approximately 1.0 x 10^{-3}m (0.040 in.) apart starting at the geometric stagnation point and continuing around the pressure and suction sides of the insert. Also shown on Figure 10 is an adjoining airfoil that contains a contoured strip of pyrex onto which the thin-film gages have been painted at intervals of approximately 2.5 x 10^{-3}m (0.100-in.) from the termination of the leading edge insert to the trailing edge. If one looks to the left of the pressure surface insert on the tip endwall, then the button gages located on the endwall are also visible.

Figure 11 is a photograph of the suction surface heat-flux gage distribution for the LART NGV airfoil. Once again, a pyrex strip was contoured to the airfoil geometry and then the thin-film gages were painted on the surface at intervals of approximately 2.5 x 10^{-3}m (0.100 in.) starting near the termination of the leading edge insert and continuing to a location near the trailing edge as illustrated.

Figures 12 and 13 are photographs of the LART rotor leading edge insert and the button gage pattern on both the pressure and suction surfaces. The spacing on the rotor installation was very similar to that used on the NGV airfoil. If one looks near the top of Figure 12, then the tip gages located on the blade above the one containing the leading edge insert are just visible.

For the LART measurement program, simultaneous measurement of surface pressures were obtained at selected locations on the NGV portion of the stage. In addition, the pressure upstream of the NGV and downstream of the rotor was also measured.

The high sampling frequency wave form recorders noted earlier in the text and described in (8) were used to obtain detailed information relative to rotor/stator interactions. These data are also currently being analyzed.

CONCLUSIONS

A review of an on-going measurement and analysis program at Calspan that utilizes full-stage rotating turbines has been described. Detailed Stanton number distributions throughout the stage of the Garrett TFE-731-2 HP turbine have been presented. In addition, a brief summary of a recently completed program that utilized a significantly different turbine stage has been given.
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### TABLE 1 - TEST CONDITIONS

<table>
<thead>
<tr>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured Reflected-Shock Pressure, psia</td>
<td>1,078</td>
</tr>
<tr>
<td>Calculated Reflected-Shock Temperature, °R</td>
<td>998</td>
</tr>
<tr>
<td>Measured NGV Inlet Total Temperature, °R</td>
<td>998</td>
</tr>
<tr>
<td>Measured NGV Inlet Total Pressure, psia</td>
<td>99.3</td>
</tr>
<tr>
<td>Cylinder in Cross Flow Stagnation Pt. Ht. Tr. Rate Ahead of NGV, BTU/ft²sec</td>
<td>46.7</td>
</tr>
<tr>
<td>Calculated Average Weight-Flow Rate, lb/sec</td>
<td>22.0</td>
</tr>
<tr>
<td>Average Corrected Rotor Speed</td>
<td>Approx. 100%</td>
</tr>
</tbody>
</table>

![Figure 1 SCHEMATIC OF CALSPAN SHOCK-TUNNEL APPARATUS AND SKETCH OF WAVE DIAGRAM](image1)

![Figure 2 PHOTOGRAPH OF HEAT-TRANSFER GAGE TAKEN THROUGH LEITZ MICROSCOPE](image2)

![Figure 3 PHOTOGRAPH OF TFE 731 ENDWALL HEAT-FLUX GAGES](image3)
Figure 4 SKETCH OF TIP ENDWALL HEAT-FLUX GAGE LOCATIONS FOR TFE 731 NGV

Figure 5 STANTON NUMBER DISTRIBUTION ON NGV TIP ENDWALL FOR THE TFE 731 TURBINE
Figure 6: Stanton Number Distribution at Tip Endwall Exit for TFE-731 Turbine

Figure 7: Stanton Number Distributions at Selected Spanwise Locations for Endwall of NGV

Note: Number in circle refers to heat-flux gage location (see Fig. 4)
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Figure 8 DISTRIBUTION OF STANTON NUMBER FOR NGV AIRFOIL MIDSPAN

Figure 9 DISTRIBUTION OF STANTON NUMBER ON ROTOR BLADE FOR Tw/To = 0.53
Figure 10 LART LEADING EDGE AND PRESSURE SURFACE HEAT-FLUX GAGES

Figure 11 LART NGV SUCTION SURFACE HEAT-FLUX GAGES

Figure 12 LART ROTOR LEADING EDGE AND PRESSURE SURFACE GAGES

Figure 13 LART ROTOR SUCTION SURFACE HEAT-FLUX GAGES
DISCUSSION

R. Knuck, Ge
I have a question concerning the boundary layer state of the guide vane. Your measurements showed that transition occurs close to the leading edge on both suction and pressure side. Could you specify the degree of turbulence and the Reynolds number? Where do you see the reason for that early transition?

Author's Reply
1. We have measured the magnitude of free-stream turbulence to be on the order of 5% (see Ref.6). To the best of my memory, the vane inlet Reynolds number is on the order of 5 x 10^6 based on chord length. I could check this number for you when I return home if you like.
2. I believe at least one of the causes of this early transition is due to the relatively high free-stream turbulence. This turbulence could be the result of several things, two of which are:
   a) The vane exit is subsonic and thus the rotor disturbance can be communicated forward. We have indeed seen this in the character of the pressure records, with and without the rotor (see Ref.7).
   b) It is quite possible that the normal shock standing outside the model is in fact not completely stationary, even though it is always external to the model. In this way the shock can act as a turbulence generator.

D.J. Doody, UK
1. I have found Dr Dunn's paper extremely interesting; my only regret is that there has not been sufficient space for a more detailed discussion of the time-resolved rotor heat transfer. The question of the rotor unsteady heat transfer is to my mind more interesting than the vane heat transfer since the rotor sees a far more unsteady flow and presents the designer with more severe headaches. To establish the rotor operating conditions, what was the rotor mean Reynolds number?
2. As regards the unsteady rotor flow, have the nozzle guide vanes wakes merged at the rotor inlet, or are they still discrete? On the time-resolved signals from the rotor, is it possible to observe discrete switching of the boundary layer from the laminar to the turbulent state as each nozzle guide vane wake impinges, or do the results suggest that the rotor boundary layer is continuously turbulent, and only secondary fluctuations are produced by the wake-impingement?
3. I have been somewhat concerned by Dr Dunn's use of insert-mounted thin films, since for the high Reynolds number rotor flow, even very slight surface discontinuities may trip the boundary layer. Has this in fact occurred?

Author's Reply
1. The inlet Reynolds number is about 2 x 10^6
2. Yes, wakes can be resolved. There are different effects whether there is a wake or a passage. The values of heat flux are bouncing between the turbulent level and the laminar level. The average value of the heat flux is above the laminar value and much closer to the turbulent one for this kind of turbine.
3. For that reason we went to use the inserts at the leading edge which are absolutely contoured smooth. You see that what looks like transition takes place on the leading edge very close to the stagnation point. The button gauges were put in under a microscope and they are very tiny.

C.T.J. Scrivenor, UK
May I ask two questions. You described the instrumentation on the rotor tip and the rotor static outer shroud ring casing.
1. Can you describe how the distribution of static shroud ring heat transfer varies with rotor tip clearance?
2. How does the unshrouded rotor tip heat transfer compare to the measurements described earlier in the week by Prof. D. Metzger?

Author's Reply
1. The static shroud heat-flux distribution is not strongly influenced by the magnitude of the tip clearance. The shroud Stanton number distribution (based on inlet conditions) decreases by about 25 to 30% in going in an axial direction from directly above the blade leading edge towards the trailing edge. Once you exceed distances greater than the blade trailing edge, the Stanton number falls by approximately 50%. We have published the data you are asking for in Ref.6, I think.
2. During this conference, Prof. Metzger and I have discussed doing the comparison you ask about. As soon as he returns from Germany, we plan to do so.
S. Wittig, Ge

What is the thickness of your film gauges? In the light of what has been said earlier, would you be able to derive from the measurements the unsteady effects of the wakes on the material?

Author's Reply

1. The thickness of the thin-film gauge is approximately 0.1μm.

2. Yes, one could use the time-dependent heat-flux data as an input to the calculation of blade temperature history and in this manner, to predict the metal surface temperature fluctuation as a result of wake passage cutting. I caution you that the magnitude of the heat-flux fluctuation will depend upon the particular turbine, on the particular location on the blade, and on whether or not you have upstream cold gas injection.
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SUMMARY

Calculations are presented for the flow development and heat transfer in transitional two-dimensional boundary layers of relevance to turbine blades. They were obtained with the Patankar-Spalding finite difference program, using a low Reynolds number version of the k-ε turbulence model for simulating the turbulent transport. For the higher free-stream turbulence levels prevailing in gas turbines (say above 1%), the model is capable of simulating the physical transition mechanism which is governed by the transport of the turbulent fluctuations from the free stream into the laminar boundary layer. The calculation examples comprise a variety of flat-plate boundary layers with various favourable and adverse pressure gradients as well as various levels of free-stream turbulence, and a simulation of the boundary layer development of an experimentally investigated turbine blade. The calculations are compared with measurements in each case (mainly the distribution of heat transfer coefficients). The agreement is generally good, but the model has a tendency to predict a somewhat faster transition than was observed in the experiments.

1. Introduction

1.1 The Problem Considered

Knowledge of the external heat transfer rates is an important factor in the design of gas turbine blades as these rates determine the blade surface temperature which must be kept below a critical value in order to assure a reasonable life-time of the blades. Cascade experiments have shown that the heat transfer to turbine blades depends strongly on the occurrence of laminar-turbulent transition of the blade boundary layers. For instance, the heat transfer coefficients may be higher by a factor of five at the same location depending on whether the flow is laminar or turbulent. Hence, above all, a reliable method for calculating the heat transfer to turbine blades must be able to simulate transition realistically.

The present paper describes such a calculation procedure, which is based on a finite-domain solution of the boundary layer equations for two-dimensional, steady flow. The turbulent momentum and heat transfer is simulated by a low Reynolds number version of the k-ε turbulence model. For the high turbulence levels prevailing in gas turbines (say above 1%), this model is also used to mimic the transition mechanism which, in this case, is governed by the transport of the turbulent fluctuations from the free stream into the laminar boundary layer.

1.2 Previous Work

There have been several attempts to simulate laminar-turbulent transition with the aid of turbulence models in the past. These will now be discussed briefly. Turbulence models may be classified as zero-, one-, two-equation and Reynolds-stress models, according to the number of transport equations they solve for turbulence variables, and the various models will be discussed in this order.

Zero-equation models. All these models make use of the eddy viscosity hypothesis, and either the eddy viscosity itself (Cebeci and Smith [1]) or the mixing-length distribution is specified algebraically. The calculation of the laminar-turbulent transition is performed on a purely empirical basis. Cebeci and Smith [1], Michel [2] and Forest [3] multiply the eddy viscosity with an intermittency function derived from experimental data. This function depends on the momentum-thickness Reynolds number, being zero in the laminar flow regime and increasing gradually to unity once the critical Reynolds number for instability is exceeded. This Reynolds number is usually calculated by means of the linear stability theory, which limits the applicability of these methods to low free stream turbulence intensities. Crawford and Kays [4] assign a large numerical value to the damping constant in their mixing-length model in order to suppress the Reynolds stresses in the laminar boundary layer. This damping constant is slowly decreased towards the typical value for fully turbulent flow, after an empirically specified transition Reynolds number has been reached in the calculations. In McDonald and Fish's [5] model, which has also been used by Marli and Mathieu [6] and, in a slightly modified form, by Hodge and Adams [7], the constant value of the mixing-length in the outer boundary layer region is determined from the solution of an integral form of the modelled turbulent kinetic energy equation. The free stream turbulence intensity...
This procedure has not yet been tested extensively. It is questionable whether it can be considered by Wilcox, these were not documented in sufficient detail.

Wilcox [14] has applied his model successfully to a large number of transitional boundary layers, where disturbances intrude from the free stream into the laminar boundary layer. They were able to calculate the transitional boundary layer on a turbine blade, but did not check their results against experimental data.

One-equation models. Grundmann and Nehring [9] describe first attempts to simulate transition induced by free stream disturbance with a differential form of the turbulent kinetic energy equation in connection with an algebraic description of the length scale. They were able to calculate the transitional boundary layer on a turbine blade, but did not check their results against experimental data.

Two-equation models. Priddin [9] was the first to use the \( k-\epsilon \) model for the calculation of transitional flows: his concern was mainly to show that the \( k-\epsilon \) model can cope in principle with these flows and not to provide a detailed assessment of the model performance. Arnal et al. [10] applied the model of Jones and Launder [11] to transitional flows. They investigated the circumstances under which small perturbations in the \( k \)-profiles were amplified such that the flow became turbulent. They obtained very good agreement with their own experimental data even at very low free-stream turbulence intensities. Their work does not give the initial and boundary conditions specific to the calculations. In view of our results presented in Section 4, some of their predictions at low free-stream turbulence intensities appear doubtful. Dutta and Richard [12] used their low-Reynolds-number version of the \( k-\epsilon \) model to calculate transitional boundary layers. They also create the impression that their model simulates transition realistically even at very low free stream turbulence intensities without any additional empirical modifications. Their model has been found not to be very accurate for turbulent flows (see Patel et al. [13]).

Wilcox [14] has applied his model successfully to a large number of transitional boundary layers, e.g. flows with free stream turbulence, pressure gradients, surface roughnesses and compressibility. He achieved this success by calibrating one empirical function against experimental data. According to Wilcox [14], the model displays a distinct sensitivity to the initial and boundary conditions specified. In most of the test cases considered by Wilcox, these were not documented in sufficient detail. If one considers further the purely empirical way in which Wilcox specifies the wall boundary condition for his length scale variable, the predictive power of this model cannot be truly assessed. More recently, Wilcox [15] derived the empirical model function and the initial profiles for the turbulence variables from results obtained by applying the linear stability theory.

Donaldson investigated the amplification (or damping) of small artificial perturbations in the model Reynolds stress equations. He observed either transition or complete stabilization of the disturbances depending upon the local Reynolds number. The paper gives more an impression of the qualitative model behaviour without recourse to experimental data.

Finison [19] has developed a low Reynolds number version of the \( k-\epsilon \) model developed by Ng [17] to calculate transitional boundary layers. They obtained good agreement with empirical correlations for the transition Reynolds numbers. However, the results were not compared against specific experiments.

Reynolds stress models. One of the first attempts to simulate laminar-turbulent transition with the aid of turbulence models is due to Donaldson [14] who used transport equations for the Reynolds stress components and an algebraically prescribed length scale. Donaldson investigated the amplification (or damping) of small artificial perturbations in the model Reynolds stress equations. He observed either transition or complete stabilization of the disturbances depending upon the local Reynolds number. The paper gives more an impression of the qualitative model behaviour without recourse to experimental data.

Summary. Especially the papers published on two-equation-model calculations create the impression that laminar-turbulent transition can be simulated simply by specifying the correct boundary conditions for the turbulence variables. This does not hold true in general as will be shown in the following sections. To obtain satisfactory results, empirical information provided at least in form of the initial profiles for turbulence quantities. Moreover, for the turbulence model described in this paper, transition triggered by transport of turbulence from the free stream into the boundary layer could not be obtained for free stream turbulence intensities less than 1.8. This is physically plausible because, in these cases, transition is caused by Tollmient-Schlichting waves and this phenomenon cannot be simulated by models involving time-
averaged quantities. However, this problem is not addressed in any of the references given above. It is thus not clear how transition was attained in the model predictions of Arnal et al. [10] and Dutoya and Michard [12] without any transition-related modifications to these models.

1.3 Present Contribution

The purpose of this paper is to present calculations of transitional boundary layers relevant to the flow on gas turbine blades. Laminar-turbulent transition as well as the turbulent flow regime is simulated with the low-Reynolds-number version of the k-ε model of Lam and Bremhorst [20]. In all the calculations, transition ensued from the transport of free-stream turbulence into the laminar boundary layer; this is the physical situation most likely to occur in blade boundary layers. The test cases considered comprise a variety of flat-plate boundary layers with various favourable and adverse pressure gradients as well as various levels of free-stream turbulence, and the boundary-layer development of an experimentally investigated blade. The calculations are compared with measurements in each case.

Two items have received insufficient attention in most previous articles on the calculation of laminar-turbulent transition with turbulence models: the description of the initial and boundary conditions used in the predictions and the selection of test cases against which the calculated results are to be compared. These topics are discussed in greater detail in the present paper.

2. Mathematical Model

2.1 Mean flow Equations

The mean flow is assumed to be steady and two-dimensional. Under these conditions the continuity, momentum and stagnation enthalpy equations read in a cartesian coordinate system:

Continuity equation:

\[ \frac{\partial (\rho U)}{\partial x} + \frac{\partial (\rho V)}{\partial y} = 0 \quad (2.1-1) \]

Momentum equation:

\[ \rho \frac{\partial U}{\partial x} + \rho \frac{\partial U}{\partial y} = \frac{\partial P}{\partial x} + \frac{\partial}{\partial y} \left( \rho \frac{\partial U}{\partial y} - \rho U V \right) \quad (2.1-2) \]

Stagnation enthalpy equation:

\[ \rho U \frac{\partial \tilde{H}}{\partial x} + \rho \tilde{V} \frac{\partial \tilde{H}}{\partial y} = \frac{\partial}{\partial y} \left[ \frac{\mu}{P} \frac{\partial \tilde{H}}{\partial y} - \rho U \tilde{V} + \left( 1 - \frac{1}{P} \right) \left( \frac{3}{2} \rho \frac{\partial U}{\partial y} - \rho U \tilde{V} \right) \right] \quad (2.1-3) \]

In these equations \( U, V \) and \( u, v \) are respectively the mean and fluctuating velocity components in the x- and y-directions, and \( P \) is the static pressure. The stagnation enthalpy \( H \)

\[ H = h + \frac{U^2}{2} + k \quad (2.1-4) \]

is composed of the static enthalpy \( h \), the mean kinetic energy \( U^2/2 \) and the turbulent kinetic energy \( k \). The symbol \( h' \) in equation (2.1-3) stands for the fluctuating enthalpy. The fluid is characterized by its density \( \rho \), dynamic viscosity \( \mu \) and molecular Prandtl number \( Pr \). Time-averages are denoted by an overbar. The expression \( V \) indicates mass-weighted averaging, (see Cebeci and Smith [1]) with

\[ \rho \tilde{V} = \rho U + \rho' \tilde{V} \quad (2.1-5) \]

where \( \rho' \) represents the fluctuating density. The fluids considered in this paper were assumed to be ideal gases so that

\[ \rho = \frac{P}{RT} \quad (2.1-6) \]

with \( R \) being the gas constant and \( T \) the static temperature.
Equations (2.1-2) and (2.1-3) contain the Reynolds stress $-\bar{u'u}$ and turbulent heat flux $-\bar{h'h'}$. A turbulence model for determining these quantities must be introduced in order to close the system of equations (2.1-1)-(2.1-6). This will be discussed in the next section.

2.2 Turbulence Model

In this study, the low Reynolds number version of the $k-c$ model developed by Lam and Bremhorst [20] has been used to simulate the turbulent momentum and heat transport. This model makes use of the eddy viscosity hypothesis, relating the Reynolds stress to the mean velocity gradient:

$$-\bar{u'u} = \nu_L \frac{\partial U}{\partial y} \quad (2.2-1)$$

The eddy viscosity $\nu_L$ depends on the turbulence structure; it is proportional to the turbulent kinetic energy $k$ and to the energy dissipation rate $\varepsilon$. From dimensional analysis there follows:

$$\nu_L = \rho c_{\mu} f_{\mu} \frac{k^2}{\varepsilon} \quad (2.2-2)$$

c is an empirical constant and $f_\mu$ an empirical function accounting for the effects of molecular viscosity and wall proximity. In fully turbulent flow remote from walls $f_\mu = 1$ so that the Lam-Bremhorst model reduces to the standard $k-c$ model.

The local values of $k$ and $\varepsilon$ are calculated from the following semi-empirical transport equations:

$$\rho \frac{\partial k}{\partial t} + \rho \frac{\partial k}{\partial x} = \frac{3}{y} \left[ (\mu + \frac{\mu_k}{\sigma}) \frac{\partial k}{\partial y} \right] + P_k - \nu \frac{\partial^2 k}{\partial y^2} \quad (2.2-3)$$

$$\rho \frac{\partial \varepsilon}{\partial t} + \rho \frac{\partial \varepsilon}{\partial x} = \frac{6}{y} \left[ (\mu + \frac{\mu_k}{\sigma}) \frac{\partial \varepsilon}{\partial y} \right] + \frac{c}{k} \left[ c_1 f_1 P_k - \rho c_2 \varepsilon \right] \quad (2.2-4)$$

$$P_k = \frac{\nu_L}{\nu} \frac{\partial \nu}{\partial y}^2 \quad (2.2-5)$$

$P_k$ is the production of turbulent kinetic energy. Four empirical constants appear in the model equations. For these, the following standard values [21] were adopted: $c_1 = 0.09, c_2 = 1.44, \sigma = 1.92, K = 1.0, c_1 = 1.3$. The functions $f_\mu$ and $f_1$ simulate viscous and near-wall influences and tend to unity for high turbulence Reynolds numbers. The low Reynolds number functions $f_\mu, f_1$ and $f_2$ devised by Lam and Bremhorst [20] are

$$f_\mu = \left[ 1 - \exp \left( -0.0160 \frac{R_y}{R_T} \right) \right]^2 \left( 1 + \frac{19.5}{R_T} \right) \quad (2.2-6)$$

$$f_1 = 1 + \left( \frac{0.06}{f_\mu} \right) \quad (2.2-7)$$

$$f_2 = 1 - \exp \left( - \frac{R_T}{R_y} \right) \quad (2.2-8)$$

where the Reynolds numbers $R_y$ and $R_T$ are defined as

$$R_y = \frac{\Omega k y}{\mu}, \quad R_T = \frac{\Omega k^2}{\nu} \quad (2.2-9a,b)$$

An assessment of these functions is given in Patel et al. [13]. It should be noted that the numerical values in Equations (2.2-6) - (2.2-8) are slightly different from those of Lam and Bremhorst [20]; they have been chosen as they yield more accurate predictions for wall bounded shear flows (see Rodi et al. [22]).

The turbulent heat flux $-\bar{h'h'}$ is calculated from the following eddy diffusivity relation:

$$-\bar{h'h'} = \frac{\nu_k}{\Pr_T} \frac{\partial h}{\partial y} \quad (2.2-10)$$
The eddy diffusivity is assumed proportional to the eddy viscosity $\nu'$ (determined by the $k-\varepsilon$ model), with the proportionality coefficient (turbulent Prandtl number) assumed to have the constant value $Pr_t = 0.86$.

### 2.3 Initial and Boundary Conditions

In this section the boundary and initial conditions used in the calculations are presented. Firstly, the boundary values at the wall and in the free stream are discussed and then the initial values employed to start the calculations.

**Wall Boundary Conditions.** Along the walls the no-slip condition was applied, which read for the mean velocities:

$$ y = 0 : \quad U = V = 0 $$

(2.2-11)

For the stagnation enthalpy at the wall, either the wall values (wall temperatures) or gradients at the wall (wall heat fluxes) were prescribed, i.e.

$$ y = 0 : \quad H = H_w \quad \text{or} \quad \frac{\partial H}{\partial y} = \frac{q_w}{h_w} \frac{Pr}{Pr_t} $$

(2.2-12)

According to the no-slip condition the turbulent kinetic energy at the wall was set to zero and so was the gradient of the dissipation rate:

$$ y = 0 : \quad k = \frac{\partial \varepsilon}{\partial y} = 0 $$

(2.2-13)

An evaluation of these boundary conditions can be found in Patel et al. [13].

**Free Stream Boundary Conditions.** In the free stream, the velocity was set equal to the potential velocity $U_e$ which was taken from measurements in each case; the stagnation enthalpy in the free stream has a constant value which was also derived from experimental values:

$$ y = y_e : \quad U = U_e \quad \text{and} \quad H = H_e = \text{const.} $$

(2.2-14)

Boundary values for $k$ and $\varepsilon$ were obtained by solving the transport equations (2.2-3) and (2.2-4) which reduce outside the boundary layer to

$$ \rho U_e \frac{dk_e}{dx} = -\rho c_e \frac{c_s^2}{k_e} \frac{\partial \varepsilon}{\partial y} $$

(2.2-15)

$$ \rho U_e \frac{d \varepsilon}{dx} = -\rho c_e \frac{\partial \varepsilon}{\partial y} $$

(2.2-16)

Appropriate initial values for $k_e$ and $\varepsilon_e$ necessary to solve these equations were taken from experimental data.

**Initial values.** The initial profile for the mean velocity in the laminar flow regime was prescribed with a Pohlhausen-profile, (see White [23]):

$$ \frac{U}{U_e} = \left[ 2 \frac{\delta}{\delta} - 2 \left( \frac{\delta}{\delta} \right)^2 \right] ^\frac{1}{2} + \left( \frac{\delta}{\delta} \right) ^\frac{1}{2} \left( 1 - \frac{\delta}{\delta} \right) ^\frac{1}{2} $$

(2.2-17)

where $\delta$ is the boundary layer thickness and $A = \delta \rho / \mu \partial U / \partial x$ is the Pohlhausen parameter. The temperature was assumed to depend in a linear manner on the velocity:

$$ \frac{T}{T_e} = 1 + \left( \frac{T_e}{T_w} - 1 \right) \frac{U}{U_e} $$

(2.2-18)

A starting profile for the stagnation enthalpy may be constructed from equation (2.2-17) and (2.2-18).

An important but also difficult task in the calculation of transitional flows is the specification of initial profiles for the turbulence variables. There are no experimental data available as basis for this specification. Also, results obtained with the linear stability theory cannot be used for the flow situations considered in this paper where transition is triggered by disturbances in the free stream. Therefore, the starting profiles for $k$ and $\varepsilon$ had to be derived on an ad hoc basis.

In the case of the turbulent kinetic energy there are some constraints which should be met by the initial profiles: these are: i) $k$ has to vanish at the wall, ii) $k$ should display a quadratic increase with wall distance and iii) $k$ must asymptote to the free stream value $k_e$ at the boundary layer edge. A relation meeting these requirements is
\[ k = k_0 \left( \frac{U}{U_e} \right)^2 \]  

(2.2.19)

This equation was used in the computations.

There is much more liberty in setting up a starting profile for the dissipation rate \( \varepsilon \). One necessary condition is that the experimental free-stream value is recovered; in addition, it is plausible on physical grounds that the length scale within the boundary layer does not exceed that in the free stream. The starting profiles for \( \varepsilon \) used in the calculations were generated by the assumption that the dissipation rate should be proportional to the production rate of \( k \), i.e.

\[ \varepsilon = a_1 k \frac{3 U}{y} \]  

(2.2-20)

with \( a_1 = -u' v' / k \). The \( \varepsilon \)-values described by equation (2.2-20) tend to zero at the boundary layer edge, so that in addition the following condition was imposed:

\[ \varepsilon > \varepsilon_0 = \frac{k_0}{a_1} \]  

(2.2-21)

In the course of testing the model it turned out that the coefficient \( a_1 \) in equation (2.2-20) could not be kept constant but had to be made a function of the free-stream turbulence intensity in order to obtain agreement with measured transition Reynolds numbers. For the test cases considered the best overall agreement was obtained with values of \( a_1 \) inside the shaded area in Figure 2.1. The full line in Figure 2.1 was used to determine \( a_1 \) for the calculations presented in Chapter 4. To provide some impression of the shape of the initial profiles for \( k \) and \( \varepsilon \), Figure 2.2 shows an example for a turbulence intensity \( Tu = \sqrt{u'^2 / U} \) of 2.6%; the maximum value of the Reynolds stress inside the boundary layer implied by these \( k \)- and \( \varepsilon \)-values was 0.03 \( u'^2 \), with \( u_1 = \sqrt{\nu} \) being the friction velocity.

The calculations shown below were started at \( x \)-locations corresponding to a momentum thickness Reynolds number \( Re_\theta = U_\theta / \nu \) of 100, where the flow was still stable and laminar and Equations (2.2-17) and (2.2-18) provided fair approximations to the physical situation.

3. Numerical Solution Procedure

The mean-flow and turbulence-model equations were solved with an adapted version of the GEMMIX procedure described by Spalring [24]. The method is implicit and marching in the streamwise direction. The variables \( U, H, k \) and \( \varepsilon \) were solved successively at each cross stream line with no iteration. A non-equidistant grid with 100 nodes in the normal direction was employed: the first grid node was typically at \( 0.2 < y < 1.0 \) where \( y = y_2 / \theta_1 \). The step size in the flow direction was set proportional to the momentum thickness \( \theta_1 \) with a proportionality factor of 0.25 for the calculations shown below. To enable a resolution of fast changes in the vicinity of the wall the step size was additionally restricted to five sublayer thicknesses, i.e.

\[ \Delta x < 25 \frac{U_\theta}{u_1 \theta_1} \]  

(3-1)

4. Results and Discussion

4.1 Selection of Test Cases

The laminar-turbulent transition depends strongly on the turbulence field in the free stream, which may be characterized by a turbulence intensity \( Tu \) and a suitable length scale \( L \). Preliminary calculations revealed that the choice of the free-stream length scale (or equivalently the dissipation rate) had a perceptible influence on the computed transition Reynolds numbers. Hence, the performance of a turbulence model should only be assessed by comparison with experiments for which both parameters, the intensity and the length scale, are available. In practice this means that data of \( k \) have been measured at least at two stations in the \( x \)-direction; Equations (2.2-15) and (2.2-16) then allow \( \varepsilon_0 \) and therefore \( \theta_1 \) to be determined.

Presently only two experimental studies meet these requirements, namely the ones of Blair and Werle [25], [26] and of Abu Ghannam [27]. Blair and Werle investigated the heat transfer behavior along a flat plate. The free stream velocity was 30 m/s and the
temperature differences between the free stream and the wall were typically 10K. The free stream turbulence intensity was varied between 0.25 and 7.5%. All three components of the normal Reynolds stresses in the free stream were recorded and showed good isotropy. Two-dimensionality of the flow was checked with the aid of the 2D integral momentum and enthalpy equations and was found to be sufficient in all cases. Abu Ghannam conducted his measurements on a flat plate, but he did not investigate heat transfer. Different Reynolds numbers were achieved by altering the free stream velocities from 6 m/s to 30 m/s. Only the longitudinal fluctuating velocity was measured in this study and the free stream turbulence intensities ranged from 0.25 - 5%.

4.2 Boundary Layers with Zero Pressure Gradient

In this section results are presented for boundary layers without pressure gradient but various free-stream turbulence intensities. Figure 4.1 compares calculated Stanton numbers with the data of Blair and Werle [25]. The free stream turbulence intensities at the beginning of the calculations are indicated in the figure; they ranged from 1.3 to 7.5%. In the calculations transition is brought about by turbulent kinetic energy being continuously transported into the laminar boundary layer. After a certain development length, depending on the initial values of the dissipation rate, the entrained turbulent kinetic energy is amplified; this amplification takes place mainly in the near-wall zone where the velocity gradients and therefore also the production rates of turbulent kinetic energy are large. After a certain length, the predicted flow becomes fully turbulent.

Figure 4.1 shows very satisfactory agreement with the data for turbulence intensities of 2.5, 6.2 and 7.5%. The test plate of Blair and Werle had an unheated starting length in which no heat transfer data could be obtained. For the two higher turbulence intensities transition took place in this initial region so that, unfortunately, the transition behaviour could not be compared for these cases. However, the computed transition Reynolds numbers are in agreement with the empirical correlation given by Abu Ghannam [27]; also the good simulation of the transitional zone \( \tau < 0.2 \) m is an indication that the point of transition is calculated correctly.

For the case with \( T_u = 1.3\% \), the calculated transition point is somewhat too far downstream and transition occurs too rapidly. The latter is a characteristic feature of the turbulence model employed. The transition performance could be improved by modifying the low Reynolds number functions. The discrepancy between the calculated and measured transition locations is partly due to the experiments, where transition was hastened by sidewall effects in the test section. Generally, the agreement with the data is better for higher free stream turbulence intensities, because in these cases the transition length is decreased which complies with the model characteristics.

Figures 4.2 and 4.3 show comparisons with the data of Abu Ghannam for a turbulence intensity of 2.6%. The free stream velocity was 14 m/s in this case. The data for the momentum thickness Reynolds number are very well reproduced (Figure 4.3). The shape factor, \( K = \frac{u_\tau}{\kappa U_\tau} \), is an indication of the point of transition. The agreement with the data becomes better with increasing free stream turbulence intensities, because in these cases the transition length is decreased which complies with the model characteristics.

4.3 Boundary Layers with Favourable Pressure Gradients

Favourable pressure gradients stabilize laminar boundary layers and delay transition. Figures 4.4 and 4.5 show the effects of free stream turbulence. The test cases shown in this section were subject to both effects. Figure 4.4 shows an example with relatively mild acceleration, which was investigated by Blair and Werle [26]. The acceleration parameter

\[
K = \frac{u_\tau}{\kappa U_\tau} \frac{du_\tau}{\kappa \frac{du_\tau}{dx}}
\]

was constant and equal to \( 2.0 \times 10^{-6} \). Compared to cases without pressure gradient, transition takes place further downstream and is more gradual. The calculated transition starts somewhat too late and occurs faster than in the experiments; however, the downstream displacement of the transition point caused by the acceleration is reproduced quite well. Overall, the agreement with the data is satisfactory.

At the same free stream turbulence intensity, but under a higher acceleration of \( K = 0.75 \times 10^{-6} \), the flow becomes more stabilized and the onset of transition is indicated only by a gentle increase in the Stanton number data (Figure 4.5). For this case, the model yields a more distinct transition and larger differences to the data emerge. These can be reduced only by changes of the low Reynolds number functions in the turbulence model. The agreement with the data becomes better with increasing free stream turbulence intensities. For instance, Figure 4.6 shows a case with the same acceleration and a turbulence intensity of 5.3% which is in fairly good agreement with the data.

4.4 Boundary Layers with Adverse Pressure Gradients

Transition under adverse pressure gradient conditions is of less importance on gas turbine blades than the favourable pressure gradient case. As a consequence, fewer experimental data are available for this case. In fact only the work of Abu Ghannam [27] meets
the requirements set out in Section 4.1. In these experiments, the pressure rise was almost linear but weak enough to avoid premature separation. Abu Ghannam reports difficulties in keeping the flow two-dimensional in these experiments. Figure 4.7 shows an example of a calculation for the adverse pressure gradient case with an inlet velocity of 12 m/s and a free stream turbulence intensity of 1.8%. The shape factors are predicted very satisfactorily in this case.

4.5 Simulation of Blade Boundary Layers

Finally, in order to demonstrate the practical applicability of the calculation procedure, predictions are shown of heat transfer coefficients on a gas turbine blade. The blade profile is depicted in Figure 4.8. For this blade, heat transfer experiments were carried out by Daniels and Browne [28]. In the present paper calculations are presented for a chord Reynolds number $Re_c$ of $6.7 \times 10^7$ with

$$Re_c = \frac{U_1 c \rho_1}{\nu_1} \quad (4.5-1)$$

The index "1" relates to values at the inlet, and $c$ is the axial chord length of the blade. The exit Mach number was 0.94. The free stream turbulence intensity 12.7 cm upstream of the cascade was 4.2% and a value of 3% at the cascade entrance was used in the computations. The total temperature $T$ in the free stream was 432 K while the blade surface temperature was constant and equal to 288 K. Further details on the predictions and the test conditions are given by Rodi and Scheuerer [29].

Figure 4.9 shows a comparison of predicted and measured heat transfer coefficients for the suction side. The heat transfer coefficients $\alpha$ are defined as

$$\alpha = \frac{T_w - T}{\frac{1}{T_o} - \frac{1}{T_w}} \quad (4.5-2)$$

The various symbols in the figure label data obtained with differently instrumented blades. The calculations show a rapid decrease of $\alpha$ close to the leading edge which is in good agreement with the data. At $x/c = 0.3$ and a momentum thickness Reynolds number of 260, transition starts in the calculations. At this location the potential flow outside the boundary layer is slightly retarded and the onset of transition is physically plausible. On the other hand the experimental data indicate laminar flow up to $x/c = 0.45$. At this location the measurements show a discontinuity and it is not clear if this can be identified as transition. In view of the predictions presented in Section 4.3 it seems probable, however, that the transition process is predicted too rapidly.

The heat transfer coefficients on the pressure surface are shown in Figure 4.10. The outer flow is strongly accelerated along the whole pressure surface: the acceleration parameters $K$ are about one order of magnitude higher than the criterion for relaminarization. Therefore, a fully turbulent flow does not develop. A transitional flow evolves along the whole pressure surface with a delicate balance between free stream turbulence and pressure gradient effects. With increasing distance $x$, the acceleration parameters $K$ fall and the free stream turbulence penetrates deeper into the boundary layer; this leads to a rise in the heat transfer coefficients. The good agreement between the predictions and the data indicate that these interactions were modelled correctly.

5. Conclusions

The following conclusions may be drawn from the calculations presented above:

- The calculation method presented in this paper is able to predict laminar-turbulent transition by simulating the transport of turbulence from the free stream into the laminar boundary layer. However, the turbulence intensities have to be sufficiently large (say $Tu > 1\%$) for this to happen. If, under this condition, suitable initial profiles for the turbulence variables are specified, a realistic prediction of the transition process emerges without further empirical changes to the turbulence model. In some cases, transition is predicted too rapidly when compared with experimental data. To improve the predictions in this regard, modifications of the low Reynolds number functions in the model are necessary.

- There is a lack of well documented experimental data in transitional flows, so that an extensive testing of any model under various influences (e.g. pressure gradients, curvature, surface roughness, etc.) is rather difficult.

- Realistic results can be obtained for heat transfer coefficients on gas turbine blades. This is especially true for the pressure surfaces where the model was able to cope with the opposing influences of free stream turbulence and relaminarization.
As with the boundary layer studies in transitional flows there is a shortage of well-defined test cases for simulating blade boundary layers. This hampers the development of prediction procedures; in particular more emphasis should be paid in future experimental studies to provide a more detailed description of the boundary conditions and the flow field.
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Fig. 4.1: Stanton numbers in transitional boundary layers with zero pressure gradient

Fig. 4.2: Distribution of the shape factor $H_{12}$ in a transitional flow

Fig. 4.3: Distribution of the momentum thickness Reynolds number in a transitional flow

Fig. 4.4: Stanton numbers in a transitional accelerated boundary layer
(Tu = 2.1%, $K = 0.2 \times 10^{-6}$)

Fig. 4.5: Stanton numbers in a transitional accelerated boundary layer
(Tu = 2.1%, $K = 0.75 \times 10^{-6}$)
Fig. 4.6: Stanton numbers in a transitional accelerated boundary layer with high free stream turbulence (Tu = 5.3\%)

Fig. 4.7: Shape factors in a transitional flow with adverse pressure gradient (Tu = 1.8\%)

Fig. 4.8: Profile of the investigated turbine blade

Fig. 4.9: Comparison of model predictions with experimental data on the suction surface

Fig. 4.10: Comparison of model predictions with experimental data on the pressure surface
DISCUSSION

F. Tarada, UK

Your dissipation equation is questionable in the very-near-wall region. At the wall itself the equation would reduce to the statement 'viscous diffusion of anisotropic dissipation equals zero' which is a proposition of doubtful validity.

Author's Reply

It is true that the viscous diffusion of the dissipation rate is assumed to be zero in the model. However there is hardly any experimental evidence to defeat the validity of this assumption. For practical calculations this is not a major point. It is discussed in more detail in the paper by Patel (Ref. 13).

S.C. Arora, Ca

In adverse pressure gradient flows, the turbulent pressure velocity correlation (pv) of turbulent kinetic energy has been shown to be a significant term. It does not seem to have been included in your model. Why not?

Author's Reply

In the turbulent kinetic energy equation we do not neglect it but we lumped it together with the gradient diffusion model. We are not explicitly modelling it. There are other studies that show that the gradient diffusion model is appropriate. In any case for boundary layers the diffusion and convection terms are very small compared to the production.
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ABSTRACT

An effective method of cooling, that has found widespread application in aircraft gas turbines, is the injection of a film of cooling air through holes into the hot mainstream gas to provide a buffer layer between the hot gas and the airfoil surface. Film cooling has been extensively investigated and the results have been reported in the literature. However, there is no generalized method reported in the literature to predict the film cooling performance as influenced by the major variables. A generalized film cooling correlation has been developed, utilizing data reported in the literature, for constant velocity and flat plate boundary layer development. This work provides a basic understanding of the complex interaction of the major variables affecting film cooling performance.

NOMENCLATURE

- \( a \) = Thermal diffusivity decay parameter
- \( A_{\text{hole}} \) = Cross-sectional metering area of cooling hole
- \( D \) = Hole diameter
- \( I \) = Momentum ratio \( (\rho_c V_c^2/\rho_g V_g^2) \)
- \( m \) = Exponential constant
- \( N \) = Blowing ratio \( (\rho_c V_c/\rho_g V_g) \)
- \( N_R \) = Number of rows of holes
- \( P \) = Pitch
- \( R_S \) = Equivalent slot Reynolds number
- \( S \) = Slot width
- \( S_e \) = Equivalent slot width
- \( T_c \) = Coolant temperature
- \( T_g \) = Freestream temperature
- \( V_c \) = Coolant velocity
- \( V_g \) = Freestream velocity
- \( V_c/V_g \) = Coolant-to-freestream velocity ratio
- \( x \) = Distance downstream from injection hole
- \( a_c \) = Hole injection angle
- \( \theta \) = Local effectiveness location \((x/M_{Se})\)
- \( B_p \) = Peak effectiveness location \((x/M_{Se})\)
- \( B^* \) = Critical effectiveness location at which diffusivity \((c_H)\) remains constant
- \( S^* \) = Boundary layer displacement thickness
- \( H^* \) = Eddy diffusivity of heat
- \( \eta^* \) = Eddy diffusivity of momentum
- \( E_H \) = Eddy diffusivity of heat
- \( \eta \) = Spanwise average film effectiveness
- \( n_p \) = Spanwise average peak film effectiveness
- \( n_p^* \) = Downstream effectiveness parameter
- \( \rho_c \) = Coolant density
- \( \rho_g \) = Freestream density
- \( \rho_c/\rho_g \) = Coolant-to-freestream density ratio
- \( P_c/\rho_g \) = Blowing ratio \((M)\)

INTRODUCTION

State of the art gas turbine engines have demonstrated the need for turbine airfoil film cooling to supplement the thermal protection achieved through highly effective airfoil internal convective cooling schemes (impingement, trip strips, pedestal fins, etc). Film cooling is provided by one or more rows of discrete coolant holes. Consequently, the designer requires the capability to predict the distribution of the film cooling effectiveness as a function of the following major design variables (see Fig. 1):

(a) Freestream flow: \( \rho_g V_g/\rho_g \) at \( x \) turbulence, surface curvature.
(b) Coolant flow: \( \rho_c V_c/\rho_g \), \( \rho_c/\rho_g \).
(c) Injection geometry: \( P, D, a_c, N_R \), row spacing.

Extensive research reported in the literature shows that one parameter of major importance is the coolant-to-freestream density ratio \( (\rho_c/\rho_g) \). The majority of film cooling experiments have been performed with low density ratio \( (\rho_c/\rho_g \leq 1.0) \) because of the experimental convenience of small temperature differences and/or heating of the injected flow. This results in a major uncertainty in the extrapolation of effectiveness data to turbine design conditions where \( \rho_c/\rho_g \geq 2.0 \). Some experiments have used air/freon mixtures for
the coolant flow to simulate density ratio in the range of interest. Despite the extensive film cooling research to date, there is no generalized method in the literature to predict the influence of density ratio on film cooling effectiveness.

The purpose of the work described herein was to use the film cooling effectiveness data in the literature to develop a generalized correlation model to predict the film cooling effectiveness distribution as a function of the blowing ratio (M), density ratio (ρf/ρg), and the injection geometry for rows of round holes. The study was restricted to a consideration of flat plate film cooling effectiveness data. Modeling of that case was considered essential. The influence of freestream acceleration and curvature may then be isolated through experiments utilizing more representative airfoil surfaces. Furthermore, attention in this study was focused on modeling the spanwise (i.e., hole-to-hole) average effectiveness (n) since that is the initial requirement of a film cooling design system.

This paper summarizes the film cooling effectiveness data selected from the literature and identifies three flow regimes that characterize the effectiveness distribution. The development of an effectiveness correlation model is presented using the analytical results from a slot film cooling boundary layer model and a discrete hole moving energy sink model. The validity of the correlation is demonstrated by comparison of predicted effectiveness distributions with measured data from primary and secondary references.

**FLAT PLATE EFFECTIVENESS DATA**

An extensive literature search was performed to assemble a comprehensive bibliography of the film cooling literature (384 publications from 1964-1983) and to select the primary sources of data to be used in the development of the flat plate effectiveness correlation. Considering the many design variables that influence the effectiveness distribution (M, ρf/ρg, a_c, P/D, V/D, ϖg), the difficulty of quantitatively isolating the influence of each variable was compounded by the necessity to compare data from different sources where (a) there was variability in the test plate effectiveness, (b) the influence of a given variable was of the same magnitude as the uncertainty in the data between source. As a consequence, the references included in the flat plate effectiveness data base were screened to satisfy the following criteria.

1. Data only from test plates closely approximating adiabatic surface conditions were required. (Experiments using the mass transfer technique of concentration measurements to determine the impermeable wall effectiveness give an exact simulation of the adiabatic surface condition. Experiments using the heat transfer technique (Tc < Tg) require a test plate of low thermal conductivity to minimize wall conduction errors.)
2. Data from large scale test plates were required to provide detail on the effectiveness distribution near the coolant holes (x/D < 5) and far downstream (x/D > 100).
3. Data only from single row or multiple rows of holes (not single holes) were required.
4. Data from flat test plates (V_c = constant) with low freestream turbulence intensity were required.
5. High quality, quantitative data were required in the form of a spanwise average effectiveness distribution, n(x).

The references selected as the data base for the flat plate correlation are listed in Table 1 which summarizes the range of parameters for which effectiveness data are reported. The data from the primary references were used as the basis for the correlation developed herein. The data from the secondary references were used to indicate the influence of select variables and to test the validity of the correlation developed. Some important features from key references are summarized below.

Pedersen (1), using the mass transfer technique, has provided a comprehensive study of the influence of coolant-to-freestream density ratio, ρf/ρg, for a single injection geometry. Foster, Lampard (9) also investigated the influence of ρf/ρg for various injection angles.

Goldstein, Eckert, Ericksen, and Ramsey (2), one of the pioneer studies using the heat transfer technique, provide a sound comparison of heat transfer and mass transfer effectiveness data (low density ratio) with an injection geometry and wind tunnel identical to Pedersen's.

Blair, Lander (3) and Muska, Fish, Suo (4), using the heat transfer technique (low density ratio), have provided data for a double row of holes with a different value of P/D and a_c. The data of Afejuku (5) and Foster, Lampard (9,10) (high density ratio) provided additional information to assess the influence of injection angle.

Afejuku (5) used a reduced injection hole diameter (high density ratio) to duplicate Pedersen's (1) injection geometry and investigate the superposition of coolant films from two rows of holes spaced 10 to 40 diameters apart. Similar data for a 90° injection angle also were presented.

Kadri (6) presented an extensive evaluation of the influence of the boundary layer displacement thickness (δt/D) through the variation of the freestream velocity. Liess (8) investigated δt/D effects by varying the injection hole diameter.

The Flat Plate Data were carefully examined to identify trends of the effectiveness distribution, n(x), that must be represented by a flat plate correlation model. Goldstein (20) presented a summary of several 2-D slot injection boundary layer models appearing in the literature. The key parameter characterizing the effectiveness distribution in all of these models is x/Ms where:

\*It should be noted that the method of spanwise averaging may have a significant influence on the value of n near the holes (x/D < 10). Previous studies (1,2,3,4,5,6,7) obtained local data n(x,z) and used some approximation technique (straight line segments, curve fitting, etc.) to evaluate the integral P/Dn^2. Liess (8) used spanwise copper strips to measure a conduction averaged n. No attempt was made to modify the data to some standardized method of averaging.
Previous studies (12) for film coolant injection through a row of holes have shown the applicability of the parameter x/MS0 for correlating the effectiveness for discrete hole injection by defining

\[ S_0 = \text{equivalent slot width} = \frac{A_{\text{hole}}}{p} \]

\[ S_0/p = \frac{(x/d) (P/D)}{1 + \left(\frac{P_c}{P_g}\right)} \]

The initial step in developing the effectiveness correlation model described herein was an examination of the effectiveness distribution \( \overline{\eta} \) vs. x/MS0. In general, the effectiveness distribution for injection from holes is governed by M, which indicates the relative thermal capacity of the injected coolant mass flow, and also by the individual values of \( P_c/P_g \) and \( V_c/V_g \), which indicate the extent of the penetration and mixing of the coolant with the freestream.

Figure 2 presents some of Pedersen's (1) data showing the trends in the effectiveness distribution, \( \overline{\eta} \) vs. (x/MS0), as a function of M and \( P_c/P_g \). Examination of the data revealed the following major trends characterizing the effectiveness distribution:

1. For low M and/or high \( P_c/P_g \), the effectiveness distribution exhibits a typical decay trend indicating \( \overline{\eta}(x/MS0) \), where the slope on log-log coordinates is approximately by \( m = -0.5 \) for x/MS0 up to 1000. Furthermore, the effectiveness level near the holes (low x/MS0) may be noticeably greater than or less than the coverage, depending on the value of \( P_c/P_g \).
2. For M < 0.2 the effectiveness distribution is independent of \( P_c/P_g \).
3. As M increases above 0.2, the typical decay trend is observed but the effectiveness distribution depends on M and on \( P_c/P_g \) (i.e. \( V_c/V_g \)). For a given M, the effectiveness level decreases as \( P_c/P_g \) decreases and \( V_c/V_g \) increases. This effect is observed when \( V_c/V_g > 0.25 \).
4. When \( V_c/V_g \) increases above 0.95, the trend of effectiveness changes with x/MS0 (for x/MS0 < 100). The data show effectiveness increasing with x/MS0 for large velocity ratios, 1.0 < \( V_c/V_g \) < 2.0.

Previous works have attempted to characterize the complex influence of \( P_c/P_g \) in terms of the momentum ratio, \( I = P_cV_c/P_gV_g \). The momentum ratio is recognized as a key physical parameter; however, it was concluded in the course of this study that the complex coolant penetration and coolant/freestream mixing processes cannot be adequately characterized by simply using I to account for the effect of \( P_c/P_g \). This is illustrated in Figure 2 by comparing Pedersen's data (1) at constant momentum ratio. A similar conclusion regarding the importance of \( P_c/P_g \) was reached by Foster, Lampard (9). Consequently, in developing a prediction correlation, it was decided to characterize the "coolant injection condition" in terms of M (thermal capacity) and the individual values of \( P_c/P_g \) and \( V_c/V_g \) (penetration and mixing) and to define the relationship between density ratio and velocity ratio from the data.

Figure 4 presents some of the data of Blair, Lander (3) and Muska, Fish, and Suo (4) showing the effectiveness distribution as a function of M for a double row of holes (\( x_c = 30, P/D = 2 \)) where the density ratio was constant, \( P_c/P_g = 1.1 \). The downstream distance (x) was measured from the center of the downstream coolant hole. The equivalent slot width (Se) was defined using the area of the coolant holes in both rows. Examination of the data from this large scale experiment reveals some important trends:

1. The typical decay rate determined from this set of data confirms the conclusion drawn from the Pedersen (1) data, i.e. slope = -0.3.
2. For \( V_c/V_g = 0.62 \), the effectiveness increases with x/MS0 near the holes, followed by a typical effectiveness decay.
3. For \( V_c/V_g = 0.82 \), the effectiveness increases gradually toward a peak level followed by a typical effectiveness decay.
4. A peak effectiveness level that does not exceed 0.77 occurs substantially downstream from the double row of holes that have 100% coverage.

The foregoing trends observed from the data of Pedersen (1) suggested the definition of the following regimes characterizing the effectiveness distribution:

1. Mass Addition Regime (mas) - Effectiveness level increases with M due to increased thermal capacity of the coolant, but the effectiveness distribution is independent of the individual values of \( P_c/P_g \) and \( V_c/V_g \).
2. Mixing Regime (mix) - Effectiveness distribution depends on M and \( P_c/P_g \) (or \( V_c/V_g \)) due to the opposing influence of (a) increased coolant thermal capacity (as M increases), and (b) increased coolant/freestream mixing and penetration (i.e. \( V_c/V_g \) and \( P_c/P_g \)).
3. Penetration Regime (pen) - Effectiveness distribution is dominated by a complex interaction of (a) excessive coolant penetration and augmented turbulent diffusivity due to a high velocity ratio, and (b) turbulent diffusion of the coolant thermal effect toward the surface.

These three regimes were found to be useful in characterizing the flat plate effectiveness data from all references. The values of \( V_c/V_g \) defining the regime boundaries for one injection geometry determined from the data of Pedersen (1) were:

\[ x = \text{distance downstream from the injection site} \]
\[ M = \text{coolant blowing ratio} = \frac{P_cV_c}{P_gV_g} \]
\[ S = \text{slot width} \]
1. Mass Addition Regime   $V_c/V_g \leq 0.25$
   $a_c = 35^\circ$

2. Mixing Regime   $0.25 \leq V_c/V_g < 0.8$
   $P/\lambda = 3$

3. Penetration Regime   $V_c/V_g > 0.8$
   $N_r = 1$

Examination of the data of Blair, Lander (3) and Muska, et al (4) showed that the value of $V_c/V_g$ defining the mixing/penetration regime boundary varied with geometry.

The consistency of the large scale effectiveness data of Pedersen (1) and Blair, Lander (3), Muska, et al (4) revealed features of the effectiveness distribution that could be described by the definition of the following parameters:

**Peak Effectiveness Level ($\eta_p$)**

Peak level of effectiveness is observed at some point downstream from the coolant injection. The effectiveness increases with $(x/H)$ up to $\eta_p$ apparently due to diffusion of the coolant's thermal effect hole-to-hole and toward the surface. For the mass addition regime, $\eta_p$ would occur very near the coolant hole giving the appearance of maximum effectiveness at the hole. For the mixing regime, $\eta_p$ is clearly observed on large scale experiments, in the range $10 < x/D < 25$. $\eta_p$ may occur as far downstream as $x/D = 80$ for the penetration regime, depending on $V_c/V_g$.

**Peak Effectiveness Location ($\eta_p$)**

$\eta_p = (x/H)$ defines the surface location to the peak level of effectiveness. The data show that the peak level of effectiveness generally does not occur at the injection holes except in the mass addition regime. There is apparently some transport time, i.e. downstream distance, for the thermal effect of the coolant to diffuse hole-to-hole and toward the surface in the mixing and penetration regimes.

The concept of a peak effectiveness level ($\eta_p$) and the corresponding surface location of the peak ($\eta_p$) is a fundamental feature of the effectiveness correlation model described herein.

**CORRELATION OF FLAT PLATE EFFECTIVENESS DATA**

One major goal in the present study was to develop an effectiveness equation that was:

1. capable of representing the varied effectiveness distributions identified from data for the mass addition, mixing, and penetration regimes, and
2. compatible with accepted boundary layer description of the flow downstream from the coolant injection site.

Near the injection site, with injection from a row (or rows) of holes, a flat or rising effectiveness distribution can be exhibited over long surface distances, depending on the value of velocity ratio. The effectiveness distribution should be governed by boundary layer characteristics exhibiting a typical $\eta$ vs. $(x/H)$ decay for distances far downstream from injection.

The moving energy sink solution given by Burggraf (13) and Kadotani, Goldstein (14) (assuming constant turbulent thermal diffusivity) yields an effectiveness equation that incorporates those trends and is of the form:

$$\eta = \eta_p (\delta/\delta_p)^{a+1/2} \ e^{1/2[1-(\delta/\delta_p)^{a-1}]}$$

where $\delta = x/H$. The moving energy sink model approximates the temperature field due to coolant injection through a single hole as a point energy sink over the cooling hole. The strength of the sink results in a three-dimensional temperature distribution in the infinite medium (mainstream flow) moving in steady uniform flow past the sink. Spatially, an effectiveness distribution along the wall can be obtained and, for multiple holes, a spanwise average film effectiveness distribution can be obtained by integrating over the pitch.

This moving energy sink solution requires two unique constants, $\eta_p$ and $\eta_p$, which are the values of the peak film effectiveness and the location of the peak film effectiveness. The film effectiveness far downstream is defined by the effectiveness decay slope (-0.5) that agrees with the trends exhibited by the data. This is shown schematically in Figure 5.

Initially, eq. (1) was used to curve fit the effectiveness data, using downstream data to evaluate $\eta_p/\delta_p$, and obtaining $\eta_p$ by inspection. The value of $\delta_p$ was calculated. It was found that any individual data set in the mass addition and mixing regimes could be accurately represented by appropriate choice of constants ($\eta_p$, $\eta_p$, $\eta_p$).

For the effectiveness data in the penetration regime, it was found that eq. (1) was not adequate to represent the rising/flat trend of the data over large distances ($0 < x/D < 100$). The exponential term dependent on one constant ($\delta_p$) was not capable of offsetting the $P^{-1/2}$ decay term to yield the rising/flat trend. It was concluded that eq. (1) was not suitable as a general effectiveness equation for all three regimes (mas, mix, pen).

To obtain an effectiveness equation suitable for all three regimes, an empirical modification of eq. (1) was introduced to allow for a thermal diffusivity that decays with distance from the injection site. The resulting effectiveness equation is:

$$\eta = \eta_p (\delta/\delta_p)^{a+1/2} \ e^{1/2[1-(\delta/\delta_p)^{a-1}]}$$

(2)
The additional empirical constant, "a", represents the exponent corresponding to a power law decay of the thermal diffusivity, \( c_{\text{X}}(x) \).

The concept of a decaying thermal diffusivity was prompted by previous film cooling studies that used the moving energy sink model to curve fit effectiveness data. Ramsey (15,16), Eriksen, et al (17) and Kadotani (6) found a decaying trend for \( c_{\text{X}}(x) \) implied by the effectiveness data. The value of \( c_{\text{X}}(x) \) required for the moving energy sink equation to fit the data was largest at the coolant holes and decayed to some asymptotic limit as \( x/D \) increased. This trend is consistent with experimental boundary layer measurements on a film cooled surface. Yavuzkurt, et al (18) used hot wire measurements and the mixing length model to determine the eddy diffusivity, \( c_{\text{X}}(x) \), showing a peak level near injection and a decay of \( c_{\text{X}}(x) \) downstream. Crawford, et al (19) modeled the diffusivity distribution as an exponential decay and showed a good agreement between predicted and measured heat transfer distributions for a turbulent film cooled flat plate.

The choice of a power law decay for the thermal diffusivity in eq. (2) (rather than an exponential decay) required the specification of some location along the surface, \( \beta = (x/\delta \varphi) \), where the decay of the diffusivity terminates. It would be unrealistic to allow the diffusivity to decay below the level typical of the turbulent boundary layer. Film effectiveness data in the penetration regime did not extend sufficiently far downstream to accurately determine the location, \( \beta_p \), where the decaying diffusivity remained a constant. Therefore, it was assumed that the diffusivity remained a constant beginning at the peak effectiveness location, \( \beta_p \).

Using eq. (2), with decaying diffusivity \( (a > 0) \) for \( \beta < \beta_p \), and constant diffusivity \( (a = 0) \) for \( \beta > \beta_p \), the generalized effectiveness equation utilized in the present study was (see Figure 6):

\[
\begin{align*}
\beta < \beta_p: & \quad \eta = \eta_p \left(\frac{\beta}{\beta_p}\right)^{(a-1)/2} e^{-1/2(1-(\beta/\beta_p)^{a-1})} \\
\beta > \beta_p: & \quad \eta = \eta_p \left(\frac{\beta}{\beta_p}\right)^{-1/2} e^{-1/2[1-(\beta/\beta_p)^{-1}]}} \quad (2a) \\
\beta > \beta_p: & \quad \eta = \eta_p \left(\frac{\beta}{\beta_p}\right)^{-1/2} e^{-1/2[1-(\beta/\beta_p)^{-1}]}} \quad (2b)
\end{align*}
\]

Three empiric constants \( (\eta_p, \beta_p, a) \) were required to curve fit measured effectiveness data. The procedure was modified by selecting values for "a" to obtain the best fit of the data.

The effectiveness data for each experimental test condition \( (M, \rho_c/\rho_g, \text{injection geometry}) \) from the Primary References (1), (2), (3), (4) (Table 1) were curve fit to determine the empirical constants. The three constants were determined by iteration to obtain the smallest difference in effectiveness between prediction and data, over the range \( (x/D) \) of each data set. During this process, each constant was required to exhibit a smooth variation with respect to \( M, \rho_c/\rho_g, \rho_c/V_g, P/D \) and \( \varphi_c \) to facilitate correlation of the empirical constants.*

Curve fitting of the data of Pedersen (1), Goldstein, et al (2), and Blair, Lander (3), Muska, et al (4) resulted in the constants listed in Table 2. The injection conditions listed in Table 2 are classified according to the flow regimes (mas, mix, pen) identified from the data. In general, the curve fits represent the data within an effectiveness band width of \( \pm 0.02 \) for the worst case and \( \pm 0.01 \) (or better) for most cases for the entire range of \( M, \rho_c/\rho_g \) and \( x/D \).

Examination of the curve fit constants in Table 2 revealed several important trends.

1. The peak effectiveness \( (\eta_p) \) for a given \( M \) decreases as the velocity ratio \( (V_C/V_g) \) increases in the mixing regime.

2. The peak effectiveness \( (\eta_p) \) for a given \( M \) tends to decrease and then increase as the velocity ratio \( (V_C/V_g) \) increases in the penetration regime.

3. The downstream parameter \( (\eta_p/\beta_p) \) increases with \( M \) and approaches an asymptotic limit for large \( M \) with a given value of \( \rho_c/\rho_g \).

4. The peak effectiveness \( (\eta_p) \) increases as the hole-to-hole spacing \( (P/D) \) decreases for given values of \( \rho_c/\rho_g \) and \( M \).

5. The downstream constant \( (\eta_p/\beta_p) \) increases as \( (P/D) \) decreases for given values of \( \rho_c/\rho_g \) and \( M \).

It should be noted that no data in the literature are sufficient to conclusively verify trend 3 above.

Correlation of Peak Effectiveness Parameter

In general, the peak effectiveness \( (\eta_p) \) was found to vary with \( M, \rho_c/\rho_g \) (or \( V_C/V_g \)), \( P/D \) and \( \varphi_c \). The data of Pedersen (1), for constant \( \rho_c/\rho_g \), showed that \( \eta_p \) decreased as \( V_C/V_g \) increased in the mixing regime. Select points for \( V_C/V_g = \text{constant} \) (Table 2), \( V_C/V_g = 0.53, 0.69 \) showed that \( \eta_p \) increased as \( \rho_c/\rho_g \) increased. A parameter of the form \( \eta_p/(\rho_c/\rho_g) \) was found to correlate the influence of density ratio, with the data of Pedersen (1) and Foster, Lampard (5) indicating a value of \( b = 1/3 \).

The peak effectiveness was found to level out and increase gradually as \( V_C/V_g \) increased in the penetration regime. The limited data (1,2) available shows \( \eta_p/(\rho_c/\rho_g)^{1/3} \) to be a unique function of velocity ratio for both the mixing and penetration regimes.

*It should be noted that when \( \eta_p \) is low (e.g., \( \approx 0.10 \)), small uncertainties in \( \eta_p \) (e.g., \( \approx 0.02 \)) can result in a significant change in the effectiveness distribution due to the squaring of the uncertainty, \( \beta_p = (\eta_p/\beta_p)^{1/2} \).
The moving energy sink model was utilized to develop a parameter to correlate the influence of P/D. The expression for the peak effectiveness indicates a direct dependence of \( \eta_p \) on \( S_e/D \) and \( M \), and an indirect dependence of \( \eta_p \) on \( V_c/V_g \). The best correlation was obtained with \( \eta_p [(V_c/V_g)^1/3(S_e/D)] \) as a function of \( V_c/V_g \). Figure 7 presents the correlation of all data of Pedersen (1) and Goldstein, et al (2).

An analytic function was defined to represent the correlation of the data for \( \eta_p [(V_c/V_g)^1/3(S_e/D)] \) shown in Figure 7. The following physical constraints were postulated to ensure correlation function trends that are consistent with physical reasoning:

1. \( \eta_p = 0 \) when \( M = 0 \), i.e., \( V_c/V_g = 0 \);
2. \( \eta_p \) increases as \( M \) increases in the mass addition regime;
3. \( \eta_p \) decreases as \( (V_c/V_g) \) increases in the mixing regime;
4. The onset of the penetration regime occurs when the velocity ratio exceeds a critical value, \((V_c/V_g)_{\text{pen}}\);
5. \( \eta_p \) approaches an asymptotic limit as \( V_c/V_g \) increases in the penetration regime.

**Correlation of Downstream Effectiveness Parameter**

The moving energy sink model was also examined to determine the parameters that influence the downstream effectiveness constant, \( \eta_p/\beta_p \). The model suggested the form, \( \eta_p/\beta_p [(S_e/D)^1/2] \), as a useful quantity for correlating the influence of geometry.

Figure 8 illustrates the data of Pedersen (1) showing the influence of blowing ratio and density ratio on \( \eta_p/\beta_p [(S_e/D)^1/2] \). One major trend inferred from the data was that \( \eta_p/\beta_p \) increases with \( M \) and reached an asymptotic limit for \( M > 0.5 \). Figure 8 shows that the asymptotic limit for \( \eta_p/\beta_p \) decreases as \( \rho_c/\rho_g \) decreases.

A mathematical function was defined to obtain a correlation of the data shown in Figure 8. The following constraints were imposed to ensure correlation function trends that are consistent with physical reasoning:

1. \( \sqrt{\eta_p/\beta_p} = 0 \) when \( M = 0 \).
2. At low \( M \), the parameter \( \eta_p/\beta_p \) increases with \( M \) due to a mass addition effect.
3. The beneficial effect of mass addition deteriorates due to enhanced coolant penetration and mixing as \( M \) and/or \( V_c/V_g \) increase.
4. An asymptotic limit for \( \eta_p/\beta_p \) as \( M \) increases results when the enhanced penetration and mixing cancels the beneficial effects of mass addition.

Postulates 1 and 4 are required for physically realistic limits as the coolant blowing ratio is reduced toward zero or increased to extreme values. Justification for 2 and 3 is based on observations from the data of Pedersen (1).

**Correlation of Thermal Diffusivity Decay Parameter**

The moving energy sink solution for a constant thermal diffusivity (eq. (1)) was found suitable for representing the effectiveness distribution for the mass addition and mixing regimes. However, for high blowing ratio (\( M \)) and/or low density ratio (\( \rho_c/\rho_g \)), the rising/fall effectiveness distribution characteristic of the penetration regime was not represented by eq. (1). In view of the importance of valid effectiveness predictions for high \( M \) (\( V_c/V_g > 0.8 \)) characteristic of the turbine airfoil pressure (concave) surface, it was considered essential that the effectiveness correlation equation be capable of representing the effectiveness distribution for all three regimes. Therefore, the moving energy sink solution was modified to incorporate the decay of the thermal diffusivity away from the injection site.

The values of the diffusivity decay parameter required to fit the penetration regime data of Pedersen (1) and Goldstein, et al (2) are illustrated in Figure 9. It was observed that \( \alpha \) decreases as \( V_c/V_g \) increases for a given injection geometry. The data of Pedersen and Goldstein, et al provided a smooth variation of \( \alpha \) for \( 0.99 < V_c/V_g < 2.37 \). For simplicity, it was desired to correlate \( \alpha \) with parameters already defined. Therefore, a simple correlation was found using \( \alpha \) vs. \((V_c/V_g)/(V_c/V_g)_{\text{pen}}\). The solid line in Figure 9 is a mathematical correlation of the data for \( \alpha \). It was reasoned that \( \alpha \) approaches zero as \( V_c/V_g \) approaches zero, i.e., no diffusivity decay for low blowing ratio. In view of the limited data, the complexity of the penetration regime phenomena and the empirical parameter \( \alpha \) introduced to provide a simple model, the correlation for \( \alpha \) should receive further scrutiny to determine its generality.

**Correlation Development**

The data of Pedersen (1), the primary reference used in developing the film effectiveness correlation, are shown by the symbols in Figures 10. The solid lines represent the prediction from the effectiveness correlation correlation using the mathematically derived fit of the constants \( \eta_p [(V_c/V_g)^1/3(S_e/D)] \), \( \eta_p/\beta_p [(S_e/D)^1/2] \), and \( \alpha \).

In general, the agreement between the predicted effectiveness and the data of Pedersen (1) is excellent, with a typical error of 0.01 in effectiveness.

When the correlation developed from Pedersen's data was applied to other primary and secondary references, it was observed that several modifications were required to predict the film effectiveness for other values of Reynolds number, \( V_cD/V_g \), and hole angle, \( \phi_c \).

The correlation developed from data in the literature based on the moving energy sink model has an effectiveness decay of \( \alpha^2 \) for downstream from the injection holes. As demonstrated, this trend is in good agreement with all flat plate effectiveness data. Analysis of a film cooled turbulent boundary layer (21).
suggests that the effectiveness level far downstream from the injection site should vary as \((x/MS)^{-0.8}\) and \((v_p/v_g)^{0.2}\). If a typical 1/7 power law turbulent profile is assumed. However, analysis and data for 2D slot injection indicate that the slope of effectiveness with \(x/MS\) approaches -0.8 at values of \(x/MS > 1000\). This could not be verified by the data for discrete hole coolant injection because of the limited range of \(x/MS\). It is expected that the downstream effectiveness decay rate will increase to that typical of turbulent boundary layer development. The level of film effectiveness far downstream should be directly dependent on the Reynolds number to the 0.2 power. Therefore, the downstream effectiveness constant \((v_p/v_g)^{0.2}\) defined by the moving energy sink model should be dependent on the equivalent slot Reynolds number to the 0.2 power.

This effect was verified by several sources of data. Afejuku (5) and Foster, Lampard (10) used Pedersen's geometry. However, their hole diameter and free-stream velocity conditions resulted in a Reynolds number that was approximately one-third of the Reynolds number Pedersen tested. Afejuku's effectiveness levels, for the mixing regime \((v_p/v_g < 0.8)\), were lower than Pedersen's as expected by the turbulent boundary layer analysis.

Comparison of Afejuku and Pedersen's data in the penetration regime shows a trend opposite that expected from the turbulent boundary layer analysis. This could imply that the peak effectiveness correlation from Pedersen's data requires a Reynolds number correction for the penetration regime.

Lampard utilized a Reynolds number that is 2x the data to illustrate the effect of: 1) Reynolds number, 2) hole angle and 3) hole spacing-to-diameter ratio \((P/D)\). The critical velocity ratio defining the onset of the penetration regime was found to be inversely proportional to the sine of the injection angle. The critical velocity ratio is infinite, for shallow injection \((\alpha = 0)\), since the coolant flow does not penetrate the boundary layer. However, as the angle of the coolant hole is increased the critical velocity ratio defining the onset of penetration decreases.

### Comparison with Reference Data

The general correlation developed was evaluated against all the data from the primary and secondary reference sources in Table 1. In general, good predictive agreement was found with the reported data. It should be noted that the experimental data obtained from the several references have inherently different sources and magnitude of experimental error. This is due to the use of different wind tunnels, instrumentation and methods of measuring and defining effectiveness. However, the predictive capability of the correlation are shown by comparing the trends predicted by the correlation with measured data to illustrate the effect of: 1) Reynolds number, 2) hole angle and 3) hole spacing-to-diameter ratio \((P/D)\).

The data reported in the literature were obtained from both mass transfer and heat transfer measurements. The primary correlation developed from Pedersen's data (mass transfer) can be directly applied to the heat transfer data of Goldstein, et al (2) as demonstrated in Figure 12. The comparison to measured data is made for the same coolant hole geometry and wind tunnel utilized by Pedersen but with a Reynolds number that is 2x larger. The prediction compares favorably to the results, where the minimum deviation in effectiveness is 0.02 and typically deviates only 0.01.

The effect of Reynolds number \((v_p/v_g)\) was examined further by comparing the predictions to the data of Pedersen (1), Afejuku (5), and Foster, Lampard (10) for the same coolant hole geometry. Afejuku and Foster, Lampard utilized a Reynolds number that was approximately one-third that of Pedersen. Figure 13 shows a comparison of the predictions to the data. The dashed line represents the prediction for Pedersen's Reynolds number, which is in good agreement with the data. The solid line represents the prediction for the Afejuku and Foster, Lampard case which also is in good agreement with the data most of the test surface (25 < x/D < 125). Near the coolant holes \((5 < x/D < 25)\) there is a significant variation between the two data sources and the prediction. Experiments by Goldstein, Yoshida (7) suggest that such discrepancies may be due to variations in the coolant velocity profile at injection.

The correlation was further tested by evaluating the effect of the injection angle. Foster and Lampard (10) obtained data for 35°, 55° and 90° injection geometries. Figure 14 shows favorable agreement of the prediction to the measured data. There are insufficient data in the literature to completely test the model for a large range of conditions for different injection angles.

A comparison for a coolant hole geometry different from Pedersen's is shown in Figure 15. those data were reported by Blair, Lander (3) and Muska, Fish, Suo (4) for a two-row geometry with a pitch-to-diameter ratio of 2.0 and injection angle of 30 degrees (Pedersen's values were one-row, 3.0 and 35°, respectively). The primary effect on the effectiveness prediction was caused by a reduction in \(P/D\) and not hole angle. Figure 15 shows excellent agreement between the prediction and data indicating that the geometry parameter \((P/D)\) is adequately represented in the correlation.
CONCLUSIONS

1. A film effectiveness prediction model has been developed for a row or multiple rows of round holes from flat plate data that accurately predicts the effect of $\phi/V_g$, $V_c/V_g$, geometry and equivalent slot Reynolds number.

2. Three flow regimes, mass addition, mixing and penetration identified from film effectiveness data aided development of the correlation. The regimes are dependent on the coolant-to-free stream velocity ratio. Steeper coolant injection angles cause the penetration regime to occur at lower velocity ratios.

3. A model resulting from a constant thermal diffusivity assumption was acceptable for predicting data in the mass addition and mixing regimes. The model required a decaying thermal diffusivity assumption to accurately predict data in the penetration regime. Three correlative constants were required: Peak effectiveness ($\phi_p$), downstream effectiveness parameter ($\eta_p$/$\phi_p$) and the turbulent diffusivity decay parameter ($\alpha$).

4. The effect of equivalent slot Reynolds number on film effectiveness in the penetration regime is the largest uncertainty in the model due to the limited data in the literature.
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Table 1
Flat Plate Effectiveness Data Base

<table>
<thead>
<tr>
<th>Reference</th>
<th>Parameter</th>
<th>Constant A Visit</th>
<th>Constant B Visit</th>
<th>Constant C Visit</th>
<th>E/Ex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat (1)</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
<td>0.16</td>
</tr>
<tr>
<td>Slotted</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
<td>0.16</td>
</tr>
<tr>
<td>Flat (2)</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
<td>0.16</td>
</tr>
<tr>
<td>Slotted</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Table 2
Curvefit Constants for Equations (2a), (2b)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Constant A Visit</th>
<th>Constant B Visit</th>
<th>Constant C Visit</th>
<th>E/Ex</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flat (1)</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
</tr>
<tr>
<td>Slotted</td>
<td>Nozzle</td>
<td>(20, 30) ft</td>
<td>0.75 ± 0.03</td>
<td>7.5 ± 0.5</td>
</tr>
</tbody>
</table>

Figure 1 Film Cooling Parameters

Figure 2 Effect of Density Ratio on Film Effectiveness from Pedersen (1)

Figure 3 Film Effectiveness Data from Pedersen (1) for Constant Momentum Ratio
Figure 4: Film Effectiveness Data of Blair, Lander (3) and Muska, Fish, Sue (4)

Figure 5: Effectiveness Distribution from Moving Energy Sink Model (Constant Diffusivity)

Figure 6: Effectiveness Distribution from Moving Energy Sink Model (Variable Diffusivity)

Figure 7: Correlation of Peak Effectiveness Parameter

Figure 8: Correlation of Downstream Effectiveness Parameter

Figure 9: Correlation of Thermal Diffusivity Decay Parameter
Figure 10 Comparison of Correlation with Data from Pedersen (1)

Figure 11 Effect of Injection Angle on Peak Effectiveness Correlation
Figure 12: Comparison of Correlation Prediction with Data from Goldstein, Eckert, Eriksen, Ramsey (2)

Figure 13: Effect of Reynolds Number on Film Effectiveness in Mixing Regime

Figure 14: Effect of Injection Angle on Film Effectiveness from Foster, Leonard (10)

Figure 15: Effect of Hole Spacing on Film Effectiveness from Blair, Lander (3) and Muska, Fish, Suo (4)
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ABSTRACT

The present paper is concerned with the prediction of the fluid flow, combustion and heat release processes in a "can" combustion chamber of a gas turbine. A three-dimensional numerical solution technique is used to solve the governing time-averaged partial differential equations and the physical modelling for the turbulence, combustion and thermal radiation.

The thermal radiation modelling is emphasised in this paper. The implications of neglecting radiative heat transfer in gas turbine combustion chamber calculations are explored and discussed.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>weighting coefficient in the gas emittance equation</td>
</tr>
<tr>
<td>A</td>
<td>area normal to ( \hat{q} )</td>
</tr>
<tr>
<td>( C_{p1}, C_{p2}, C_{p3} )</td>
<td>constants in turbulence model</td>
</tr>
<tr>
<td>( f )</td>
<td>mixture fraction</td>
</tr>
<tr>
<td>( h )</td>
<td>specific enthalpy</td>
</tr>
<tr>
<td>( I )</td>
<td>radiation intensity in the direction of ( \hat{q} )</td>
</tr>
<tr>
<td>( k )</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>( k_g )</td>
<td>gas absorption coefficient</td>
</tr>
<tr>
<td>( k_w )</td>
<td>wall absorption coefficient</td>
</tr>
<tr>
<td>( l )</td>
<td>path length</td>
</tr>
<tr>
<td>( P_W )</td>
<td>partial pressure of water vapour</td>
</tr>
<tr>
<td>( P_C )</td>
<td>partial pressure of carbon dioxide</td>
</tr>
<tr>
<td>( p(f) )</td>
<td>probability density function of ( f )</td>
</tr>
<tr>
<td>( q_p, q_r )</td>
<td>radiation energy leaving a wall</td>
</tr>
<tr>
<td>( \theta )</td>
<td>net radiation wall heat flux</td>
</tr>
<tr>
<td>( I )</td>
<td>cylindrical co-ordinate</td>
</tr>
<tr>
<td>( s )</td>
<td>distance in the direction of ( I )</td>
</tr>
<tr>
<td>( S_p )</td>
<td>source term in the ( \phi )-equation</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature</td>
</tr>
<tr>
<td>( u )</td>
<td>time averaged velocity component in the ( x )-direction</td>
</tr>
<tr>
<td>( \bar{u} )</td>
<td>mean and fluctuating velocity in direction ( j )</td>
</tr>
<tr>
<td>( v )</td>
<td>time-averaged velocity component in the ( c )-direction</td>
</tr>
<tr>
<td>( w )</td>
<td>time-averaged velocity component in the ( \theta )-direction</td>
</tr>
<tr>
<td>( x_j )</td>
<td>co-ordinate direction ( j )</td>
</tr>
<tr>
<td>( \delta_{ij} )</td>
<td>Kronecker delta</td>
</tr>
<tr>
<td>( C_w )</td>
<td>wall emissivity</td>
</tr>
<tr>
<td>( 0 )</td>
<td>cylindrical co-ordinate</td>
</tr>
<tr>
<td>( \nu_T )</td>
<td>turbulent viscosity</td>
</tr>
<tr>
<td>( 0 )</td>
<td>solid angle</td>
</tr>
<tr>
<td>( \rho )</td>
<td>fluid density</td>
</tr>
<tr>
<td>( \rho_0 )</td>
<td>Stefan Boltzmann constant</td>
</tr>
<tr>
<td>( \rho_0 \nu_T )</td>
<td>turbulent Prandtl/Schmidt numbers</td>
</tr>
<tr>
<td>( \phi )</td>
<td>surrogate variable for ( u, v, w, k, \theta, h ) and ( f )</td>
</tr>
<tr>
<td>( \bar{\phi} )</td>
<td>unweighted time-average</td>
</tr>
<tr>
<td>( \overline{\phi}` )</td>
<td>density-weighted time-average</td>
</tr>
<tr>
<td>( \overline{\phi}`` )</td>
<td>fluctuation about the density-weighted mean</td>
</tr>
</tbody>
</table>

1. INTRODUCTION

Gas turbine combustion chambers have recently been the subject of extensive investigations in consequence of the tighter pollution-control regulations and requirements, see e.g. [1,7]. Although little attention was paid to the heat transfer by thermal radiation, it was thought to be rather small and in any case there was no means by which it could be reliably calculated. Gas turbines, however, continue to be designed, and the pressure ratios at which they operate have also persistently increased. Both of the factors have augmented the combustor thermal radiation. One of the first investigations of the radiation heat transfer in combustor "cans", at 25 bar, was performed by Lockwood et al [33].

The present paper describes the application of a prediction procedure resulting from the combination of a three-dimensional computational procedure for the flow and the chemical reaction [4] and a technique for the computation of the radiation heat transfer [5] capable of economically handling any degree of
geometrical complexity, to a "can" combustion chamber of a gas turbine. Predictions are presented and discussed of the heat transfer distributions. The influence of the pressure ratio is analysed comparing the solutions obtained for the same geometrical configuration for two different working pressures: 6 and 25 bar.

2. FLOW CONFIGURATION

The geometry of the combustion chamber studied is sketched in Figure 1. The combustor has 18 separated burners. As the geometry of the combustor repeats itself every 20°, and the flow pattern also, only a single 20° sector of the chamber is studied. Gaseous fuel (propane) enters the combustor through the inner of the two annular rings with a velocity of 80 m/s. The combustion air is introduced through a concentric annular ring with a velocity of 60 m/s. Secondary and dilution air are introduced through four round holes in the inner and outer annulus walls as shown in Figure 1. The air has been specified as entering only with a radial velocity component through these holes, the actual values of the velocity varying between 40 and 60 m/s. The overall air-fuel ratio is of approximately 30 and the mass flow rate of the combustion air represents 15% of the total air mass flow rate. The air enters the combustor at 500 K and the mean static pressure of the combustor is 6 bar. A second set of predictions were performed for a mean static pressure of 25 bar.

3. GOVERNING EQUATIONS

A mathematical model has been used to calculate the internal flame-tube flow and temperature field which is believed sufficiently accurate to allow the prediction of many of the major features of gaseous-fuelled combustors. It is based, as far as the treatment of the combustion chemistry is concerned, on the assumption that all reactions are sufficiently fast for instantaneous chemical equilibrium to be taken as being a reasonable approximation. If the heat loss from the flame is negligible then the instantaneous thermodynamic state of the gas is describable in terms of a single strictly conserved scalar quantity. Any conserved scalar may be chosen and a convenient choice is the mixture fraction f defined as the mass fraction of fuel present both burnt and unburnt.

Time-averaged balance equations were solved for the momenta in the r,θ,x co-ordinate directions, the mixture fraction, f, and the specific enthalpy, h. The balance equations appropriate to the high Reynolds number flows all have the form:

$$
\frac{\partial}{\partial x_j} (\rho \phi_j) = - \frac{\partial}{\partial x_j} \left( \rho u_j \phi_i \right) + \phi_j
$$

where φ is a dependent variable: U, V, W, f and h in this case, S_φ is a source term. An overbar represents an unweighted time-average and a tilde a density-weighted average; lower case letters are used to signify fluctuations about the mean values. Note that for brevity the equations above and below are written in cartesian tensor form; for the geometry shown in Figure 1 it is of course most convenient to cast the equations in a cylindrical polar co-ordinate system, and this form has been used in obtaining the results presented below.

A turbulence model is required to calculate the turbulent fluxes on the right-hand side of the above equation. The "standard" k-ε turbulence model was employed [6,7]. In the absence of a turbulence modelling breakthrough, the k-ε formulation still constitutes the best combination of economy and accuracy for engineering purposes. In density weighted form the turbulence fluxes are:

$$
\begin{align*}
\frac{\partial}{\partial x_j} (\rho u_i u_i) &= \frac{2}{3} \frac{\partial}{\partial x_j} k - \mu_k \frac{\partial^2 u_i}{\partial x_i \partial x_j} + \frac{2}{3} \delta_{ij} \frac{\partial^2 \rho}{\partial x_i \partial x_j} \\
\frac{\partial}{\partial x_j} (\rho \mu_T) &= \frac{\mu_T}{\rho} \frac{\partial T}{\partial x_j}
\end{align*}
$$

where: \( \mu_T = C_\mu \frac{\sqrt{\kappa}}{c} \) and \( k \) and \( c \) are obtained from solution of the transport equations:

$$
\frac{\partial}{\partial x_j} (\rho \phi_j) = \frac{\partial}{\partial x_j} \left( \rho \mu_u \phi_i \right) - \rho u_i \frac{\partial \phi_j}{\partial x_i} - \frac{\partial}{\partial x_j} \left( \rho \nu \frac{\partial \phi_j}{\partial x_j} \right)
$$

The model constants appearing in the above equations were assigned the following values, taken unchanged from Launder and Spalding [8]: \( C_\mu = 0.09, C_1 = 1.44, C_2 = 1.92, C_k = 1.0, C_\varepsilon = 1.3 \) and \( C_T = 0.9 \).

The instantaneous gas composition, temperature and density can be determined as function (albeit non-linear ones) of the instantaneous mixture fraction f [9,10]. Since however f will fluctuate as any other variable in a turbulent flow, knowledge of the probability density function (pdf) of f is required if mean values of the functions of f are to be calculated. An assumed-shape pdf approach is adopted here with the pdf of f described in terms of its first two moments, namely the mean value f and the variance...
The modelled transport equation for the latter is:

$$\frac{3}{3x_j} \left( \frac{\nu_1}{\nu_1 + \nu_2} \right)^2 + 2 \frac{\nu_1}{\nu_1 + \nu_2} \frac{c_i}{c_j} f''$$

(6)

The additional constant $c_i$ in this equation was assigned the value 2.0.

A density-weighted pdf is used whose definition allows the determination of the density-weighted mean value of any quantity which is a function of $f$ alone, thus:

$$\bar{f} = \int f \psi(p) df$$

(7)

A $\beta$-function pdf has been utilized in the present calculations.

The "discrete transfer" radiation prediction procedure of Lockwood and Shah [5] has been utilized in this study. This method combines ease of use, economy and flexibility of application. This last feature is of particular importance in the real world of geometrically intricate combustion chambers. The claimed advantages of the method have now survived the rigours of several industrial applications, see [9] and [4] for example.

The "discrete transfer" method is founded on a direct solution of the radiation transfer equation for a direction $\hat{n}$ which runs:

$$\frac{dI}{ds} = (k + b) \left( \frac{E_{\beta f}}{n-1} \right)$$

(8)

where $I$ is the radiation intensity in a $\hat{n}$ direction, $s$ is distance in that direction, $E_{\beta f}$ is the black body emissive power, and $k$ and $b$ are respectively the gas and soot absorption coefficients. The scattering terms do not appear, although they are easily accommodated, since the only particulate matter present in the present application is the soot particles which are much too small to scatter significantly. Many radiation methods are based on the solution of the much more complex integro-differential equation which results when equation (8) is rewritten for the whole solid angle $S$. In our opinion this is unsatisfactory since the numerical solution treatment of such an equation is necessarily very elaborate.

We prefer to solve the much simpler equation (8) within discretisations $d\Omega_i$ of the whole solid angle $S$ about selected directions $\hat{n}$. Assuming that $E$, $k$, and $b$ are constant over a finite distance increment $ds$, equation (8) may be integrated to yield the simple recurrence relation:

$$I_{n+1} = E \left( 1 - \frac{k + b}{n-1} \right) + I_n \left( -\frac{k + b}{n-1} \right)$$

(9)

where $n$ and $n+1$ are successive locations along $\hat{n}$ separated by the increment $ds$. The relation is applied along the beam $\hat{n}$ from known conditions at point $O$, say, (either guessed or pertaining to those of the previous iteration) on one wall to the point of impingement, $P$, say, of the direction $\hat{n}$ on an opposite wall.

If the hemisphere above $P$ is discretised into subangles $d\Omega_i$, within which the intensity is considered to be uniform, the energy flux arriving at $P$ is:

$$q_{*,p} = \int \int q d\Omega_i = \sum_{i=1}^{n} \frac{I_{p,i} \Omega_i d\Omega_i}{\Omega}$$

(10)

The wall boundary condition is:

$$q_{*,r} = (1 - c_i \delta) q_{*,p} + c_i E_w$$

(11)

where $q_{*,r}$ is the energy leaving the wall at $P$, $E_w$ is the wall emissivity, and $c_i = c_i E_w$ is the wall emissive power. The value of $I_{p,r}$ at point $O$, the initial value required for the application of the recurrence relation (9), is $q_{*,r}/s$. The net radiation heat flux is of course:

$$q_p = q_{*,p} - q_{*,r}$$

(12)

The net heat gain or loss within a control volume of the flow procedure is:

$$S_R = (I_{n+1} - I_n) \delta dA$$

(13)

where the locations $n$ and $n+1$ correspond to the "entry" and "exit" of a direction $\hat{n}$ into and from a control volume, and $\delta dA$ is the cell wall area projected normal to $\hat{n}$. The energy sources $S_R$ are appended to the energy balance equation solved for by the flow code.

The gas absorption coefficient $k_g$ is calculated from the "two grey plus a clear gas" fit of Truelove [11]. Water vapour and carbon dioxide are the prime contributors to the gaseous radiation. The total gas emittance is expressed by:

$$\epsilon_g = \sum_{n=1}^{N} \epsilon_{g,n} \left( 1 - \exp \left( k_{g,n} (P_g + P_c) \right) \right)$$

(14)
where the summation n is over the three gases of the assumed mixture, the $k_g,n$ are presumed constant with the temperature dependence of the emissivity being accommodated in the weighting coefficients $a_k,n$, $p_k$, and $l$ are the partial pressures of the water vapour and carbon dioxide and l is the path length. The values of the $k_g$ and $a_k,n$ are tabulated in [11]. The value of $k_g$ required for our calculations is obtained from the pseudo grey gas approximation:

$$
\varepsilon = 1 - \frac{k_g L}{\varepsilon}
$$

which has worked well in many furnace heat transfer computations (see, e.g. [4]). Since the True love correlation was formulated for furnace applications, the predicted mol fractions must be multiply by the current pressure to obtain the correct partial pressures.

4. COMPUTATIONAL DETAILS

The equations presented above, together with appropriate boundary conditions as described in the previous section, have been applied to the geometry shown in Figure 1. The set of differential equations has been solved using finite-difference techniques. A grid of $13 \times 13 x 13$ nodes (r, $\theta$, x-directions) was used with cyclic boundary conditions being applied on the two extreme circumferential planes and a zero gradient condition specified at the downstream end. Computational time were approximately 13 seconds CPU time per iteration. The number of iterations required for a convergent solution was 220. An VAX 11/780 computer was used to perform the calculations.

5. DISCUSSION OF RESULTS

The total air/fuel mass ratio employed in the present calculations is taken as 30 although this ratio experienced in real combustors is of the order of 100. The used value gave rise to relatively high temperatures in the combustor. The maximum temperature detected is 50 K below the adiabatic flame temperature. The air/fuel ratio of the inlet stream is accordingly lower than that of the stoichiometric value. Hence the combustion is not complete in the initial region and for the completion of the combustion some secondary and dilution air is used. This results in low temperatures in the inlet region and the flame front consequently moves further down. This effect is enhanced by the absence of swirl.

The main input from the flow calculations part of the numerical procedure into the radiation model is the local gas temperature, although as explained in section 3, species concentrations and the working pressure are also required for the specification of absorption coefficients. The working pressure is selected to investigate their influence on the radiative heat transfer. The radiation heat transfer contours to the backplate, inner annulus wall and outer annulus wall are displayed in Figure 2. They were obtained for the geometry of Figure 1 and for the conditions described in section 2 for a working pressure of 6 bar. The heat flux to the backplate is rather uniform, wavering about a value of approximately 350 W/m$^2$. Although there are a potential heat spot were the flux is greater than 500 W/m$^2$, that corresponds to the entrance of fuel. The heat transfer to the cylindrical walls reflects the distribution of the cooling hole; where the net heat flux through the holes is more than to the walls but since the holes cover less than 5% of the total wall area this fact is not significant. Away from the hole locations and in the first half of the combustion, the heat flux distribution is again rather uniform. The total radiation heat transfer to the walls (all 18 sectors) is 80 kW. This is less than 3% of the energy supplied to the combustor justifying the adiabatic assumption on which the flow reaction calculations are based.

Figure 3 shows the radiation heat transfer contours to the inner annulus wall and outer annulus wall for a working fluid pressure of 25 bar. The radiative wall heat fluxes contours is very similar to the ones showed in Figure 2 but the radiative wall heat fluxes increased. For a working pressure of 25 bar the total radiation heat transfer to the walls (all 18 sectors) is 216 kW. The flow geometry was kept unchanged as well as the air/fuel ratio. However as the inlet pressure of the oxidant and fuel are higher (25 bar) their densities also increased, leading to a higher energy supplied to the combustor. The total radiation heat transfer to the walls is 4% of the total energy supplied.

6. CONCLUDING REMARKS

The computational procedure on which this paper is based constitutes a comprehensive design tool for the flow, reaction and heat transfer in a gas turbine combustor "can". The incorporation into the computational scheme of a technique for calculating the distribution of the radiation transfer represents the principal contribution of this paper. The working pressure of the combustor showed to have influence on the radiative heat transfer. The immediate task is one of consolidating our observations about the behaviour of the radiation heat transfer in gas turbine combustors with higher air/fuel ratios and different flow configurations.

The authors want to acknowledge the support of Instituto Nacional de Investigacao Cientifica, Lisbon, through CTAMPUL.
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Figure 1 - Annular combustor geometry

Figure 2 - Radiative wall heat fluxes $p = 6$ bar.

$A = 1.25 \times 10^5 \text{ W/m}^2$
$B = 0.36 \times 10^5$
$C = 0.05 \times 10^5$
$D = 0.002 \times 10^5$

$A = 1.60 \times 10^5 \text{ W/m}^2$
$B = 1.00 \times 10^5$
$C = 0.45 \times 10^5$
$D = 0.01 \times 10^5$
$E = 0.002 \times 10^5$
DISCUSSION

G.E. Andrews, UK

Your temperatures are calculated without taking dissociation into effect. For temperatures above 2000K dissociation is significant and your temperature in this region will be too high. The $T^5$ dependence of radiation magnifies greatly any error in the temperature prediction and would result in an overprediction of the radiative heat flux. Have you any data that indicates that your predicted radiative fluxes are of the correct order of magnitude? Is your predictive technique capable of being extended into the luminous flame region, where the problems of predicting soot concentrations occur?

Author's Reply

The present work did not account for dissociation. For the flow conditions analyzed in the present paper (relatively low ratio $m_{soot}/m_{gas}$) dissociation may be relevant. Nevertheless for values of $m_{soot}/m_{gas}$ that are commonly used in gas turbines, dissociation is not important.

In some computations we calculated the influence of soot concentration. Some guidance on how this was done is offered by [4]. For the case of $p = 25$ bar, the total heat transfer was raised only marginally to 265 KW. So we concluded that, because the non-luminous gas absorptivity is increased so much by the high combustor pressure, the increase of radiation due to the presence of soot is much less than at atmospheric conditions.
PREDICTION OF TRANSIENT TEMPERATURES FOR AN AIR-COOLED ROTATING DISC

C.A. Long and J.M. Owen
Thermo-Fluid Mechanics Research Centre
School of Engineering and Applied Sciences
University of Sussex
Falmer, Brighton, BN1 9QJ, England.

SUMMARY

The numerical solution of Fourier's conduction equation has been used to compute the transient temperature distribution in a rotating disc. The convective boundary conditions for the disc surfaces are based on simple formulae obtained from the solutions of the boundary-layer equations, and the computed surface temperatures are compared with measurements made on a rotating-disc rig. Free-disc tests, at rotational Reynolds numbers up to Re# = 2.5 x 10^6, are used to provide a datum from which to judge the numerical method. Although the numerical solution tends to overestimate the cooling rate of the heated free disc at high Reynolds numbers, the agreement between computed and measured temperatures is considered reasonable. Rotating-cavity tests, in which a heated disc is cooled by a radial outflow of air, are used to examine the suitability of the simple convective boundary conditions. As the computed temperatures show reasonable agreement with the measured values, it is suggested that the proposed formulae for convection in a rotating cavity might be useful for design purposes.

LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>inner radius of cavity</td>
</tr>
<tr>
<td>b</td>
<td>outer radius of disc or cavity</td>
</tr>
<tr>
<td>c</td>
<td>constant</td>
</tr>
<tr>
<td>Cp</td>
<td>specific heat at constant pressure</td>
</tr>
<tr>
<td>Dw</td>
<td>dimensionless volumetric flow rate</td>
</tr>
<tr>
<td>D</td>
<td>gap ratio of the cavity</td>
</tr>
<tr>
<td>h</td>
<td>heat transfer coefficient</td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>t</td>
<td>disc half-thickness</td>
</tr>
<tr>
<td>m</td>
<td>exponent of power-law surface temperature profile</td>
</tr>
<tr>
<td>N</td>
<td>number of time-steps</td>
</tr>
<tr>
<td>Nu</td>
<td>local Nusselt number</td>
</tr>
<tr>
<td>Nuav</td>
<td>average Nusselt number</td>
</tr>
<tr>
<td>Pr</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>q</td>
<td>heat flux</td>
</tr>
<tr>
<td>Q</td>
<td>volumetric flow rate</td>
</tr>
<tr>
<td>r</td>
<td>radial coordinate</td>
</tr>
<tr>
<td>R</td>
<td>inner radius of finite difference model</td>
</tr>
<tr>
<td>Re#</td>
<td>recovery factor</td>
</tr>
<tr>
<td>Re#*</td>
<td>radial Reynolds number</td>
</tr>
<tr>
<td>Re#</td>
<td>rotational Reynolds number</td>
</tr>
<tr>
<td>Re#*</td>
<td>local rotational Reynolds number</td>
</tr>
<tr>
<td>s</td>
<td>axial spacing between discs</td>
</tr>
<tr>
<td>t</td>
<td>time</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>T*</td>
<td>tangential velocity in the core, relative to stationary axis</td>
</tr>
<tr>
<td>x</td>
<td>dimensionless radial coordinate</td>
</tr>
<tr>
<td>z</td>
<td>axial coordinate</td>
</tr>
<tr>
<td>a</td>
<td>thermal diffusivity</td>
</tr>
<tr>
<td>Ar</td>
<td>radial step-length</td>
</tr>
<tr>
<td>At</td>
<td>time step-length</td>
</tr>
<tr>
<td>Az</td>
<td>axial step-length</td>
</tr>
<tr>
<td>E</td>
<td>dimensionless temperature ratio</td>
</tr>
<tr>
<td>l</td>
<td>0.665 Cw - 0.68 Pr - 1/2</td>
</tr>
<tr>
<td>v</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>p</td>
<td>density</td>
</tr>
<tr>
<td>f</td>
<td>rotational speed</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subscripts</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>pertaining to ambient</td>
</tr>
<tr>
<td>av</td>
<td>radially-weighted average</td>
</tr>
<tr>
<td>b</td>
<td>pertaining to the back face</td>
</tr>
<tr>
<td>d</td>
<td>pertaining to disc</td>
</tr>
<tr>
<td>e</td>
<td>pertaining to edge of source region</td>
</tr>
<tr>
<td>f</td>
<td>pertaining to the front face</td>
</tr>
<tr>
<td>f</td>
<td>pertaining to inlet to cavity</td>
</tr>
<tr>
<td>max</td>
<td>maximum value</td>
</tr>
<tr>
<td>ref</td>
<td>reference value</td>
</tr>
<tr>
<td>s</td>
<td>pertaining to disc surface</td>
</tr>
<tr>
<td>ss</td>
<td>steady state value</td>
</tr>
<tr>
<td>t</td>
<td>turbulent flow</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

A typical arrangement for the internal flow of cooling air in a gas turbine aero-engine is illustrated in Fig. 1. The cooling air, which is extracted from the compressor, is used to cool the bearings, turbine discs and blades, and some of it is also used to prevent or reduce the ingress of hot mainstream gas into the 'wheel space' between the rotating discs and adjacent stationary casings. The flow over these discs can be classified into two systems: (i) the rotor-stator system, where the flow occurs in the space between a rotating disc and a stationary casing; (ii) the rotating cavity, where the flow occurs in the annular space between two corotating discs, which are usually joined together by circular shrouds. A review of the flow and heat transfer in such systems is given by Owen [1].

![Diagram of Air-cooled gas-turbine discs](image)

**Fig. 1** Air-cooled gas-turbine discs

The aero-engine designer needs to calculate the temperature distribution in these highly-stressed rotating discs under transient ('take-off' and 'land') conditions as well as under steady-state ('cruise') conditions. Accurate solutions of the thermal conduction equations require a knowledge of the convective (and often the radiative) boundary conditions on the surfaces of the discs. In turn, a knowledge of the convection is usually obtained by empirical methods (for example, tests on experimental rigs) or by theoretical techniques (for example, from the numerical solution of the boundary-layer equations). In this paper, theoretical and empirical equations are used to provide the convective boundary conditions for rotating discs, and the predicted transient temperatures are compared with measurements made on a rotating-disc rig.

The rig and associated instrumentation is described in Section 2, and a brief review of convection in the relevant rotating disc systems is presented in Section 3. The numerical solution of the conduction equation is outlined in Section 4, and a comparison between the predicted and measured temperatures for the cases of flow over a free disc (a disc rotating in a quiescent, infinite environment) and flow in a rotating cavity is presented in Section 5.

2 THE EXPERIMENTAL APPARATUS

Only the salient features of the apparatus are presented here; further details are given by Long [2].

The rig used for the rotating-cavity tests is shown in Fig. 2. The rotating cavity was formed from two steel discs, of 762 mm diameter and with an axial spacing of 102 mm, together with a peripheral outer shroud made from paxolin (a fibre-reinforced plastic material). Cooling air was fed into the cavity through a central hole of 76 mm diameter in one of the discs (referred to as the 'upstream disc'), and the air left via holes in the shroud (30 holes of 28.6 mm diameter were arranged at 12-degree angular interval in the mid-axial position of the shroud). A variety of centrifugal blowers was used, and the maximum flow rate was approximately one kg/s; the air was cooled to about 20°C before it entered the cavity. The flow rate was measured, to an accuracy of approximately 3%, by orifice plates or by other differential pressure measuring devices. The cavity could be rotated up to 2000 rev/min by a variable-speed electric motor, and the speed was controlled and measured to a precision of ± 1 rev/min.

The 'downstream disc' of the cavity was heated by an equispaced array of thirty, 750-Watt, radiant 'firebar' elements. Each element was arranged in a radial line extending from a radius of \( r = 230 \text{ mm} \) to \( r = 380 \text{ mm} \), approximately equal to the outer radius of the cavity. The axial distance between the 'back face' of the downstream disc and the outer surface of the elements was approximately 30 mm. Reflectors were used behind the elements to increase the useful radiative flux, and the back face of the disc was covered with 'solar foil' to increase the absorptivity and to reduce the emissivity. The electrical input power, which was thyristor-controlled, was...
Twelve chromel-constantan thermocouples, of 0.13 mm diameter, were embedded on each face of the heated downstream disc, and ten on each face of the unheated upstream disc. The surfaces of each disc were 'divided' into a number of rings of approximately equal area, and a thermocouple was placed at the edge of each ring. The signals from the thermocouples were brought out via two silver slip-ring assemblies (one for each disc). On each assembly, the temperature of the junctions between the silver and the thermocouple wires was measured using a semi-conductor temperature sensor, which was calibrated to an accuracy of 0.1°C. These temperatures were used as the cold-junction reference temperatures for the upstream and downstream discs. The temperature of the cooling air at inlet to the cavity was measured using a stationary chromel-constantan thermocouple probe.

Signals from the thermocouples and temperature sensors, which were measured using a Solartron data-logger controlled by a PDP11/34 minicomputer, could be scanned at a rate of 33 channels/s with a resolution of 1 μV (which corresponds to 0.015°C for chromel-constantan thermocouples), and the data were stored on magnetic discs and tapes for subsequent analysis. The overall accuracy of the measurement of the surface temperatures of the rotating disc depends on a number of factors, not least of which is the thermal-disturbance error of an embedded thermocouple (see [2]). However, for the tests reported in this paper, the temperatures are believed to be accurate to within ± 0.5°C.

For the free-disc tests, only the heated downstream disc was used; the upstream disc and shroud were removed. The ambient air temperature was measured using a stationary semi-conductor temperature sensor located in the air on the unheated ('front face') side of the disc. To reduce the heat loss from the disc, its outer radius was surrounded with thermal insulation (with thermal conductivity $k = 0.03$ W/mK and a radial thickness of 15 mm). In all other respects, the apparatus was the same as that used for the rotating-cavity tests. For both the free disc and rotating cavity tests, the central hole in the downstream disc was fitted with a perspex plug.

3 CONVECTIVE HEAT TRANSFER IN ROTATING-DISC SYSTEMS

3.1 Dimensionless Groups

A schematic diagram of the flow structure in a rotating cavity with a radial outflow of fluid is shown in Fig.3. The salient dimensionless groups relevant to the flow and heat transfer in the cavity are defined below.

Dimensionless radial coordinate:

$$x = r/b$$  \hspace{1cm} (1)

where $r$ is the radial coordinate, measured from the centre of the cavity, and $b$ is the outer radius of the cavity.

Gap ratio:

$$G = s/b$$  \hspace{1cm} (2)

where $s$ is the axial spacing between the discs in the cavity.
Rotational Reynolds number:
\[ Re_b = \frac{\omega b^2}{v} \]  
where \( \omega \) is the rotational speed of the cavity, and \( v \) is the kinematic viscosity of the fluid.

Local rotational Reynolds number:
\[ Re_b \ast = \frac{\omega r^2}{v} = z^2 Re_b \]  

Dimensionless flow rate:
\[ C_w = \frac{Q}{\Omega vb} \]  
where \( Q \) is the volumetric flow rate of the fluid in the cavity.

Radial Reynolds number:
\[ Re_r = \frac{Q}{2\pi vr} = C_w/2\pi \]  

Prandtl number:
\[ Pr = \frac{v}{\alpha} \]  
where \( \alpha \) is the thermal diffusivity of the fluid.

Average Nusselt number:
\[ Nu_{av} = \frac{q_{av vb}}{k(T_b-T_f)_{av}} \]  
where \( q_{av} \) is the heat flux from the disc to the fluid, \( T_b \) is the surface temperature of the disc, \( T_f \) is the fluid temperature at inlet to the cavity, \( k \) is the thermal conductivity of the fluid, and the subscript 'av' refers to the radially-weighted average.

Local Nusselt number:
\[ Nu = \frac{q_v}{k(T_b-T_f)} \]  

Fig. 3 Simplified representation of a rotating cylindrical cavity with a radial outflow from a uniform source to a uniform sink

3.2 The free disc
The heat flux, \( q \), from the disc to the fluid is given by
\[ q = h(T_b-T_{ref}) \]  
where \( T_b \) is the local surface temperature of the disc and \( T_{ref} \) is the reference temperature. Owen [3] used the Reynolds analogy to show that
\[ T_{ref} = T_b + \frac{hR}{\rho \omega^2 r^2 / C_p} \]
The rotating cavity with a radial outflow of fluid

Using apparatus similar to that described in Section 2 above, heat transfer measurements in a rotating cavity were made by Owen and Bilimoria [7] and by Owen and Onur [8]. The average Nusselt numbers for the heated disc were correlated for three forced-convection regimes:

Regime I: \[ \text{Nu}_{av, w} = 1.94 \; C_w^{2/3} \; \text{Re}_{*}^{1/6} \] (14)

Regime II: \[ \text{Nu}_{av, w} = 0.07 \; C_w^{1/3} \; \text{Re}_{*}^{1/2} \] (15)

Regime III: \[ \text{Nu}_{av, w} = 4.11 \; C_w^{1/2} \; \text{Re}_{*}^{1/9} \; \text{Pr}_{*}^{1/6} \] (16)

The results were obtained for 0.13 < \( \alpha \) < 0.4, 2800 < \( C_w < 28000 \), 2.3 \times 10^4 < \text{Re}_{*} < 2.5 \times 10^4, and the boundaries between the regimes can be found by the intercepts of the three equations. In particular, regime I occurs at relatively high flow rates or low rotational Reynolds numbers where the flow (which, in the experiments, entered the cavity axially through the centre of the upstream disc and impinged on the heated downstream disc) forms a wall jet on the downstream disc. Under these conditions, rotation has no significant effect, and the results are similar to those for a single round jet impinging on a stationary plate (see Martin [9]).

The heat transfer in a rotating cavity with a radial outflow is best understood by first considering the fluid dynamics. Referring to Fig.3, it can be seen that the flow structure consists of four regions: (i) a source region; (ii) a sink layer; (iii) Ekman layers; and (iv) an interior core. In the source region, the flow (which is shown originating from a uniform radial source in Fig.3) is distributed into the two Ekman layers; in the sink layer, the flow from the Ekman layers is fed into the sink (which is shown in Fig.3 as a central slot in the shroud). The Ekman layers are boundary layers in which linear Coriolis forces dominate over nonlinear inertial and centrifugal forces; in the interior core, the radial and axial components of velocity either are zero (for isothermal flow) or are weak (for nonisothermal flow). In a rotating coordinate system, if the nonlinear inertial and centrifugal terms are neglected the resulting Ekman-layer equations are linear.

Isothermal source-sink flow in a rotating cavity has been studied by Chew, Owen and Pincombe [10] and by Owen, Pincombe and Rogers [11]. From solutions of the (linear and nonlinear) integral momentum equations for the Ekman layers on the rotating discs, the latter authors were able to predict the radial variation of the tangential component of velocity, \( V_\phi \), in the central core and the radial extent of the source region for both laminar and turbulent flow. They suggested that transition from laminar to turbulent flow in the Ekman layers occurred at \( \text{Re}_{*} = 180 \), and the theoretical predications of \( V_\phi \) were in good agreement with measured values for \( \alpha = 0.133 \) and 0.267, a/b = 0.1, 170 < \( C_w < 1800 \) and 2.9 \times 10^4 < \text{Re}_{*} < 8 \times 10^4.

Inside the source region, the boundary layer on each rotating disc behaves like that on a free disc. In particular the entrainment rate is similar to that of a free disc. Hence, the radial extent of the source region can be estimated by determining the radius at which all the flow entering at the source is entrained into the boundary layers on the rotating discs. It therefore follows that

\[ x_{E, e} = C_L \; C_w^{1/2} \; \text{Re}_{*}^{-1/4} \] (17)

and

\[ x_{T, e} = C_L \; C_w^{5/13} \; \text{Re}_{*}^{-4/13} \] (18)

where \( x_{E, e} \) and \( x_{T, e} \) are the values of \( x \) at the edge of the source region for laminar and turbulent flow, respectively. The constants \( C_L \) and \( C_w \) depend on whether the flow enters the cavity radially as a uniform source or axially as a wall jet on the downstream disc. For both discs with a radial inlet, and for the upstream disc with an axial inlet, \( C_L = 0.424 \) and \( C_w = 1.37 \); for the downstream disc with an axial inlet, \( C_L = 0.559 \) and \( C_w = 1.79 \).
Northrop and Owen [12] obtained solutions of the integral energy equation for turbulent Ekman-layer flow in a rotating cavity. They assumed that (linear) Ekman layers extended over the entire surface of the discs (that is, the sizes of the source region and sink regions were negligible); they also neglected buoyancy effects and assumed that both discs in the cavity were heated to the same temperature. For the case of \((T_s - T_1) \approx 1/3\) (which is appropriate for the results discussed below), their solution is

\[
\frac{C_w \text{Pr}}{4\pi k} \left( 1 - \exp \left( -\lambda x_{13/8} \right) \right) (19)
\]

where

\[
\lambda = 0.665 \frac{C_w^{5/8}}{Re^{1/2}} \quad (20)
\]

Long [2] used transient-analysis techniques, which are outlined in Section 4, to determine average and local Nusselt numbers for both the free disc and the rotating cavity. For the case of a rotating cavity with a radial outflow and axial inlet of coolant, flow visualization confirmed that eqns (17) and (18) were valid for estimating \(x_s,e\) and \(x_t,e\). It is clear, from eqn (18) with \(C_t = 1.79\), that turbulent Ekman-layer flow can only occur on the downstream disc if

\[
Re > 6.63 \frac{C_w^{5/4}}{4\pi k} \quad (21)
\]

and, for smaller Reynolds numbers, Long noted that the local Nusselt numbers were virtually independent of rotational speed. For this so-called 'wall-jet regime', he proposed the empirical correlation (based on eqn (14))

\[
Nu = 1.46 \frac{C_w^{2/3}}{C_1^{1/6}} \quad (22)
\]

For larger Reynolds numbers, Ekman layers occur on the outer part of the disc, and eqn (19) was found to provide a reasonable approximation of the Nusselt numbers for \(x > x_s,e\). For \(x < x_t,e\) in the source region, the flow in the boundary layer on the discs can, as stated above, behave like that on a free disc; Long observed that the local Nusselt number in this region could be approximated by eqn (13) (or by eqn (12) for \(Re^* > 2 \times 10^5\)).

In Section 4, the Nusselt numbers given by eqns (12), (13), (19) and (22) are used to provide the appropriate boundary conditions for the heated disc in the rotating cavity. It should be pointed out, however, that work on the solution of the nonlinear momentum integral equations and the energy integral equation is well advanced (see Rogers [13]). These 'nonlinear solutions' provide more accurate predictions of the Nusselt numbers than those given by the 'linear solutions', and they are likely to provide better predictions of disc temperature than those presented in Section 5.

4 THE NUMERICAL METHOD

A schematic diagram of the heated disc is shown in Fig.4. The front face forms either the inner face of the cavity (for the rotating-cavity tests) or the unheated face of the free disc (for the free-disc tests). An outline of the solution of Fourier's equation, for transient conduction in the disc, and the boundary conditions used, are presented below; further details are given by Long [2].

Fig.4 Schematic diagram of the heated disc

4.1 Transient conduction inside the disc

Fourier's equation for the transient, axisymmetric conduction of heat can be expressed in cylindrical-polar coordinates as
where \( T \) is the temperature at time \( t \) at a radial distance \( r \) from the centre and an axial distance \( z \) from the front face. The thermal diffusivity, \( a_d \) (the subscript 'd' is used throughout to distinguish the properties of the disc from those of the air, which are not given a subscript), is defined as

\[
a_d = \frac{k_d}{\rho_d C_{pd}}
\]

where the density, \( \rho_d \), specific heat, \( C_{pd} \), and thermal conductivity, \( k_d \), are assumed to be constant. For the steel disc used in the tests, \( \rho_d = 7880 \text{ kg/m}^3 \), \( C_{pd} = 502 \text{ J/kgK} \) and \( k_d = 16.8 \text{ W/mK} \).

The finite-difference equations were formed using the Crank-Nicolson method. The disc was divided into 21 radial grids, with a step-length of \( \Delta r = 15 \text{ mm} \), and 7 axial grids, with a step-length of \( \Delta z = 2.12 \text{ mm} \), and the time step-length, \( \Delta t \), was typically \( 2a < \Delta t < 8s \). The resulting finite-difference equations were solved using Gaussian elimination, and 'numerical experiments' with finer meshes showed that truncation errors were acceptably small (and insignificant compared with the uncertainty in the experimental data).

If the precise variation of temperature with time is known for all surfaces of the disc, then the heat transfer coefficients on the front and back faces can be determined from the numerical solution of eqn (23); \( h \) being calculated from eqn (10), where the surface heat flux \( q \) is evaluated from the numerical differentiation of the computed temperature distribution inside the disc. This so-called 'inverse solution' of Fourier's equation is error-prone; Owen [14] has shown that small uncertainties in the measured surface temperature can result in large errors in the computed values of \( h \). Long [2], who used the inverse solution to determine the heat transfer coefficients for both free disc and rotating cavity tests, has shown that the resulting errors can be significantly reduced by determining \( h \) during cooling tests (where the heaters are turned off, and the disc temperature reduces with time). He used smoothing techniques, in both space and time, to minimize errors in measured temperatures, and was able to obtain good agreement between the heat transfer coefficients obtained from his free-disc measurements and those given by available theory.

In this paper, solution of the 'direct problem' is discussed: assumed values of \( h \) (based on the expressions given in Section 3) are used as boundary conditions on the front and back faces of the disc. The temperature distribution on the front face is computed, from the numerical solution of eqn (23), and is compared with measured temperatures. The boundary conditions that were used are discussed below.

### 4.2 Boundary conditions on the disc

#### 4.2.1 The back face \((z = 2a)\)

In this paper, only cooling tests are considered, and so the radiant flux from the heater(s) (shown in Fig.4) to the back face of the disc is not modelled. However, Long [2] has also considered quasi-steady-state tests, where the heater flux is modelled, and the reader is referred to this work for further details.

The convective heat transfer coefficient for the back face was calculated from eqns (12) and (13); for air, \( Pr = 0.72 \), and for the temperature profile on the disc it was assumed that \( n = 2 \) (a value that was shown, from earlier experiments, to be a reasonable approximation). It was found that the air temperature, \( T_a \), between the heater and the back face could be between 50°C and 250°C above the ambient air temperature in the laboratory. The precise value of \( T_a \) was difficult to determine, but, for the computations carried out in this paper, it was assumed to be 150°C above the measured ambient temperature. This value was used in eqn (11) to calculate the reference temperature for eqn (10).

#### 4.2.2 The front face \((z = 0)\)

For the free-disc tests, the convective heat transfer coefficient for the front face was calculated from eqns (12) and (13) with \( Pr = 0.72 \) and \( n = 2 \). The air temperature, \( T_a \), used in eqn (11), was taken as the measured ambient air temperature in the laboratory.

For the rotating-cavity tests, turbulent Eddy-flutter flows occur when \( Re_x > 180 \) and \( Re_y > 6.63 C_{pd}/\nu \). Under these conditions, the heat transfer coefficients in the source region \((x < x_{sc})\) are obtained from eqns (12) and (13), with \( Pr = 0.72 \) and \( n = 2 \), for \( Re_x < 2 \times 10^5 \) and \( Re_y > 2 \times 10^5 \), respectively. In the Eddy-flutter layers \((x > x_{sc})\), the heat transfer coefficients are obtained from eqn (19). When \( Re_x = 5 \times 10^4 \), Eddy-flutter layer flow does not occur; and eqn (27) is used to specify the heat transfer coefficients for the entire front face. For all these tests, the reference temperature was taken as the cooling air temperature measured at inlet to the cavity. The convective flux was at least an order of magnitude greater than the radiant flux from the disc, so the effect of radiation has been ignored in this paper.

#### 4.2.3 The outer edge \((r = b)\)

For the free-disc tests, the outer edge of the disc was thermally insulated. For this
case, the boundary condition was taken to be
\[ \frac{\partial T}{\partial r} \bigg|_{r=b} = 0 \]  
(25)

For the rotating-cavity tests, it was not practicable to insulate the outer edge. The boundary condition used for these tests was the 'quasi-one-dimensional assumption' that
\[ \frac{\partial^2 T}{\partial r^2} \bigg|_{r=b} = 0 \]  
(26)
or, from eqn (23),
\[ \frac{\partial^2 T}{\partial r^2} \bigg|_{r=b} = \frac{1}{r} \frac{\partial T}{\partial r} \bigg|_{r=b} \]
(27)

Long [2] used eqn (27) as the boundary condition for the 'inverse solution' of Fourier's equation (from which the 'measured' Nusselt numbers in the rotating cavity were determined). He also experimented with other boundary conditions, and showed that their influence on the solution of Fourier's equation was only significant for \( 0.85 < r < 1 \).

In the absence of any other evidence, it seems reasonable to use eqn (27) as the boundary condition for the 'direct solution' of Fourier's equation.

4.2.4 The inner edge \((r = r_i)\)

Again, in the absence of other evidence, the 'quasi-one-dimensional assumption' was used such that
\[ \frac{\partial^2 T}{\partial r^2} \bigg|_{r=r_i} = \frac{1}{r_i} \frac{\partial T}{\partial r} \bigg|_{r=r_i} \]
(28)

If this boundary condition is incorrect, the resulting errors in the predicted temperatures should only be significant at small radii.

4.2.5 The initial condition \((t = 0)\)

As discussed by Long [2], numerical tests were conducted where the initial temperature distribution was obtained from either the solution of Laplace's equation (that is, eqn (23) with \( \partial T/\partial t = 0 \)), or from linear axial interpolation of the measured surface temperatures. The two techniques show very little difference (less than 0.1%) in the calculated Nusselt numbers or temperatures after the fifth time-step, and so for simplicity, and to reduce program size, the axial interpolation method was used.

5 COMPARISON BETWEEN THE COMPUTED AND MEASURED TEMPERATURES

At this stage, it is convenient to recapitulate. The temperature distribution on the front face of the heated disc is computed from the 'direct solution' of Fourier's equation. The boundary conditions on all four faces of the disc are assumed: they are not measured. In particular, the boundary conditions for the front and back faces of the disc involve assumptions about the convective heat transfer coefficients; the boundary conditions for the inner and outer radii involve quasi-one-dimensional assumptions.

As the flow structure in the rotating cavity is more complicated than the flow over the free disc, it is more convenient to use the latter as a datum from which to judge the numerical method: this is discussed in Section 5.1. If the numerical method is found to be satisfactory for the free disc, a comparison between the computed and measured temperatures for the rotating cavity should produce evidence from which to draw conclusions about the suitability of the simple convective formulae presented in Section 3: this is discussed in Section 5.2.

5.1 The free disc

Figs 5, 6 and 7 show the comparison between the predicted and measured temperatures on the front (unheated) face of the free disc for \( Re / 10^6 = 0.16, 0.40, \) and 2.5, respectively. In each of these (and subsequent) figures, graphs (a) and (b) show the respective radial variations of the local Nusselt number and the dimensionless temperature. The latter is defined by
\[ \delta = \frac{(T_b - T_s)}{(T_{ss} - T_a)} \]
(29)

where \( T_b \) is the local temperature on the front face at time \( t \), \( T_{ss} \) is the maximum 'steady state' temperature on the front face, which was measured before switching off the heaters, and \( T_a \) is the ambient air temperature. For the tests discussed below, \( T_{ss} = 100^\circ C \) and \( T_a = 20^\circ C \).

The experiments were conducted by heating the disc until it reached an approximately steady temperature, and then (at time \( t = 0 \)) the heaters were turned off and the disc was allowed to cool. The measured values for \( Nu \) and \( \delta \) are shown in the figures for \( N = 1, 10, 30, 50, 70 \) and 90, where \( N \) is the number of finite-difference time steps in the solution of Fourier's equation. The actual time can be calculated from
\[ t = N \Delta t \]
where \( \Delta t \) is the numerical time-step specified on the figure legend.
For the Nusselt numbers, the dashed line represents the variation of Nu (calculated as described in Section 4.2) used as the boundary condition for the front face of the disc, and that for the back face is shown by the dotted line. The symbols represent the front face values measured by Long [2]; these values, which were not used in the computation procedure, provide a comparison between the 'experimental' and 'theoretical' values of Nu.

For the temperature variation, the solid lines represent the computed radial variation of $\theta$ at each time step. The symbols represent the measured temperatures on the front face at each time step; their radial locations correspond to the positions of the thermocouples on the disc.

Referring to Fig. 5a, for $Re_\# = 1.6 \times 10^5$ the flow should be laminar over the entire surface of the disc; the approximate agreement between the theoretical laminar Nusselt number (eqn (12)) and the measured values supports this contention. It can also be seen from Fig. 5b that the agreement between the measured and computed values of $\theta$ is good even for $N = 90$ ($t = 711 s$).

For Fig. 6, with $Re_\# = 4 \times 10^5$, transition from laminar to turbulent flow is assumed to occur at $x = 0.707$ (where $Re_\# = 2 \times 10^5$). The theoretical Nusselt number, which is used for the boundary conditions, assumes a step-change from the laminar value, given by eqn (12), to the turbulent value, given by eqn (13). Not surprisingly, the measured values do not exhibit such a discontinuity, and there is experimental evidence of a more gradual transition for $0.7 < x < 0.8$. 

![Image](21-9)

Fig. 5 Results for the free disc; $Re_\# = 1.6 \times 10^5$, $\Delta t = 7.9 s$

(a) local Nusselt numbers; (b) predicted and measured temperatures
- correlated Nusselt numbers for the front face
- correlated Nusselt numbers for the back face
- predicted temperatures for the front face

Measured values for $N$ (eqn (30))

1 10 30 50 70 90

For Fig. 6, with $Re_\# = 4 \times 10^5$, transition from laminar to turbulent flow is assumed to occur at $x = 0.707$ (where $Re_\# = 2 \times 10^5$). The theoretical Nusselt number, which is used for the boundary conditions, assumes a step-change from the laminar value, given by eqn (12), to the turbulent value, given by eqn (13). Not surprisingly, the measured values do not exhibit such a discontinuity, and there is experimental evidence of a more gradual transition for $0.7 < x < 0.8$. 
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Fig. 6 Results for the free disc; $Re_\# = 4 \times 10^5$, $\Delta t = 7.7 s$

Symbols as for Fig. 5.
Considering the difference in Nusselt numbers, the agreement between the measured and computed values of $\theta$ appears to be reasonable. Additional computations of $\theta$ were made, using the measured values of $\text{Nu}$ as boundary condition, and these results (which are not shown in Fig. 6b) were not significantly better than those obtained using the theoretical values of $\text{Nu}$. The errors in the computed values of $\theta$ cannot, therefore, be attributed to the differences between the measured and theoretical Nusselt numbers. One possible explanation for the errors is that the reference temperature used for the back face was incorrect (see Section 4.2.1). Another reason is that the electric heaters still radiated heat as they cooled down; this 'residual radiation', which is unaccounted for in the numerical model, would reduce the cooling rate of the outer part of the disc.

Fig. 7 shows the results for $\text{Re}_b = 2.5 \times 10^6$, where transition from laminar to turbulent flow is assumed to occur at $x = 0.283$. The good agreement, except near the outer part of the disc, between the measured and theoretical Nusselt number (calculated from eqn (13)) suggests that the flow is indeed turbulent over most of the disc surface.

Fig. 7 Results for the free disc: $\text{Re}_b = 2.5 \times 10^6$, $\Delta t = 2.1s$

Referring to Fig. 7b, the agreement between the measured and computed values of $\theta$ at this comparatively high value of $\text{Re}_b$ is not as good as that for the lower Reynolds numbers. As $\text{Nu}$ increases with increasing $\text{Re}_b$, the disc cools off faster at the higher speeds, whereas the decay of 'residual radiation' from the heaters is unlikely to be significantly affected by $\text{Re}_b$. Consequently, the 'residual radiation' effect should be significant for a larger proportion of the test time at high $\text{Re}_b$. This could explain why, for the larger values of $x$ in Fig. 7, the measured cooling rates are smaller than the computed values.

Another point to note in Fig. 7b is that a minimum value of $\theta$ occurs at $x = 0.4$; for $x > 0.4$, the measured and computed values of $\theta$ vary little with time. This effect is attributed to heat transfer from the shaft bearing, adjacent to the back face of the disc, into the disc itself; the heat transfer is likely to be more significant at high speeds than at low speeds. The fact that the predicted values of $\theta$ are in good agreement with the measured values at these small radii gives ground for confidence in the use of eqn (28) for the boundary condition at the inner radius.

Having used the free disc as a datum from which to judge the numerical method, it is convenient to turn to the rotating cavity.

5.2 The rotating cavity

Figs 8 to 11 show the comparison between the computed and measured temperatures on the front face of the heated disc for a number of rotational speeds and coolant flow rates; all tests were conducted with a gap ratio of $G = 0.267$. The experiments were carried out in a similar way to that described for the free disc, and the symbols are defined in Section 5.1. The boundary conditions used for the computations presented below were the same as those used for the free disc with the exception that (for Figs 8a, 9a and 10a) Nusselt numbers appropriate for the rotating cavity (see Section 4.2.2) were used for the front face; these Nusselt numbers (together with values measured for the front face of the heated disc in the rotating cavity by Long (2)) are shown in the figures. To demonstrate the sensitivity of the computation of $\theta$ to the boundary conditions assumed for the front face, free-disc boundary conditions were used for both faces of the disc in the computations shown in Fig. 11.

Referring to Fig. 8a, where $\text{Re}_b = 1.6 \times 10^5$ and $C_w = 14000$, $\text{Re}_b < 6.63 C_w^{5/4}$ and so, according to the criterion given in Section 3.3, Ekman-layer flow does not occur in the rotating cavity. For this 'wall-jet regime', eqn (22) is used to provide the assumed boundary condition for the front face of the heated disc. Despite the fact that, in Fig. 8a shows, there are significant differences between the measured and assumed values of $\text{Nu}$ for the front face, Fig. 8b illustrates that there is reasonable agreement between the
measured and computed values of $\theta$. Other computations (not presented here) have also shown that eqn (22) produces reasonable predictions of $\theta$ in the 'wall-jet regime'.

In Fig.9, (where $Re_\theta = 2 \times 10^6$ and $C_w = 7000$), eqn (18) (with $C_f = 1.79$) implies that Ekman-layer flow should occur for $x > 0.65$, and eqn (19) is used to calculate $Nu$ for the front face of the heated disc in this region. In the source region, laminar and turbulent free-disc flow is assumed to occur for $x < 0.32$ and $0.32 < x < 0.65$, respectively; eqns (12) and (13), respectively, are used to calculate the laminar and turbulent Nusselt numbers. It can be seen from Fig.9a that these three equations provide only a rough approximation to the measured values: the latter do not exhibit discontinuities. However, although Fig.9b shows that the computed values of $\theta$ tend to overestimate the measured cooling rate, the errors are not significantly worse than those shown in Fig.7 for the free disc at $Re_\theta = 2.5 \times 10^6$. As explained in Section 5.1, the overestimate in the cooling rate is attributed largely to residual radiation from the heaters to the back face of the disc and uncertainty in the back-face air temperature; even if the assumed front-face Nusselt numbers were correct, the computed values of $\theta$ would still be in error.
Fig. 10 Results for the rotating cavity with radial outflow: $Re_f = 1.2 \times 10^6$, $C_w = 3500$, $\Delta t = 3.9s$

Symbols as for Fig. 8

Fig. 11 Results for the rotating cavity with radial outflow, using the free disc correlation for both faces: $Re_f = 1.2 \times 10^6$, $C_w = 3500$, $\Delta t = 3.9s$

Symbols as for Fig. 8

Despite experimental uncertainties and differences between the measured and the assumed Nusselt numbers, it would appear that the simple convective formulae presented in Section 3 could be used for design purposes to predict the transient temperature distribution in the heated disc in a rotating cavity. No claims are made that these formulae would produce acceptable results if used to predict the temperature distribution of a geometrically-complicated gas turbine disc operating at higher rotational Reynolds numbers, and under more extreme conditions, than those discussed in this paper. However, as stated in Section 3, work on the nonlinear boundary-layer equations is well advanced: solutions of these equations are expected to produce better predictions and have greater generality than those obtained from the linear equations on which the simple formulae were based.
In addition, heat transfer results have also been obtained from instrumented compressor discs at engine conditions (see Chew [15] and Long and Owen [16]). At these conditions, the measured temperatures are often 'noisy', and the computed heat fluxes are subject to large errors. It is therefore not always possible to compare the heat transfer results obtained from engines with those obtained in the laboratory. However, the validity of future experimental and theoretical correlations could be tested, under engine conditions, by extending the model discussed in this paper to predict the temperatures in an instrumented turbine disc.

6 CONCLUSIONS

Temperatures computed from the numerical solution of Fourier's equation have been compared with transient measurements made in a rotating-disc rig. The experiments were conducted for a heated free disc and for a heated disc in a rotating cavity with a radial outflow of cooling air. In both cases, the disc was heated to approximately 1000°C, and then the heaters were turned off and the surface temperature of the disc was measured as it cooled down. For the computations, convective boundary conditions were assumed for the back (heated) face and for the front (cooled) face of the disc.

For the free-disc tests, the Nusselt numbers for both faces were based on accepted theoretically-derived formulae for laminar and turbulent flow over a free disc. For the lowest rotational speed (Re = 1.6 x 10^5), the computed temperatures were in good agreement with the measured values. For the higher speeds (Re = 4 x 10^5 and 2.5 x 10^6), the computations overestimated the cooling rate. This overestimate was attributed mainly to uncertainties in the air temperature adjacent to the back face and to 'residual radiation' from the heaters after they were turned off.

For the rotating-cavity tests, the assumed Nusselt numbers for the front face of the heated disc depended on the coolant flow rate and the rotational speed. At relatively high flow rates, where Ekman-layer flow was not expected to occur, an empirical 'wall-jet' correlation was used. At relatively high rotational speeds, where Ekman-layer flow should occur, a theoretically-derived formula was used to calculate the Nusselt numbers for the Ekman-layers in the outer part of the cavity, and the free-disc Nusselt numbers were used for the source region in the inner part of the cavity. For all the tests, the free-disc Nusselt numbers were used for the back face of the disc. Computed temperatures, obtained using these Nusselt numbers to provide boundary conditions, were in reasonable agreement with measured values for a range of rotational speeds and flow rates. It was concluded that the simple formulae, from which the Nusselt numbers had been derived, could be used for design purposes to predict the transient temperature distribution in the heated disc of a rotating cavity. However, care would be necessary if the formulae were used for gas-turbine applications.
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DISCUSSION

D.E. Metger, US

In some of the Nusselt number distributions presented in the paper, NU goes to zero and perhaps even negative at the outer radius. Can you give some explanation for this behaviour?

Author's Reply

The reference temperature used in the definition of the Nusselt number is $T_e$, the temperature of the air entering the cavity. As the Ekman layers on the discs do not entrain fluid (although there may be some mass exchange between the Ekman layer on the hot disc and that on the cold disc), there may be a point on the disc where the temperature of the fluid reaches that of the disc itself. If, as happens in our experiments, the disc temperature decreases with increasing radius at the outer part of the disc, then the heat will flow from the 'cooling' fluid to the hot disc; under these conditions, the Nusselt numbers become negative. Such negative Nusselt numbers have been measured, and predicted, at the University of Sussex.

J. Fabri, Fr

Did you try out your correlation on less simple geometries?

Author's Reply

We have plans to investigate the effect of non-axisymmetric geometry on the flow and heat transfer in rotating cavities. However, paper No.36 by Reike, Radons and Hennelke provides evidence that correlations obtained on simple rotating cavities can be used to predict the temperatures in compressor rotors. More investigations are necessary before we can be confident that cross-axisymmetric geometry does not produce significant changes to the flow structure. The advice for the designer is to proceed with caution: caveat emptor!

S.C. Amra, Cn

Did you make any turbulence measurements? If not, then why not?

Author's Reply

We have made velocity measurements using LDA inside rotating cavities, and these are reported in Reference 11. However, turbulence measurements are difficult to make, and they are likely to be of less importance for the understanding of Ekman-layer flow than is the case for the boundary layer flow that occurs on turbine blades.
HEAT TRANSFER IN GAS TURBINE COMBUSTORS
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ABSTRACT

The paper deals with heat transfer problems in gas turbine combustors. The basis for the discussion is the treatment of the heat generation in the combustor.

The heat is generated through chemical reactions that take place when reactants are mixed at molecular scale at sufficient high temperature. It is known that the microscale processes which are decisive for the molecular mixing as well as the dissipation of turbulence energy into heat are severely intermittent, i.e. concentrated into isolated regions whose entire volume is only a small fraction of the volume of the fluid.

The paper reviews the Eddy Dissipation Concept (EDC) for chemical reactions in turbulent flow developed by Magnussen. The EDC is a reactor concept which is unique in that it takes into account the intermittent behaviour of the smallscale structures on the chemical reactions. Both fast and slow chemical reactions can be treated simultaneously. Flame stabilization, extinction and ignition characteristics, as well as blow-off turbulence flame propagation velocities and reaction rates will be discussed in relation to the EDC.

Computation of heat transfer rates to the walls taking into account the cooling effect of the secondary air will be demonstrated. The physical implications of the various sub-models will be discussed.

NOMENCLATURE

\begin{itemize}
  \item $a$: constant
  \item $b^c$: constant
  \item $c^l$: local time mean concentration
  \item $c^p$: concentration of products
  \item $c^s$: specific heat
  \item $F^o$: nozzle diameter
  \item $F$: flatness factor
  \item $G$: characteristic fine structure flatness factor
  \item $G^r$: turbulence energy production term
  \item $h^l$: linear termination coefficient of gravitation constant
  \item $h^o$: coefficient of linear termination on soot particle
  \item $i$: reaction enthalpy difference
  \item $j$: internal energy
  \item $k$: turbulence kinetic energy
  \item $l^s$: characteristic length scale of fine structures
  \item $l^e$: conditional characteristic length scale of time structures
  \item $L$: characteristic turbulence length scale, mixing length
  \item $L^o$: characteristic turbulence length scale at different structure level
  \item $m$: mass concentration (kg/kg)
  \item $m^o$: exchange rate of mass with fine structures
  \item $m^a$: exchange rate of mass with fine structures within fine structure region
  \item $m^s$: mass of soot particle (kg/part)
  \item $n^c$: concentration of soot particles (part/m$^3$)
  \item $n^e$: characteristic size of soot particle
  \item $n^e$: rate of spontaneous formation of nucleus (part/m$^3$/s)
  \item $n^e$: rate of nucleus formation
  \item $n^i$: rate of soot formation
  \item $n^f$: rate of soot formation
  \item $p$: pressure
  \item $P^r$: Reynolds number
  \item $P^r_u$: rate of fuel combustion (kg/m$^3$/s)
  \item $P^r_n$: rate of nucleus combustion (part/m$^3$/s)
  \item $P^r_c$: rate of nucleus formation
  \item $P^r_s$: rate of soot combustion
  \item $R^r$: turbulent Reynolds number
  \item $T$: stoichiometric oxygen requirement to burn 1 kg fuel
  \item $S$: source term
  \item $T$: temperature (K)
  \item $T^e$: excess temperature of reacting fine structures
  \item $U$: turbulent flame velocity
  \item $U^l$: laminar flame velocity
  \item $u^i$: mean flow velocity
  \item $u^g$: characteristic velocity of fine structures
\end{itemize}
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u^* )</td>
<td>conditional characteristic velocity of fine structures</td>
</tr>
<tr>
<td>( u' )</td>
<td>turbulence velocity</td>
</tr>
<tr>
<td>( u'^* )</td>
<td>characteristic turbulence velocity at different structure level</td>
</tr>
<tr>
<td>( x )</td>
<td>axial coordinate</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>fractional conversion parameter</td>
</tr>
<tr>
<td>( \gamma_k )</td>
<td>mass fraction of specie ( k )</td>
</tr>
<tr>
<td>( \gamma_l )</td>
<td>lateral coordinate</td>
</tr>
<tr>
<td>( c_\rho )</td>
<td>density</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>rate of dissipation of turbulence kinetic energy</td>
</tr>
<tr>
<td>( \epsilon^*_y )</td>
<td>conditional dissipation rate for fine structures</td>
</tr>
<tr>
<td>( \mu^* )</td>
<td>effective viscosity</td>
</tr>
<tr>
<td>( \mu^*_C )</td>
<td>effective turbulent viscosity</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>turbulent Prandtl/Schmidt number</td>
</tr>
<tr>
<td>( \sigma_{ij} )</td>
<td>stress tensor</td>
</tr>
<tr>
<td>( \nu )</td>
<td>kinematic viscosity</td>
</tr>
<tr>
<td>( \nu^*_y )</td>
<td>intermittency factor, mass fraction occupied by fine structures</td>
</tr>
<tr>
<td>( \gamma_A )</td>
<td>mass fraction occupied by fine structures</td>
</tr>
<tr>
<td>( \gamma_A^* )</td>
<td>mass fraction of fine structure regions occupied by fine structures</td>
</tr>
<tr>
<td>( \tau )</td>
<td>time scale for the fine structure</td>
</tr>
<tr>
<td>( \tau_C )</td>
<td>chemical time scale</td>
</tr>
<tr>
<td>( \tau_F )</td>
<td>time scale for the fine structure regions</td>
</tr>
<tr>
<td>( \tau_M )</td>
<td>bulk mixing timescale</td>
</tr>
</tbody>
</table>

INTRODUCTION

The heat transfer in a gas turbine combustor is strongly dependent on the evolution of the combustion. Characteristics of the combustion is dependent on chemical and physical properties of the fuel as well as on flow and turbulence characteristics.

In this respect the fine structures of turbulence are believed to play an important part. The characteristics of these structures are in developed turbulence structure, dependent on turbulence quantities like the turbulence kinetic energy, its rate of dissipation and consequently on length scales. These quantities are strongly dependent on the flow evolution from the intake to the completion of the combustion and consequently on the interaction between the flow and the surrounding walls.

The various physical processes going on in the combustor are strongly linked, and therefore make the discussion of the influence of a certain parameter difficult. However, the processes are of general physical nature and may be encountered in many different flow and combustion situations.

Today there exist models of many of the important physical processes going on in the combustion chamber. The preceding discussion is therefore based on general theoretical considerations, mathematical models and numerical simulations. Of special interest in this respect, is the Eddy Dissipation Concept for chemical reactions in turbulent flow, (EDC), developed by the author. This concept has been widely used for calculation of diffusion flames, premixed flames, explosion development, soot formation and combustion and internal combustion engines as well as for the study of extinction processes in turbulent combustion.

TURBULENT STRUCTURE AND CHEMICAL REACTIONS

Chemical reactions take place when reactants are mixed at molecular scale at sufficiently high temperature. In turbulent flow the reactant consumption is strongly dependent on the molecular mixing. It is known that the microscale processes which are decisive for the molecular mixing as well as dissipation of turbulence energy into heat are, severely intermittent, i.e. concentrated in isolated regions whose entire volume is a small fraction of the volume of the fluid.

These regions are occupied by fine structures whose dimensions are small in one or two directions, however not in the third. These fine structures are believed to be vortex tubes, sheets or slabs whose characteristic dimensions are of the same magnitude as the Kolmogorov microscale.

The fine structures are responsible for the dissipation of turbulence into heat. Within these structures one can therefore assume that reactants will be mixed at molecular scale. These structures thus create the reaction space for non-uniformly distributed reactants.

In a modelling context one can assume that the reactants are homogeneously mixed within the fine structures. Thus, in order to be able to treat the reaction within this space, it is necessary to know the reaction volume and the mass transfer rate between the structures and the surrounding fluid.

The following describes a concept for treating chemical reactions in turbulent flow which include basic features of the preceding.

Turbulence energy dissipation

In turbulent flow energy from the mean flow is transferred through the bigger eddies to the fine structures where mechanical energy is dissipated into heat. This process is schematically described in Fig.1.
In general, high Reynolds number turbulent flow will consist of a spectrum of eddies of different sizes. Mechanical energy is mainly transferred between neighbouring eddy structures as indicated in Fig. 1, for the same reason the main production of turbulence kinetic energy will be performed by the interactions between bigger eddies and the mean flow.

The dissipation of kinetic energy into heat, which is due to work done by molecular forces on the turbulence eddies, on the other hand mainly takes place in the smallest eddies.

Important turbulent flow characteristics can for nearly isotropic turbulence be related to a turbulence velocity, \( u' \), and a turbulent length, \( L' \). These quantities are linked to each other through the turbulent eddy velocity:

\[
\frac{v_t}{u'} = \frac{u'}{L'}
\]

Modelling interstructural energy transfer

Figure 2 schematically illustrates a model for the transfer of mechanical energy from bigger to smaller turbulent structures.

The first structure level represents the whole spectrum of turbulence which in an ordinary way is characterized by a turbulence velocity, \( u' \), a length scale, \( L' \), and vorticity, or characteristic strain rate

\[
w' = u'/L'
\]

The rate of dissipation can for this level be expressed by

\[
e = \frac{L'^2}{12} \frac{u'^2}{L'} + \frac{15}{\nu} \left( \frac{u'}{L'} \right)^{1.25}
\]

where \( \nu \) is a numerical constant.

The next structures level represent part of the turbulence spectrum characterized by a vorticity

\[
w' = 2w'
\]

velocity, \( u' \), and length scale, \( L' \). The transfer of energy from the first level to the second level is expressed by

\[
w' = \frac{L'^2}{12} \frac{u'^2}{L'} u'^2
\]

Similarly the transfer of energy from the second to the third level where

\[
w'' = 2w''
\]

is expressed

\[
w' = \frac{L'^2}{12} \frac{u'^2}{L'} u'^2
\]
The part which is directly dissipated into heat is expressed

\[ q^* = \xi^2 \cdot 15v \left( \frac{u^*}{L} \right)^2 \] (8)

The turbulence energy balance for the second structure level is consequently given by

\[ \xi^2 \left( \frac{u'}{L} \right) u'^2 = \xi^2 \left( \frac{u'^*}{L'} \right)^2 + 15v \left( \frac{u'^*}{L'} \right)^2 \] (9)

This sequence of turbulence structure levels can be continued down to a level where all the produced turbulence kinetic energy is dissipated into heat. This is the fine structure level characterised by, \( u'^* \), \( L'^* \), and \( w'^* \).

The turbulence energy transferred to the fine structure is expressed by

\[ w'^* = \xi^2 \cdot 6 \frac{u'^*}{L'^*} \cdot u'^2 \] (10)

and the dissipation by

\[ q'^* = \xi^2 \cdot 15v \left( \frac{u'^*}{L'^*} \right)^2 \] (11)

According to this model nearly no dissipation of energy into heat takes place at the highest structure level. Similarly it can be shown that 3/4 of the dissipation takes place at the fine structure level.

Taking this into account and by introducing \( \xi = 0.18 \) the following three equations are obtained for the dissipation of turbulence kinetic energy for nearly isotropic turbulence:

\[ \varepsilon = 0.2 \left( \frac{u'^*}{L'^*} \right)^3 \] (12)

\[ \varepsilon = 0.267 \left( \frac{u'^*}{L'^*} \right)^3 \] (13)

\[ \varepsilon = 0.67 v \left( \frac{u'^*}{L'^*} \right)^2 \] (14)

Introducing the Taylor microscale a fourth equation is obtained

\[ \varepsilon = 15v \left( \frac{u'^*}{L'^*} \right)^2 \] (15)
By combination of equations (13) and (14) the following characteristics (scales) for the fine structures are obtained

\[ u^* = 1.74 \langle e \cdot v \rangle^{1/4} \]  

and

\[ L_k = 1.43 \langle u^* \rangle^{1/4} \]  

where \( u^* \) is the mass average fine structure velocity. The scales are closely related to the Kolmogorov scales.

The fine structures

The tendency towards strong dissipation intermittency in high Reynolds number turbulence was discovered by Batchelor and Townsend, and then studied from two points of view: different statistical models for the cascade of energy starting from a hypothesis of local invariance or selfsimilarities between motions of different scales, and then by consideration of hydrodynamic vorticity production due to stretching of vortex lines.

It can be concluded that the small-scale structures who are responsible for the main part of the dissipation are generated in a very localized fashion. It is assumed that these structures consist typically of large thin vortex sheets, ribbons of vorticity or vortex tubes of random extension folded or tangled throughout the flow. (Figs. 3 and 4.)

**Fig. 3.** Schematic illustration of fine structures developed on a constant energy surface

**Fig. 4.** Schematic illustration of fine structure vortex
The fine structures are localized in certain fine structure regions whose linear dimensions are considerably larger than the fine structures therein. These regions appear in the highly stained regions between the bigger eddies.

Modelling characteristics of the fine structures

It is assumed that the mass fraction occupied by the fine structures, on the basis of consideration of the energy transfer to these structures (eqs. 12 and 13) can be expressed by

\[ \gamma = \left( \frac{u^*}{u} \right)^3 \]  
(10)

If it is assumed that the fine structures are localized in nearly constant energy regions, then the mass fraction occupied by the fine structure regions can be expressed by

\[ \gamma = \gamma_A \left( \frac{u^*}{u} \right)^2 \]  
(19)

giving the following expression

\[ \gamma_A = \frac{u^*}{u} \]  
(20)

Assuming nearly isotropic turbulence and introducing the turbulence kinetic energy and its rate of dissipation the following expressions are obtained:

\[ \gamma = 9.7 \left( \frac{\nu \cdot E}{k^2} \right)^{3/4} \]  
(21)

and

\[ \gamma_A = 2.13 \left( \frac{\nu \cdot E}{k^2} \right)^{1/4} \]  
(22)

Similarly by introducing the turbulence Reynolds number

\[ \gamma = 40.2 \cdot Re^{3/2} \]  
(23)

and

\[ \gamma_A = 3.42 \cdot Re^{1/2} \]  
(24)

Kuo and Corrsin have given some results for the flatness factor of \( \partial u/\partial t \) as a function of \( Re \) (Fig. 6). In order to compare the above results with these results an empirical expression has been developed for the relationship between the flatness factor and the intermittency factor:

\[ F = 1.5 + (1 + 1/\gamma) \]  
(25)

Figure 5 shows a comparison between some experimental results and the given empirical expression.

When eq. (25) is applied the following expression for the flatness factor for the fine structures is obtained.

\[ F_A = 1.5 + 0.44 \cdot Re^{0.5} \]  
(26)

Equation (26) is compared with the experimental results of Kuo and Corrsin in Fig. 5.
Fig. 5. Comparison between experimental results and empirical expression for the flatness factor as a function of the intermittency factor.

Fig. 6. Flatness factor of $\bar{u}/t$ as a function of $Re_\lambda$, compared with theoretical flatness factor for the fine structures.

From this comparison it can be concluded that the overall features of the physics seem to have been taken care of by the suggested expressions.

On the basis of simple geometrical considerations the transfer of mass per unit of fluid and unit of time between the fine structures and the surrounding can be expressed as follows

$$\dot{m} = 2 \frac{U^k}{L^\gamma} \gamma^\lambda$$  \hspace{1cm} \text{(27)}$$

Expressed by $k$ and $\gamma$ for early isotropic turbulence eq. (27) turns into

$$\dot{m} = 23.6 \left( \frac{k}{L^\gamma} \right)^{1/4} \frac{\gamma^\lambda}{k} \text{ (1/s)}$$  \hspace{1cm} \text{(28)}$$

The dissipative fine structures are localized within the fine structure regions. The localized mass transfer rate between the fine structures and the surrounding fluid may consequently be expressed

$$\dot{m}_A = \frac{\dot{m}}{\gamma_A} \text{ (1/s)}$$  \hspace{1cm} \text{(29)}$$

which combined with Eqs. (28) and (27) leads to

$$\dot{m}_A = 2 \frac{U^k}{L^\gamma} \gamma^\lambda \text{ (1/s)}$$  \hspace{1cm} \text{(30)}$$
and consequently

\[ \dot{\epsilon}_A = 11.08 \cdot \frac{E}{k} \quad (1/\text{s}) \]  

(31)

The conditional dissipation rate for the fine structures may be expressed

\[ \dot{\epsilon}_s = \frac{E}{\gamma} \]  

(32)

which combined with Eqs. (13) and (18) transforms into

\[ \dot{\epsilon}_s = 0.267 \cdot \frac{u^3}{\gamma} \]  

(33)

Consequently the individual structures may be characterized by

\[ \dot{\epsilon}_s = \dot{\gamma} \]  

(34)

and

\[ \dot{\epsilon}_s = L^s \]  

(35)

The characteristic time for the fine structures may be expressed as follows

\[ \tau_s = \frac{\gamma}{\dot{\gamma}} \]  

(36)

or

\[ \tau_s = \frac{\gamma_A^s}{\dot{\gamma}_A} \]  

(37)

where \( \gamma_A^s \), the mass fraction of the fine structure region occupied by the fine structures is

\[ \gamma_A^s = \frac{\gamma_A}{\dot{\gamma}_A} \]  

(38)

**Molecular mixing and reaction processes**

The rate of molecular mixing is determined by the rate of mixing between a certain fraction, \( \chi \), of the fine structures and the rest of the fluid, \( \dot{\gamma}_A \), can for a certain species, \( i \), be expressed as follows:

\[ \dot{\gamma}_i = \dot{\gamma} \cdot \chi \cdot \left( \frac{C_i^0}{\gamma} - \frac{C_i^s}{\gamma_A} \right) \]  

(39)

where \( \dot{\gamma} \) and \( \chi \) refer to conditions in the fine structure and the surrounding.

The mass transfer rate can also be expressed per unit volume in the fine structure fraction, \( \chi \), as

\[ \dot{\gamma}_i = \frac{\mu \cdot C_i^0}{\gamma_A} \cdot \chi \cdot \left( \frac{C_i^0}{\gamma} - \frac{C_i^s}{\gamma_A} \right) \]  

(40)

Finally, the concentration of a species, \( i \), in the fraction, \( \chi \), of the fine structures and in the surrounding is related to the mean concentration by:

\[ \frac{C_i}{\gamma} = \frac{C_i^0}{\gamma_A} \cdot \chi \cdot \frac{\gamma_A}{\gamma} + \frac{C_i^0}{\gamma} \cdot \left( 1 - \chi \cdot \frac{\gamma_A}{\gamma} \right) \]  

(41)

It is now possible to put up balance equations for reaction processes and the surrounding fluid including chemical kinetic rate expressions.

**Combustion rates**

If the rate of reaction between fuel and oxygen is considered infinitely fast, the rate of reaction will be limited by the mass transfer between the bulk and the fine structures. If the reaction took place in all the fine structures, the rate of combustion would be expressed by:
where \( c_{\text{min}} \) is the smallest of \( c_{\text{fu}} \) and \( c_{O_2} / r_{\text{fu}} \), where \( c_{\text{fu}} \) and \( c_{O_2} \) are the the local mean concentrations of fuel and oxygen, and \( r_{\text{fu}} \) the stoichiometric oxygen requirement.

Not all the fine structures will be sufficiently heated to react. This is obviously the case in combustion of premixed gases where both fuel and oxygen are present in the fine structures.

The fraction of the fine structures which reacts can be assumed proportional to the ratio between the local concentration of reacted fuel and the total quantity of fuel that could react:

\[
x = \frac{1}{\gamma} \frac{c_{\text{pr}}/(1 + r_{\text{fu}})}{c_{\text{pr}}/(1 + r_{\text{fu}}) + c_{\text{min}}}
\]

where \( c_{\text{pr}} \) is the local mean concentration of reaction products. Equation (43) implies the assumption that the reaction will take place within the fine structure regions where the concentration of reactive species and temperature are high, for the rate determining species, significantly higher than the time mean values.

In cases where the concentration of reaction products are very small, \( \gamma \) in the denominator implies that the products are kept within the fine structure regions.

By combination of equations (42) and (43) the following general equation is obtained for the rate of combustion at infinite reaction are between fuel and oxygen:

\[
R_{\text{fu}} = \dot{\epsilon} \frac{x c_{\text{min}}}{1 - \gamma x}
\]

The reacting fine structures under these conditions will have a temperature, \( \Delta T \), in excess of the local mean temperature:

\[
\Delta T = \frac{\Delta H_R \cdot c_{\text{min}}}{\Theta \cdot c_p}
\]

where \( \Delta H_R \) is the heat of reaction and \( c_p \) the local specific heat capacity. The temperature, \( T^* \), of the reacting fine structures is consequently:

\[
T^* = \bar{T} + \Delta T
\]

and the surrounding temperature:

\[
T^0 = \bar{T} \cdot \frac{\gamma^*}{\gamma^* - \gamma} - \Delta T
\]

where \( \bar{T} \) is the local time mean temperature.

**Chemical controlled reaction rate**

On the basis of the previous there can be defined characteristic mixing time scales:

The bulk mixing time scale:
\[
T_H = \frac{1}{\dot{\epsilon} m}
\]

The fine structure time scales:
\[
x^* = \gamma^* \dot{\epsilon} / \dot{\epsilon}
\]
\[
\tau_{\gamma^*} = \frac{T_{\gamma^*}}{\dot{\epsilon}}
\]
\[
\tau_{\gamma^*} = \frac{T_{\gamma^*}}{\dot{\epsilon}}
\]
These time scales can be compared with chemical kinetic time scales in order to establish whether the reaction is mixing or chemical controlled, and even established criteria for extinction of flames.

**Extinction**

According to the previous concept heat and mass balance including chemical kinetics can easily be set up for the fine structures and the surrounding fluid. Consequently, knowing the chemical kinetics, a criterion for the extinction of the fine structures can be obtained. When a typical timescale for the combustion reaction is small compared to the residence time the fuel consumption is independent of chemical kinetics and is purely a hydrodynamic problem. However, when the residence time becomes smaller than a typical chemical time scale, the reaction will not be completed in the fine structure and the fuel consumption is strongly influenced by chemical kinetics. As the residence time decreases extinction will finally occur.

The chemical time scale, however, is not a uniquely defined quantity. Many different expressions can be found in the literature describing the various steps in the reaction process. In addition it is very difficult to find relevant data for different fuels.

In a typical turbulent combustion situation it is believed that radicals are already present in the regions where the fine structures are located. When it is further assumed that the internal mixing inside the fine structures are fast, then the fine structures can be considered as a well stirred reactor.

On the basis of the previous the fractional conversion parameter for the reactor is defined as (cfr. Fig. 7) ref. 5.

\[
\gamma = \frac{c_f^0 - c_f}{c_f^0} \frac{t^*}{\tau_{\text{ext}}} \frac{c_f^0}{c_f^0}
\]

**Fig. 7.** Schematic illustration of a reacting fine structure

For a one step irreversible reaction the mass and heat balance for the fine structure can be expressed as

\[
\gamma = \frac{\dot{m}_f - \dot{m}_f^0}{\dot{m}_f^0} \frac{t^*}{\tau_{\text{ext}}}
\]

and

\[
\gamma = \frac{c_p (T_f - T_f^0)}{\Delta H_p c_f^0}
\]

where the fine structure is considered to be adiabatic and the specific heat of the fluid is assumed to be constant. The extinction time scale can then be found from eq. (52) and (53) according to Fig. 8, where the extinction time scale $\tau_{\text{ext}}$ is indicated.
Fig. 8. Schematic illustration of Extinction in the fine structure 
\[ T_e^* > T_{ext} > T_f^* \]

**Turbulent flame propagation**

The propagation of a plane flame in turbulent flow can be expressed by

\[
U_B \frac{\partial T}{\partial x} = \frac{v_f}{\sigma} \frac{\partial^2 T}{\partial x^2} + R_{fu}
\]  
(54)

where \( U_B \) is the turbulent flame propagation velocity, \( v_f \) is the turbulent viscosity and \( \sigma \) is the turbulent Schmidt number. With \( R_{fu} \) expressed according to eq. (41) the only physically meaningful solution to eq. (54) reads:

\[
U_B = 2 \left( \frac{v}{\sigma} \right)^{1/2}
\]  
(55)

By introducing the turbulent viscosity from the k-ε-model this transforms into:

\[
U_B = 2 \left( \frac{k}{\epsilon} \right)^{1/2}
\]  
(56)

In a typical shear flow situation \( k = u'^2 \) and \( \epsilon = 1 \). This gives a turbulent flame propagation velocity:

\[
U_B = 2u'
\]  
(57)

This is generally in relatively close agreement with the experimental data collected by Bradley et al. (1981), fig. 9, and data from Andrews et al., fig. 10.

![Experimental data comparison](image)

**Fig. 9. Comparison of predicted flame velocity**

Experimental data by Abdel-Gayed and Bradley.
Fig. 10. Comparison of predicted flame velocity experimental data by Al Dabbagh and Andrews.

Fig. 11. Schematic illustration of the turbulent flame propagation velocity variation.

The abrupt extinction has been shown experimentally by Chen et al. (1976)². In these experiments extinction for a methane mixture occurred at a fine structure time scale of approximately $T^* = 10^{-4}$ s. This is close agreement with the chemical time scale deduced from the global reaction rate used by Bradley et al. (1976) (1976) and is also in reasonable agreement with the multistep kinetic calculations for methane-air mixture reported by Hattanay (1976)¹.

Modeling of soot formation and combustion in turbulent flames:

The modeling of soot formation has been based on the two equations as used previously by Magnussen et al. (1976, 1977, 1978). An equation for the rate of formation of radical nuclei is expressed by

$$R_n = n_0 \exp \left(-\frac{E}{RT} \right) \left[ \text{part/m}^3/\text{s} \right]$$

where $n_0$ is the concentration of soot particles and $n_0$ is the rate of spontaneous formation of radical nuclei.

$$n_0 = \frac{C_{fu}}{m_{fu}} \exp \left(-\frac{E}{RT} \right) \left[ \text{part/m}^3/\text{s} \right]$$

where $C_{fu}$ is the mean concentration of fuel (kg/m³), $m_{fu}$, and $a_{fu}$ are certain constants. The rate of soot particle formation is expressed by

$$R_{sp} = m_p (a_{sp} + b_{sp}n) \left[ \text{kg/m}^3/\text{s} \right]$$

where $m_p$ is the mass of a soot particle (kg/part), and $a$ and $b$ are constants.
Soot was allowed to be formed both in the heated fine structures and in the surrounding fluid, and it was assumed that the mass fraction of the fuel contained in the heated fine structures was proportional to \( \gamma \). Local equilibrium with the surrounding fluid was assumed for the fine structures leading to the following equations:

\[
R_{n,f} = \frac{\partial}{\partial t} \left( \gamma \frac{\partial \gamma}{\partial t} \right) + \frac{\partial}{\partial x} \left( \gamma \frac{\partial \gamma}{\partial x} \right) = 0
\]

and

\[
R_{\gamma,f} = \frac{\partial}{\partial t} \left( \gamma \frac{\partial \gamma}{\partial t} \right) + \frac{\partial}{\partial x} \left( \gamma \frac{\partial \gamma}{\partial x} \right) = 0
\]

The mean rates of reaction could then be expressed by

\[
R = n_{0,1} \gamma \frac{\partial \gamma}{\partial t} + n_{0,1} \gamma \frac{\partial \gamma}{\partial x} + \frac{\partial}{\partial t} \left( \gamma \frac{\partial \gamma}{\partial t} \right) + \frac{\partial}{\partial x} \left( \gamma \frac{\partial \gamma}{\partial x} \right)
\]

The mean rates of nucleus and soot particle combustion are expressed by Eq. 4 (as follows):

\[
R_n = R_{fu} \gamma / \gamma (\text{part/m}^3/s)
\]

and

\[
R_s = R_{fu} \gamma / \gamma (\text{kg/m}^3/s)
\]

Fig. 12 Variation of mean value of soot concentration along the axis of acetylene diffusion flame. Comparison between prediction and experimental results.

**HEAT TRANSFER TO THE INTERNAL WALLS OF A COMBUSTOR**

Simplified calculations of the surface temperature of the internal wall of a combustor by application of film cooling have been performed (Fig. 13).

The calculation domain was divided into two regions, the central region and the film boundary region.
Combustion, heat and mass transfer in the central region was calculated on the basis of the methods described above. A boundary layer calculation was performed for the film boundary region. The calculations were compared with experimental data from Ref. 26. A comparison between experimental and calculated film cooling efficiency is shown in Fig. 15. (For the case where the radiation heat transfer is negligible.) The main problem in this case was the establishment

![Graph](image)

**Fig. 15.** Film cooling efficiency as a function of distance upstream from inlet slot.

Figure 15 gives a comparison between experimental data and calculations for a combustion case and two slot heights.
CONCLUSION

This paper has reviewed in detail a method for calculation of combustion characteristics of gas turbine combustors. The method which is extensively used may treat stationary as well as non-stationary combustion problems. Some simplified calculations of internal surface temperature of a combustor by film cooling is shown. This problem is both a computational problem as well as a mathematical modeling problem, where especially the boundary problems are considerable.

It may, however, be concluded that calculations of practical relevance may be performed even for rather complex geometries.

APPENDIX.

Conservation equations.

Mass:

$$\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u)}{\partial x} = 0$$

Momentum:

$$\frac{\partial (\rho u)}{\partial t} + \frac{\partial (\rho u^2)}{\partial x} - \frac{\partial P}{\partial x} + \frac{\partial (\mu \text{eff} \frac{\partial u}{\partial x})}{\partial x} = 0$$

Internal energy:

$$\frac{\partial q}{\partial t} + \frac{\partial (q u)}{\partial x} - h u^2 \frac{\partial u}{\partial x} - \frac{\partial (q_k)}{\partial x} = 0$$

where

$$u_{ij} = \rho \delta_{ij} \cdot \theta_{ij}$$

$$\nu_{ij} = u_{ij,1} \cdot \nu_{ij,1}$$

$$\mu_{ij} = \text{eff} \cdot \nu_{ij}$$

and

$$\nu_l = \frac{C_{\nu}}{k}$$

Turbulence kinetic energy, k:

$$\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x} (\rho k u) - \frac{\partial}{\partial x} \left( \frac{\mu_{ij}}{\partial x} \right) = \frac{\partial}{\partial x} \left( \frac{\partial k}{\partial x} \right)$$
Dissipation of turbulence kinetic energy:

\[
\frac{\partial (\rho e)}{\partial t} + \frac{\partial (\rho e u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\mu_{\text{eff}}}{\sigma_e} \frac{\partial e}{\partial x_j} \right) = S_e
\]

(75)

Mass fraction of species \( k \):

\[
\frac{\partial (\rho Y_k)}{\partial t} + \frac{\partial (\rho Y_k u_j)}{\partial x_j} = \frac{\partial}{\partial x_j} \left( \frac{\mu_{\text{eff}}}{\sigma_{Y_k}} \frac{\partial Y_k}{\partial x_j} \right) = S_{Y_k}
\]

(76)

**Source terms**

- \( S_1 = R_{fu} \Delta H_R \)
- \( S_k = \dot{G} - \dot{Q}_k \)
- \( S_e = C_2 \frac{\rho \dot{Q}_k}{C_3} \cdot \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} \)
- \( S_{Y_k} = R_{fu} \)
- \( \dot{R}_{fu} = m \frac{3}{1 - Y_{\text{min}}} \dot{Y}_{\text{min}} \)

(77) to (81)

where

\[
\dot{Y}_{\text{min}} = \dot{c}_{\text{min}}
\]

\[
G = \dot{u}_k \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} \frac{\partial u_k}{\partial x_j} + \dot{Q}_k \]

(82) to (84)

**Constants**

- \( c_1 = 0.89 \), \( c_2 = 1.44 \), \( c_3 = 1.92 \), \( c_4 = 0.379 \)
- \( a_k = 1.0 \), \( a_k = 1.3 \), \( a_4 = 0.7 \)
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DISCUSSION

A.M. Mellor, US

Do you plan to measure or predict (1) liquid spray flames or (2) flames with much higher turbulence intensity so that your results are more representative of gas turbine conditions?

Do the output parameters of your soot formation/oxidation model meet all requirements for a four or six flux radiation model calculation?

Author's Reply

We have been working with the experimental study and modeling of soot formation and combustion of various gaseous fuels. We are now starting a study dedicated towards combinations of gaseous and liquid fuels.

Due to the industry structure of our country we have not been especially directed towards gas turbine problems. However, we have been much occupied by combustion in highly strained turbulent flow, including flame quenching in the turbulent structure.

The output of the soot models readily goes into flux radiation models. We are generally using four or six flux models, like the model of Lockwood and Shae.
EFFECTIVENESS MEASUREMENTS FOR A COOLING FILM DISRUPTED BY A SINGLE JET WITH WALL PLUNGING

W. L. Burton

Department of Mechanical Engineering
Trent Polytechnic
Nottingham, NG1 4BU
United Kingdom

SUMMARY

Experimental measurements of the effectiveness downstream of a slot airflow with the jet airflow normal to the wall have been performed in a wind tunnel. The separate and combined effects of the slot and jet airflows with and without wall plunging on the effectiveness and flow characteristics are presented over a range of slot and jet airflow conditions relevant to gas turbine combustors.

The slot consisted of three rows of holes inclined at 10 degrees to the main airflow. The jet centre line was positioned one, two and three diameters downstream from the slot exit. The jet diameter corresponded to five slot heights. Three wall plunge heights were used and corresponded to 0.2, 0.4 and twelve jet diameters. The main airflow was constant at a Mach number of 0.05 and various combinations of the slot mass velocity ratio (0.5, 1.0 and 1.5) with the jet mass velocity ratio (0.5, 1.0 and 2.0) were tested. The effectiveness measurements covered an area eight jet diameters downstream of the slot exit by four jet diameters laterally.

The results show that the major interactions between the three airflows occur downstream of the jet centre line in a small region about three diameters long and two diameters wide. In general, such interactions reduce the effectiveness by up to forty percent when compared to the values with no jet injection. The combined and the separate effectiveness of the slot airflow and of the jet airflow are presented.

NOMENCLATURE

- \( c_{j} \) = helium concentration in jet airflow at exit
- \( c_{w} \) = helium concentration in wall airflow at exit
- \( c_{s} \) = helium concentration at wall for jet airflow
- \( D \) = jet diameter
- \( M_{m} \) = main airflow Mach number
- \( M_{j} \) = mass velocity ratio for jet \( (p_{m}U_{m})/p_{j}U_{j} \)
- \( M_{s} \) = mass velocity ratio for slot \( (p_{s}U_{s})/p_{w}U_{w} \)
- \( U_{j} \) = mean jet airflow velocity
- \( U_{m} \) = mean main airflow velocity
- \( U_{s} \) = mean slot airflow velocity
- \( x \) = distance downstream from slot exit
- \( y \) = lateral distance from the jet centre line
- \( z \) = distance measured vertically from wall
- \( \beta \) = angle of wool tuft or cotton thread to direction of main airflow
- \( \delta \) = displacement boundary layer thickness
- \( \eta_{jw} \) = impermeable-wall jet effectiveness
- \( \eta_{j} \) = impermeable-wall slot effectiveness
- \( \eta_{s} \) = impermeable-wall jet effectiveness
- \( \eta_{w} \) = wall effectiveness
- \( \lambda_{j} \) = distance between slot exit and jet centre line
- \( \epsilon \) = wall effectiveness
- \( \rho_{j} \) = jet airflow density
- \( \rho_{m} \) = main airflow density
- \( \rho_{s} \) = slot airflow density
- \( \rho_{w} \) = wall airflow density
- \( \phi \) = jet airflow density

INTRODUCTION

The walls of gas turbine combustors are usually maintained at acceptable temperatures by cooling films of air injected parallel to the wall through slots. However, air needs to be added to the primary, secondary and tertiary zones of the combustor. This is achieved by injecting jets of air normal to the wall, which inevitably disrupt the cooling film and give rise to high temperature areas and hot spots downstream of the jets.

In order to obtain a detailed understanding of some of the phenomena involved a program of research has been undertaken (1). This covers flow visualisation, effectiveness and heat transfer coefficient measurements downstream of a slot exit, for various combinations of slot and jet geometries and airflow conditions. For a range of jet and slot airflow conditions, some of the flow visualisation and effectiveness results are presented here for a single jet disrupting a cooling film from a slot. The paper aims to describe how the wall plunge heights for the jet and the distance of the jet centre line downstream of the jet slot exit affect the effectiveness.

A brief description of the airflow rig, the working section base, plate end some of the measurement techniques used, are included. Further information can be found in (2), and a comprehensive description of the design and construction of the airflow rig, its instrumentation and verification can be found in (1).

AIRFLOW RIG AND MEASUREMENT TECHNIQUES

The airflow rig consists of three separate systems each supplying an airflow to the working section. For the main system, or wind tunnel, ambient air is drawn in through filters by a centrifugal fan with a variable speed drive. The air then passes through a diffuser, a settling chamber containing a honeycomb and five screens and an contraction used to meter the flow. Although different in size the slot and jet systems prepare the airflows in a similar way.

The working section is 900 mm square and 740 mm long. It has fixed walls, an adjustable roof and the base, shown in Fig. 1, contains the slots for the boundary layer bleed; the test section for the effectiveness measurements and exits for the slot and jet airflows. Different slot heights were obtained by fitting inserts into the end of the jet pipe. Also shown in figure 1 are the slot holes, which is based on the pulse drilled designs that are now in use in some combustors. The inlet velocity and turbulence intensity profiles at the jet exit are similar to those for fully developed turbulent pipe flows and to a first approximation resemble those found in combustors.

The flow visualisation studies were made using tufts and DTA hot-wire anemometry with miniature probes. Initially 5 cm long cotton tufts were used, but subsequently it was found cotton thread 15 cm long was more sensitive. The results were photographed or sketched.
The impermeable-wall effectiveness was determined from helium concentrations at the wall and at the point of injection for the slot and jet separately, i.e., $\eta_j = c_{ij}/c_{ij}$ and $\eta_j = c_{ij}/c_{ij}$. About one percent of helium in air by volume was used. For each test forty-eight samples were measured with a katharometer. They were selected automatically every 20 s by a multi-port valve at a sampling flow of 2.5 cm$^3$/s. The samples were drawn from the test specimen through the valve, katharometer and rotameter by a vacuum pump.

**EXPERIMENTAL MEASUREMENTS**

The results of the preliminary calibration and verification experiments are summarised briefly in (2). Table 1 summarises the airflow conditions, tests and geometries. The measurement positions and the estimated 95 percent confidence intervals for the velocity and turbulence intensity profiles, and the tuft and effectiveness measurements are given below.

**TABLE 1 Airflow conditions, tests and geometries**

<table>
<thead>
<tr>
<th>$U_i/(m/s)$</th>
<th>16 (Ma = 0.05)</th>
<th>$U_j/(m/s)$</th>
<th>6</th>
<th>16</th>
<th>32</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
<th>0.5</th>
<th>1.0</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$U_i/(m/s)$</td>
<td>0.5</td>
<td>1.0</td>
<td>1.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$U_j/(m/s)$</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
<td>0.5</td>
<td>1.0</td>
<td>2.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- (a) Velocity and turbulence measurements
- (b) Tuft measurements
- (c) $\eta_j$ and $\eta_j$ measurements
- (d) $\eta_j$ measurements, $U_j = 0$

The pressure gradient is zero in the working section with no slot or jet airflow present.

**Measurement Positions (all dimensions in mm)**

- (a) $x = 43.3, 75.0, 100.0$ and 187.5; $y = 0$, and $0 < z < 100$. (b) As (a) but $y = 0$ and every 25 up to 100, and wool tufts every 10 with $y$ and immediately upstream, downstream and on either side of the jet exit. For a few tests a cotton thread was used at more positions. (c) A selection of 46 coordinates from an interesting grid of $x$ every 6.25 up to 75, every 7.5 up to 125 and then every 25.0 up to 187.5; and $y = 0$ and every 12.5 up to 90.

Figure 1 Slot, jet and wall plunging geometries
Estimates of 95 Percent Uncertainty Intervals

\( U_\alpha < 0.1 \text{ percent; } U_\beta < 2 \text{ percent; } U_\gamma < 3 \text{ percent; } \theta < 5 \text{ percent; } \eta < 1 \text{ percent; } n_\alpha < 2 \text{ percent; } x, y, z < 0.1 \text{ mm and low turbulence intensity < 12 percent. For turbulence intensities of } 10, 25 \text{ and 50 percent based on (7) the uncertainties are } 10, 17.5 \text{ and } 20.0 \text{ percent respectively.}

DISCUSSION OF RESULTS

Tufts

Like the results in (2) for \( z/D = 0 \), these results for \( z/D = 0.2 \) and 0.4 provide some indication of the direction and extent of the separate and combined airflows at the different test conditions. They show that increasing \( z/D \) increases the jet penetration for a given combination of \( M_h \) and \( M_j \), and allows which airflow enters underneath the trajectory of the jet airflow. It is mainly slot airflow when \( z/D = 0.2 \) and when \( z/D = 0.4 \) it is main airflow as well. The most significant contribution by the tuft results, and confirmed for some cases by using a cotton thread, is the position and size of the zone where reverse flows occur downstream of the jet, e.g., see figure 2. Some of the other detailed results are included in the subsequent sections where they assist in understanding the interacting airflows.

Figure 2 Sketch of cotton threads for \( x/D = 1.0, y/D = 0 \) and \( z/D = 0.4 \) for \( M_h = 1.0 \) and \( M_j = 2.0 \)

Velocity and Turbulence Intensity Profiles

Velocity and Turbulence Intensity Profiles for Slot Geometry. Figure 3 shows the type of velocity and turbulence profiles that can be expected to approach the jet airflows as they issue from the wall (\( z/D = 0 \)), or the wall plunging (\( z/D = 0.2 \) and 0.4). These profiles can only be an indication, because at the three downstream positions (\( z/D = 1, 2 \) and 3) they are measured without the jet being present; similarly for \( x/D = 0 \) for the boundary layer above the slot, the slot was not present. On figure 3, the height of the wall plunging is shown in relation to the superimposed cross-sectional drawing of the slot.

Figure 3 Velocity and turbulent intensity profiles with \( x/D = 0 \) and \( z \) for \( y/D = 0 \) and variations in \( M_h \) with \( x/D \) and \( y/D \) for variations in \( M_j \)

At \( x/D = 0 \) the profiles are for the turbulent boundary layer generated by the trip wire upstream of the slot exit. As this boundary layer airflow moves downstream, it mixes and contributes to the development of the slot airflow. For \( z/D = 0 \), the approaching airflow is always boundary layerlike when \( M_h = 0.5 \) and wall jetlike when \( M_h = 1.0 \) and 1.5. For \( z/D = 0.2 \), the jet exit plane is almost level with the top of the slot, so except for small changes due to increases in \( M_h \), the approaching airflow is predominantly the main airflow slightly modified by the turbulent boundary layer from above the slot exit. For \( z/D = 0.4 \), the jet exit plane is almost in the uniform velocity and turbulent region of the main airflow.
Velocity and Turbulence Intensity Profiles for Jet Geometry. These are shown in figure 4 at two mutually perpendicular diameters in the jet exit plane for jet mass velocity ratios of 0.6, 1.0 and 2.0. The velocity and turbulence profiles are similar to fully developed turbulent pipe flow. In the x direction the profiles are symmetrical about the jet centreline, but in the y direction they are not because of a right-angled bend upstream of the jet exit.

Velocity and Turbulence Intensity Profiles for Combined Slot and Jet Geometries. For a limited number of flow conditions, these profiles quantify and show clearly and in more details than with wool tufts, many features of the jet airflows.

Figure 5 shows how the resultant airflow from the jet at $M_j = 1.0$ and the slot at $M_s = 1.0$ changes as the wall plunging increases from $z_{wp}/D = 0$ to 0.2 and 0.4. At $x/D = 1.72$ there is a region of low velocity and high turbulence intensity which is characteristic of wake flow and increases in depth from the wall as $z_{wp}/D$ increases. Above these regions, the velocity profiles are similar to the fully developed pipe flow of the entering jet airflow; but distorted downwards and accelerated. The turbulence intensity "peaks" above and below these profiles at the mixing region between the top of the jet airflow and the main airflow, and between the bottom of the jet airflow and the slot and/or main airflow. The velocity of the airflow in the wakes for $z_{wp} = 0.2$ and 0.4 are higher than for $z_{wp} = 0$ and the turbulence intensities lower, probably because the slot airflow can pass more easily round the wall plunging than the interacting jet airflow. There is little difference between the velocities in the wakes for the wall plungings because they are deeper than the slot airflow (figure 5). However the turbulence intensity is lower for $z_{wp}/D = 0.2$ probably because the interaction is between the slot and jet airflows, whereas for $z_{wp}/D = 0.4$ it is between the jet, slot and main airflows.

Velocity profile, with $x/D$ and $z$ for $X_{wp}/D = 1.0$, $y/D = 0$, $M_s = M_j = 1.0$ and variations in $z_{wp}/D$ at $x/D = 2.99$ for $z_{wp}/D = 0$ the wake is deeper and has a slightly higher velocity but the airflow ab. It has decelerated considerably. For $z_{wp}/D = 0.2$ and 0.4 the velocity profiles close to the wall are no longer wake-like but are more jet-like with an associated reduction in turbulence intensity, indicating that the slot airflow coming around the wakes has re-established at the centre line. As might be expected, the velocity for $z_{wp}/D = 0.4$ is larger than for $z_{wp}/D = 0.2$ because it is easier for the slot airflow to enter underneath the jet airflow which is further above the wall. With the jet penetration and spread increasing into the same main airflow conditions, the difference between the maximum velocities is reduced. From the tuft results for $z_{wp} = 0$ at $x = 10, 20$ and 30 mm, $B = 10, 15$ and $5^\circ$, these correspond to $B = 30, 20, 15^\circ$ for $z_{wp}/D = 0.2$ and to $B = 40, 30$ and $20^\circ$ for $z_{wp}/D = 0.4$.

From $x/D = 2.99$ to 7.46, the development of the resultant airflow can be divided into two regions, above and the other below the loci of the maximum turbulence intensity away from the wall. Above the locus, the mixing of the main and the jet airflows continues to move outwards, moving in this direction, the local airflow velocities first increase and then decrease. Below the locus, as $z_{wp}/D$ decreases, the amount of the airflow reaching the centre line increases. Close to the wall the wake-like airflow for $z_{wp}/D = 0$ becomes jet-like as the velocity increases and the turbulence decreases. For $z_{wp}/D = 0.2$ and 0.4, the form of the profiles is jet-like and does not change with increasing $x/D$. Further downstream at $x/D = 3.90$ wool tufts show that the airflow is still moving away from the wall. For $z_{wp}/D = 0$ at $x = 10, 20, 30$ and 40 cm, $B = 20, 10, 10$ and $5^\circ$, these correspond to $B = 30, 30, 20$ and $10^\circ$ for $z_{wp}/D = 0.2$ and to $B = 40, 30$ and $20^\circ$ for $z_{wp}/D = 0.4$. Between $x/D = 7.46$ and 7.96 and below $x = 50$ cm, the velocity and turbulence intensity profiles undergo a significant development towards those for a turbulent boundary layer flow. Above this height, the mixing region continues to spread upwards into the main airflow and has reached $x = 70$ cm at $x/D = 7.46$. At this position, $B = 10^\circ$ for all $z$.

Figure 6a shows that the penetration of the jet airflow is not altered significantly by increasing $M_s$ from 0.5 to 1.5 for $z_{wp}/D = 0.2$ at $M_j = 1.0$. This is because the jet exit is above the slot airflow and the predominantly main airflow is not altered by increases in $M_s$. However, at any $x/D$ the amount of airflow below the mixing region increases with $M_s$. This probably arises because as the jet airflow moves away from the wall, the slot airflow moves into and behind the wake downstream of the wall plunging. For $z_{wp}/D = 0.4$, see figure 6b, the distance from the wall to the mixing region is by comparison everywhere longer than for the corresponding $x/D$ for $z_{wp}/D = 0.2$. The penetration of the jet airflow is again not altered significantly with $M_s$ because the jet airflow issues into the main airflow, but a trend with $M_s$ is discernible between $x/D = 1.72$ and 3.96. At $x/D = 1.72$ it is likely that the turning distorted jet...
Airflow is drawn towards the wall as $M_s$ decreases because less air is available to fill the wake. This lack of air is noticeable particularly at the wall for $M_s = 0.5$ at $x/D = 2.98$. Providing it, partically not, for high for intensity profiles for the two. For small decreases slightly or are constant. With a few exceptions, all the large changes for

<table>
<thead>
<tr>
<th>Velocity ratio</th>
<th>$M_s$</th>
<th>Turbulence intensity</th>
<th>$x/D = 0.1$</th>
<th>$y/D = 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$1.0$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$1.5$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Figure 6: Velocity and turbulence intensity profiles with $x/D$ and $z$ for $x_{ej}/D = 1.0$, $y/D = 0$, $M_j = 1.0$, variations in $M_s$ and (a) $z_{jp}/D = 0.2$ and (b) $z_{jp}/D = 0.4$

<table>
<thead>
<tr>
<th>Velocity ratio</th>
<th>$M_s$</th>
<th>Turbulence intensity</th>
<th>$x/D = 0.1$</th>
<th>$y/D = 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.5$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$1.0$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>$1.5$</td>
<td>0.5</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
</tbody>
</table>

Figure 7: Velocity and turbulence intensity profiles with $x/D$ and $z$ for $x_{ej}/D = 1.0$, $y/D = 0$, $M_s = 1.0$, variations in $M_j$ and (a) $z_{jp}/D = 0.2$ and (b) $z_{jp}/D = 0.4$

Figures 7a and b show that the resultant airflow changes are considerable as $M_j$ increases. Figure 7a shows at $x/D = 1.72$ the velocity of the airflow in the wake increases as $M_j$ increases, indicating it is easier for the slot and main airflow to enter underneath the jet airflow. By $x/D = 2.99$ the velocities and turbulence intensity profiles are similar for $M_j = 1.0$ and 2.0 and close to the wall they are boundary layer-like, but for $M_j = 0.5$ wake-like flow exists at least to $x/D = 3.98$. The development of the airflow close to the wall for $z_{jp}/D = 0.4$ shown by Figure 7b is more rapid because the jet exit is further from the wall. Also the higher wall plunging guides the slot and main airflow into the wake at shown at $x/D = 1.72$. This is particularly noticeable for $M_j = 2.0$ where the velocity profile retains its wake jetlike profile at a velocity ratio of nearly one. Between $x/D = 1.72$ and 2.99 the developments of the airflows close to the wall are nearly complete; the airflow for $M_j = 0.5$ needing a further distance to achieve the same development as the other two.

Effectiveness:

Included in figures 8 to 11 are the effectiveness results for the slot without the jet, and $H$, jet without the slot, i.e. a flat surface from the trip wire to the jet. These are respectively referred to as the "slot alone" or the "jet alone". It is relevant to note that by presenting $n_j$, $n_R$, and in effect $1 - n_{R,j}$, the composition of the resultant airflow at the wall can be apportioned to the jet, slot and main airflows respectively.

Variations with Wall Plunge Height. The main features of figures 9, 10 and 11 are discussed first. These provide an overview of how increasing $z_{jp}$ from 0 to 0.7 and 0.8 alters $n_j$, $n_R$ and $n_{R,j}$ with $x/D$, $M_s$ and $M_j$ for $x_{ej}/D = 1.0$ and $y/D = 0$. In general, increasing $z_{jp}/D$ decreases $n_j$ (figure 8) because the jet exit is lifted above the wall. Increases $n_R$ (figure 9) because the slot airflow can enter between the wall and the underside of the jet airflow, and decreases $n_{R,j}$ (figure 10) for $M_j = 0.5$ and 1.0 but increases $n_{R,j}$ for $M_j = 2.0$. The wakes formed downstream of the wall plunging seem to extend to about $x/D = 4$, e.g. see the $n_j$ and $n_R$ for $z_{jp} = 0.7$ and 0.8 where $M_j = 1.0$ and $M_j = 0.5$ as figures 9 and 10 respectively. Downstream of the wake, all the results for $n_j$ and $n_R$ with $x/D$ decrease slightly or are constant. With a few exceptions, all the large changes for
\( \eta_i \) and \( \eta_j \) with \( x/D \) occur in the wake region downstream of the wall plunging. Only when \( M_j = 0.5 \) and \( z_{jp}/D = 0 \) or 0.2 are the \( \eta_{ij} \) results similar to those for the slot alone, otherwise they are lower by more than 0.5.

Figure 8: \( \eta_i \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \) and variations in \( z_{jp}/D \), \( z_{p0} \), and \( \eta_j \)

Figure 9: \( \eta_j \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \) and variations in \( z_{jp}/D \), \( z_{p0} \), and \( \eta_j \)

Figure 10: \( \eta_{ij} \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \) and variations in \( z_{jp}/D \), \( z_{p0} \), and \( \eta_j \)

Figure 11: \( \eta_j \), \( \eta_{ij} \) and \( \eta_{ij} \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \), \( z_{jp}/D = 0 \) and variations in \( z_{p0} \) and \( \eta_j \)

Figure 12: \( \eta_j \), \( \eta_{ij} \) and \( \eta_{ij} \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \), \( z_{jp}/D = 0.2 \) and variations in \( z_{p0} \) and \( \eta_j \)

Figure 13: \( \eta_j \), \( \eta_{ij} \) and \( \eta_{ij} \) with \( x/D \) for \( x_{pj}/D = 1.0 \), \( y/D = 0 \), \( z_{jp}/D = 0.4 \) and variations in \( z_{p0} \) and \( \eta_j \)
Figures 11, 12 and 13 are included to provide an overview of the contribution of $\eta_j$ and $\eta_3$ to $\eta_3$ at the end of the wake. For $\eta_3$ for $x/D = 1$ and $y/D = 0$, when $z_j/D = 0$, 0.2 and 0.4 respectively. A general description of these results, during which a number of trends will be identified, a detailed discussion of the results for $z_j/D = 0.7$ with $x/D$ and $y/D$ will follow.

For $z_j/D = 0.2$, Figure 11 shows that except for the wake zone for $M_j - 0.5$, the $\eta_j$ results are lower than the corresponding results for the slot alone. If the results at $x/D = 1.72$ and $M_j = 2$ are excluded with those for $M_j = 0.5$ and $M_j = 1$, then the trend for $\eta_j$ with $x/D$ always decreases and the trend for $\eta_j$ always has a maximum at the end of the wake where $x/D$ is between 3 and 4. The contribution of $\eta_j$ to $\eta_3$ is generally lower when the slot airflow is boundary layer like ($M_j = 0.5$) than when it is wall jet like ($M_j = 1$ and 1.5).

For $z_j/D = 0.2$, Figure 12 shows that close to the jet exit the $\eta_j$ results are the same or slightly lower than those for the slot alone. Further downstream, the differences increase with $x/D$ and $M_j$, by about 0.3 at $M_j = 2$. The trends for $\eta_j$ and $\eta_3$ with $z_j/D$, when $M_j = 1.5$ with $M_j = 0.5$ and $M_j = 1.5$ with $M_j = 1$, are the same as those for $z_j/D = 1$. For all the other results, the trend is for $\eta_j$ to decrease with $x/D$. When $M_j = 1$, the trend is for $\eta_j$ to decrease with $x/D$. The trend for the remaining $\eta_j$ results with $x/D$ show $\eta_j$ is a maximum at about $x/D = 3$ when $M_j = 2$. This is just discernible. The contribution of $\eta_j$ to $\eta_3$ decreases as $\eta_j$ increases.

For $z_j/D = 0.4$, Figure 13 shows that the results for $\eta_j$ with $x/D$ are similar when the slot airflow is wall jet like ($M_j = 1$ and 1.5), and similar but lower when the slot airflow is boundary layer like ($M_j = 0.5$). When $M_j = 0.5$ with $M_j = 0.5$ and 1.0 the trends for $\eta_j$ and $\eta_3$ are the same as those described for $z_j/D = 0$; excluding the results at $x/D = 1.72$ for $M_j = 1$. All the other results for $\eta_j$ decrease with $x/D$. The results for $\eta_j$, when they are not zero ($M_j = 2$) first increase and then become constant.

Wall Plunge Height of 0.2. Figure 14 shows that the results for $\eta_j$ with $x/D$ and $y/D$ resemble a "long sloping mound". The slot airflow has caused all the results to be lower than those for the jet alone.

Large differences occur in the wake region, e.g., see figure 15, which extends downstream of the jet exit to about $x/D = 4$. Downstream of this the developments of the jet and slot airflow are similar. For all the results some of the jet airflow remains in contact with the wall, even though it is only just discernable when $M_j = 1.5$ and $x/D > 4$.

![Figure 14](image-url)  
*Figure 14. $\eta_j$ with $x/D$ and $y/D$ for $x_j/D = 1.0, z_j/D = 0.2$ and variations in $M_j$ and $z_j$.*

The results for $\eta_j$ with $x/D$ and $y/D$ for $M_j = 0.5$ and $M_j = 1$ are almost identical and similar to those for $M_j = 1.5$ and $M_j = 1$. The decrease in $\eta_j$ with $x/D$ indicates the jet airflow is spreading as it moves downstream and away from the wake. For $M_j = 0.5$, $\eta_j$ has a maximum at $x/D = 3$. This is consistent with the jet airflow being drawn down to the wall as it spreads and moves downstream. For $M_j = 1.5$, $\eta_j$ is a maximum. This is because the mean velocity of the jet, slot and main airflow are the same.

Figure 16 shows that $\eta_j$ with $x/D$ and $y/D$ resembles a "valley" when compared to $\eta_j$ for the slot alone. For $M_j = 0.5$ and $M_j = 1$ at $y/D = 0$ and $x/D > 0, \eta_j$ is a maximum. This position is about coincident with the end of the wake. It is suggested that the increase in $\eta_j$ which occur up to $x/D = 3.40$ and extend to about $y/D = 0.5$ are caused by the slot airflow as it moves downstream entering progressively the side of the wake. After which the slot airflow moves in behind the wake and underneath the developing airflow. The same trends occur for $\eta_j$ when $M_j = 1.5$ and $M_j = 0.5$ and 1.0.

For all the other results $\eta_j$ decreases more rapidly with $x/D$ at $y/D = 0$ than for the slot alone. This is probably because the slot airflow not only mixes with the main airflow but it moves underneath and mixes with the jet airflow as well. Downstream of the wake for $M_j = 1.5$ and $M_j = 0.5$ air is drawn up underneath the jet airflow as it moves away from the wall, and this extends beyond $y/D = 3.40$ for $z_j/D = 0.7$ to 7.44. The trend is more pronounced for $M_j = 1.5$. For $M_j = 1.5$ and 2.0 for $z_j/D = 0.5, 1.0$ it is less pronounced because the horizontal momentum of the jet airflow is greater, and so less likely to be drawn up underneath the jet airflow. For $\eta_j$ with $y/D = 7.44$ compared to the corresponding conditions for $z_j/D = 0.5$. 
Another trend present in nearly all the results is for \(y/D > 1\) when \(M_s\) with \(y/D\) is higher than \(M_s\) for the slot alone, e.g. when \(M_s = M_t = 0.5\) at \(x/D = 1.5\) to \(x/D = 7.46\). This is an indication that the slot airflow is forced to move out at the wall and go around the obstruction caused by the wall plunging and the jet airflow.

At \(x/D = 1.72\) for \(M_j = 2.0\) and \(M_t = 1.0\) and \(n_s\) is constant with \(y/D\), whereas at \(x/D = 2.52\) there is evidence of a wake. This is consistent with the slot airflow being drawn up behind the jet airflow, see figure 2.

All the \(n_{s,j}\) results with \(x/D\) at \(y/D = 0\) shown by figure 16 have the same trend and are lower than the corresponding results for the slot alone. Increasing \(M_j\) always decreases \(n_{s,j}\). At other \(y/Ds\) there are some instances where \(n_{s,j}\) is lower and higher than for \(n_s\) for the slot alone, e.g. when \(M_j = M_t = 0.5\) at \(x/D = 1.4\). Only for the results for \(M_s = 0.5\) and \(M_j = 1.0\) and \(2.0\) does the jet airflow disrupt the slot airflow behind \(y/D = 2\).

Wall plunge heights of \(Z_j = 2.4\) and \(Z_j = 12\). To examine the effect of increasing \(Z_j/D\) above 0.4 a limited number of tests were undertaken with the wall plunging extended to become a cylinder from the base to the roof of the working section, i.e. \(Z_j/D = 12\) and \(M_j = 0\). These results for \(n_t\) are shown in figure 17 with \(x/D\) and \(y/D\) for \(M_s = 0.5\), \(1.0\) and \(1.5\). These results are compared to the corresponding \(n_s\) results for \(Z_j/D = 0.4\) and \(M_j = 2.0\), where the jet airflow does not provide any of the airflow adjacent to the wall, i.e. \(n_j = 0.0\) and \(n_s = 0\) (see figure 13). Nevertheless the airflow adjacent to the wall is affected by the jet airflow. This is very evident for \(M_s = 0.5\) at \(y/D = 0\) and \(x/D = 1.72\) and 2.52. The differences are due to the wake downstream of the cylinder extending along its whole length, whereas the wake for the wall plunging only exists below the jet airflow as it moves away from the wall; see figure 18 at \(x/D = 1.72\) for \(M_j = 2.0\) and although for \(M_j = 1.0\) and not \(M_j = 0.5\) it will represent the type of airflow adjacent to the wall. Thus the wake downstream of the wall plunging can be filled from above by the main airflow entering underneath the jet airflow, but the wake for the cylinder can only enter from the sides. The jet airflow also draws up air as
it moved away from the wall causing $n_b$ for the cylinder to become larger off the centre line than for $x_{jD}/D = 0.1$ as $x/D$ increased, see figure 17 at $x/D = 1.72$ to 7.46. At $x/D = 1.72$ and 7.46 the $n_b$ results for $M_c = 0.5$ when compared to those for the slot alone show that the disturbance caused by the cylinder and wall pluming extend beyond $y/D = 1$.

For $x_{jD}/D = 0$ and $y/D = 0.2$ at $y/D = 0$ the $n_b$ results for increases in $x_{jD}/D$ gave closer to the results for $x_{jD}/D = 0$ for $x_{jD}/D = 2$ and 4 just downstream of the jet exit those for the slot alone. In general, this is because adjacent to the wall area of the slot airflow upstream of the jet is undisturbed and there is less slot airflow downstream to be disturbed. For $x_{jD}/D = 0$ $n_b$ is greater than $n_b$ for the slot alone because the contribution of $n_j$ increases with increases, with decreases in $x_{jD}/D$ jet downstream of the jet exit. Figure 17 gives some indication of how the slot airflow at the wall in reduced $x/D$ develops as it approaches the jet exit for $x_{jD}/D = 1$ to 3. For $x_{jD}/D > 2$ at $y/D = 0$ the $n_b$ results are greater than those for the slot alone for $x_{jD}/D = 1$ and 2. This indicates that obstruction to the slot airflow caused by the jet airflow with or without plunging is wider.
CONCLUSIONS

1 Experimental data showing the interaction of the jet and slot airflows, with and without plunging, and at three slot exit to jet centre line distances (x_{ej}) have been presented and some significant features discussed. In addition the separate contribution of the slot and jet airflows to the effectiveness are shown.

2 As is well known, the penetration of the jet into the mainstream increases with the jet mass velocity ratio (M_j) and as expected also with wall plunging height (x_{wp}/D).

3 The results show that the major interactions between the three airflows occur in a small region just downstream of the jet centre line (3 D long by ~ 1 D wide).

4 The effect of wall plunging is to increase the combined slot and jet effectiveness (n_{s+j}) for large jet mass velocity ratios (i.e. M_j > 2.0) but to reduce it for M_j = 1.0 and 1.5.

5 For most practical combustors, where M_j > 2 and the slot mass velocity ratio (M_s) > 1, n_s is lower than the undisturbed slot effectiveness (n_s) by about 0.3. Under these conditions increasing the wall plunging height (x_{wp}/D) appears to give a small increase in n_s. Although increasing x_{wp}/D beyond 0.4 is not likely to be beneficial.

Based on results for M_s = M_j = 1 the effect of the jet upon n_s can be reduced by increasing the slot exit to jet centre line distance (x_{ej}/D).
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DISCUSSION

R.Eggbrecht, Gc

(1) Can you please quote absolute values of concentration rates for injection?

(2) Did you measure local concentrations and what percentage of fluid flow was sucked for measurements?

(3) Finally, can you please quote the typical range of measurement errors?

Author's Reply

(1) One percent by volume for helium.

(2) There were 48 tappings three of which we used for reference (cyclic every 20 seconds). The suction rate was 2.5 cm^3/s although I did explore a range of a factor of 10 on that 2 up to 2.5 cm^3/s to see whether taking it away from the wall had any bearing on it — and it did not. So I am satisfied.

(3) On all the work we do we estimate the uncertainty on all the measured quantities and we calculate it on all those coming out. The results are all given in the paper.

S.Wittig, Gc

In correlating your data you use the mass velocity ratio. It seems, however, that the impulse ratio is the proper parameter as has been used in the work by Cox et al. as well as in own work. Which approach is to be preferred?

Author's Reply

No attempt has been made to regress the experimental data, only to describe the phenomena. The mass velocity ratios have been used to identify the experimental levels for the slot and jet airflow. The choice of mass velocity or momentum would not affect the presentation of the data. If regression of data is to be attempted it should be based on a model which could include four features of the interacting flows. These would include boundary layerlike and wall jetlike features and when the jet airflow does and does not lift off from the wall. For the slot airflow the mass velocity ratio would be appropriate. However for the jet airflow, its distance from the wall influences its contribution to the cooling at the wall. Therefore the momentum ratio would be appropriate.
Altemate Cooling Configurations
for Gas Turbine Combustion Systems

D. A. Nealy, S. B. Reider, and H. C. Mongia
Allison Gas Turbine Division
General Motors Corporation
Indianapolis, Indiana

SUMMARY

The purpose of this paper is to briefly review some of the work at Allison that has been aimed at the synthesis, characterization, and evaluation of several alternate types of advanced wall cooling schemes — specifically, film-convection cooling, laminated porous wall cooling, and angled, multihole (effusion) cooling. The concept definition, heat transfer performance characterization, and design problems associated with each basic concept will be reviewed, and relevant rig and engine experience will be cited. A brief assessment of the structural limitations of the several cooling schemes will also be made, together with a review of the key materials and fabrication considerations.

I. INTRODUCTION

Over the past 15 years, the problem of combustor liner cooling has received increasing attention. This trend reflects the continuing emphasis on turbine engine component performance improvement, as well as the concern regarding durability and service life depreciation as operating temperatures are increased. Although attention to cooling problems has traditionally been focused on the high pressure (HP) turbine for obvious reasons, combustor liner cooling should be viewed as a technical problem of at least equal importance, and one which must be systematically addressed if projected performance gains and durability improvements (in both combustor and turbine components) are to be achieved.

At the comparatively modest burner outlet temperature (B0T) levels typical of all but the most recent production turbine engines (BOT = 1510K), experience has shown that liner wall cooling could be effectively achieved with simple film cooling from slots and louvers. In this situation, relatively massive tangential slot flows provide sufficient gas side cooling air film protection so that gas to wall heat flux levels can be reduced to manageable levels. The system has the inherent advantage of simplicity, and fabrication techniques are well in hand. Furthermore, the large tangential slot flows tend to produce a more nearly two-dimensional (2-D) flow situation in the near wall region, masking to some extent the troublesome three-dimensional (3-D) flow field effects always present in combustors.

The principal disadvantage of the pure film cooling approach is that the heat sink potential of the cooling air (in terms of active wall cooling) is not effectively utilized, and cooling air flows represent a significant portion of the total flow entering the combustor — often as much as 50 or 60% of the total. This situation becomes aggravated as burner outlet temperatures are progressively increased because the percentage of total airflow required to support combustion (and effectively control burner pattern) soon exceeds that which is available. Consequently, attention must be focused on wall cooling schemes that make more efficient use of cooling air, allowing the designer more latitude in overall secondary airflow management.

The purpose of this paper is to briefly review some of the work at Allison that has been aimed at the synthesis, characterization, and evaluation of three alternate types of advanced wall cooling schemes: film-convection cooling, transpiration cooling, and effusion cooling. In the material to follow, the concept definition, heat transfer performance characterization, and design problems associated with each basic concept will be reviewed, and relevant engine experience will be cited.

II. GENERAL LINER COOLING CONSIDERATIONS

The principal schemes, which, reflecting practical considerations, appear the most candidate approaches for combustor linear wall cooling, are shown conceptually in Figure 1. As stated in the Introduction, simple slot film cooling has traditionally received the most attention both in terms of application and fundamental studies. Because the integrity of the slot air film is the key to cooling performance in these systems, most fundamental work has been focused on characterization of slot/jet interaction with the wall and the mainstream, and the extent to which mixing destroys the insulating effect of the air film. These studies range from characterization of asymptotic (far downstream) behavior in low turbulence situations (Ref 1-4) to more detailed studies of flow/hot heat transfer behavior in the near slot region, including the effects of slot geometry and mainstream turbulence (Ref 5-11). More recently, studies of film cooling through arrays of holes (as opposed to continuous slots) have also been made, although most of these studies are relevant to systems involving more active (internal wall) cooling than is present in pure film cooled liners (Ref 12-15). Detailed studies of circular jet/mainstream flow interactions have also been performed to enhance fundamental understanding of these inherently 3-D mixing processes (Ref 16-22).

Figure 1. Combustor cooling approaches.
Although the work cited has greatly enhanced the understanding of film flow behavior, significant reduction of cooling flows in pure slot film cooled combustors has not been forthcoming. This is due in part to the difficulty in maintaining film integrity in a highly turbulent environment characterized by significant recirculating flows. Another factor limiting the effectiveness of pure film cooling is that the insulating film primarily affects the convective component of heat transfer, and has little effect on the significant radiative heat transfer from the highly luminous gas. Recognizing this basic limitation, significant reductions in cooling flow requirements will be achieved only if the heat sink capability inherent to the coolant is more fully utilized in the active mode prior to injection as a film. This has been clearly pointed out by Colladay (Ref 23), and confirmed by our own studies, Figure 2. The results shown in Figure 2 should not be interpreted as universal trends, but they do show the large gains to be made if the coolant is used to cool the liner wall actively prior to injection onto the surface as a film.

The foregoing considerations have led to the development of several alternate liner cooling concepts that now show considerable promise from the cooling effectiveness standpoint. In the sections that follow, three of the more promising approaches are discussed in more detail.

III. ADVANCED LINER COOLING CONCEPTS

FILM-CONVECTION SYSTEMS

General Description

Reflecting the considerations discussed previously, use of the coolant to cool the liner wall convectively prior to injection as a film should offer some advantage in terms of better use of coolant heat sink potential. Two schemes that show considerable promise in combustor cooling applications are illustrated conceptually in Figure 3. Both schemes provide active convection cooling of the wall, ultimately discharging the coolant through tangential slots to provide additional film insulation. The multijet impingement cooling approach, borrowed from turbine blade cooling technology, produces reasonably intense coolant side heat transfer coefficients by means of subsonic, highly turbulent jets. The principal design variables in the impingement system, include hole diameter, hole pitch (spacing to diameter ratio), gap height, axial extent of each impingement array, and (to a limited extent) pressure ratio across impingement holes. The heat transfer performance of multijet impingement cooling systems has been reasonably well characterized by the experimental study of Kercher (Ref 24). The axial extent of the impingement array is important because the axial cross-flow of air collected from upstream jets degrades local heat transfer to downstream jets. The designer can control this to some extent by hole spacing to diameter ratio, and by limiting the axial extent of each impingement segment, the latter at the expense of more segments and increased fabrication complexity.

The convective channel cooling arrangement shown in Figure 3b relies largely on the axial velocity of the coolant through the double wall channel region to achieve active cooling of the liner inner surface prior to tangential injection of the air film. In general, the convective heat transfer rates can be enhanced by artificially roughening one or both of the coolant side channel surfaces. The work at Allison has involved development of a number of geometrically different roughness element patterns, all of which are produced by electrochemical etching techniques. Figure 4 illustrates several of the geometric arrangements considered in this work. The principal design variables in systems of this type include roughness element pattern geometry, extent to which roughness elements are used, channel gap height, channel segment length (and degree of wall overlap), and transverse spacing of separator stakes. Pressure drop across the convective channels might be considered another variable, but in general it is established by combustor aerodynamic considerations and cycle performance constraints.

For reasons to be discussed later, most of our attention has been focused on the roughened convective channel designs rather than the multijet systems. Consequently, the material to follow is concerned primarily with the former type of cooling system.

Heat Transfer Characteristics of Convective Channel Systems

The importance of effective heat transfer in convectively cooled channels needs no amplification. A strong relationship exists between coolant pressure drop and heat transfer in narrow coolant channels with augmented heat transfer surfaces (roughened walls, finned walls, etc). To evaluate the critical pressure drop/heat transfer relationships in convective gas systems, comprehensive bench test programs were warranted.
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Figure 3. Film-convection cooling schemes.

Figure 4. Typical roughened surface configurations (magnified).

Figure 5. Convection channel heat transfer test rig.

Appropriate submodels of actual convective passage geometries (including converging channels with pin fins) have been experimentally evaluated using electrically heated test sections similar to that shown in Figure 5. By enclosing the entire test section in a pressure vessel, it is possible to produce channel pressure ratios (Mach numbers) as well as channel pressure levels (Reynolds numbers), which are consistent with reference engine levels. Measurements of flow rate, upstream pressure, downstream pressure, and local channel static pressures provide sufficient data to evaluate overall pressure loss and effective channel friction factors. Measurements of electrical energy dissipation, test surface temperature distribution, and air temperature distribution through the test section provide sufficient information to evaluate local passage heat transfer coefficients.

Testing has been accomplished for a number of different convective channel geometries of interest. Each test covered a range of Mach number and Reynolds number conditions.

Appropriate submodels of actual convective passage geometries (including converging channels with pin fins) have been experimentally evaluated using electrically heated test sections similar to that shown in Figure 5. By enclosing the entire test section in a pressure vessel, it is possible to produce channel pressure ratios (Mach numbers) as well as channel pressure levels (Reynolds numbers), which are consistent with reference engine levels. Measurements of flow rate, upstream pressure, downstream pressure, and local channel static pressures provide sufficient data to evaluate overall pressure loss and effective channel friction factors. Measurements of electrical energy dissipation, test surface temperature distribution, and air temperature distribution through the test section provide sufficient information to evaluate local passage heat transfer coefficients.

The data are represented in the form shown in Figure 6, providing considerable insight into the trade-off between heat transfer improvements (surface area and/or turbulence augmentation) and increases in coolant pressure drop (friction factor increase). The region of data shown in Figure 6 is considered representative of the performance improvements that can be achieved by artificial roughening of the surfaces. Obviously, those configurations that exhibit performance characteristics in the upper left-hand region of Figure 6 are preferred from an overall effectiveness standpoint. The data showed the best configurations (highest Stanton number ratio, lowest friction factor ratio) to be those with the higher ratios of roughness element height to channel gap height. Also, those channels with only one roughened surface exhibited about half the pressure drop (at a given flow rate) of a comparable channel with both surfaces roughened. However, the configurations with only one roughened surface exhibited almost the same heat transfer coefficient levels as the channel with both surfaces roughened. Apparently the induced turbulence and extended surface area of the heated wall alone control the overall heat transfer rates to a significant extent. (A more detailed report on this work may be found in Ref 25.)
At this point some comments are needed to put the two types of film-convection systems in proper perspective. As stated previously, most attention has been focused on the convective channel systems. This was based in large measure on the comparative assessment of the two types of systems shown in Figure 7. These results are based on performance data of the type shown in Figure 6 and (for the multijet system) the data of Kercher (Ref 24). When both systems are compared on a common basis, namely effective heat transfer coefficient at a given coolant flow rate and pressure drop, the roughened convective channel system is clearly superior. Note, however, that these comparisons have been made at cooling system pressure drops representative of turbine engine combustors. The performance of multijet impingement systems is enhanced considerably at higher impingement system pressure ratios (Ref 24) and would compare much more favorably with the roughened convective channel schemes at pressure ratios more typical of cooled turbine blade designs, for example. However, at the relatively low AP (%) levels typical of combustors, the roughened convective channel designs appear superior from a cooling air usage standpoint. The multijet impingement system does offer some advantage in flow control (machined holes versus hard-to-maintain channels gaps), and in the ability to better distribute cooling flow for surface temperature uniformity.

Figure 7. Comparison of convective channel and multijet impingement cooling effectiveness.

Mechanical Design/Manufacturing Considerations

The mechanical configuration of a typical convective-film slot cooling geometry is shown in Figure 3b. A series of overlaying cylinders or cones are formed corresponding to the geometry of the combustor. These are then dimpled to form spacers for precise gap control. The gap size or height of these spacers is generally in the range of 0.54 to 1.02 mm, depending on the local heat flux in the combustor. A critical consideration in this method is the required roughness in the channel to obtain the increased frictional effect. Mechanical methods of achieving the required "roughness" were unacceptable. Therefore, depending on the material, either photochemical etching is used (for nickel based materials such as Hastelloy X) or photoelectromechanical etching is used for cobalt-based materials such as Haynes 188. Typically the roughness is applied in a 0.18 mm deep diamond pattern. Figure 8 shows the sequence of joining steps used for the inner and outer walls. Laser beam drilled holes are first drilled through the outer sheet. The unit is then assembled by laser tacking the assembly together. Final assembly is accomplished by applying nickel braze material in the valley of each dimple. Braze flows through the laser drilled holes bonding the dimple to the etched surface. The bond quality is inspected by high resolution ultrasonics.

Engine Experience—Convective Channel Designs

Convective film cooling is now employed in the Allison 570-K engine, originally designed for the heavy lift helicopter, and subsequently modified for industrial use. It is rated at 5,347 kW operating at a burner outlet temperature of 1478°C with a pressure of 1220 kPa. The combustor shown in Figure 9 is uncoated, has a pitch diameter of 389 mm, is 216 mm long with a 72.4 mm
combustor height and uses 12 airblast nozzles. Only 24.5% of the combustor air is used for cooling resulting in a cooling flux of 7.03 kg/s². Over 110,000 hr has been accumulated with this system, operating on a range of fuels from natural gas to DF-2. The high time combustors have 12,000 hr on gas and 1800 hr on DF-2. Both are still in service.

![Fabrication sequence of convection film-cooled panels.](image)

**Fabrication**

- Laser drilled holes
- Laser tacked holes
- Nickel back brazed

**Cross section of laser drilled hole**

**Cross section after brazing**

| Figure 8. Fabrication sequence of convection film-cooled panels. |

Beyond the convective channel cooling technology discussed, further improvements in cooling air usage will require a departure to more effective mass transfer cooling approaches such as transpiration or effusion cooling. The development work leading to incorporation of such systems into combustors will be reviewed in the following sections.

**LAMINATED POROUS WALL SYSTEMS**

**General Description**

While transpiration cooling potentially represents the most thermodynamically efficient approach to combustor cooling, practical implementation of the method has been hampered by the limitations of porous materials. In general, conventional porous-wall structures have not compared favorably with solid-wall (cast) structures in terms of strength or oxidation resistance. Considerable difficulty in predicting or controlling local permeability (flow resistance) has also been encountered, and susceptibility to foreign particle clogging continues to be a problem.

![Model 57K convection film-cooled combustor.](image)

**Figure 9. Model 57K convection film-cooled combustor.**

Advances in metal joining techniques over the past several years have led to the development of a multiple-laminate porous structure fabricated from several diffusion-bonded, photoetched metal sheets (Figure 10). This porous material (Lamilloy)* shows considerable promise relative to application in the high-temperature combustor environment.

The approach described provides extraordinary design flexibility relative to flow resistance control and optimization of heat transfer performance. Design variables include hole size and spacing (in general different from one laminate to another), laminate thickness, number of laminates, grid depth, grid diameter, and grid spacing. In general, internal surface area densities (internal heat transfer surface area to volume ratio) far in excess of more conventional cooling arrangements can be achieved. Larger internal surface area densities, and hence improved thermal effectiveness**, can be achieved by reducing all dimensions so that the internal structure approaches that of a fine capillary mesh. In general, however, practical minimum dimensions are dictated by clogging considerations and (to a lesser extent) by fabrication limitations. Improved cooling effectiveness can also be achieved by simply increasing the number of laminates. In this instance, internal cooled surface area increases directly with no increase in heated (face) area. The principal drawback to this approach is the attendant increase in normal temperature gradient across the structure. Based on experience to date, the structure can be fabricated from virtually any of the high-temperature wrought alloys currently available commercially.

The development of a thermal design approach involving a structure as complex as Lamilloy has necessarily involved a semiempirical approach to the problem. An overview of the basic experimental work required to characterize heat transfer and fluid flow behavior is presented in the following subsection.

---

* Lamilloy is a registered trademark of the General Motors Corporation.

** Defined as actual coolant temperature rise divided by ideal rise, 

$$\Delta T_c = \frac{T_f - T_{ci}}{T_f}$$
Heat Transfer Characteristics

Knowledge of the internal (matrix) heat transfer characteristics of Laminloy is an essential empirical input to the design system. The principal results of direct usefulness are the coolant temperature rise through the matrix (thermal effectiveness) and the metal temperature gradient across the structure in the direction of coolant flow. A good heat transfer database is now available for the Laminloy configurations of interest to the various AllisCh high temperature, combustor/afterburner liner applications. The data were obtained by testing simple disk specimens, mounted in a fixture and heated by a high intensity radiant energy source. During these active cooling tests, measurements were made of coolant flow rate, upstream and downstream pressures, upstream and downstream matrix face temperatures, and coolant inlet and exit temperatures over a range of flow rates at essentially constant heat flux. Coolant flux rates (internal Reynolds number level) were held at levels consistent with turbine applications by control of the upstream pressure level.

Typical dimensionless fluid and metal temperature trends for several selected configurations relevant to combustor liner applications are shown in Figure 11. The intrinsic internal "heat exchanger" effectiveness parameter, $e_h$, is particularly important since in general, liner cooling requirements will be inversely proportional to this parameter. While specimen to specimen differences in cooling performance ($e_h$) are obvious, the results shown in Figure 11 serve to illustrate that it is possible to develop geometric configurations that approach ideal transpiration cooling effectiveness ($e_h = 1.0$). The rather pronounced specimen to specimen variances in effectiveness ($e_h$) and metal thermal gradient ($\theta_m$) reflect internal heat transfer performance attributable to sheet to sheet differences in such key geometric design variables as:

- sheet hole diameter
- sheet hole spacing
- etch depth (pedestal height)
- pedestal diameter
- pedestal spacing

Empirical data, such as that shown in Figure 11 are analyzed using a one-dimensional porous wall thermal exchange model to evaluate mean matrix to coolant heat transfer coefficient and effective matrix thermal conductivity. Finally, working correlations are established that relate mean matrix to coolant heat transfer coefficient to coolant flux ($G_c$) and the several geometric parameters cited previously. Such generalized correlations, established via multiple linear regression analysis techniques, allow the designer to explore effects of alternate geometric configurations on thermal (cooling) performance, and to predict thermal effectiveness and matrix temperature gradient trends at any actual engine operating condition of interest. The ability to analytically assess the influence of geometric configuration on heat transfer performance represents an important design capability because geometric configuration influences many other key design requirements/considerations including LCF life, flow resistance, weight, cost and manufacturability.
Mechanical Design/Manufacturing Considerations

Lamilloy consists of thin metallic sheets contoured to contain many discrete holes and connecting grooves as shown in Figure 10. The hole and groove pattern, which is generated by the photoetching process, can be varied within a single sheet. When these precision photoetched sheets are accurately registered, assembled, and solid-state diffusion bonded, a precision-designed porous structure results.

Allison has aggressively pursued the fabrication of Lamilloy structures from nickel- and cobalt-based superalloys, and has further demonstrated adaptation of a full spectrum of other materials for a range of applications, including:

- low-alloy steel
- 300 and 400 series stainless steels
- Hastelloy X and Haynes 188 (solid solution-strengthening alloys)
- René 41 and Udiment 700 (nickel-based precipitation-strengthening alloys)
- TD Ni, TD NiCr, and TD Co (dispersion-strengthening alloys)
- aluminum alloys
- titanium alloys
- tungsten sheet

The Lamilloy porous structure requires very thin sheet stock ranging in thickness from 0.254 mm to 0.635 mm. Conventional, mill-reduced stock in 300 and 400 series stainless steels, Haynes 188, and Hastelloy X alloy in thin strip stock are commercially available as starting stock for initial Lamilloy processing.

Surface cleaning of the strip is perhaps the most important of these process refinements. Mill finishes, in terms of roughness, are sometimes adequate, but additional abrasive polishing is necessary to remove the very stable compounds of metallic oxides found on the surface of these mill products.

The Lamilloy manufacturing sequence is shown in Figure 12. The tooling for the processing of sheet is essentially the photographic transparency. Oversize detailed drawings are prepared including the necessary grooves and holes for each sheet of the laminate. Additional data covering the location of laminate alignment holes, forming or machining reference holes, pattern extensions for uniform photoetching, trim stock, lateral etch factors, and photoreduction comprise the principal features of the detailed process. Next, this information is translated into input data for a special computer program that allows direct reduction of design configurations into artwork for phototool configurations without manual layout.

After preparing the surfaces to be bonded by finishing to a low surface roughness, a uniform layer of nickel is applied by electroplating to promote diffusion bonding and the plated surface is coated with a photosensitive acid resist.

The Lamilloy pattern for either holes or grooves is then printed on the photore sist by exposing it through a photographic negative of the proper pattern. The photore sist mask is further processed by washing off the exposed areas and curing the mask in a hot air oven. The Lamilloy pattern is then produced on the metal plate by either chemically or electrochemically removing metal from the unprotected surface.

Interlayer diffusion bonding is accomplished by placing the entire assembly in a vacuum furnace and maintaining this assembly under vacuum at high temperatures (1367K) for sufficient time (4 hr) to effect a bond. This demonstrated bonding method will produce Lamilloy sheets of high quality. The diffusion-bonded sheets are inspected for airflow, bond integrity, and microstructure. Bond integrity is evaluated via high resolution ultrasonics. The technique is capable of resolving each of the 0.16 mm dia pedestals in the Lamilloy structure.
Engine Experience

The applications of Lamilloy to difficult cooling situations have been numerous, the most recent being a Lamilloy annular combustor for the 1800/ATE 109, a 1200 psi turboprop engine. Other Allison Lamilloy combustor applications include the following:

- IGT 404 (Patriot)
- Model 250-C30
- Model 250-C20
- NASA-HFF
- ATDE/GMA-500
- AGT 5
- TF-41
- NASA - reverse flow

In some of these applications, a direct substitution of Lamilloy for film cooling was used to provide substantial reductions in wall temperature. For example, the dome wall temperature of the Industrial Gas Turbine (IGT 404) combustor was reduced from 1010°C to 720°C, or 14°C above the cooling air temperature of 649°C. The IGT 404 (Patriot) combustor (Figure 13) is currently in production. Over 30,000 hr have been accumulated with the high time combustor having 6600 hr and still being serviceable.

Other applications more representative of aircraft annular experience include the ATDE/GMA500 reverse-flow combustor, Figure 14. This application illustrates the fabricability of Lamilloy structure; the contour was readily controlled using a hydroforming process. It used 38% of combustor airflow resulting in an overall cooling flux of 5.8 kgs/m². The combustor shown in Figure 15 was designed and fabricated for NASA for ultimate operation at 45 ksi and 2478K burner outlet temperatures. The liner uses 40% less air than a conventional film-cooled liner. Testing to date has been carried out to temperature levels of 2430K at 12 atm pressure with no cooling or durability problems.

EFFUSION COOLING SYSTEMS

General Description

As used herein, effusion cooling refers to the multiple, drilled, angled hole cooling configuration shown schematically in Figure 1. This cooling configuration has an intrinsic advantage of simplicity in that the more complex fabricated, rolled, overlapping ring structures characterizing traditional film or film convection liners are replaced by a single layer sheet in which flow characteristics and cooling performance is controlled by a relatively few geometric parameters including the following:

- sheet thickness
- hole size
- hole spacing
- hole plunging angle
Recent advances in electron-beam and laser drilling techniques have brought the concept of closely tolerated, shallow angle, variable pitch, small diameter holes to a position of "technology readiness." In theory, the effusion cooling concept can approach transpiration cooling performance in the limit as hole diameters and spacing/diameter ratios are reduced to miniscule (capillary pore) dimensions. However, our studies have shown that when "practical minimum" hole sizes, hole spacings, and plunge angles are considered, effusion cooling performance most probably lies between the two systems previously described in this paper. Again, a principal motivation for this approach lies in its inherent simplicity in structural and manufacturing terms.

Heat Transfer Characteristics

As stated previously, first order considerations would argue that effusion cooling effectiveness would depend principally on a relatively few geometric parameters including wall thickness, hole diameter, hole spacing, and hole plunge angle. As in the case of the two systems previously described, the modeling of heat transfer in effusion cooling systems is largely empirically based. The basic working relationships between cooling flow rate, effusion hole array geometry, and cooling performance were established via a series of heat transfer tunnel tests in which effusion hole arrays were machined into the leading edges of cylinders in cross-flow (Figure 16). These tests, which were originally carried out to establish a design model for airfoil leading edge showerhead film cooling, are described in more detail in a recent ASME publication (Ref 25). Although the work described in (Ref 26) is focused on the airfoil leading edge cooling problem, the modeling of internal (wall) heat transfer processes in that work is equally applicable to the combustor liner problem. Leaving the details to reference (Ref 26), the development of the effusion wall cooling model can be summarized by noting that measured overall cylinder cooling effectiveness trends such as those shown in Figure 17 were effectively synthesized (reproduced) by the wall cooling model using an independent experimental study (Ref 27) to establish the external (gas to wall) heat transfer rates. The internal wall heat transfer model evolved from this work frame the wall heat transfer problem in terms of the key geometric variables cited previously, and included consideration of heat transfer processes within the wall as well as the very significant upstream (coolant inlet face) heat transfer component (Ref 28, 29).

The cooling performance trends for an effusion-cooled wall are perhaps best illustrated by the comparative study shown in Table I where cooling flow requirements for several alternate effusion cooling configurations are compared with that for a Lamilloy wall. While this comparative study was made for a specific (TF41) combustion liner and cannot be considered universally applicable, the results are considered to at least representative and serve to illustrate the influence of the principal geometric variables on effusion cooling performance. Note the following key observations:

- The "best" effusion geometry (represented by $\alpha = 20$ deg, $d = 0.38$ mm) requires about 2/3 more cooling flow than does a representative Lamilloy wall (Configuration A versus Configuration L).
- Effusion cooling requirements are increased by about 1/3 when wall thickness is halved (Configurations A versus E, B versus F, etc).
- The effect of hole angle is significant. Decreasing hole angle from $45$ deg to $20$ deg will reduce cooling requirements by about 35% (Configurations A versus B, C versus D, etc).

*Liner wall surface temperature and gas to wall heat flux were considered identical for both systems.*
Reducing hole diameter by a factor of two has an effect comparable to the influence of hole angle cited previously (Configurations A versus C, B versus D, etc).

The significant cooling performance advantage of small holes is partially offset by a requirement to drill significantly more holes (approximately 2.12 times more holes for the case cited).

Wall normal temperature gradients in effusion cooling systems appear to be considerably lower than in Laminar walls of the same overall thickness (Configurations A, B, C, D versus L).

Perhaps the simplest cooling configuration to implement with current advanced laser and electron beam technology in conjunction with computer controlled manufacturing is the effusion-cooled combustion liner. Messer Griesheim of Germany manufactures a numerically controlled electron beam drilling machine capable of drilling twenty holes (0.52 mm dia by 4.45 mm long) per second through both nickel and cobalt steels at angles up to 20° from the surface. It is currently producing parts for reverse flow combustion liners with material thickness of 1.1 mm, drilling 3748 holes of 0.9 ± 0.05 mm dia in 60 minutes. Allison has manufactured several combustion liners using a low divergence Nd:YAG laser. By pulsing these lasers, very high peak powers may be achieved, allowing cutting, drilling, and welding on both nickel and cobalt base materials. At the same time, the thermal duty cycle is very low causing little or no thermal distortion. Figure 18 shows a typical 0.51 mm dia hole cut through 1.52 mm thick Inconel 718 cobalt material at an angle of 20° from the liner surface. It is also feasible to drill the holes as low as 15° from the surface and thereby increase the internal heat transfer effectiveness by implementing a larger length to diameter for the same.
Effusion Cooling — Performance Trends.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Description</th>
<th>Cooling flux requirement — kg / s·m²</th>
<th>Hole spacing to diameter ratio</th>
<th>Number of holes (per liner)</th>
<th>Wall normal temperature gradient — °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>L</td>
<td>Lamellary (baselined)</td>
<td>7.03</td>
<td>4.0</td>
<td>6.812</td>
<td>168</td>
</tr>
<tr>
<td>A</td>
<td>θ = 20 deg, d = 0.030, r = 0.152</td>
<td>11.25</td>
<td>7.12</td>
<td>11.052</td>
<td>81</td>
</tr>
<tr>
<td>B</td>
<td>θ = 45 deg, d = 0.030, r = 0.152</td>
<td>17.37</td>
<td>5.90</td>
<td>16.117</td>
<td>81</td>
</tr>
<tr>
<td>C</td>
<td>θ = 20 deg, d = 0.076, r = 0.152</td>
<td>17.58</td>
<td>5.78</td>
<td>4.199</td>
<td>83</td>
</tr>
<tr>
<td>D</td>
<td>θ = 45 deg, d = 0.076, r = 0.152</td>
<td>22.66</td>
<td>4.73</td>
<td>6.255</td>
<td>85</td>
</tr>
<tr>
<td>E</td>
<td>θ = 20 deg, d = 0.030, r = 0.076</td>
<td>15.05</td>
<td>6.24</td>
<td>14.390</td>
<td>42</td>
</tr>
<tr>
<td>F</td>
<td>θ = 45 deg, d = 0.030, r = 0.076</td>
<td>23.35</td>
<td>5.10</td>
<td>21.306</td>
<td>42</td>
</tr>
<tr>
<td>G</td>
<td>θ = 20 deg, d = 0.076, r = 0.076</td>
<td>23.35</td>
<td>5.05</td>
<td>9.488</td>
<td>43</td>
</tr>
<tr>
<td>H</td>
<td>θ = 45 deg, d = 0.076, r = 0.076</td>
<td>26.98</td>
<td>4.14</td>
<td>8.172</td>
<td>43</td>
</tr>
</tbody>
</table>

:i: — effusion hole plunge angle (measured from horizontal)
:i:d — effusion hole diameter (cm)
:i:r — liner wall thickness (cm)

Table 1. Effusion-cooling — performance trends.

Figure 18. Microsection of 0.050 cm diameter hole in 0.152 cm thick Haynes 188 at 20 deg to surface.

Figure 19. Effusion-cooled Model 501-K17 combustor.

Engine Experience

Several studies have been conducted to apply this effusion-cooled concept to Allison's product line. For example, a 135 deg segment of effusion material was fabricated and then assembled into the primary zone outer wall region of the ATE/GEA500 combustor, a reverse flow configuration currently manufactured from Lamellary, and used in an 800 shaft horsepower helicopter engine. Three hole densities were included in equal areas of the segment yielding a coolant flux equal to 1.25 and 1.75 of the surrounding Lamellary. Burner rig tests conducted to 1680K burner outlet temperature indicate that metal temperatures in the primary zone were 1171°C for the effusion-cooled sample (compared with 760°C for the Lamellary.) The influence of cooling flow rate for effusion cooling is shown in Figure 20. The estimated thermal gradient across the effusion-cooled sample is only 22°C compared with 111°C through the Lamellary. Engine tests of fully effusion-cooled liners will be conducted in the near future.
IV. SUMMARY AND GENERAL OBSERVATIONS

A basic assessment of several alternate combustor wall cooling approaches has been made, reflecting the specific considerations of cooling effectiveness, design flexibility, fabrication complexity, and special operational and durability problems.

Our studies have shown that artificially roughened convective channel, effusion, and transpiration-cooled liner approaches offer the potential of substantial reductions in liner cooling flow requirements with little sacrifice in durability. Furthermore, the advanced cooling approaches cited have demonstrated the capability of successful operation at burner outlet temperatures approaching the near stoichiometric regime. The payoff of the advanced cooling schemes in terms of outlet pattern improvement and achievable BOT level has been demonstrated in both engine and rig tests.

While the results to date are encouraging, application of the more effective cooling approaches discussed herein has been largely confined to development engines, and many problems still remain. Specifically, further research and development activity is indicated in the following areas:

- Further improvements in fabrication technology will be required to reduce cost, extend cooling design flexibility, and achieve better process tolerance control. (For example, recent advances in electro mechanical machining (ECM) and laser drilling technology may offer cost, flexibility, and accuracy advantages compared with current electrochemical etching techniques.
- As alternative processes offer additional flexibility in design, better characterization of wall cooling concepts in terms of fluid flows, heat transfer, and mechanical behavior will be required. Relative to the latter, special attention must be given to interactive behavior (creep-fatigue), notch effects, cumulative damage rules, and (perhaps to a lesser extent) fracture mechanics.
- More sophisticated and detailed thermal structural modeling techniques are required to better represent local temperature and stress distributions throughout the complex cooled wall structure. The eventual achievement of realistic life prediction capability will necessarily require the extension of current finite element methodology to include plastic behavior and creep-fatigue interaction.
- Recent advances in the more sophisticated numerical modeling approaches capable of addressing the three-dimen sional turbulent flow field must be fully verified, and exploited by the combustor designer. The physics of turbulent shear transport, reflecting the combined effects of 3-D wall jets, discrete site coolant injection, inlet swirl, and chemical reaction are clearly beyond adequate description by present first order analytical techniques.
- The reduction of liner wall cooling flows to minimum acceptable levels will demand that much more careful attention be given to peripheral details such as welds, mechanical attachments, scoops, and other flow-path protuberances. Most of the gains (in coolant flow usage) achieved by use of advanced cooling techniques can be easily lost through wasteful local cooling "fixes" of poorly conceived mechanical design features.
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DISCUSSION

G.M. Dibellius, Ge

Fig. 11 of your paper is still a puzzle to me. First, the intrinsic internal heat exchanger effectiveness and the dimensionless temperature gradient do not allow a comparison of the Lamello-Cooling System with other cooling configurations. Secondly, the audience doesn’t know the meaning of the various geometric parameters such as $K_a$ through GMA 200 R. Therefore, nobody knows why one geometry has for instance a low effectiveness but a high temperature gradient. Is there any other reason for showing these figures beside indicating that Allison is good?

Author’s Reply

In answer to the first question, Fig. 11a simply shows representative trends of coolant temperature rise ($T_{in} - T_{out}$) normalized by the difference between the average hot surface (gas side) metal temperature ($T_{wall}$) and coolant supply temperature ($T_{in}$). These trends are plotted against coolant mass flux ($G_c$) which is a measure of the total coolant flow per unit heated (gas side) surface area of the cooled wall. The foregoing parameters could be computed for any alternate cooling system of interest, at least on a zonally averaged basis, and compared to Fig. 11a. Similarly, Fig. 11b simply allows one to determine the overall hot surface to coolant entry surface structural (metal wall) temperature difference, ($T_{wall} - T_{in}$), in terms of $G_c$ and $T_{in}$. Again these parameters can be established for alternate cooling configurations and compared to Fig. 11b to provide some perspective.

In response to the second question, we are still ourselves attempting to fully sort out a geometric explanation for certain of the observed trends shown in Fig. 11. Each geometry has a unique, simultaneous influence on internal surface area density, effective layer to layer thermal conductance, impingement array heat transfer coefficient (layer to layer) and pelast serving convective heat transfer coefficient (layer to layer). The two parameters $\eta T$ and $\beta T$ are clearly coupled since both not only depend on geometry and heat transfer coefficient, but $\eta T$ also depends on mean level of wall temperature which depend on both $T_{wall}$ and $T_{in}$. While we are not in a position to fully explain these trends, the results do provide some perspective relative to the ideal transpiration cooling case where $\eta T = 1.0$ and

$$0 = \frac{G_c C_p \tau}{k_e}$$

where $C_p$ = mean coolant specific heat
$\tau$ = overall wall thickness
$k_e$ = effective porous thermal conductivity
$G_c$ = coolant flux as defined previously

Internal heat transfer coefficients in Lamello appear to be sufficiently large that the above equation for $0$, is approximately valid for Lamello in a first order sense. Therefore, the results in Fig. 11b may at least be compared to an ideal porous wall of given $K_m/\tau$.

When we are in a position to more fully reconcile our measured heat transfer trends with specific geometric details we intend to more fully report on the work.

D.K. Hennecke, Ge

You correctly point out that the multi-layered structures have the intrinsic problem of the temperature gradient induced stresses. Therefore, some people now attach the gas side layer to the outer structure like roof shingles such that they can expand freely. What is your opinion about these systems and are you planning to go in that direction?

Author’s Reply

The so-called ‘floating wall’ systems clearly have merit in terms of addressing the thermally induced low cycle fatigue problem. The inherent cooling efficiency of such systems does, however, tend to be lower than our multi-layered approach which relies on the layer to layer bonding (thermal coupling) to provide the “thermal path” to the highly effective internal active cooling elements of the laminated structure. Any mechanical (and thermal) uncoupling of the laminated porous wall (layer to layer) would relieve thermal stresses but at the expense of rendering inner layers of the wall useless in terms of active cooling. Our approach to the thermal LCF problem therefore remains one of retaining the bonded structure and attempting to minimize thermally induced strains by

1. Geometric designs which maximize layer to layer effective thermal conductance while maintaining high internal surface area density.
2. Selection of different materials (layer to layer) with sufficiently different coefficients of thermal expansion to offset layer to layer temperature differences.

S. Wittig, Ge

In comparing Lamello with effusion cooling in your last figure, which hole plunge angle was applied?

Furthermore, what is your experience with clogging of the holes in effusion cooling?
Author's Reply

The plunge angle for the configuration in question was 20° nominal. In answer to the second question, operational experience with effusion cooling has been too limited to draw any conclusion. However, it might be mentioned that minimum passage (hole) dimensions in practical effusion cooled systems will almost certainly be larger than the minimum passage dimensions in Lamillloy, which has shown no tendency to clog in field service to date (30,000 hours cumulative time). Furthermore in a carefully monitored accelerated dust ingestion test in another engine, a Lamillloy combustor exhibited insignificant degradation in cooling flow capability at the point where the engine test was terminated due to erosion-induced compressor performance deterioration. Thus while clogging concerns certainly cannot be dismissed out of hand, we have reason to believe that it will not be a major problem.

G.E. Andrews, UK

One of the major advantages of effusion cooling, apart from its simplicity, is the much lower thermal gradients compared with Lamillloy. Our result at Leeds with a pitch to diameter ratio of approximately 10/1 and hence potentially worse thermal gradients than in your work, showed that at a wall temperature of 900°C the maximum temperature difference between the holes was 13°C and 26°C through the wall thickness (ASME paper 84-GT-212).

These figures compare well with your 22°C temperature difference at an 871°C metal temperature for the GMA 500 combustor.

Have these effusion cooling designs been applied to turbine blades or any estimations of potential blade cooling air reductions made?

Author's Reply

We have applied effusion cooling designs of the type described here to turbine blading, but only in the leading edge region in the form of "shower head" film cooling. In fact, the design database for the effusion cooling approach originated as an attempt to establish a leading edge cooling configuration model (Ref.26 in the present paper). The approach would appear to have some promise for cooling other regions of the blade, particularly when combined with backside impingement cooling as you have suggested. In very high temperature applications, such a system (applied in the sense of "full coverage film cooling") could very well look attractive assuming potential aerodynamic and structural penalties can be identified and resolved.
FULL COVERAGE IMPINGEMENT HEAT TRANSFER: 
THE VARIATION IN PITCH TO DIAMETER RATIO AT A CONSTANT GAP

by
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U.K.

Summary

Impingement heat transfer is widely used in turbine blade cooling and is becoming more common in combustion chamber wall cooling. For the latter application, geometries that give impingement cooling of large surface areas are required. The geometrical requirement of full coverage heat transfer for combustion chamber cooling are outlined. A series of hole sizes, D, are investigated at a constant pitch, X, and constant impingement gap Z. The usual practice of keeping Z/D constant as X/D has been varied as realistic. Design considerations limit practical values of Z to a fairly narrow range of 2-12 mm and it is shown that over this range, Z, has no influence on the impingement heat transfer. The application of the present type of heat transfer correlation to the prediction of impingement cooling chambers is considered. Measured wall temperature data is presented for an impingement/effusion wall cooling geometry. The heating of the impingement plate by the impingement jets being deflected backwards is identified as an area where no heat transfer correlations exist. At low coolant flow rates the temperature rise of the impingement air as it passes through the impingement plate is significant and unless it is taken into account the impingement cooling effectiveness will be overpredicted.

Introduction

Future high temperature gas turbines require better methods of cooling turbine blades and combustor walls (1,2). To achieve better cooling, improved cooling effectiveness and lower coolant mass flows are required. One method of achieving this is transpiration cooling (3,4). However, this technique has mechanical problems such as structural strength and the oxidation and blockage of the small flow passages. Materials such as Lamilloy (5) and Transply (6) have been developed to overcome some of these problems. These materials are examples of full coverage discrete hole wall cooling but with the hole inlet and outlet staggered and connected by internal flow passages. These materials are not generally available and involve a complex manufacturing process which limits the range of hole geometries. This makes it difficult to utilise the optimum geometry in terms of cooling effectiveness, wall pressure loss and coolant mass flow for a given wall cooling application.

Transpiration cooling involves two modes of heat transfer: firstly, there is the internal porous wall heat transfer as the coolant passes through the wall and secondly there is the film cooling by the coolant air adjacent to the wall. Andrews and Asere (7,8) have shown that by measuring the temperature rise of the impingement plate and the cooling effectiveness of the adiabatic film cooling effectiveness as well as wall adiabatic wall cooling effectiveness could be measured. Fig. 1 summarises these results which show that at high coolant flow rates, film cooling is the dominant process where at low G values internal wall cooling is of equal importance. Fig. 1 also shows for comparison Transply (6) and Lamilloy (7) data which show a best performance close to that of transpiration but with a very large dependence on the scientific geometry.

The authors (9-12) have been investigating full coverage discrete hole film cooling as a simple means of achieving the film cooling performance of transpiration systems with some internal wall cooling due to the finite hole length within the wall. The overall cooling effectiveness for three geometries are shown in Fig. 1 and demonstrate values within the data range for Lamilloy and Transply at the low coolant flow rates for which they were designed. Measurements of the adiabatic film cooling effectiveness for these full coverage discrete hole film cooling geometries are shown in Fig. 2. This shows at low coolant flow rates that the full coverage discrete hole designs achieve a comparable film cooling performance to the transpiration situation.

The overall cooling effectiveness values in Fig. 1 for the full coverage discrete hole (effusion cooling) designs can only be increased by increasing the internal wall heat transfer. Considerations of the internal wall heat transfer (10-12) have shown that this cannot be done merely by increasing the wall thickness, even if this were possible. The addition of impingement cooling has been investigated as the best method of drastically increasing the internal wall cooling. It was the objective of the investigation to optimise the full coverage discrete hole film cooling and impingement cooling geometries separately in order that the best combined geometry could be achieved.

Combined impingement/effusion cooling results in all the impingement air passing through the effusion plate and there is no net cross flow in the impingement gap. An alternative use of impingement heat transfer is to use all the combustion air for impingement heat transfer prior to passing as preheated air to the main combustion system. These two applications require different impingement geometries. Existing data on impingement cooling (13-35) gives little direct information on impingement geometry effects. The objective of the authors work on impingement heat transfer is to establish design correlation that enable optimum impingement geometries for a given coolant flow rate, pressure loss and surface area to be cooled. In the present work the influence of the hole size, D, is investigated over a range of fixed values of the impingement gap, Z. A knowledge of the influence of D is crucial for the design of an impingement system to achieve a desired pressure loss at a specified coolant flow rate.

Impingement geometry considerations

The two applications of impingement cooling result in different design conditions. The first requires much larger hole sizes than the second. The hole pitch (X) to diameter (D) ratio (X/D) achieved by varying the hole size at a constant pitch is a major geometrical parameter, together with the impingement gap size (Z). Many previous workers on impingement cooling using arrays of jets have varied X/D by...
varying X (16-35) and this results in very high jet velocities and associated plate pressure losses for
large X/D. The method of varying X/D may have an important influence on the impingement aerodynamics. By
increasing D at a constant X the jet edges become closer together. For the same Z varying X/D by in-
creasing D decreases Z/D and increases Z/X as compared with increasing X/D by increasing X with D constant.
Thus the dependence of heat transfer on Z may be different for the two situations.

In the present work the X/D effect on impingement heat transfer has been investigated by varying D at
a constant X for a range of fixed Z values. Previous work by the authors has investigated the x/D effect
at a constant Z/D of 4.5 (14). The values of Z that resulted from some of the geometries were much larger
than were practical for gas turbine applications. Consequently, it was considered more practical to
investigate whether there was a range of Z over which there was little influence of Z on the impingement
heat transfer. Previous work on the influence of Z/D at constant X/D (13) showed that the influence of
Z/D was relatively small particularly for \( 1 < Z/D < 10 \) as shown in Fig. 3. Comparison with other publish-
ed data (13) also show a similar lack of influence of Z/D in the range \( 1 < Z/D < 6 \) as shown in Fig. 4.
This range of Z/D covers the practical range and also implies a range of Z values over which a change in
D will have little influence on the impingement heat transfer. It was the objective of the present work

to determine this range of Z.

Impingement Test Plate Designs

Coolant mass flow per square meter of wall area, \( G \), is related to the total coolant flow area per
square meter of wall area, \( A \), and the combustor wall pressure loss, \( \Delta P \), by Equation (1):

\[
G = C_D A (2\pi \Delta P)^{0.5} \text{ (kg m}^{-1} \text{s}^{-1})
\]  

(1)

where \( C_D \) is the discharge coefficient of the impingement holes. The dimensionless area parameter \( A \) is
equivalent to the percentage open area referred to by Chance (16). The determination of the discharge
coefficient is not straightforward as the hole sizes are small and the metal thickness significant; this
results in the hole length to diameter ratios (t/D) being greater than unity for many impingement geo-
metries. Also the back pressure caused by the impingement plate may influence the discharge coefficient.
Andrews and Mkpadi (9) have investigated these problems and show that \( C_D \) is not influenced by the impinge-
ment plate unless the Z/D ratio is less than unity. \( C_D \) was found to be mainly influenced by the hole t/D
and method of manufacture (9). The reason for the lack of significant influence of the impingement plate
on \( C_D \) is that the unity dynamic head exit pressure loss is replaced by an equivalent bend pressure loss
(9).

Equation (1) may also be expressed as:

\[
G = C_D P \left( \frac{2}{RT} \Delta P \right)^{0.5}
\]  

(2)

An impingement flow parameter, \( G_p \), results from Equation (2) which is independent of the combustor operat-
ing pressure, \( P \):

\[
G_p = G \frac{P}{RT} = C_D \left( \frac{2}{RT} \Delta P \right)^{0.5}
\]  

(3)

For a fixed geometry and impingement flow pressure loss, \( G_p \) is dependent only on the operating temperat-
ue. \( G_p \) determines the impingement jet velocity, \( u \), as shown in Equation (4). The present results are:

\[
u = \frac{G_p}{\sqrt{A}} = \frac{G_p}{\sqrt{A}} = C_D \left( \frac{2RT \Delta P}{P} \right)^{0.5}
\]  

(4)

obtained at 10^5 Pa nominal operating pressure; equivalent engine impingement mass flow rates can be
obtained from Equation (3).

For a fixed value of \( G \), the impingement hole geometry used to achieve the desired value of \( A \)
depends on the number of holes per square metre of impingement surface, \( n \). The impingement hole diameter,
\( D \), is given by Equation (5) and the impingement hole pitch, \( X \), for a square array of holes by Equation
(6). Combining Equations (5) and (6) gives Equation (7) for the pitch to diameter ratio \( X/D \), which is
independent of the number \( n \) of holes:

\[
D = \frac{A}{n^{0.5}}
\]  

(5)

\[
X = n^{-0.5}
\]  

(6)

\[
\frac{X}{D} = \left( \frac{n}{A} \right)^{0.5}
\]  

(7)

It may be shown that the impingement hole Reynolds number, \( Re \), which is used in the correlation of the
impingement heat transfer data, is given by Equation (8):

\[
Re = \left( \frac{4}{\nu A} \right) \frac{G}{\nu}
\]  

(8)

where \( \nu \) is the coolant viscosity.
To select the hole geometries applicable to the full coverage combustion chamber wall cooling situation, it is necessary to know the required coolant mass flow per unit surface area. To enable realistic geometries to be selected, a survey of coolant flows per unit surface areas for a range of aero and industrial gas turbines was carried out. The results are shown in Table 1. The data were obtained by dividing the engine mass flow by the operating pressure and the flame tube surface area. The latter parameter was only evaluated approximately by taking combustion chambers as simple cylinders or annular rings; however, the resultant \( G \) values are reasonably reliable (+10 percent) for the purposes of design evaluation. A typical proportion \( C \) of the mass flow used for cooling in a conventional engine is approximately 40 percent. Table 1 indicates that a range of \( G \) values from 0.9 to 1.5 kg/sm²-bar is representative of current techniques. If the proportion of air used for wall cooling is to be reduced, then \( G \) values in the range 0.2-0.4 are required. This represents coolant flow in the range 10-20 percent of the total flow rate, which is a substantial reduction on conventional techniques.

Table 1: Coolant air flow at 1 bar per unit surface area, \( G \)-kg/sm², for a range of gas turbines A-H.

<table>
<thead>
<tr>
<th>C%</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.22</td>
<td>0.14</td>
<td>0.24</td>
<td>0.20</td>
<td>0.23</td>
<td>0.33</td>
<td>0.10</td>
<td>0.30</td>
</tr>
<tr>
<td>20</td>
<td>0.45</td>
<td>0.28</td>
<td>0.47</td>
<td>0.41</td>
<td>0.47</td>
<td>0.67</td>
<td>0.20</td>
<td>0.60</td>
</tr>
<tr>
<td>30</td>
<td>0.67</td>
<td>0.43</td>
<td>0.71</td>
<td>0.61</td>
<td>0.70</td>
<td>0.99</td>
<td>0.30</td>
<td>0.90</td>
</tr>
<tr>
<td>40</td>
<td>0.90</td>
<td>0.57</td>
<td>0.95</td>
<td>0.82</td>
<td>0.93</td>
<td>1.32</td>
<td>0.40</td>
<td>1.20</td>
</tr>
<tr>
<td>50</td>
<td>1.12</td>
<td>0.71</td>
<td>1.18</td>
<td>1.02</td>
<td>1.16</td>
<td>1.65</td>
<td>0.50</td>
<td>1.50</td>
</tr>
</tbody>
</table>

For impingement cooling of combustion chamber walls the maximum available pressure loss is the combustor pressure loss. The effusion cooling studies have shown that for optimum film cooling performance a large effusion hole size is preferable with consequently a low pressure loss (12). For impingement/effusion applications it is therefore valid to assume that all the pressure loss would occur at the impingement plate. The design of the impingement plate is mainly specified by the desired pressure loss \( \Delta P/P \) and the required coolant flow per unit surface area, \( G \). Combining Equations (2) and (7) it may be shown that the impingement hole pitch to diameter ratio is specified by Equation (9).

\[
\frac{X}{D} = \left( \frac{1}{4} \cdot C_0 \right)^{0.5} \left( \frac{\Delta P}{P} \right)^{0.25} G^{0.25}
\]  

(9)

For a \( C_0 \) of 0.8 (9) and a pressure \( P \) of 1 bar Equation (9) may be reduced to Equation (10).

\[
\frac{X}{D} = 72.4 \left( \frac{\Delta P}{P} \right)^{0.25} G^{0.25}
\]  

(10)

Table 2 presents the values of \( X/D \) for two practical values of \( \Delta P/P \) at two coolant temperatures and a range of \( G \) from 10% to 100% of the combustion air flow as summarised in Table 1. Table 2 shows that for combustion chamber wall cooling applications impingement heat transfer correlations for a range of \( X/D \) from 3 to 18 are required. There have been no systematic investigations of the \( X/D \) effect at constant \( X \) and variable \( D \) and the present work and that of Ref. 14 covers the \( X/D \) range 2-21.

Equation (6) shows that the hole pitch \( X \) is purely a function of the number of holes per unit surface area, \( n \). The influence of \( n \) on impingement heat transfer is being investigated in an associated research programme. The present work has been carried out for a fixed number of holes, \( n \), of 4306 per square metre. An impingement plate size of 152 mm square has been used with a 10 by 10 square array of holes with a pitch, \( X \), of 15.2 mm. Table 3 lists the range of plates used to achieve the 2 to 22 variation in \( X/D \). All the plates were 6.3 mm thick Nimonic 75.

Table 2: Impingement geometries of combustor wall cooling

<table>
<thead>
<tr>
<th>( \Delta P/P ) (%C)</th>
<th>( X/D )</th>
<th>( G )</th>
<th>(kg s⁻¹ m⁻² at 10⁵ Pa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>3</td>
<td>16.6</td>
<td>13.2</td>
</tr>
<tr>
<td>0.4</td>
<td>5</td>
<td>18.4</td>
<td>15.0</td>
</tr>
<tr>
<td>0.6</td>
<td>7</td>
<td>20.2</td>
<td>16.8</td>
</tr>
<tr>
<td>0.8</td>
<td>9</td>
<td>22.0</td>
<td>18.6</td>
</tr>
</tbody>
</table>

Experimental Apparatus

The experimental apparatus has been described previously (13-15) and is shown in Fig. 5. It consists of a filtered and metered air supply from a compressor to an insulated 152 mm square plenum chamber with two flow distribution grid plates. The 152 mm square Nimonic 75 impingement test plate was
bolted to the plenum chamber and then bolted at the four corners through 10 mm diameter PTFE spacing rods to the impingement target plate. The four corner spacing rods were interchangeable so that the impingement gap, \( z \), could be varied. A single insulated (150 mm thick) silicone rubber mat heater was used to heat the 152 mm square Nimonic 75 impingement target plate. The target plate was instrumented with fourteen uniformly spaced mineral insulated grounded junction Type K thermocouples.

**Table 3: Test Plate Design Details (Constant \( X = 15.24 \text{ mm} \))**

<table>
<thead>
<tr>
<th>( D ) (mm)</th>
<th>( D^0 )</th>
<th>( u ) (m/s)</th>
<th>( M )</th>
<th>( X )</th>
<th>( A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.18</td>
<td>0.002</td>
<td>1.4</td>
<td>0.004</td>
<td>1.96</td>
<td>22.63</td>
</tr>
<tr>
<td>1.27</td>
<td>0.055</td>
<td>8.5</td>
<td>0.026</td>
<td>4.66</td>
<td>3.82</td>
</tr>
<tr>
<td>2.33</td>
<td>0.28</td>
<td>17.8</td>
<td>0.054</td>
<td>6.83</td>
<td>1.68</td>
</tr>
<tr>
<td>3.88</td>
<td>2.17</td>
<td>46</td>
<td>0.140</td>
<td>11.03</td>
<td>0.65</td>
</tr>
<tr>
<td>1.18</td>
<td>3.60</td>
<td>63</td>
<td>0.190</td>
<td>12.92</td>
<td>0.47</td>
</tr>
<tr>
<td>0.71</td>
<td>10.30</td>
<td>127</td>
<td>0.384</td>
<td>21.46</td>
<td>0.17</td>
</tr>
</tbody>
</table>

**Heat Transfer Correlation Procedure**

It was shown in Ref. 15 that the target plate temperature variations were less than 2% for a \( Z/D \) of 4.5. Consequently, the mean target plate temperatures could be used to determine the mean impingement heat transfer coefficient. For each flow rate the system was allowed half an hour to come into thermal equilibrium before all the temperatures were noted. The temperature difference between the target plate and the impingement plenum chamber air temperature was kept at approximately 12°C, measured with a resolution of 0.1°C. An average heat transfer coefficient, \( h \), was determined, by Equation (11) for the entire target surface area

\[
h = \frac{Q}{A(T_m - T)} \tag{11}
\]

where \( Q \) is the electrical heat supply (watts) less a 3% allowance for heat losses (16,22,35), \( A \) is the target surface area (m²), \( T_m \) is the target mean temperature and \( T \) is the log-mean temperature of the impingement grid plate and the air temperature inside the plenum. The log-mean temperature has been used as a closer temperature to the impingement jet outlet than the upstream temperature (15). This has also been used by other workers (21,23,26-33).

The impingement heat transfer results are generally correlated by a dimensionless equation of the form of Equation (12)(16,17,21-23,27).

\[
Nu = \frac{hD}{k} = C \left( \frac{X}{D} \right)^{a} \left( \frac{Z}{D} \right)^{b} \text{Re}^{\frac{1}{2}} \text{Pr}^{\frac{1}{3}} \tag{12}
\]

where Reynolds number is defined by Equation (8). For air the Prandtl number term may be regarded as a constant (\( C_{p}u/k \)). Many previous workers have not evaluated the exponents \( a \) and \( b \) but left the results in a graphical form. The evaluation of the exponent \( y \) has been extensively studied. In the present investigation the exponents \( a \) and \( y \) will be determined over a range of impingement gaps, \( Z \). Also the dependence of the exponent \( y \) on \( X/D \) will be investigated for a range of \( Z \).

In the present work the variables investigated are \( G, D \) and \( Z \). It may be shown from Equation (12) and (2-8) that \( h \) is related to these parameters by Equation (13).

\[
h = \text{const.} \frac{2}{(1+a+b+y)O} \tag{13}
\]

It is the objective of the present work to show that for a limited range of \( Z \), there is no influence of \( Z \) on \( h \) and it can be included in the constant so that Equation (13) simplifies to Equation (14)

\[
h = \text{const.} D^{1+a+y} \tag{14}
\]

The exponent for the hole diameter will be termed \( j \), as defined by Equation (15).

\[
j = 1+a+y \tag{15}
\]

**Influence of Impingement Hole Reynolds Number**

The Re has been varied by changing \( G \) for each value of \( X/D \) in Table 3. Fig. 6 shows the results for a constant \( Z \) of approximately 6 mm plotted on the basis of Equation (12) and Fig. 7 on the basis of Equation (13). A least squares fit to the data on these graphs has been used to evaluate the exponent \( y \) in Equations (12) and (13). The variation of \( y \) with \( X/D \) for a range of \( Z \) from 3-12 mm is shown in Fig. 8. This also shows equivalent data for a constant \( Z/D \) of 0.5 (14). Fig. 8 shows that there is some indication of a weak dependence of \( y \) on both \( X/D \) and \( Z \). However, to include these relationships in Equations (12) and (13) would create a cumbersome correlation. A constant value of \( y \) of 0.72 has been used in previous work (13,14) and represents a reasonable mean value of the results in Fig. 8.

**Influence of Impingement Gap, \( Z \)**

Figs. 9 and 10 show the similar results to Figs. 6 and 7 for \( Z = 3, 6 \) and 12 mm and two values of \( X/D \). These show that for this range of \( Z \) there is little influence of \( Z \) on the heat transfer relationships.
This supports the result in Figs. 3 and 4 (13) which show that there is a range of \(Z/D\) over which the impingement heat transfer shows little dependence on \(Z/D\). Fig. 11 shows that the exponent \(y\) is not dependent on \(Z\), except at very small values of \(Z\). The influence of \(X/D\) on \(h\) shown in Fig. 8 is also apparent in Fig. 11.

The variation of \(h\) with \(Z\) for a range of \(X/D\) is shown in Figs. 12 and 13 which differ only in the \(G\) value. All the test results, except for an \(X/D\) of 1.9, show that for \(2 < Z < 12\) mm, there is little influence of \(Z\) on \(h\). For values of \(Z\) larger than 12 mm, \(h\) gradually decreases as \(Z\) is increased. The anomalous results for an \(X/D\) of 1.9 were due to the low values of \(Re < 2000\). The results in Figs. 9-13 clearly support the conclusion that for \(Z < 2 < 12\) mm there is no influence of \(Z\) on the impingement heat transfer. The range of \(Z\) is the practical range for gas turbine combustion chamber and turbine blade impingement cooling.

**Influence of \(X/D\)**

Fig. 14 shows the influence \(X/D\) on \(Nu/Pr\) for a range of \(Re\) and a constant \(Z\) of 6 mm. Fig. 15 shows the equivalent data for the dependence of \(h\) on \(X/D\) for a range of \(G\) at a constant \(Z\) of 6 mm. Fig. 16 shows similar results to Fig. 15 for a \(Z\) of 1.5 mm. These results show a uniform relationship with \(X/D\) in contrast with the previous results (14) at a constant \(Z/D\) of 4.5. These results show a uniform dependence on \(X/D\) only at high values of \(X/D\). The reason for this was that at low \(X/D\) and a \(Z/D\) of 4.5, the impingement gap was considerably greater than the 10 mm maximum value found in this work for the heat transfer to be independent of \(Z\).

A least square fit to the data in Figs. 15 and 16 has been made to evaluate the exponent \(j\) in Equation (15). This shows some dependence on \(G\) as shown in Fig. 17. Excluding the data for \(Z = 1.5\) mm, the results may be correlated by Equation (16) for \(3 < Z < 19\).

\[
J = 0.54 + 0.05 \frac{G}{D}
\]

However, in spite of the dependence of \(J\) on the flow rate \(G\), the inclusion of Equation (16) in Equations (12) and (13) produces a cumbersome correlation. In the present work a mean value for \(J\) of 0.64 has been taken. This value of \(j\) taken with the 0.72 value for \(y\) gives from Equation (15) a value of -1.08 for \(a\). This is shown in Fig. 14 to be in good agreement with the results correlated in terms of Equation (12).

**General Correlations**

Using Equation (13) the present results may be correlated by Equation (17).

\[
h = 0.64 \left(\frac{X}{D}\right)^{0.72} G
\]

for \(2 < Z < 12\) mm.

The equivalent correlation for a constant \(Z/D\) of 4.5 in Ref. 14 was

\[
h = 63 \left(\frac{X}{D}\right)^{0.72} G
\]

The agreement of the experimental data with Equation (17) is shown in Figs. 18-20 to be good and comparison of these figures indicates a minimal influence of \(Z\) over the range 3-12 mm. This data scatter is greatest at low \(G\) values where the flow is often of low \(Re\). However, the level of agreement justifies the use of simple fixed values for the exponents \(J\) and \(y\) rather than more complex forms such as Equation (16).

The equivalent dimensionless correlation of the results in Equation (17) may be arranged in the form of Equation (12), but without any \(Z/D\) influence, as in Equation (19).

\[
Nu = 27 D^{1.08} \frac{Re}{G}
\]

In the present work \(X\) was constant at 15.2 mm and Equation (19) may only apply to this value of \(X\) or this value of \(n\). Further work is in progress to investigate the influence of \(X\) or \(n\). The present value of \(X\) may be incorporated into Equation (19) to introduce \(X/D\) as a parameter as in Equation (20).

\[
Nu = 0.29 \left(\frac{X}{D}\right)^{-1.08} \frac{Re}{G}
\]

The present results are shown for \(Z = 6\) mm in Fig. 21. The data scatter in Fig. 21 and Figs. 18-20 is random and shows no systematic dependence on \(X/D\).

**Combined Impingement/Effusion Cooling**

The test rig has been described previously (7-12) for work on single full coverage discrete hole film cooling systems (effusion cooling). It consists of the same coolant air supply system as in Fig. 1. The impingement gap was formed using a 6 mm flange with gaskets on each side bolted through to seal for any leaks between the impingement and effusion plates. This 152 mm square impingement/effusion cooling system was flush mounted in the wall of a 152 mm by 76 mm air cooled duct. The air flow in this duct was heated by a propane fired preheater to approximately 750 K. The coolant air was not preheated and this gave a coolant to hot gas density ratio of approximately 2.5, which is typical of combustor primary zone conditions. The test rig could also achieve actual combustor conditions using a JetMix (36,37) rapid fuel and air mixing lean burning kerosene fired combustion system. At the 750 K low temperature of the present
work this jet mix system was not fuelled and it acted as a grid plate to generate realistic turbulence levels in the crossflow. The geometry of the system involved radiative heat transfer between the test plate and the duct walls (11). Correction techniques have been developed for this for a single effusion plate (11), but for impingement/effusion cooling a knowledge of the impingement heat transfer is required. The present work gives correlations which may be used for a correction procedure. In the present work with a 750K mainstream temperature the correction term was small, except at very low G values. Hence, the uncorrected test results may be used to illustrate the additional influence of impingement cooling to effusion cooling.

Each test plate was instrumented with five grounded junction type K mineral insulated thermocouples, vacuum brazed to the test plate with the thermocouple junction flush with the metal surface adjacent to the hot gas cross flow. The thermocouples were positioned 25 mm apart on the centreline of the test plate and between rows of holes as detailed in Ref. '0'. The temperature gradients between the holes were small and at the maximum were only 3% of the plate temperature (10). The five thermocouples were used to determine the axial development of the overall cooling effectiveness defined in Equation (21).

\[ n = \frac{T_g - T_c}{T_g - T_w} \]  

(21)

The crossflow hot gas temperature, \( T_g \), was measured using a traversing mineral insulated thermocouple positioned 50 mm normal to the centre of the test plate. This temperature was corrected for radiative heat losses using the mean duct velocity and the measured duct wall temperature. The coolant temperature \( T_c \) was that at the flow metering station.

The cooling effectiveness values 127 mm downstream of the leading edge, for one of the present impingement plates, \( X/D = 11.03 \) and \( Z = 7 \) mm, in combination with an effusion plate with a total hole area 2.85 times greater are shown in Fig. 22. Equation (2) shows that this will give a pressure loss difference by a factor of 8.1, thus the pressure loss will be mainly at the impingement plate. The impingement holes were evenly spread over the effusion holes (0.233 mm) and were offset half a hole pitch from the effusion holes. Thus the impingement jet was directed in the centre of the square array of effusion holes. The effusion cooling alone has been investigated separately (12) and the cooling effectiveness values are shown for comparison in Fig. 22. There is clearly a significant improvement in the cooling effectiveness with impingement cooling. Comparison with Fig. 1 shows that the results are comparable with some of the best results for more complex materials such as Transply and Lamilloy.

**Impingement Plate Heating**

A problem that has been found in the present work is that not only is the target plate cooled by the impingement cooling, but the impingement plate is heated. This has been found both on the impingement heat transfer test rig and in the combined impingement/effusion tests. Calculations have shown that only a small proportion of this heating can be accounted for by radiation from the hot gas target plate. Fig. 23 shows the magnitude of the effect for the impingement tests (15). This heating of the impingement plate was the reason for using the log-mean temperature in the determination of the heat transfer coefficient in Equation (11). No other investigators have reported measurements of the impingement plate temperature and generally have used the impingement air supply temperature in the impingement correlations. It is the coolant temperature at the impingement plate exit holes that is required in the impingement correlations and the use of the log-mean temperature is an attempt to use a coolant temperature close to this in Equation (11).

For the impingement/effusion cooling situation the temperature rise of the impingement plate is much greater than for the very low temperature impingement heat transfer test rig. Fig. 24 shows the magnitude of the effect. To use the present impingement correlations it is clearly necessary to predict the coolant outlet temperature from the impingement plate. Techniques for this have been developed for effusion cooling (10,11,12) and may be applied to the impingement plate. Such predictions are shown in Fig. 24 to be in agreement with experimental measurements of the gas temperature. However, if a general prediction procedure is to be developed for impingement/effusion wall cooling it is necessary to be able to predict the impingement plate temperature.

The heating of the impingement plate is considered to be due to both radiative and convective heat transfer. The former can be easily predicted but no information exists for the convective heating of the impingement plate as the phenomenon has not previously been recognised. It is considered that the convective heating is caused by the deflection of the impinging jets back from the target plate onto the impingement plate. It is likely that this effect may be a strong function of \( Z \) and some evidence for this is given in Fig. 23. Its mean intention of the authors to provide data for the convective heat transfer to the impingement plate as an essential prerequisite of a full impingement/effusion wall cooling prediction programme.

**Conclusions**

1. The influence of \( X/D \) on impingement heat transfer, with \( D \) as the variable at constant \( X \), is an important parameter for gas turbine applications. For combustor wall cooling the relevant range is \( 3 \times X/D < 18 \).
2. The impingement gap \( Z \), has little influence on the impingement heat transfer for \( Z = 12 \) mm. It is preferable to investigate the \( X/D \) effect at constant \( Z \) rather than constant \( X/D \) as the variation in \( Z \) is much greater than the \( X/D \) range.
3. The influence of \( X/D \) on impingement heat transfer may be correlated by Equations (17) and (20).

\[ h = 7.5 \times 10^6 \times X/D^{0.64} \times G^{0.72} \]  

(17)
4. Impingement combined with effusion cooling gives a significant increase in cooling effectiveness. The relatively simple wall cooling geometries have a cooling performance as good as the much more complex Transply and Lamillloy wall materials.

5. Impingement cooling results in coolant jet deflection of the impinging jets back onto the impingement plate causing convective heating. This phenomena has not been previously recognised and no convective heat transfer data exists.
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Figure 2: Film Cooling Effectiveness as a Function of G

Figure 3: Influence of Z/D on heat transfer: X/D = 12.9

Figure 4: Comparison of the influence of Z/D on heat transfer with previous data: $\overline{Nu}_{ref}$ at Z/D = 3

Figure 5: Impingement Heat Transfer Test Rig
Symbols for Figs. 6, 7, 11-13, 18-21

Fig. 6 Nu vs Re at Z=6mm for various X/D

Fig. 7 Variation of h with G at Z=6mm

Fig. 8 Variation of the Re exponent y with X/D for a range of Z.

Fig. 9 Nu vs Re for a range of Z

Fig. 10 h vs G for a range of Z

Fig. 11 Variation of the Re exponent y with Z for a range of X/D
Fig. 12 $h$ vs. $Z$ for a range of $X/D$ at $G=0.2 \text{kg/sm}^2$

Fig. 13 $h$ vs. $Z$ for a range of $X/D$ at $G=0.7 \text{kg/sm}^2$

Fig. 14 $Nu$ vs. $X/D$ for various Re at $Z=6\text{mm}$

Fig. 15 $h$ vs. $X/D$ for various $G$ at $Z=6\text{mm}$

Fig. 16 $h$ vs. $X/D$ for various $G$ at $Z=1.5\text{mm}$

Fig. 17 $X/D$ exponent as a function of coolant flowrate for various $Z$
Fig. 18 Correlation of Eq. 17 for Z=3.3mm

Fig. 19 Correlation of Eq. 17 for Z=6mm

Fig. 20 Correlation of Eq. 17 for Z=12mm

Fig. 21 Correlation of Eq. 20 for Z=6mm

**Fig. 22** Cooling Effectiveness as a function of G for Impingement/Effusion and Effusion alone with X/D = 11 for the Impingement plate and 7 for the Effusion plate with Z = 6.4mm

\[ T_T \quad \text{Impingement plate mean temperature} \]
\[ T_E \quad \text{Target plate mean temperature} \]
\[ T_C \quad \text{Plenum chamber coolant temperature} \]

**Fig. 23** Impingement plate heating as a function of flow rate

**Fig. 24** Heating of the Impingement plate by the hot Impingement air for the Impingement/Effusion high temperature tests.
DISCUSSION

S.C. Arora, Ca

I am a bit confused about your geometric variables. Is it X/D and Z/D or X, Z, and D? If it is X/D and Z/D then it should not matter whether a specific value of the variable is obtained by varying X and Z or only D.

Author’s Reply

In the work mostly D is the variable whereas X and Z are constant.

D.E. Metzger, US

The results in the paper are all derived from measurements of average heat transfer over the test plate. It appears that these results are given for Z/D values as low as 0.3. These low values of Z/D also occur, since D was varied at constant X, at low values of X/D. For this situation, significant variation of jet velocity between the center and edges of the jet array are expected, accompanied by corresponding variation in local heat transfer coefficients. How then can these results be used to predict the combined impingement/film cooling application where jet crossflow in the array will not be present?

Author’s Reply

The use of the average surface temperature in the heat transfer coefficient, h, in Eq. 11 is one of the main reasons for data scatter in the results. The reason for this is that the temperature does vary over the target plate with an associated variation in h. However, these variations are generally small and only use as high as ±10% of the mean for extreme conditions and the case that you quote of small Z/D at a small X/D is one of these. Some details of these heat transfer coefficient variations for this situation have been published in Ref. 15 and at the 7th ISABE meeting (Sept. 1985).

The main contributing factor to these variations in h is the crossflow of the impingement air experienced by the outer jets of the array. As you have pointed out for the 8-18 mm holes situation the static pressure gradient in the impingement gap can cause a maldistribution of the airflow between the holes. However, in the smaller hole tested the hole dynamic pressure loss is greater than any impingement gap pressure gradient and this flow maldistribution effect will be much smaller. The main effect then is that of the impingement gap mass flow velocity which can contribute to the convection cooling of the target plate. For most of the geometries we have investigated crossflow enhances the heat transfer slightly. This effect is greatest at small values of Z and is the major factor contributing to the lower limit of Z in the correlation.

The aim of the very large hole impingement systems was to determine whether low pressure loss high mass flow impingement systems were feasible. The intended application for the low X/d data was not combined impingement/effusion cooling. Our design estimates indicate that hole sizes in the 3-8 mm range, for X = 15.2 mm, may be required for this application with coolant mass flows, G, 2-3 kg/(m² s) at 1 bar. The proposed impingement correlation indicates values of h in the range 200-400 W/(m² K) will be possible, this is also demonstrated in Fig. 7. For a 3% type pressure loss at the impingement plate and a low coolant mass flow for a combined impingement/effusion application, the equivalent value of h for the necessarily larger X/D systems is approximately 150 W/(m² K). Consequently, the intended application may be feasible although further work on the crossflow effect for these small X/D systems will be required, although Fig. 13 indicates that this may be beneficial.
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RÉSUMÉ

L'augmentation des performances des turboréacteurs avec rechauffe exige, de la part des constructeurs, un effort de recherche technologique dans le domaine de la protection des parois des canaux de rechauffe.

Les procédés utilisés pour refroidir les chemises de protection thermique ont connu une évolution importante qui, associée à des méthodes de calcul permettant une optimisation plus poussée, a permis de réaliser des gains substantiels tant sur le plan de la masse que sur le plan de l'efficacité du refroidissement.

NOMENCLATURE

A  Section de passage de l'écoulement entre chemise et carter
Ae  Section de passage de l'écoulement principal
B  Périnèdre de frottement entre chemise et carter
Be  Périnèdre de frottement de l'écoulement principal
CF  Coefficient de frottement entre chemise et carter
CFc  Coefficient de frottement dans l'écoulement principal
dx  Longueur d'une tranche élémentaire de calcul
Ma  Nombre de Mach entre chemise et carter
Ma  Nombre de Mach dans l'écoulement principal
P  Pression totale entre chemise et carter
Pa  Pression totale dans l'écoulement principal
TC  Température totale entre chemise et carter
TC  Température totale dans l'écoulement principal
Y  Rapport des chaleurs spécifiques dans l'écoulement entre chemise et carter
Ye  Rapport des chaleurs spécifiques dans l'écoulement principal
η  Efficacité adiabatique
η  Rendement de rechauffe

INTRODUCTION

L'augmentation des performances des turboréacteurs avec rechauffe passe par des conditions de fonctionnement de plus en plus sévères en températures (augmentation de la température du flux primaire) et par une réduction des débits d'air consacrés au refroidissement du canal.

Cette recherche de performances toujours améliorées a conduit les motoristes à faire évoluer la technologie vers des procédés de refroidissement des parois plus élaborés.

Cette évolution technologique est ici présentée par la comparaison des chemises de protection thermique de plusieurs moteurs SNECMA.

Les principales étapes du développement d'une chemise sont ensuite présentées depuis la conception, les essais partiels jusqu'aux essais sur moteur.

1 - ÉVOLUTION DE LA TECHNOLOGIE SUR LES MOTEURS SNECMA

Depuis une trentaine d'années, des progrès importants ont été accomplis dans la conception des chemises de protection thermique des canaux de rechauffe et notamment en ce qui concerne l'efficacité du refroidissement et la masse.

a) Moteurs mono-flux

Sur le moteur ATAR (figure 1), le refroidissement de la chemise est assuré par convection forcée au moyen d'air provenant de la turbine et qui est donné à une température de l'ordre de 1000 K.

Ceci conduit à une température moyenne de chemise relativement élevée de l'ordre de 1220 K à 1360 K et nécessite d'avoir recours à un canal en acier et à une chemise segmentée et ondulée circumferentielle.

Sur le moteur OLYMPUS, le taux de PC est très réduit (10% sur OLYMPUS 593) et la chemise se réduit à une zone anti-scrach destinée à amortir les phénomènes vibratoires.

Néanmoins, un canal en acier doit être employé.
b) - Moteurs double flux

Sur les moteurs double flux (figure 1), une partie du flux secondaire est utilisée pour refroidir la chemise et protéger thermiquement le canal, ce qui permet d'utiliser pour la fabrication de ce dernier du titane, nettement plus léger que l'acier.

Les technologies de refroidissement de chemise ont connu une évolution comparable à celles qui sont utilisées sur chambre (figure 2):

* Sur M53-4, le refroidissement a tout d'abord été assuré par 7 films à alvéoles. Ce type de refroidissement présente une grande hétérogénéité circonférentielle due à la présence de pontets destinés à maintenir l'écartement entre parois et un niveau d'efficacité moyen très inférieur à celui d'une fonte pure.

Ce mode de refroidissement a rapidement été remplacé par un dispositif de 11 films chaudronnés possédant une meilleure efficacité et une meilleure homogénéité circonférentielle.

* Sur M53-5, le dispositif à 11 films a été amélioré par l'adjonction d'une zone multiperforée située en fin de vireole, de perméabilité 0,6 % et destinée à diminuer les gradients de température longitudinaux.

Cependant, ces films chaudronnés possèdent un certain nombre d'inconvénients :

- ils nécessitent l'emboîtement de nombreux éléments coniques assemblés par rivetage,
- les languettes de films se déforment quand elles sont soumises à une surchauffe (sillage) ce qui a tendance à amplifier les points chauds et à propager la déformation à d'autres vireoles situées en aval.

D'autre part, le recours à des films mécaniques taillés dans la masse n'était pas envisageable sur le plan du coût et du poids, ce qui a conduit à la conception de chemises entièrement multiperforées.

* Sur M53-P2 et M8B, la chemise est une vireole de faible épaisseur ondulée et multiperforée (planche 2), ce qui s'est traduit par une réduction de la masse (environ 20 %) et du prix de revient associée à une amélioration des performances de tenue thermique :

- diminution du niveau moyen de température
- réduction des gradients longitudinaux et transversaux
- effacement des sillages provenant de l'amont.

Le tableau ci-dessous traduit en température de chemise l'évolution de la technologie.

<table>
<thead>
<tr>
<th>Moteurs</th>
<th>ATAR 9K50</th>
<th>M53-2</th>
<th>M53-5</th>
<th>M53-P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poussé O/O</td>
<td>7040</td>
<td>7600</td>
<td>9810</td>
<td>9495</td>
</tr>
<tr>
<td>plein gaz PC (daN)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taux de rechauffe</td>
<td>0,43</td>
<td>0,51</td>
<td>0,62</td>
<td>0,48</td>
</tr>
<tr>
<td>Température de refroidissement (K)</td>
<td>993</td>
<td>400</td>
<td>412</td>
<td>421</td>
</tr>
<tr>
<td>Température flux chaud amont rechauffe (K)</td>
<td>993</td>
<td>1090</td>
<td>1155</td>
<td>1155</td>
</tr>
<tr>
<td>Température de chemise (K)</td>
<td>&gt; 1123</td>
<td>900</td>
<td>870</td>
<td>800</td>
</tr>
</tbody>
</table>

Pour le futur, l'utilisation de chemises en composite est envisagée, ce qui laisse espérer un gain de masse et de débit de refroidissement permettant d'améliorer le taux de rechauffe et le rendement de profil.

2 - LES ETAPES DU DÉVELOPPEMENT

2.1 - Généralités

Le refroidissement de la chemise est déterminé de manière à garantir une température de canal compatible avec sa tenue thermique et les spécifications de l'avionneur. Sur un moteur double flux moderne, l'utilisation d'un canal en titane nécessite de maintenir la température de ce dernier à une valeur inférieure à 300 °C.

On est donc conduit à dimensionner le refroidissement de la chemise à une valeur suffisante pour connaître les importantes hétérogénéités circonférentielles de température génératrices de sillage chauds.
Cependant, l'utilisation d'air pour le refroidissement a des conséquences négatives sur les performances du moteur : d'une part, cet air n'est pas utilisé pour la combustion, ce qui limite le taux de rechauffe et d'autre part, son introduction progressive dans le foyer tend à accentuer le profil de température en sortie de tuyère ce qui se répercute sur la poussée.

Il convient donc d'utiliser au mieux la perte de charge pour obtenir un refroidissement efficace. Sur les moteurs récents, le débit alloué au refroidissement représente approximativement 10 % du débit d'air total et est réparti au flux principal soit par l'intermédiaire des dispositifs de refroidissement (\( \approx 60 \% \)), soit au niveau des volets de tuyère en extrémité de la chemise afin d'assurer la ventilation de ces derniers.

2.2 - Position du problème

Les écoulements à l'intérieur des foyers de rechauffe se caractérisent par des niveaux de pression modérés (\( p \approx 4 \text{ bar} \)) mais des vitesses d'écoulement élevées. Les fronts de flamme qui prennent naissance au niveau des anneaux brûleurs s'étalent progressivement vers l'avant jusqu'à rencontrer les parois où ils peuvent engendrer d'importantes hétérogénéités circonferentielles en température. L'une des qualités essentielles d'un refroidissement de chemise est de pouvoir combattre efficacement ce type d'hétérogénéités et en particulier d'en empêcher la propagation longitudinale.

D'autre part, l'élévation progressive de la température moyenne de l'écoulement à l'intérieur du foyer (figure 4) a deux conséquences :

- la chute continue de la pression statique du flux primaire longitudinal (figure 3),
- une charge thermique sur les parois de chemise qui va croissante de l'amont vers l'aval.

Etant donné qu'un surdimensionnement mécanique de la chemise serait pénalisant sur le plan du bilan de masses, il faut, pour satisfaire aux critères de tenue de pression modérés (\( P_{10} \)), accentuer le profil de température en sortie de tuyère et minimiser les pertes de charge longitudinales.

Enfin, bien que dans un souci de simplicité de fabrication et de coût, le mode de refroidissement soit généralement constitué d'un motif unique répété le long de la chemise (voir figure 2), l'augmentation longitudinale de la charge thermique des parois est limitée par un effet de cumul des fûts de refroidissement de viriel à viriel.

Cet effet de cumul est naturellement d'autant mieux réalisé que l'efficacité unitaire de chaque fil est importante. La figure 5 présente par exemple, sur une longueur de chemise correspondant à 2 anneaux de tuyère, la contribution de chacune des zones multiperforées à l'efficacité globale. Cette dernière est calculée par la formule suivante :

\[
1 - \eta = \prod_i (1 - \eta_i)
\]

\( \eta_i \) désignant l'efficacité de la zone \( i \) à l'abscisse \( x \).

2.3 - Le dimensionnement

Les caractéristiques mécaniques et géométriques de la chemise sont déterminées à partir de calculs aérodynamiques et thermiques qui permettent de s'assurer que dans l'ensemble du domaine de vol :

- le dimensionnement des diaphragmes situés entre chemise et carter est tel que les écarts de pression de part et d'autre de la chemise, et de part et d'autre du canal restent inférieurs à la valeur fixée en objectif (de l'ordre de 300 mbar pour la chemise) ;
- la température maximale de la chemise reste inférieure à une valeur compatible avec un objectif de durée de vie. À régime donné, cette température dépend essentiellement de la température du flux secondaire et de la part de charge disponible au niveau de la chemise ;
- la température maximale du canal reste inférieure à la limite fixée. Cette température qui dépend du débit et de la température du flux secondaire ainsi que de l'air de ventilation de la nacelle, est augmentée avec l'altitude (réduction de la convection externe, augmentation de la température de chemise) et avec la vitesse de l'avion (augmentation de la température secondaire).

2.3.1 - Calcul aérodynamique

Au stade de l'avant-projet, la répartition du débit de refroidissement dans les différents orifices peut être déterminée au moyen d'un code de calcul utilisant une formulation monodimensionnelle compressible du théorème de la quantité de mouvement (1) et pouvant prendre en compte :

- les pertes de charge par frottement et apport de chaleur entre canal et chemise, et dans le flux principal.
On obtient par exemple pour une tranche de longueur $dx$ les formules suivantes :

\[
\begin{align*}
\frac{P_2}{P_1} &= 1 - Y \frac{M_1^2}{T_1} \left( \frac{T_2 - T_1}{T_1} \times \frac{1}{2 + (Y-1)M_1^2} + CF \right) \frac{B dx}{8A} \\
\frac{P_{C2}}{P_{C1}} &= 1 - Y C \frac{M_{C2}^2}{T_{C1}} \left( \frac{T_{C2} - T_{C1}}{T_{C1}} \times \frac{1}{2 + (Y C-1)M_{C2}^2} + CF C \frac{B C dx}{8 A C} \right)
\end{align*}
\]

- le calcul de l'évolution de la pression au passage d'un diaphragme ;
- le calcul du débit d'orifices de film ou de multiperforation.

Pour ne pas alourdir la méthode de résolution, les calculs aérodynamiques et de tenue thermique de la chemise ont été découplés et sont réalisés successivement. Cependant, compte-tenu de la nécessité de connaître la température des gaz dans chaque section de calcul, un traitement schématique des problèmes thermiques et de combustion est néanmoins réalisé à ce niveau :

- utilisation d'une loi de rendement universelle rentrée point par point ;
- formulation moyennée des équations de transfert de chaleur permettant d'estimer l'échauffement du débit d'air entre canal et chemise.

Enfin, d'autres outils de calcul bidimensionnels ou tridimensionnels sont également à la disposition de l'ingénieur pour traiter les problèmes locaux pouvant surgir en cours de développement (0).

2.3.2 - Le calcul thermique

La description du comportement thermique d'une partie de la chemise et d'autre part du canal nécessite la mise en œuvre d'un logiciel de calcul simulant de manière réaliste les transferts conductifs, convectifs et radiatifs.

**Les transferts conductifs** :

La description des transferts conductifs est réalisée au moyen d'une méthode aux volumes finis instationnaires. Une méthode bidimensionnelle (description de la conduction dans les sens radial et longitudinal) et une méthode tridimensionnelle (description de la conduction dans les sens radial, longitudinal et tangentiels) sont disponibles. La difficulté essentielle dans le dernier cas étant la détermination des profils circonférentiels de températures du gaz et surtout de coefficients convectifs (simulation des sillages).

**Les transferts radiatifs** :

Plusieurs modèles de transferts radiatifs sont utilisables suivant l'état d'avancement du projet :

- une formulation monodimensionnelle (2) considérant les échanges entre deux corps gris semi-infinis séparés par un gaz semi-transparent et isotherme ;
- la méthode par zones permettant de tenir compte de l'évolution longitudinale de la température du gaz à l'intérieur du canal (3) ;
- la méthode à 6 flux qui nécessite l'utilisation préalable d'un code 2D ou 3D de description de l'écoulement à l'intérieur du canal de manière à connaître le champ de températures et de concentrations à l'intérieur de celui-ci (4).

Ces modèles nécessitent la connaissance des propriétés radiatives du gaz de combustion qui sont calculées :

- soit au moyen de la formule empirique de Reeves (2) supposant le gaz gris ;
- soit au moyen d'un modèle de type larges bandes (modèle d'Edwards) (5) ;
- soit au moyen d'un modèle de type bandes étroites (6, 7).

Les transferts convectifs :

Le calcul des transferts convectifs à la paroi, sur la face interne de la chemise de protection thermique nécessite l'utilisation :

- de la température des gaz au voisinage de la paroi, déduite de la loi d'efficacité adiabatique ;
- des coefficients d'échange.

Malgré les progrès importants réalisés ces dernières années dans la description des écoulements réactifs tridimensionnels, ces lois de comportement demeurent essentiellement expérimentales et sont issues des essais sur un banc partiel de refroidissement décrit dans la suite de cet article.

Un exemple de calcul de température de paroi d'un canal ondulé multiperforé est présenté sur la figure 2. Ce calcul montre la relative homogénéité longitudinale des parois et cela malgré l'évolution de température du flux principal qui passe d'une valeur de l'ordre de 1200 K au niveau du plan des accroche-flammes, à une valeur supérieure à 2000 K en sortie de chemise.

2.3.3 - Les essais au banc partiel

2.3.3.1 - But des essais

Des recherches technologiques doivent être mises en œuvre afin de maîtriser les techniques nouvelles avant de les appliquer sur des moteurs de développement.

Pour mener à bien ces recherches, on est conduit à réaliser des essais au banc partiel, d'une part pour mettre au point et optimiser les concepts technologiques nouveaux et d'autre part pour acquérir des informations expérimentales qui serviront à ajuster les lois utilisées dans les méthodes de modélisation.

La SNECMA dispose d'un banc partiel de refroidissement représenté sur la figure 6 et sur lequel sont essayés des conditions représentatives de température et de vitesse des secteurs de chemise.

La voie d'essai est de section rectangulaire mais le dispositif à étudier est implanté sur une tôle ayant une courbure pour améliorer le comportement mécanique compte-tenu des gradients de température élevés.

Deux alimentations en air réglables séparément permettent de simuler respectivement le débit principal et le débit entre canal et chemise.

Dans le flux principal, deux types de montages sont possibles correspondant à des objectifs d'essais différents :

- dans le premier cas, l'obstacle et l'anneau brûleur ne sont pas montés. La préchambre assure alors une alimentation homogène dans la section du flux principal. Par conséquent, l'aérodynamique au niveau du système de refroidissement est bidimensionnelle ce qui permet de se ramener dans les conditions d'application des formules semi-empiriques classiques (2) et d'en ajuster les coefficients ;
- dans le second cas, la présence de l'obstacle et de l'anneau brûleur en aval de la chambre de préchauffe engendre d'importantes hétérogénéités de température de flux chaud. L'étude du comportement du dispositif de refroidissement en présence d'un village peut alors être réalisée et des comparaisons entre différentes variantes effectuées.

2.3.3.2 - Les possibilités de mesure

Les possibilités de mesure qui sont offertes par le banc de refroidissement sont les suivantes :

- la méthodologie de mesure de la température de paroi ;
- **Mesures d'efficacité adiabatique**

Celles-ci peuvent être réalisées par prélèvement et analyse de gaz, soit en utilisant le CO₂ issu de la combustion comme traceur quantifiant le mélange entre le flux principal et l'air de refroidissement, soit en procédant à l'injection dans le circuit d'air de refroidissement d'un gaz inerte tel que l'hélium. Un exemple de courbe expérimentale d'efficacité obtenue sur une plaque simulant plusieurs ondulations d'une chemise de type M53-P2 est présenté sur la figure 8. Cette courbe expérimentale montre clairement en évidence l'effet cumul de plusieurs efficacités entre les viroles successives, ce qui peut être restitué par le calcul par une formule analytique telle que celle qui est présentée en 2.2.

- **Mesures de température de paroi**

Plusieurs techniques peuvent être employées :

- les thermocouples qui fournissent une valeur précise mais ponctuelle de température. Ils sont surtout employés pour réaliser des recoupements quantitatifs entre calcul et expérience ;

- la peinture thermosensible qui fournit une image de la répartition de température sur toute la plaque et qui permet donc d'estimer qualitativement l'homogénéité des températures obtenues au moyen d'un dispositif de refroidissement. La figure 7 présente par exemple une comparaison des dispositifs de refroidissement envisageables, montrant en évidence l'intérêt des chemises ondulées multiperforées ;

- la thermographie infrarouge : le schéma du montage est présenté sur la figure 6. La thermographie fournit également une image de la répartition de température sur toute la plaque mais permet aussi, d'une part de réaliser plusieurs conditions de fonctionnement durant le même essai, ce qui n'est pas le cas de la peinture thermosensible, et d'autre part d'étudier le comportement du refroidissement lors d'un régime transitoire. En revanche, elle ne fournit des résultats quantitatifs qu'à condition que les caractéristiques d'émisivité du matériau soient bien connues et n'évoluent pas durant l'essai. Une illustration des possibilités de visualisation offertes par la thermographie infrarouge est présentée sur la figure 10.

2.3.4 - **Les essais sur moteur**

Les essais de validation au banc partiel sont toujours suivis par des essais sur des moteurs de développement qui ont pour objectifs :

- de vérifier les calculs aérodynamiques et thermiques sur l'ensemble du canal ;

- de compléter l'expérience acquise au banc partiel concernant l'aptitude du refroidissement à atténuer les événuels sillages ;

- de s'assurer du comportement de la chemise mise dans des conditions réelles de fonctionnement (sensibilité aux vibrations de combustion, évolution de l'efficacité du refroidissement dans le temps : risques d'encrassement) ;

- de simuler un fonctionnement accidentel de la chemise (obturation d'orifices de refroidissement). 

Sur la figure 11 est présentée par exemple, une chemise de type ondulée et multiperforée qui a fait l'objet d'essais de tenue thermique dans les conditions plein gaz PC 0/0.

3 - **CONCLUSION**

Les recherches technologiques menées dans le domaine des techniques de refroidissement des foyers de rechauffe ont permis :

- d'améliorer l'efficacité globale du refroidissement ainsi que d'homogénéiser les températures de paroi, ce qui s'est traduit par une possibilité d'utiliser des températures d'entrée et de sortie de rechauffe plus élevées ;

- de réaliser un gain en masse à la fois sur la chemise et sur le canal qui peut maintenant être réalisé en titane.

Enfin, ces recherches se sont accompagnées de la mise au point de méthodes de calcul améliorant la précision des dimensionnements et réduisant de ce fait les temps et les coûts de développement.
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SUMMARY

An account is given of the experimental technique employed in measuring heat transfer coefficients in blade cooling passages. A hot air flow is suddenly started through a perspex model of the blade cooling passage. The surface temperature of the model is monitored during this time and the internal heat transfer coefficient deduced from this temperature history. Thin and thick walled models are employed and the surface temperature measured using liquid crystal thermochromic indicators. The analysis for the interpretation of the experimental results is given together with the experimental precautions required for the measurement. The use of liquid crystals in this form of transient experiment is discussed. A study of the detailed heat transfer distribution around pedestals and other heat transfer enhancement devices is also described. These devices are tested at approximately 100 scale in order to obtain the required detail and full scale Reynolds number is simulated.

INTRODUCTION

The convective heat transfer within blade cooling passages is studied at Oxford using a transient hot flow facility. Large scale models of internal cooling geometries are constructed from a thermal insulator, such as perspex, and overall maps of heat transfer coefficient are obtained by employing a liquid crystal surface temperature indicator. In the past, phase change paints were used successfully by Clifford, Jones and Dunne for this measurement in complex engine cooling ducts and the technique has been refined by the present authors. The following report outlines the transient technique and the analysis used and then gives two examples of heat transfer results obtained. The first case is for the complicated flow in a representative blade trailing edge passage where the effect of rib heat transfer promoters is studied. The second, more fundamental study deals with an isolated heat transfer enhancer in the form of a pedestal in two-dimensional channel flow.

THE TRANSIENT TECHNIQUE

Transient heat transfer techniques, for internal flow, depend on the temperature rise of the passage wall when subjected to a step change in convective heating. If an insulator is used then the local surface temperature rise can be used to calculate heat transfer coefficients. Models with thick walls may be employed where the internal surface temperature is monitored or thin walled models where it is possible to use either the internal or external surface temperature. A thick walled model is defined by Schultz and Jones as a test piece of wall thickness greater than the diffusion length 4\sqrt{t}, where k is the model thermal diffusivity and t the experimental time. For this form of duct with a small surface curvature, the insulator can be treated as a semi-infinite substrate and provided that the thermal properties do not change with temperature the heat transfer coefficient is related to the non-dimensional surface temperature rise by:

\[ \frac{T_{wall} - T_{initial}}{T_{gas} - T_{initial}} = 1 - e^{-\gamma^2 \text{erfc} (\gamma)} \]

where \( T_{wall} \), \( T_{initial} \) and \( T_{gas} \) are the surface wall temperature at time t, the initial wall temperature and the constant gas temperature respectively and

\[ \gamma = \frac{t \sqrt{\pi \text{ck}}}{h} \]

where \( h \) is the heat transfer coefficient and \( \rho \), \( c \) and \( k \) are the density, specific heat and thermal conductivity of the wall.

In practice, for the two examples reported, a numerical solution to the one-dimensional transient conduction equation which permits variable thermal properties and changing gas temperature is employed. The analysis required for thin walled models with the thermal indicator applied to the external surface is more complicated, here allowance is made for heat lost from the external surface to the surroundings.

Errors in heat transfer coefficient distribution due to lateral conduction will be unimportant provided that the second derivative of heat transfer coefficient with respect to distance along the surface is small compared to the value of the heat transfer coefficient divided by the square of the thermal diffusion depth. For heat transfer distributions which change rapidly with distance the experimental test time must be short to
minimise the thermal diffusion length. In such cases, thick walled models are more suitable since the thermal indicator is applied to the region of the wall at the highest temperature. Run times for thin walled models, on the other hand, must be sufficiently long to allow the rear wall to reach a measurable change in temperature, and at the same time short enough to render lateral conduction along the wall unimportant.

Thermochromic liquid crystals are used to monitor the surface temperature and each heat transfer test recorded on video tape. Thus the time taken for any point on the surface to reach the temperature corresponding to a particular liquid crystal colour can be found. This time, together with the initial wall, local gas and liquid crystal indication temperatures, permits an overall map of heat transfer coefficient to be calculated.

Liquid crystal which is applied to the external face of the thin walled models is supplied dispersed in a polymer matrix in the form of a thin grease. A very thin backing sheet of Mylar protects the indicator from chemical contamination and also enhances visibility. Thick walled models require that the liquid crystal is exposed to the internal flow. The same sort of liquid crystal (a chiral nematic) is used but this is encapsulated in gum arabic spheres of about 10 µm diameter. These micro-capsules are screen printed onto the surface resulting in a layer one capsule thick. The micro-capsules are such a layer to variations in surface temperature is extremely rapid and the authors have confirmed experimentally that the response time is more than adequate for the tests of approximately ten seconds duration reported here. In addition the accuracy of the liquid crystal indicator was monitored over a series of tests with a fast response thermocouple embedded within the coating.

APPLICATIONS OF THE TECHNIQUE

(a) Rib Roughness in a Trailing Edge Passage

The first example deals with the highly complicated flow in a seven times scale model of a trailing edge blade cooling passage using rib roughness of square cross section, shown schematically in Fig. 1. A thin walled perspex model was used with liquid crystal applied to the outer surface for experiments with a rib spacing of 10 rib heights. The duct was instrumented with fast response thermocouples sensing the water temperature on the duct centre-line.

The velocity and temperature profiles of the flow entering the model section closely approximated fully developed conditions. Flow within the model duct was complicated due to the mass flow leaving from bleed holes along the entire length. Thus the streamlines crossed the ribs at different angles as the ribs were perpendicular to the centre-line of the duct.

The heat transfer coefficient variation is shown in Fig. 2 for three positions in the duct. In this figure it can be seen that there is a periodic variation of heat transfer between the ribs at the stations shown. Such an oscillation has previously been observed by Sparrow and Tao[3] who measured mass transfer in a rectangular duct with rod-like rib roughness. It should be emphasised, however, that the geometry of the duct tested is unique so that the relevance to previous work must be limited. The complex nature of the flow due to the progressive bleed which results in flow at an angle to the ribs was examined using surface flow visualisation. The flow field revealed is shown in Fig. 3 where it can be seen that the flow separates behind the ribs and reattaches approximately half way between the ribs. Due to the cross flow, however, the secondary flows spiral downwards in the direction of the flow. It is of interest to note that the peak in heat transfer coefficient was found to be situated ahead of the reattachment point.

(b) Isolated Pedestal Heat Transfer

The second example concerns a detailed heat transfer study of an isolated pedestal situated in channel flow. A thick walled idealised model at one hundred times full engine size was constructed from perspex and encapsulated liquid crystal applied both to the internal passage wall and over the cylinder itself. The progression of the liquid crystal colour change line with time from the start of the experiment is shown in Fig. 4 where the clarity with which this may be observed is evident. Velocity and temperature profiles immediately upstream of the cylinder are shown in Fig. 5. Heat transfer coefficients based on the duct centro-line temperature immediately upstream of the cylinder and obtained using the analysis previously described are given in Figs. 6 and 7. Fig. 6 clearly shows the effect of the intense enhancement of heat transfer caused by the horseshoe vortex on the side wall. The maximum heat transfer coefficient due to the vortex is seen to be over ten times that of the rectangular duct in the absence of the cylinder. In addition, two regions of high heat transfer occur high on the cylinder at approximately one diameter from the centre. Fig. 7 shows clearly the decrease in heat transfer on the cylinder away from the duct centre-line. This effect was observed by Sparrow, Stahl and Traub[4] (for a cylinder on a flat plate) using the mass diffusion analogy for a naphthalene coated cylinder.

Flow visualisation using smoke showed the essential features of the horseshoe vortex and the flow field is sketched in Fig. 8. The extent of the vortex found is indicated in the heat transfer result in Fig. 7.

CONCLUSIONS

The transient technique using liquid crystals as a surface temperature indicator has proved to be very successful. In particular the degree of spatial resolution over large
areas confirms the importance of the method for internal heat transfer measurements.
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Fig. 1 Schematic of the Blade Cooling Passage Model
(A, B and C indicate positions where Measurements in Fig. 2 are obtained)
Fig. 2  The Variation of Heat Transfer Coefficient between the Ribs at the Three Stations shown in Fig. 1

Fig. 3  The Flow Over the Ribs Determined from Surface Visualization
Fig. 4 Photographs of the Colour Change at Increasing Times Given in Seconds
Fig. 5  Temperature and Velocity Profiles Immediately Upstream of the Pedestal

Fig. 6a  Heat Transfer on the Duct Side Wall Presented as a Surface Plot Where the Height of the Surface is Proportional to Heat Transfer Coefficient
Fig. 6b The Heat Transfer Variation on the Duct Side Wall
Upstream, Downstream and at Right Angles to the Flow Direction

Extent of vortex from smoke visualisation

Fig. 7 Heat Transfer Contours on the Cylinder Wall
Fig. 3 The Flowfield Observed Around the Pedestal using Smoke Visualisation
L'Établissement par des techniques pyrométriques de la cartographie des températures de surface des aubes mobiles d'une turbine refroidie, a nécessité la mise au point d'un pyromètre infrarouge à grande résolution spatiale et temporelle. Typiquement, le temps de réponse de cet appareil doit être inférieur à la micro-seconde. L'utilisation d'un détecteur à l'émissivité d'Indium refroidi à -40°C permet d'obtenir cette caractéristique et, compte tenu de sa très bonne déTECTivité, le seuil de température détectable est d'environ 450°C pour un pouvoir de résolution à la surface de l'aube de 2 mm².

Les visées pyrométriques sont effectuées par endoscopie, suivant une optique de renvoi montée dans un tube refroidi, la sonde étant placée entre la roue fixe et la roue mobile, ou derrière celle-ci. Elle a été étudiée de manière à supporter les conditions de température et pression régnant dans la veine et a subi sans dommage 20 bars et 2100 K.

L'utilisation de ce pyromètre sur la turbine expérimentale étudiée spécialement pour qualifier les nouvelles techniques de refroidissement des aubes, a montré que la pyrométrie présente quelques difficultés liées,

- d'une part au coefficient de réflexion non nul des aubes (émissivité inférieure à 1),
- d'autre part au rayonnement propre des gaz.

Ces difficultés ont été analysées et des solutions ont été proposées ; notamment un programme de correction des températures tenant compte des réflexions mutuelles entre aubes a été mis au point.

AN OPTICAL PYROMETER TO MEASURE TURBINE BLADE SURFACE TEMPERATURE

The development of a cooled infrared pyrometric probe, with a high spatial and temporal resolving power, made it possible to establish by pyrometric methods surface temperature charts of the mobile blades of a turbine. The use of a sensor with a 1 sec time constant yields a resulting power on the blade surface of the order of 2 mm². This sensor is cooled at -40°C, which ensures a good detectivity and temperature measurements above 450°C.

A water cooled metallic tube, ending by a right angle deflecting prism, makes up the light guide of the pyrometer and can be inserted between the various turbine stages. The probe has been designed to withstand the pressure and temperature conditions prevailing in the turbine blade test section, and was subjected without damage to 20 bars and 2100 K.

The use of this pyrometer with the experimental turbine specially designed for qualifying new blade cooling methods has shown that pyrometry involves difficulties connected to :
- the non-zero blade reflection coefficient (emissivity lower than 1),
- the gas radiation due to the gases.

The above difficulties have been analyzed and solutions have been proposed ; in particular a correcting program for the temperatures has been perfected which takes into account the blade to blade mutual reflections.
1. INTRODUCTION

Un effort de recherche important est actuellement consacré pour porter le fonctionnement des turbines de turboréacteurs à des températures et des pressions de plus en plus élevées. Il en résulte un accroissement des flux de chaleur qui rend les aubes plus sensibles aux problèmes de fatigue et leur tenue est davantage fonction des températures locales que des températures moyennes. Cela a entraîné une diversification des techniques de refroidissement, ce qui nécessite l'étude de la protection par film gazeux, l'évacuation de la chaleur avec des aubes mobiles par pyromètrie infrarouge, adaptées aux essais sur machines industrielles, principalement sur la turbine MINOS (Montage Inter ONERA Snecma installé au CETP à Saclay) étudiée spécialement pour qualifier les nouvelles techniques de refroidissement des aubes (1-2-3).

La mesure, à l'aide de thermocouples, des températures locales d'aubes mobiles est souvent utilisée sur bancs industriels. Pour obtenir des renseignements précis sur le comportement d'une aube, il convient de disposer d'un grand nombre de thermocouples et la transmission des signaux fournis par les thermocouples est un problème complexe et délicat.

Sur le banc MINOS, la possibilité d'effectuer de telles mesures a été prévue.

Cependant cette technique apparaît insuffisante pour établir la carte détaillée des températures de surface d'aubes qui est souhaitable pour toute vérification expérimentale des méthodes de calcul.

L'utilisation d'un pyromètre optique, télécommandé, à très court temps de réponse et à pouvoir de résolution spatiale à la surface de l'aube de l'ordre du mm constitue une solution à ce problème.

Une représentation détaillée du pyromètre, développé par l'ONERA dans le cadre du projet MINOS a été faite dans (4). Nous allons ici rappeler ses principales caractéristiques et discuter des problèmes qui soulève ce type de mesure.

2. PRINCIPE DE LA MESURE PYROMÉTRIQUE ET DESCRIPTION DU PYROMÈTRE

Un tube métallique, terminé à son extrémité par une prisme de renvoi à 90° placé devant une ouverture circulaire, constitue le tube de visée du pyromètre et se comporte à la manière d'une sonde que l'on plonge dans les gaz chauds et qui capte le rayonnement infrarouge émis par un petit élément de surface des aubes qui défient devant elle (figure 1). La température est déduite, après étalement préalable, de la mesure de l'intensité du rayonnement prélevé.

Le dispositif est refroidi par circulation d'eau, et un courant d'air frais ou d'azote circule dans le tube pour éviter les effets d'absorption des gaz, et protège l'optique d'entrée de toute salissure.

La sonde a été étudiée de manière à supporter les conditions de température et pression régnant dans la veine d'essai d'aubes de turbine, et a subi sans dommage 20 bars et 2100 K. D'un diamètre de 16 mm, elle peut être placée entre les différents étages de la turbine.

Sur MINOS on a placé 2 pyromètres, l'un en amont et l'autre en aval de la roue mobile, de manière à effectuer une cartographie la plus complète possible de la température sur les aubes. Pour cela 2 déplacements de mise en position des sondes peuvent être exécutés et commandés à distance :

- un mouvement axial par vérin pneumatique permettant le déplacement du point visé le long d'une génératrice d'une aube, et le retrait de la sonde hors du courant de gaz chauds ; ce retrait pourra être effectué très rapidement en cas d'échauffement anormal de la sonde détecté par un thermocouple placé à son extrémité ;
- un mouvement de rotation autour de l'axe de la sonde, assuré par un moteur pas à pas, permettant l'orientation de la sonde de manière à obtenir un angle d'incidence sur l'aube compris entre 45 et 90°. Ce mouvement peut également assurer une fonction de balayage cyclique dans le cas de mesures sur une aube ou une galette fixe.

Un tube supportant l'optique (figure 2) coulisse dans la sonde refroidie, ce qui permet la mise au point à ouverture constante. Cette optique en verre fait à la fois usage de filtre (elle ne laisse passer que le rayonnement inférieur à 2,5 µm) et permet la focalisation de l'énergie sur la surface sensible du détecteur. On coupe le rayonnement au-delà de 2,5 µm pour éviter l'émission et l'absorption des gaz, notamment de la vapeur d'eau et du gaz carbonique, importante pour ces longueurs d'onde.

La surface sensible du détecteur est de 2 mm² environ et la focalisation se fait avec un grandissement de 1 de telle sorte que la résolution spatiale est, elle aussi, de 2 mm².

Coupe tenu de la vitesse de rotation de la turbine (150 à 200 tours par seconde) pour que cette résolution ne soit pas affectée par l'effet de défilement, la courbure de temps du détecteur doit être de l'ordre de 1 . On utilise un détecteur à l'aréenium d'indium qui a cette caractéristique. L'électronique associée doit présenter la même bande passante.
 Ce détecteur est refroidi à -40°C ce qui lui assure une très bonne détectivité ; le minimum de température détectable est inférieur à 450°C. Le pyromètre n'étant pas accessible durant le fonctionnement de la machine, on a adopté un refroidissement thermoélectrique du détecteur (effet Peltier) qui supprime la recharge fréquente en fluide de refroidissement.

L'ensemble du détecteur-préamplificateur ne passe pas le continûm et il est nécessaire de recalibrer périodiquement le zéro en coupant le flux infrarouge incident par un écran tournant. Cette modulation s'effectue à basse fréquence et nous verrons que le principe du dépouillement nécessite son synchronisme avec la vitesse de rotation de la turbine. On choisit de couper la mesure 1 sur 2 soit à 70 Hz environ.

Tout cet ensemble est monté dans un boîtier parallélépipédique de dimensions (140 x 170 x 650) qui peut se fixer sur un bsaissage de la machine. L'aspect du pyromètre, placé sur un montage simulant les roues fixes et mobiles d'une turbine, est présenté sur la figure 3.

3. RESTITUTION DES TEMPÉRATURES DE LUMINANCE À LA SURFACE DES AUBES

Le dépouillement s'effectue en différé après acquisition des signaux pyrométriques. Ces signaux présentent une double périodicité :
- périodicité haute fréquence due au passage des aubes,
- périodicité basse fréquence due à l'interruption des mesures un tour sur deux.

Deux techniques d'acquisition ont successivement été utilisées. Pour la première, un enregistreur magnétique à large bande passante (500 kHz) a été utilisé. La restitution des signaux pour le traitement numérique sur mini ordinateur HP1000 s'effectue à une vitesse de lecture le fois plus lente.

L'inconvénient de l'enregistrement sur magnétique est de détériorer beaucoup le rapport signal sur bruit. Pour le restituer un traitement numérique dit "moyennage" est nécessaire.

Il consiste à effectuer un grand nombre de fois les mêmes mesures correspondant aux mêmes points visés sur l'aube. Ce nombre nécessaire est environ 200. Le bruit est alors atténué dans le rapport 200. Ce traitement suppose :
- que le champ des température est stationnaire pendant 400 tours,
- qu'il est possible de numériser à chaque fois les mesures correspondant aux mêmes points à la surface des aubes.

Cette dernière condition peut être remplie grâce à l'enregistrement sur le magnétique d'un top par tour délivré par un capteur magnétique dont l'un des ergots est sur le rotor et l'autre sur le stator. Ce top par tour permet en outre la synchronisation de la modulation à la vitesse de la turbine et aussl le repérage des aubes et des points visés sur l'aube.

La figure 4 donne un oscillograme représentant le champ des luminances au bord de fuite de quelques aubes successives de la turbine MINOS, et dans la partie supérieure le top de synchronisation délivré à chaque tour de roue.

La seconde chaîne d'acquisition est constituée par l'association d'un oscilloscope numérique NICOLET "Explorer III" et d'un ordinateur de bureau HP9845. Les deux convertisseurs analogique-numérique rapides du NICOLET (un pour chaque pyromètre) permettent de numériser les signaux à une cadence inférieure ou égale à 2.10⁶ par seconde. Ce sont des convertisseurs de 12 bits dont la précision de conversion est donc de 2.5.10⁻⁶ à pleine échelle. Les mesures ainsi numérisées (6096 points au maximum) sont ensuite stockées sur une mémoire tampon et peuvent, soit être visualisées sur l'écran cathodique de l'oscilloscope, soit transmises sur le minicomputer grâce à une liaison rapide (16 bits parallèles) et stockées sur cassettes. L'avantage de cette dernière technique d'acquisition est de ne pas détériorer le rapport signal sur bruit. Dans la plupart des cas il n'est plus nécessaire d'effectuer le traitement de "moyennage". Il est cependant toujours possible d'effectuer un tel traitement grâce à une acquisition en séquence pilotée par le top par jour, dans le cas de températures particulièrement basses par exemple.

A la suite de l'acquisition, l'utilisation du mini-ordinateur dans lequel ont été introduites d'une part les courbes d'étalonnage des pyromètres, et d'autre part les caractéristiques géométriques de la roue et des visées pyrométriques (notamment les angles de visée dont le repérage doit être assez précis) permet de tracer la cartographie des températures à la surface des aubes.

Cette restitution du champ des températures de luminance est le plus couramment effectuée à un rayon donné. Pour la roue de turbine MINOS, elle nécessite quatre séries de mesures correspondant à :
- 3 angles de visée différents (+4°, +52°, -44°) pour le pyromètre amont,
- 1 angle de visée (+30°) pour le pyromètre aval.

Dans ces conditions, seule une étroite zone située au milieu de l'extrados échappe à l'analyse pyrométrique, mais il est souvent possible de compléter le profil de température par interpolation entre les mesures voisines.

Ces mesures, préalablement numérisées, sont stockées sur une bande magnétique numérique et le programme permet la recherche automatique de chacune de ces séries de mesures pour des aubes parfaitement définies sur la roue.
4. CORRECTION DES EFFETS D'EMISSIVITÉ

Pour remonter à la température vraie à partir d'une mesure pyrométrique, il faut connaître l'émissivité de la surface visée. Sur le montage MINOS l'émissivité des aubes a été déterminée à la fois par des mesures en laboratoire avant et après essais et "in situ" par la comparaison des mesures pyrométriques et des mesures effectuées à l'aide de thermocouples.

Deux cas ont été examinés. Pour le premier, le traitement de surface des aubes dit de chrome-aluminisation a été supprimé ; les aubes sont alors très noires et l'émissivité très élevée. L'accord entre les mesures pyrométriques et thermocouples est excellent comme le montre la figure 5.

Lorsque le traitement de surface est effectué, des mesures d'émissivité on laboratoire donnent 0,65 à 0,75. La comparaison des mesures pyrométriques et thermocouples sur une aube au bord de fuite extrados présentée sur la figure 6, montre un assez bon accord de l'émissivité ainsi déterminée avec la mesure en laboratoire, au voisinage immédiat du bord de fuite, mais s'en écarter sensiblement lorsque l'on pénètre plus profondément à l'intérieur de la cavité constituée par deux aubes successives.

Ceci peut s'expliquer par le rayonnement mutuel entre aubes adjacentes. En effet, le pyromètre préleve non seulement le rayonnement emit par un petit élément de surface de l'aube visée, mais aussi le rayonnement provenant de l'aube voisine qui, si l'émissivité est différente de 1, se réfléchit sur l'aube visée et pénètre dans le pyromètre (figure 7).

Pour tenir compte de cet effet de rayonnement mutuel un programme de calcul a été établi afin de corriger les températures mesurées. On effectue le calcul dans le cadre de l'approximation bidimensionnelle. Cela suppose, non seulement que la géométrie de la cavité est bidimensionnelle, c'est-à-dire que chaque élément de surface a une génératrice parallèle à une direction fixe, chaque élément de surface ayant une longueur infinie, mais aussi que chaque élément de surface est isotherme. Les indications des pyromètres pour le rayon considéré sont donc étendues à tous les rayons.

On admet que la réflexion est purement diffuse c'est-à-dire que la rémission s'effectue selon la loi de Lambert. Celui permet d'effectuer le calcul par la méthode simple de Pollack (5). Si l'on découpe la cavité inter-aubes en N éléments, la luminance relevée par le pyromètre visant l'élément K (on parle alors de radiorité) est donnée par :

$$ R(K) = \mathcal{E}_K \cdot L(T_K) + \mathcal{R}_K \sum_{\ell=1}^{K} R(\Sigma) \mathcal{F}_{\ell,K} $$

avec $$ \mathcal{R}_K = 1 - \mathcal{E}_K $$ le coefficient de réflexion.

$$ \mathcal{E}_K $$ est l'émissivité et $$ L(T_K) $$ la luminance à la température $$ T_K $$ de l'élément K. On voit que cette formule permet de calculer L(TK) à partir de l'ensemble des mesures $$ R(k) $$ à condition de déterminer au préalable les coefficients d'influence entre les éléments de surface $$ \mathcal{F}_{\ell,K} $$ en tenant compte que les réflexions se font de façon isotrope dans les trois dimensions. On tient compte schématiquement du rayonnement ne provenant pas des aubes mobiles (rayonnement du fond de chambre, distributeur, etc...) en supposant que les surfaces fictives reliant d'une part les deux hots d'attaque et d'autre part les deux bords de fuite rayonnent comme des corps noirs à des températures qui peuvent être déterminées en visant entre deux aubes successives. Ces températures sont généralement assez faibles.

Afin de vérifier que la réflexion est bien diffuse et non spectrale ou mixte on a comparé les résultats de mesures à un rayon donné effectuées par le pyromètre amont et par le pyromètre aval pour différents angles de visée (figure 6). On voit que les différents profils se superposent assez bien mais on note la difficulté qu'il y a à raccorder les profils obtenus par les deux pyromètres. L'indépendance de la mesure vis-à-vis de l'angle de visée démontre que la réflexion sur les aubes est isotrope et donc totalement diffuse.

La figure 9 présente un résultat de calcul de correction tenant compte du rayonnement mutuel entre aubes et la comparaison du profil des températures ainsi obtenu avec celui donné par la simple correction d'émissivité. La correction la plus complète a pour effet de creuser davantage le profil de température au milieu des intrados et extrados et de permettre de raccorder les mesures pyrométriques amont et aval.

L'importance de ces corrections dépend bien entendu des écarts de température entre les intrados et extrados des deux aubes voisines définissant le canal inter-aubes considéré et aussi du niveau de l'émissivité de la surface des aubes.

Dans les conditions d'essai MINOS les corrections à apporter en certains points des aubes peuvent atteindre + 10 à 40 K, ce qui est appréciable, et elles deviennent alors nécessaires pour permettre une étude quantitative de l'équilibre thermique des aubes expérimentées.

5. INFLUENCE DE L'ALISSAGE DES GAZ

La corotation de réflexions mutuelles entre aubes donne satisfaction tant que la température des gaz n'est pas trop élevée (500°C pour les premières campagnes MINOS), le rayonnement propre des gaz à l'intérieur de la cavité pouvant alors être négligé. Les difficultés rencontrées lors de la campagne MINOS 1500 (température des gaz égale à 1500°C) ont conduit à mettre en oeuvre une expérience pour quantifier cette perturbation, l'évaluation par le calcul se révélant trop imprécise.
Une maquette grossièrement profilée est plongée dans un écoulement de gaz chaud. Cette maquette est creuse et peut être refroidie par une circulation d‘air frais. Sur l‘axe de symétrie de l‘une des faces latérales on a placé une série de 4 thermocouples. L‘expérience consiste à viser successivement, au cours d‘un même essai caractérisé par une température du gaz Tg, cette maquette, puis une maquette identique mais violentement refroidie par une circulation d‘eau et placée derrière la première (figure 10). On prend soin de placer le pyromètre à égale distance des deux maquettes de telle sorte que l‘émissaire de gaz traversé soit identique et on admet l‘homogénéité en température des gaz. Sur la maquette chaude le pyromètre vise au niveau d‘un thermocouple dont la température est relevée (signal pyrométrique équivalent Sg). On admet que la maquette froide est suffisamment refroidie pour que son rayonnement soit négligeable. Dès ces conditions le signal pyrométrique (Sg) donne la température de luminance de la couche des gaz. La figure 11 permet de comparer, en fonction de la température des gaz Tg, la température pyrométrique compte tenu de la correction d‘émissivité (signal Sg/E) et la température thermocouple. Pour les températures de gaz élevées, l‘écart entre ces deux températures peut dépasser 200°. Cet écart est par contre inférieur à 30° pour les températures de gaz en dessous de 900°C. Pour corriger les températures pyrométriques il suffit de remplacer le signal Sg/E par (Sg/5E - Sg/E). Dans ces conditions l‘accord entre mesures pyrométriques et thermocouple est très bon quelque soit la température des gaz (écart maximum 12°). Cependant le principe de cette correction, qui nécessite de pouvoir viser une surface violentement refroidie, n‘est pas toujours possible, il est alors nécessaire de limiter au maximum la perturbation apportée par les gaz, d‘une part en se rapprochant au plus près de la surface dont on veut relever la température, d‘autre part en filtrant le rayonnement dont on sait que pour les gaz il est constitué de bandes, essentiellement celles de la vapeur d‘eau et du gaz carbonique. La figure 12 montre un spectre obtenu sur une flamme de foyer dit “homogène” à la température d‘environ 2100 K.

L‘optique en verre du pyromètre permet déjà de couper le rayonnement au-dessus de 2,5 μm et ne subsiste donc que les bandes les plus faibles. On vient de voir qu‘à haute température cela n‘est pas suffisant, aussi on a pensé utiliser un filtre interférentiel pour limiter l‘intervalle spectral au trou situé entre les bandes à 1,85 et 2,7 μm. Cette technique a évidement pour inconvenient de réduire la détection du pyromètre et ne peut donc être utilisée que pour la mesure des hautes températures (supérieure à 700°C), ce qui est généralement le cas lorsque la température des gaz est élevée. Elle a été utilisée pour assurer les essais du moteur N98 au CIPR et a donné de bons résultats.

6. APPLICATION A DES MESURES EN TRANSITOIRE

Une application intéressante des visées pyrométriques est la détermination des coefficients d‘échange locaux sur les aubes mobiles. La méthode consiste à analyser la montée en température des aubes après arrêt de leur refroidissement. En reconstituant à partir des mesures locales de température l‘évolution en fonction du temps du champ thermique dans cette paroi, on déduit les coefficients d‘échange extérieur le long des aubes (6). L‘analyse est principalement effectuée dans la zone médiane de la hauteur de l‘aube et pour cette application, la solution pyrométrique offre les avantages de la précision et de la simplicité de mise en œuvre. Les coefficients d‘échange peuvent être mesurés en présence ou non de film gazeux.

Le traitement numérique de “moyennage” n‘est possible que parce que la constante de temps d‘évolution des températures locales est grande, de l‘ordre de la seconde. Il est cependant nécessaire de diminuer le nombre de moyennages et de le ramener à 200 à 20 ce qui impose de tolérer un rapport signal sur bruit trois fois plus faible. L‘utilisation du convertisseur analogique-numérique rapide permet maintenant d‘éviter cet inconvenient. Un exemple d‘évolution des profils de température correspondants à la recette de débit d‘air de refroidissement interne est présenté sur la figure 13.

7. CONCLUSIONS

L‘établissement par des techniques pyrométriques de la cartographie des températures de surface des aubes mobiles d‘une turbine refroidie, a nécessité la mise au point d‘un pyromètre infrarouge à grand pouvoir de résolution spatial et temporel. Typiquement le temps de réponse de cet appareil doit être inférieur à la micro-seconde. L‘utilisation d‘un détecteur à arséniure d‘indium refroidi à -40°C permet d‘obtenir cette caractéristique et, compte tenu de sa très bonne détectivité, le seuil de température détectable est d‘environ 450°C à un pouvoir de résolution à la surface de l‘aube de 2 mm².

Les visées pyrométriques sont effectuées par endoscopy, suivant une optique de renvoi montée dans un tube refroidi, la sonde étant placée entre la roue fixe et la roue mobile, ou derrière celle-ci. Elle a été étudiée de manière à supporter les conditions de température et pression régnant dans la veine et a subi sans dommage 20 bars et 2100 K.

Aucun opérateur ne devant s‘approcher du banc en fonctionnement, la sonde est commandée à distance, et permet d‘exploiter la plus grande surface possible des aubes. Pour cette même raison, on a opté pour un couplage entre thermoelectrique et détecteur qui, s‘il réduit la détectivité, supprime la recherche fréquente du flux de refroidissement.

L‘utilisation de ce pyromètre sur la turbine expérimentale utilisée spécialement pour qualifier les nouvelles techniques de refroidissement des aubes, a montré que la pyrométrie présente quelques difficultés liées,

- d‘une part au coefficient de réflexion non nul des aubes (émissivité inférieure à 1),
- d‘autre part au rayonnement propre des gaz.
Ces difficultés ont été analysées et des solutions ont été proposées ; notamment un programme de correction des températures tenant compte des réflexions mutuelles entre aubes a été mis au point pour améliorer la méthode qui permet des mesures très complètes et ont été plus simple d'emploi que les techniques utilisant de thermocouples.
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Fig. 1 - Principe de la mesure pyrométrique.

Fig. 2 - Schéma de la sonde pyrométrique à très court temps de réponse.
Fig. 3 - Pyromètre optique pour la mesure des températures de surface sur aubes.

Fig. 4 - Élevage des témoin des au bord de faute de deux aubes successives et top par tour.

Fig. 5 - Comparaison des mesures par pyrométrie et par thermocouples : aube de très forte émissivité.

Conf. 6 - Comparaison des mesures pyrométriques et par thermocouples : détermination de l'émissivité.
Fig. 7 - Calcul correctif du rayonnement mutuel entre couples.

Fig. 8 - Influence de l'angle de visée sur la mesure pyrométrique.

Fig. 9 - Évolution des températures brutes ($\varepsilon = 1$, $\rho = 0$) et corrigées :
- de l'émissivité ($\varepsilon = 0.7$, $\rho = 0$),
- de l'émissivité et des réflexions mutuelles ($\varepsilon = 0.7$, $\rho = 0.3$).

Fig. 10 - Expérience pour quantifier l'effet des gaz.
Fig. 11 - Influence de l'émission des gaz en fonction de leur température.

Spectre sur foyer de combustion
$T = 2100$ K

Fig. 12 - Utilisation d'un filtre interférentiel pour limiter l'émission des gaz.

Fig. 13 - Transitoire : remise du débit de refroidissement.
DISCUSSION

W.Koschel, Gc
Which is the upper limit of the time response of your measuring system including amplifiers etc.?

Réponse d'Auteur
La constante de temps du détecteur et de son préamplificateur est d'environ 1 micro-seconde. Le système d'acquisition (un convertisseur analogique-numérique rapide: NICOLET) permet de numériser les mesures avec un intervalle entre points pouvant être aussi faible que 0.5 µs. Habituellement on se contente d'un pas de 2 µs.

C.T.J.Scrivener, UK
Rolls-Royce has successfully developed a similar pyrometry system. This has run successfully in demonstrator engines at temperatures above 1700 K. Our experience is that particular techniques have to be employed to allow radiation originating from the combustion flame and particles in the gas stream.

Have you observed these effects, and if so, what correction do you make for them?

Réponse d'Auteur
J'ai exposé dans l'article l'influence de l'émission propre des gaz provenant essentiellement des molécules H₂O et CO₂ et comment on la minimisait. Si la combustion n'est pas suffisamment propre et l'émissivité des suies non négligeable la méthode proposée n'est plus applicable. Par ailleurs, le signal pyrométrique est bien reproductible et on ne voit pas, comme on a pu le voir avec un pyromètre 'hand fonctionnant dans le très proche infra-rouge, des pics de température que l'on interprète comme le passage de très grosses particules.
HIGH FREQUENCY RESPONSE HEAT FLUX GAUGE FOR METAL BLADING

A.H. Epstein, G.R. Guenette - Massachusetts Institute of Technology, USA
N.J.G. Norton - Rolls Royce, Inc, USA
Cao Yuzhang - Beijing Institute of Aeronautics & Astronautics, PRC

Summary

Double-sided, high frequency response heat flux gauge technology developed specifically for use on metal turbine blades in short duration turbine test facilities is described in detail. The gauges consist of a metal film (1500A) resistance thermometer sputtered on both sides of a thin (25 µm) polyamide sheet. This sheet, containing 25 gauges, is then adhesively bonded (and completely covers) the airfoil surface. The temperature difference across the polyamide is a direct measure of the heat flux at low frequencies, while a quasi-1D analysis is used to infer the high frequency heat flux from the upper surface temperature history. The design criteria, construction and application techniques, and calibration procedures are discussed in detail. Sample measurements in a high pressure turbine are presented.

1.0 Introduction

Accurate measurement of the heat transfer rate to turbine blading has long been recognized as a key to the improvement of high pressure turbine stages. The development of heat flux instrumentation for hot, warm, and cold machines has therefore been an active research area. In hot turbines, the harsh, oxidizing environment is a severely limiting constraint. Here, thermal gradient devices such as Gardon gauges are becoming increasingly practical for measurement of the time average heat flux level [Ref. 1].

The development of short duration turbine test facilities (30 to 700 ms test times) over the past decade has stimulated the development of heat flux instrumentation specifically optimized for the relatively benign environment (500-800°K gas temperatures) typical of these facilities [Refs. 2,3,4,5]. Calorimeter and thin film semi-infinite instruments have been extensively used in these applications [Ref. 6].

The goal of the work described herein was the development of a heat transfer gauge technology which would permit simultaneous measurement of both the steady state and time resolved heat flux distribution about the rotor blades in the MIT Blowdown Turbine facility [Ref. 5]. The specific requirements for this instrumentation are: that it be compatible with the rig environment (500°K gas temperature, 250°K metal temperature, 200 kW/m² leading edge heat flux levels); that it be capable of withstanding the high centrifugal stresses inherent to the rotor environment; that it have frequency response extending from DC to 5 to 10 times blade passing frequency; that it be usable in relatively large numbers per airfoil (10-20 per spanwise station); that it require minimal modification to the blading; and that it introduce the minimum disruption to, or interference with, the flow field and heat transfer.

Four candidate techniques were considered in some detail: calorimeter, blade temperature conduction models, thin film semi-infinite, and multilayer thin film gauges. All four techniques have been demonstrated, at least in stationary measurements, and are probably realizable in the rotating frame.

The calorimeter type gauges consist of insulated slugs of known thermal mass inset into the blade surface. The heat flux rate being deduced from the time rate of change of the slug temperature [Ref. 7]. A severe disadvantage to this type of instrument is the disruption of the thermal boundary layer due to the thermal discontinuities introduced by the sensor material [Ref. 8]. The blade temperature-conduction model technique can be considered an extension of the calorimeter approach into the three dimensional heat flux to the surface. This direct proportionality between temperature difference and heat flux is valid only below a certain frequency.
This frequency, however, increases as the insulator thickness is reduced. Conversely, above another frequency, the substrate appears semi-infinite to the upper sensor and a quasi-one-dimensional assumption can be used to infer the heat flux as with the semi-infinite gauges described above. In this case, the multi-layer gauge could be considered an elaboration of the semi-infinite gauge which a second sensor is placed within the substrate to eliminate the gauge perturbance dependence on the blade material properties.

Alternatively, the gauges can be viewed as developments of the commercially available thermopile sensor, low frequency response gauges [Ref. 10] with the low response sensors replaced by high response resistance thermometers. For the 25 µm thick polyamide insulator chosen, the direct response (abrupt) mode frequency response is DC to 20 Hz, while the semi-infinite assumption is good above 1.5 kHz. In the MIT Blowdown Turbine tunnel for which these gauges were designed, rotor blade passing frequency is 6 kHz. Furthermore, as we shall see, the response in the intermediate 20-1500 Hz region can be reconstructed through proper numerical signal processing.

The multi-layer gauges are fabricated many to a sheet of insulating material, tested, and then glued to the blade or test article surface using standard strain gauge adhesive bonding techniques. The blade is completely covered by the polyamide. The specific advantages of this heat flux gauge technology include: frequency response from DC to tens of kilohertz, conventional metal blading may be used, no thermal or geometric discontinuities are introduced, and the gauges are fabricated and tested independently of the airfoil.

This paper details the theory, fabrication, testing, and data reduction of these high frequency response multilayer heat flux gauges.

2.0 Gauge Model

We will now construct a generic multilayer, time dependent, conduction model of the double sided heat flux gauge to use in the gauge design and calibration, and as a guide to the proper application. A cross-section of a mounted gauge is illustrated in Fig. 1. When mounted on a blade profile or test item, the gauge becomes part of a five-layered structure consisting of the top thin film thermometer temperature sensor, the gauge insulating substrate, a second film thermometer, an adhesive layer, and finally the test article itself. In general, the thermal properties of each layer will differ and thus, to be fully rigorous, a five-layer model might be employed. In practice, however, the film thermometer sensors are sufficiently thin to appear thermally transparent to the applied heat flux, thereby permitting use of a three-layer model. Also, the sensors will be excited at power dissipation levels sufficiently low that their influence as sheet sources of heat can be neglected. The quantitative conditions required to meet these criteria will be derived later.

The model can be further simplified to two layers if we assume that the sensor substrate and adhesive have similar thermal properties and that the sensors are embedded within the substrate in the upper layer. In detail, this adhesive thickness will represent not the exact physical thickness but an equivalent thickness including effects of unevenness and property variations. A similar assumption will be made about any surface coating (protective or dirt) which may be on top of the upper gauge surface. The gauge adhesive, substrate and surface coating will therefore form a single layer, the upper layer, of the model and the test article or blade will form Layer 1 (Fig. 2). The upper sensor will lie under a surface layer of thickness \( h = f_d \) and the bottom sensor will lie at a distance \( g = f_g \), representing the glue layer, above the interface where \( d \) represents the sensor separation and \( f_g \) the glue and surface coating thicknesses respectively. Thus \( x_1 = f_d \) and \( x_2 = (1 + f_g) d \), and if \( L \) is the thickness of Layer 1, then \( (L + f_g + f_d) = L \).

The heat conduction equations will be solved for the temperature distribution in a two layered semi-infinite medium of unlimited lateral extent subject to a spatially uniform surface heat flux, \( q(t) \). The flow of heat may therefore be considered to be one-dimensional. We further assume that the thermal properties within each layer are uniform and that the layers make perfect thermal contact. Thus, the temperature in each layer is governed by:

\[
\begin{align*}
\text{Layer 1:} & \quad \frac{\partial^2 T_1}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T_1}{\partial t} & 0 < x < L \quad (1) \\
\text{Layer 2:} & \quad \frac{\partial^2 T_2}{\partial x^2} = \frac{1}{\alpha} \frac{\partial T_2}{\partial t} & 1 < x < \infty \quad (2)
\end{align*}
\]

(Where \( x = k/\alpha \) is the thermal diffusivity), subject to the interface conditions,

\[
T_1(L, t) = T_2(L, t) \quad (3)
\]

\[
\left. \frac{\partial T_1}{\partial x} \right|_{x=L} = \left. \frac{\partial T_2}{\partial x} \right|_{x=L} \quad -\infty < t < +\infty \quad (4)
\]

and the semi-infinite condition,

\[
T_2(\infty, t) = 0 \quad (5)
\]

To fully specify the problem, upper surface boundary conditions and initial conditions must be provided and these will depend upon the form of the driving surface heat flux to be investigated. We will consider two cases: 1) a steady sinusoid, and 2) a step in
The solution to these problems employs the standard techniques described in Ref. [11]. The results will be given in a form useful to the subsequent analysis and only the solution for the temperature in the layer containing the sensor, \( T_1(x,t) \), will be reported.

### 2.1 Response to a Steady Harmonic Variation in Surface Heat Flux

Initial conditions cannot be specified since the steady solution valid for all time is being sought. For the surface heat flux,

\[
q_s(t) = -k \frac{\partial T_1}{\partial x} \bigg|_{x=0} = Q_0 \exp(j\omega t) \quad -\infty < t < \infty
\]

the temperature distribution in Layer 1 is,

\[
T_1(x,t) = \frac{Q_0}{d/k_1} M \exp(j(\omega t + \xi)) \quad 0 < x < L
\]

where,

\[
M = \sqrt{2} \left( \frac{u_c}{v_c} \right)^{-1/2} \exp \left\{ -\frac{1}{2} \left( \frac{u_c}{v_c} \right)^{1/2} \frac{1}{d} \left[ \frac{A^2 + n^2}{C^2 + D^2} \right]^{1/2} \right\}
\]

\[
\xi = \frac{1}{2} \left( \frac{u_c}{v_c} \right)^{1/2} \frac{x}{d} + \tan^{-1} \left( \frac{BC - AD}{AC + BD} \right)
\]

A sensor characteristic frequency \( u_c \) has been introduced based upon the sensor spacing \( d \).

\[
u_c = \frac{k_1^2}{2d^2}
\]

The other quantities are defined as follows:

\[A = 1 - R \exp\left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{L - x}{d} \right] \cos \left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{L - x}{d} \right]\]

\[B = R \exp\left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{L - x}{d} \right] \sin \left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{L - x}{d} \right]\]

\[C = 1 + R \exp\left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{1 - d}{d} \right] \cos \left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{1 - d}{d} \right]\]

\[D = -R \exp\left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{1 - d}{d} \right] \sin \left\{ \frac{u_c}{v_c} \right\}^{1/2} \left[ \frac{1 - d}{d} \right]\]

\[R = \frac{1}{\sqrt{1 - \rho^2}}
\]

\[
\rho = \frac{\sqrt{\left( u_c v_c \right)_2}}{\sqrt{\left( u_c v_c \right)_1}}
\]

### 2.2 Response to a Step in Surface Heat Flux

Here, both the transient and steady solutions to the problem are of interest. The initial conditions are,

\[
-\infty < t < 0 \quad \begin{cases} T_1(x,t) = 0 & 0 \leq x \leq L \\ T_2(x,t) = 0 & L \leq x < \infty \end{cases}
\]

For the surface heat flux,

\[
q_s(t) = -k \frac{\partial T_1}{\partial x} \bigg|_{x=0} = \begin{cases} 0 & -\infty < t < 0 \\ Q_0 & 0 < t < \infty \end{cases}
\]

the temperature distribution in Layer 1 is given by,

\[
T_1(x,t) = \left( \frac{Q_0}{d/k_1} \right) \sqrt{\frac{x}{d}} \sum_{n=0}^{\infty} \left( -R \right)^{n} \text{ierfc} P_n - R \text{ierfc} Q_n
\]

where

\[
P_n = \frac{x(d/k_1)^2 + 2n(L/d)}{\sqrt{\pi}}
\]

\[
Q_n = \frac{(x(d/k_1)^2 + 2(n+1)(L/d)}{\sqrt{\pi}}
\]

and \( \text{ierfc}(\cdot) \) is the first integral of the complementary error function. A gauge time constant \( \tau \) has been introduced, again based upon gauge thermal diffusivity and sensor spacing,
The temperature is related to the quantity \( Q_0 d/k_1 \) which represents the steady state temperature drop required to "drive" a heat flux \( Q_0 \) across the distance \( d \).

The characteristic frequency \( \omega_c \) and the time constant \( \tau \) are defined with respect to the gauge film spacing \( d \) and not the layer thickness \( L \). Thus, the expressions for the solution may appear a little more cumbersome than necessary to describe the temperature distribution, but they are in the proper form for the subsequent analyses of the gauge response characteristics.

### 2.3 Gauge Model Discussion

The solutions for the temperature distribution in Layer 1, \( T_1(x,t) \), depend intrinsically upon the properties of the gauge through \( \sqrt{\omega_c} \) and \( k/d \). These parameters form the basis for the normalization of the independent variables through the definitions of \( \tau \) and \( \omega_c \). We will adopt these as the fundamental parameters which characterize the gauge and which, therefore, must be known to interpret its output. Additional influence comes from the thickness fractions of the surface coating and adhesive \( f_h \) and \( f_g \) respectively) and the \( V_T \) of Layer 2 which enters through the parameter \( R \).

We will now use the gauge model to show that only the film thermometer scale factor, \( \sqrt{\omega_c} \) and \( k/d \) need calibration. Variations in adhesive thickness and test article properties \( (E_h, f_h) \), although they influence the temperature levels, do not significantly affect the heat flux level inferred.

### 2.4 Gauge Model Response

We will use the limiting case solutions of the low frequency direct mode and the high frequency semi-infinite mode to provide a framework for gauge design and calibration.

In the direct or shunt mode, the surface heat flux is assumed to be proportional to the measured temperature drop across the gauge. While this is valid for static measurements, a uniform temperature gradient will not exist across the gauge if there are frequency components for which the thermal penetration depth is comparable to, or smaller than, the gauge thickness. The gauge is considered to be in the semi-infinite mode for those frequency components which are effectively damped by the gauge substrate. In this case, the heat flux may be obtained entirely from the upper film thermometer. It should be understood that ‘direct’ and ‘semi-infinite’ are terms used to describe limiting processes within the gauge substrate and are in no way exclusive of each other in actual operation of the gauge.

For steady harmonic excitation in the direct measurement mode, the upper and lower film temperatures are provided by Eq. (7),

\[
T_U = T_{1u}(x_u, t) = \left( \frac{Q_0 d}{k_1} \right) M_u e^{j(\omega t - \omega u)}
\]

\[
T_L = T_{1l}(x_l, t) = \left( \frac{Q_0 d}{k_1} \right) M_l e^{j(\omega t - \omega u)}
\]

where \( M_u = M(x_u) \), etc.; \( x_u = f_u d \) and \( x_l = (1+f_h) d \) are the positions of the upper and lower thermometers; and \( L = (1+f_h+f_g) d \) is the total thickness of Layer 1. The direct mode heat flux \( Q_0 \) indicated by an 'ideal' gauge, (i.e., error-free measurements of \( T_U \) and \( T_L \), and perfect knowledge of \( k_1/d \)), is

\[
\frac{Q_0}{Q_0} = (k_1/d)(T_U - T_L)
\]

Substituting for the temperatures using Eqs. (19), the ratio of the measured to actual heat flux is,

\[
\frac{Q_0}{Q_0} = \frac{\exp(-j\omega t) - \exp(-j\omega t)}{M_u e} = M_u e^{j\omega t}
\]

This may be put into the more useful magnitude-phase form,

\[
\frac{Q_0}{Q_0} = M_D e^{j\varphi_D}
\]

where

\[
M_D = \left( M_u^2 + M_l^2 - 2M_u M_l \cos(\omega t) \right)^{1/2}
\]

\[
\varphi_D = \tan^{-1}\left( M_l \sin(\omega t) / M_u \cos(\omega t) - M_l \cos(\omega t) - M_u \sin(\omega t) \right)
\]

represent the magnitude \( M_D \) and phase \( \varphi_D \) response for direct mode.

These are plotted in Fig. 3 as a function of the normalized frequency \( \omega/\omega_c \), for several values of glue fraction, \( f_g \). The case shown is for a polyamide substrate mounted upon an aluminum test body, \( R=0.96 \). The results show that the direct temperature...
difference mode is valid, in this example, for frequencies up to the cutoff frequency \( f_c \), and that in this region the adhesive layer has negligible influence upon the performance of the gauge. Parametric studies show similar conclusions for the influence of \( h \) and \( f_h \).

The results thus far show that, in the direct mode, the temperature rise per unit of surface heat flux can be approximated by,

\[
\frac{\Delta T}{Q} = \frac{d}{k}
\]

up to the cutoff frequency,

\[
u_c = \frac{1}{2d} = \frac{1}{2} \left( \frac{k}{d} \right)^{1/2}
\]

If \( k/d \) is eliminated from these expressions, a constraint between gauge sensitivity \( \Delta T/Q \) and the response bandwidth \( f_c \) (in Hz) is obtained,

\[
\frac{\Delta T}{Q} = \frac{1}{2f_c} = \frac{1}{2\pi} \left( \frac{1}{\sqrt{k/c}} \right)^{1/2}
\]

i.e., the overall trade between signal strength and cutoff frequency depends only on the thermal property \( 1/k \) of the gauge substrate. Thus, both low thermal inertia \( k/c \) (more precisely high diffusivity), good for high \( f_c \), and low thermal conductivity, good for high \( \Delta T/Q \), are desirable.

The solution for steady harmonic excitation, Eq. (19b), shows that the response of the lower sensor is fully damped for frequencies above approximately 100 \( \nu_c \). In the case of the semi-infinite mode, the expression for the surface temperature, Eq. (19a), (for \( x=0 \)) reduces to

\[
T_u(t) = \frac{Q_0}{\sqrt{2\pi \nu}} \left( ut \right)^{-1/2} e^{-\frac{t^2}{2\nu}}
\]

Thus, the condition for maximum high frequency temperature sensitivity is the same as for the direct measurement mode, \( \nu \), except now it is seen that sensitivity also diminishes with frequency, as \( \nu^{-1/2} \). This means that, for a fixed temperature measurement capability, low values of \( \nu \) will help to improve the upper frequency response limit of the semi-infinite mode.

In summary, this steady sinusoidal theory provides the basis for the gauge design, i.e., substrate and thickness selection. Low \( \nu \), is desirable for a high sensitivity-bandwidth product in the direct measurement mode and for high sensitivity and frequency response in the semi-infinite mode. For a given \( \nu \), the trade between \( f_c \) and \( \Delta T/Q \) is then set by the choice of substrate thickness, \( d \).

Now we will look at the semi-infinite mode step response, which is shown for the upper and lower thermometers in Fig. 4. The region in which the response of the upper thermometer is linearly proportional to \( \sqrt{t} \) is that for which the semi-infinite assumption is valid. Here, the solution for \( x=0 \) is,

\[
T_u(t) = \frac{20}{\nu \nu \nu} \left( ut \right)^{-1/2}
\]

We will use this equation for the \( \nu \) calibration procedures discussed later. Note that, although increasing the adhesive stress tends to extend the duration of the semi-infinite regime, it does not influence the performance of the gauge while in that regime. Similar conclusions follow for \( R \) and \( f_h \).

The step response for the direct difference mode is obtained from Eqs. (16) and (20) (Fig. 5). The effect of the glue layer is more evident from its influence upon the rise time of the measured response than it was from its effect upon the frequency response. Also shown is a discriminant \( (T_u-T_0)/T_u \), which can be used to estimate the effective thickness of the adhesive from test data.

These results clearly show the behavior of the semi-infinite \((t<1)\) and steady state \((t>20)\) limits. The actual data is reduced with a numerical technique which reconstructs the entire frequency domain, as will be described later.

2.5 Design of the Thin Film Temperature Sensors

This section discusses the design of the thin film resistance thermometers used as temperature sensors in the multilayer heat flux gauge. These sensors are nothing more than metal film resistors whose resistance changes with temperature. For a change \( \Delta T \) about a temperature \( T \), the increment in film resistance may be expressed by a Taylor series expansion in powers of \( \Delta T \),

\[
\Delta R = R(T + \Delta T) - R(T) = R(T) \alpha(T) \Delta T + \text{higher order terms in } \Delta T.
\]

The temperature coefficient of resistivity \( \alpha(T) \), a fundamental material property, represents the fractional change in resistance about a given temperature,

\[
\alpha(T) = d(\ln R)/dT.
\]
For the metals commonly employed in resistance thermometers, \( a(T) \) is usually a very weak function of temperature over ranges of practical interest. Thus, in many applications, a convenient form of Eq. (30) may be obtained by assuming constant \( a \) and neglecting the higher order terms.

\[
AR = Ra(T).
\]  

(For the sensor here, this results in errors of order 0.1°C over a 60°C range.)

For a sensor excited at constant current, the change in voltage across the sensor, \( \delta V \), is

\[
\delta V = (Va)\delta T,
\]  

where \( V \) represents the total voltage drop across the film. Thus, the sensitivity of the sensor is directly proportional to both its temperature coefficient and the excitation voltage. The excitation voltage is constrained, however, by the \( V^2/R \) heat dissipation in the film sensor,

\[
Q_E = V^2/(Rl'w),
\]  

where \( l \) and \( w \) are the active length and width of the film. This heat dissipation must be kept small compared to the heat flux being measured.

To quantify this constraint, film resistance will be expressed in terms of film geometry and volume resistivity, \( \rho \),

\[
R = (\rho t)/(wt),
\]  

where \( t \) is the film thickness. Substituting into Eq. (34) yields

\[
V = (\rho t)^{1/2} Q_E^{1/2}.
\]  

This expression sets the excitation voltage. Note that this result is independent of the width of the film. The level of \( Q_E \) can be adjusted for each measurement application. The film parameters \( (\rho t, l, w, t) \), however, must be selected beforehand by the design process. Substitution of Eq. (36) into Eq. (33) yields a form of the sensitivity equation useful for design,

\[
\delta V/\delta T = (\rho t)^{1/2} a t_0^{1/2}.
\]  

This expression implies that long, thin films with high volume resistivity and temperature coefficient are best for high temperature measurement sensitivity. There are, however, many other conditions which must be considered to arrive at an overall optimum design of film resistance sensors for heat transfer gauges, some of which are discussed below.

The first two factors in Eq. (37), \( (\rho t)^{1/2} a t_0^{1/2} \), show the influence of film thickness and electrical properties on film sensitivity. Table I presents a ranking of some candidate film materials based upon the sensitivity parameter \( a/\rho \), derived using the bulk properties of the materials. Note, however, that these properties are a function of film thickness in the region below 1 μm (where data is available for only a few substances [Ref. 12]). This table does provide some general guidance for maximizing temperature sensitivity, the final choice being also influenced by:

- a) surface temperature changes resulting from the thermal resistance and capacity of the film,
- b) abrasion resistance and substrate adhesion of the film,
- c) residual stresses induced by the deposition process, and
- d) changes in \( \rho \) and \( a \) from their known bulk property values.

The third factor in Eq. (37) shows the influence of sensor surface geometry. The maximum length of the sensor, hence its sensitivity, will be determined by the spatial resolution requirements of the heat flux measurement. If this is characterized by a single length scale \( \lambda \), for example, the film will be constrained to lie in a roughly square region, \( \lambda \) on a side. Since the sensitivity has been shown to be independent of film width, a serpentine pattern may be employed to significantly increase the film sensitivity, if the minimum width that can be reliably deposited is much smaller than \( \lambda \). For the film geometry chosen, \( \lambda = 141 \). There are, however, several potential disadvantages to these thin, long, and narrow film sensors. First, they will be more vulnerable to small scale nicks and scratches. Second, they may prove unsuitable for calibration of substrate physical properties by the electrical self-heating method, which requires that the film width be much larger than the thermal penetration depth over the required calibration time. Third, the sensitivity advantage of a long, thin, narrow film can be reduced by the reduction in its inherent signal to noise ratio which arises due to its increased resistance.

We will now estimate the signal to noise ratio of this thin film resistance thermometer. All resistors produce electrical noise as a result of the thermal motion of their electrons. The mean squared value of this thermal noise voltage is \( V_N^2 = 4kTB \); where \( k \) is the Boltzmann constant, \( T \) the resistor absolute temperature, \( B \) the bandwidth over which this (white) noise voltage is measured, and \( R \) the resistance. A second contributor to resistor noise arises when the resistor 'feels' the flow of an externally applied current. All electrical currents have inherent fluctuations, arising from the fact that
charge comes in discrete lumps (electrons). For a current of (average) magnitude 1, the mean squared value of these fluctuations is 

\[ \overline{\Delta I^2} = 2eV, \]

where \( e \) is the electron charge. Passing through a resistor, these fluctuations appear as a voltage noise \( \overline{\Delta V^2} = e^2R = 2eVR, \) shot noise. Since these sources are uncorrelated, the total resistor noise may be expressed as,

\[ \overline{\Delta V^2} = \overline{\Delta I^2} + \overline{\Delta V_s^2} = (4kT + 2eVR). \]  

(38)

Note that \( \overline{\Delta V_s^2} \), a measure of the noise power, is proportional to the product of the observation bandwidth with the resistance (and implicitly with the gain of the film sensor).

The mean squared signal power (obtained from Eq. (37)) is,

\[ \overline{\Delta V_s^2} = \frac{(\overline{\Delta I})^2}{\overline{\Delta I} + \overline{\Delta V_s}} = (4kT+2eVR). \]  

(39)

Forming the ratio of mean squared signal to noise powers yields the signal to noise ratio, 

\[ S/N = \frac{\overline{\Delta V_s^2}}{\overline{\Delta V_s^2}} = \frac{\overline{\Delta V_s^2}}{\overline{\Delta V_s^2} + \overline{\Delta V_s^2}} = \frac{4kT + 2eVR}{(4kT + 2eVR)}. \]  

(40)

where Eqs. (35) and (36) have been used for \( R \) and \( V \) in Eq. (38).

The film noise will result in an indicated RMS temperature fluctuation, \( \Delta T_n \), which may be found from Eq. (40) by setting \( S/N = 1 \),

\[ \Delta T_n = \sqrt{\overline{\Delta V_s^2}} = \sqrt{4kT + 2eVR}. \]  

(41)

For the nominal operating conditions of the sensors designed here, this temperature is equal to 0.002°C, quite negligible. A more rigorous optimization of film design would include all the tradeoffs between the film, amplifier, and data acquisition system. This was not done in this case since this gauge noise level is less than the 0.08°C peak to peak equivalent noise of the amplification system used.

### 3.0 Fabrication and Mounting

Given the guidelines implicit in the gauge theory, the gauge design consisted of selection of the substrate material, the film resistor material, and the sensor geometry. All three must be compatible with the fabrication technique selected. Vapor deposition and photolithography were chosen as being compatible with both large scale, low cost fabrication of these gauges and the fine sensor structure implied by the relatively high film sensor resistance desired.

Over fifty materials were studied as candidates for the gauge substrate. Polyamide (Kapton) was by far the most attractive material. It has the lowest \( \sqrt{2} \) of any material studied (and thus the highest sensitivity bandwidth product), has excellent thermal and mechanical properties up to 600°F, has a well-developed adhesive technology (due to its wide use in strain gauges), is widely available, and is used in vapor deposition applications (for spacecraft). The substrate thickness, \( d \), was selected as 25 \( \mu \)m to yield a direct mode response upper limit at 20 Hz and a semi-infinite mode lower limit of 1500 Hz.

The resistance thermometers are fabricated from 0.13 \( \mu \)m thick pure nickel. Nickel was chosen because of its relatively high net sensitivity (Table I) and because of its very good adhesion characteristics in thin film applications. The sensor geometry selected (Fig. 6) was a square serpentine pattern to maximize the sensor length in an area compatible with the expected disturbance length in the flow field and thus maximize the signal to noise ratio as discussed earlier. The sensor resistance is approximately 5000. Low resistance gold leads or 'tags' 1 \( \mu \)m thick are deposited from the sensor to the edge of the polyamide sheet. Signals from the bottom sensor come through 0.5 mm diameter 'plated through' holes, laser drilled in the substrate before the deposition process. Twenty-six gauges are fabricated on a single polyamide sheet whose dimensions are compatible with a turbine airfoil surface area.

The vapor deposition is done by d.c. sputtering at a pressure of 5 \( \times \) \( 10^{-4} \) torr of argon. The deposition rate of the nickel is 0.2 \( \mu \)m per second. The geometrical delineation is done using a liftoff process, the two gauge sides being done separately. The manufacturing yield which is not yet understood. The problem appears as a high level of intrinsic stress in the nickel, resulting in cracking of the sensors. Work is underway to solve this problem.

Originally, a silicon dioxide overcoat was applied to the bottom sensor surface to serve as an electrical insulator. This was discontinued in favor of sandblasting the surface of the aluminum blading, a practice which has proven completely satisfactory.

The gauge sheets are simply cut to conform to the blade surface outline and then bonded to the surface using conventional strain gauge cement and mounting techniques. The sensor is then sealed so that the glue layer is 5 \( \mu \)m thick. Seventy-five micron diameter wires are soldered to the far ends of the gold tags to bring out the signals in a region far removed from the measurement area.
4.0 Calibration of the Heat Flux Gauges

As in most experimental techniques used to determine heat flux, temperature is the physical quantity measured, from which surface heat flux is inferred by one of several techniques: direct processing of the temperature signal by a physical PC analog network, numerical integration of the temperature signal with a kernel function, or calibrating the measurement by a numerical analog of the gauge heat flow. These techniques are based upon a model of the heat conduction process within both the gauge and, in most cases, the test article. The model not only provides the physical and mathematical framework for each approach but also the form of the fundamental parameters which govern the behavior of the gauge.

The multilayer gauge provides two temperature measurements: at the surface, and at a depth \( d \) below the surface. From the model derived earlier, it can be seen that two constants must be determined - \( \nu G C \) (the conventional parameter used with surface thermometry based upon the semi-infinite assumption), and \( k/d \) (representing the steady state heat flux per unit temperature drop across the gauge).

Careful calibration of these parameters is particularly important for this gauge since there is far less experience with Kapton as a substrate than with the more conventional quartz, Pyrex, or machineable ceramic materials. Significant deviations from the 'nominal' or advertised thermal and physical properties might occur within the manufacturing tolerances of the Kapton sheet. Furthermore, it is not yet known what influence, if any, the film thermometer deposition process might have upon these properties. Thus, given that the upper and lower film sensors have been calibrated as thermometers and that all the assumptions pertaining to the sensor model are satisfied, knowledge of \( \nu G C \) and \( (k/d) \) will fully characterize the operation of the heat flux sensor.

The temperature coefficient of resistivity of the thin film thermometers is conventionally calibrated by placing the gauges in a heated immersion bath and varying the bath temperature. All sensors on a heat specimen are tested together. The accuracy of the calibration is limited by that of the reference thermometer to approximately 0.05°C.

Many calibration schemes for \( \nu G C \) and \( k/d \) plane boundary conditions on the gauge for which exact solutions of the heat conduction equation can be found. The calibration coefficients may then be inferred from a simple comparison of the experimental data with the theoretical solution. The overall accuracy of the result will be dependent upon both the quality of the various physical measurements required and the accuracy to which the assumed boundary conditions are realized. This latter condition is especially crucial since its validity may not necessarily be apparent from the test data alone. Thus, there is a practical virtue in making these boundary conditions as simple as possible, i.e., that the flow of heat be one-dimensional and that the gauge appear thermally semi-infinite. Given these conditions, simple analytical solutions can be found for the surface temperature response to a wide variety of surface heat flux time histories. For example, the top film surface response to a step in surface heat flux, \( Q \), is given by,

\[
T(t) = \frac{2Q}{\nu G C} t^{1/2}
\]  

(42)

Commonly, the step in surface heat flux is applied by pulsing current through the film, i.e., resistive dissipation in the sensor itself [Ref. 6]. This technique cannot be used with this gauge geometry, however, since the sensor width is on the order of the insulator thickness, violating the uniform heating assumption and introducing errors on the order of 100%. Instead, a calibration technique is used in which the gauge is radiantly heated by a laser pulse, simultaneously yielding \( \nu G C \) and \( k/d \).

Conceptually, step radiant heating can be used as a direct calibration, i.e., a known heat rate is applied to the top gauge surface with \( \nu G C \) being inferred from the top sensor rise time and \( k/d \) simply computed from the top and bottom sensor temperatures. In practice, this can be difficult to achieve since the measurement accuracy is directly proportional to the absolute accuracy to which the pulse power is known, dependent upon absorption characteristics of the surface, and is sensitive to the energy distribution in the laser beam. Rather than attempt to perform an accurate absolute measurement, a relative calibration technique was developed which depends upon ratios, not absolute values.

In the relative calibration, the step response is measured with the sensor both covered and uncovered by a reference fluid of known \( \nu G C \). The method is based upon the principle that the applied surface coating acts as a heat source at the interface of two semi-infinite substances. Theory shows that the ratio of heat entering each substance equals the ratio of their respective values of \( \nu G C \) (since both materials see the same interface temperature), and this fact may be exploited to measure this ratio [Ref. 6]. Since the method involves the comparison of measurements, absolute knowledge of the incident heat flux and film thermometer scale factor are not needed, being replaced instead only with the requirement that these quantities remain stable over the duration of the tests. However, any change in the total heat flux absorbed by the surface coating as a result of the application of the reference fluid (by mechanisms such as meniscus focusing, absorption by the fluid or by reflections from its surface) must either be negligible or quantifiable.

For the first set of tests, the sensor is placed in vacuum or still air. If \( Q_1 \) represents the first set of tests, the sensor is placed in vacuum or still air. If \( Q_1 \) represents the first set of tests, the sensor is placed in vacuum or still air. If \( Q_1 \) represents the first set of tests, the sensor is placed in vacuum or still air. If \( Q_1 \) represents the first set of tests, the sensor is placed in vacuum or still air.
For the second set of tests, the sensor is placed in good thermal contact with a material of known \( \rho \) by covering it with a fluid of high electrical resistivity. If \( Q_s \) represents the heat flux entering the sensor, and \( Q_f \) that entering the fluid, then at their common boundary the temperature rise is given by,

\[
T(t) = \frac{20_s}{\sqrt{s/(\rho \cdot c_k)}_s} t^{1/2}
\]

(43)

from which it can be concluded that,

\[
\frac{Q_s}{Q_f} = \frac{\sqrt{\rho \cdot c_k}_s}{\sqrt{\rho \cdot c_k}_f}
\]

(45)

If the total heat flux absorbed by the coating for this second series of tests is \( Q_{II} \), where \( Q_{II} = Q_s + Q_f \), the flux into the sensor is found to be,

\[
Q_s = \left[ 1 + \frac{\sqrt{\rho \cdot c_k}_f}{\sqrt{\rho \cdot c_k}_s} \right]^{-1} Q_{II}
\]

(46)

and the temperature rise at the surface is therefore,

\[
T_{II}(t) = \left[ 1 + \frac{\sqrt{\rho \cdot c_k}_f}{\sqrt{\rho \cdot c_k}_s} \right]^{-1} \frac{20_{II}}{\sqrt{\rho \cdot c_k}_s} t^{1/2}
\]

(47)

If \( m_I \) and \( m_{II} \) are the slopes of the linear region of sensor temperature, \( T_s \), versus the square root of time (i.e., from Eqs. (43) and (47)) for the two conditions, then

\[
m_{II} = \frac{20}{\sqrt{\rho \cdot c_k}_s}
\]

(48)

\[
m_{II} = \left[ 1 + \frac{\sqrt{\rho \cdot c_k}_s}{\sqrt{\rho \cdot c_k}_f} \right]^{-1} \frac{20_{II}}{\sqrt{s/(\rho \cdot c_k)}_s}
\]

(49)

and by forming their ratio,

\[
\sqrt{\rho \cdot c_k}_s = \left[ \frac{m_{II}}{m_I} \right]^{-1} \sqrt{\rho \cdot c_k}_f
\]

(50)

If the total heat absorbed by the coating is the same in both tests (as has been verified in this case), this relation becomes,

\[
\sqrt{\rho \cdot c_k}_s = \left[ \frac{m_I}{m_{II}} \right]^{-1} \sqrt{\rho \cdot c_k}_f
\]

(51)

and serves as the basic relative calibration formula. Note that only ratios of the quantities appear.

A simultaneous calibration of \( k/d \) may be obtained by extending the heating time to values very much larger than the characteristic time of the sensor, \( \tau = d^2/4x \). The lower sensor begins to respond to the surface heating at approximately time \( \tau = 1.6 \text{ ms} \) for these gauges, with steady state conditions being achieved by \( t = 20\tau \). For \( t > 20\tau \), the steady state temperature difference, \( (T_u - T_l)_{ss} \), between the upper and lower surfaces of the sensor becomes proportional to the applied heat flux, thus \( k/d \) may be found from,

\[
k_d = \frac{Q}{(T_u - T_l)_{ss}}
\]

(52)

given that \( Q \) is known.

The magnitude of \( Q \) could be obtained from an independent measurement of beam intensity and surface absorptivity (as would be required for an absolute calibration). However, when the \( k/d \) calibration is merged with the relative procedure, \( Q \) may be calculated directly by combining the initial step response data from the first set of tests, Eq. (48), with the value of \( \sqrt{\rho \cdot c_k}_s \) determined from the reference fluid tests, Eq. (51). Substituting this result into Eq. (52) then yields the desired expression for \( k/d \),

\[
k_d = \left[ \frac{2}{\sqrt{m_{II}/m_{II}}} \right] \left[ \frac{\sqrt{\rho \cdot c_k}_s}{\sqrt{s/(\rho \cdot c_k)}_s} \right]
\]

(53)
It should be pointed out that, unlike the rack testing, this expression requires that the film thermometer temperature coefficients of resistivity be calibrated or, more precisely, that their scale factors, if unknown, at least be equal.

4.1 Calibration Results

An argon ion laser was used as the radiant heat source, providing an incident flux of approximately 30 kW/m² over an area slightly larger than the 1 mm square of the film thermometer. The laser output was modulated by an electro-optic modulator producing a light step with a 25 ns rise time. The surface of the sensor was blackened with a Staedtler Lumograph Model-316 non-permanent marking pen, commonly used for view-graph presentations. The coating has good opacity and low thermal inertia, as verified by comparing the measured temperature responses with the parametric theory presented earlier, and its selection was the result of a large number of empirical tests. This coating has the advantage, unlike many of the other coating materials evaluated, of possessing both high electrical resistivity and poor solubility in the reference fluids.

The reference fluid chosen was dibutyolphthalate, a commonly used heating bath medium with electrical equipment, because of its inert properties and high electrical resistivity. Its thermal properties were obtained from the manufacturer and checked against the properties of the more commonly employed glycerol using the electrical heating technique on a platinum-quartz film sensor. Its value of \(\frac{1}{\alpha C} \) is estimated to be 495 ± 5%. Since it is much less viscous than glycerol, it does not produce measurable beam focusing effects, as did the latter fluid.

A sample calibration is shown in Fig. 7, from which it can be seen that the top sensor output is linear with the square root of time. The slopes \( m \) are then calculated from the least square fits to the data as illustrated by the lines. From these measurements, we conclude that \(\frac{1}{\alpha C} \) for this gauge is 575 (W/m²/°C)/°K and \( k/d \) is 8086 W/(m²·K). This represents a 20% variation from nominal published data.

Since the gauges are intended for a highly stressed rotor environment, gauge sensitivity to strain must be considered. This was evaluated by pulling an aluminum specimen having a gauge in a tensile test machine. Strain sensitivity proved to be negligible, equivalent to 0.003°C at 2% strain.

5.0 Data Reduction - Numerical Analysis Technique

The heat flux gauges have been shown to be suitable for evaluation of the surface heat flux to turbine blades at low and high frequencies when the gauge characteristics can be simply defined. At low frequencies, the heat flux can be evaluated directly from the measured temperature difference across the insulator, and at high frequencies through the use of semi-infinite procedures. The numerical technique described here of reducing the two temperature histories to heat flux expands the frequency range of the gauges to include the regime between DC and semi-infinite response.

As with most numerical techniques, discretization of the governing equations is required, including distribution of calculational stations or nodes through the insulator. In order to provide accurate prediction of the surface heat transfer rate, the distribution of the calculation nodes must be such as to accurately capture the varying temperature field in the insulator.

The governing heat conduction equation is:

\[
\frac{\partial^2 T}{\partial x^2} + (\alpha C) \frac{\partial T}{\partial t} = 0
\]  
(54)

For low frequency heat transfer rate variations, the time derivative in the above equation approaches zero, and thus a constant temperature gradient is expected across the insulator. Since this is a linear solution, the exact placement of nodes in the substrate is not crucial.

As the excitation frequency increases, however, the upper surface temperature signal is attenuated through the insulator until, at very high frequencies, the insulator appears semi-infinite. The expected temperature solution will be:

\[
T = Ae^{-Kx} \cos(\omega t - Kx) \quad \text{where:} \quad K = \sqrt{\frac{\alpha C}{k d}}
\]  
(55)

or

\[
|T| = Ae^{-Kx}
\]

(56)

Thus, the magnitude of \( T \) decays exponentially through the insulator and a logarithmic spacing can be used to capture the temperature profile efficiently in the numerical scheme. The numerical technique utilizes a lumped network of discrete elements of logarithmically varying thermal conductivity and thermal capacity to calculate the surface heat transfer rates. The increasing thermal impedance of each element of the network corresponds to placing the temperature nodes at logarithmically increasing distance into the substrate.

The heat conduction equation is discretized in finite-difference form (for non-uniform node spacing) as:
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The finite thickness heat flux gauge was accounted not directly applicable to the finite thickness heat flux gauges described in this paper. was concerned with the simulation of the semi-infinite heat conduction process, thus is analogue evaluation of heat transfer rates to semi-infinite substrates. Oldfield's work where the 

over the 5 to 2000

The input temperatures were exact solutions to the heat conduction equation for a finite length line now requires two inputs, the temperature of the upper surface, \( T_u \), of the insulator and the temperature of the lower surface, \( T_t \). The resulting set of coupled equations is solved by a fourth order Runge-Kutta method to generate the upper surface heat flux rate from the calculated temperature drop across the first element of the network.

The accuracy of such a lumped network simulation can be established by back-calculating the incident heat transfer rate for exact analytical upper and lower temperature solutions in specific cases. Two cases were studied: a step change in heat flux, and a sinusoidal heat flux variation.

Figure 8 shows the normalized heat transfer rate variation calculated using exact upper and lower surface temperature solutions for a step change in heat transfer rate applied to a gauge glued to an aluminum substrate. The calculated response is shown for live network upper frequency limits, all with nine stages used to discretize the temperature field.

Figure 9 shows the frequency response of a 100 kHz bandwidth network with nine stages. The input temperatures were exact solutions to the heat conduction equation for a sinusoidal heat flux variation on a gauge glued to an aluminum substrate. The magnitude and phase data presented in this figure is therefore relative to the driving heat flux rate variation. The agreement between the exact and numerical methods is within 0.3% over the 5 to 2000 Hz band which is difficult to recover otherwise.

The effect of changing the number of elements used in the network on the error in reconstructing a sinusoidal heat transfer rate for a nominal 100 kHz bandwidth is shown in Fig. 10. It can be seen that the errors are relatively insensitive to the number of stages chosen for the network, and are more closely tied in with the specification of the thermal impedance of the first element in the network.

6.0 Heat Flux Measurements

As an initial test of the gauge technology, the heat flux gauges were mounted on the stationary outer lip casing above the rotor of a transonic turbine in the MIT Blowdown Turbine Facility. A time history of the top and hotton temperature sensors of a gauge is shown in Fig. 11. At time equal to zero, the tunnel is in vacuum and the sensors are the same temperature. After the starting transient, the tunnel operation is then quasi-steady (from 250 ms). The metal substrate temperature remains constant while the inlet temperature slowly drops, reflecting the isentropic expansion from the supply tank. This is seen in the decrease in the top-hotton temperature difference and thus in heat flux over the test time. The thick line of the top sensor output is the envelope of the high frequency heat flux components.

The heat flux, as calculated by the numerical data reduction technique from these two signals starting at 300 ms, is shown in Fig. 12. The blade passing frequency is approximately 6 kHz and the sampling frequency is 200 kHz. Note that the relatively small amplitude of the high frequency temperature fluctuation on the top sensor in Fig. 11 actually part of an ac heat flux modulation of 80%. The small ac component relative to the dc reflects the 1/2 rolloff in sensitivity discussed in the gauge theory.
The heat flux time variation on the tip casing was quite periodic with blade passage. This facilitated construction of a contour plot of the casing heat flux distribution from a line of gauges arranged over the blade chord. This is shown in Fig. 11 along with a simultaneous wall static pressure measurement. The blade outlines are indicated, as are the transducer locations. Overall, a very high level of both mean and time varying heat flux is seen with the peak levels on the order of that at nozzle guide vane leading edge.

7.0 Conclusions

A multilayer heat flux gauge has been developed which successfully meets all of its design criteria. It is directly applicable to metal blading in large numbers, has frequency response extending from DC to 100 kHz, does not introduce flow disturbance, and is well suited to rotating frame applications. These gauges are now being extensively used in the turbine research program at MIT.
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TABLE I
SENSITIVITY FACTORS FOR VARIOUS FILM THERMOMETER MATERIALS
FOR EXCITATION AT CONSTANT HEAT FLUX [Ref. 13]

<table>
<thead>
<tr>
<th>Metal</th>
<th>T(°C)</th>
<th>Resistivity (ohm)</th>
<th>Temp. Coeff. (°C)</th>
<th>Sensitivity (°C)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zirconium</td>
<td>20</td>
<td>40.0</td>
<td>4.4</td>
<td>27.8</td>
<td>1</td>
</tr>
<tr>
<td>Iron</td>
<td>20</td>
<td>9.71</td>
<td>6.51</td>
<td>20.2</td>
<td>2</td>
</tr>
<tr>
<td>Nickel</td>
<td>20</td>
<td>6.84</td>
<td>6.9</td>
<td>18.0</td>
<td>3</td>
</tr>
<tr>
<td>Tin</td>
<td>0</td>
<td>11.0</td>
<td>4.7</td>
<td>15.5</td>
<td>4</td>
</tr>
<tr>
<td>Tantalum</td>
<td>25</td>
<td>12.45</td>
<td>3.83</td>
<td>13.5</td>
<td>5</td>
</tr>
<tr>
<td>Platinum</td>
<td>20</td>
<td>8.64</td>
<td>3.927</td>
<td>12.7</td>
<td>6</td>
</tr>
<tr>
<td>Gold</td>
<td>20</td>
<td>2.24</td>
<td>8.3</td>
<td>12.4</td>
<td>7</td>
</tr>
<tr>
<td>Palladium</td>
<td>20</td>
<td>10.54</td>
<td>3.74</td>
<td>12.1</td>
<td>8</td>
</tr>
<tr>
<td>Cadmium</td>
<td>0</td>
<td>6.83</td>
<td>4.2</td>
<td>10.9</td>
<td>9</td>
</tr>
<tr>
<td>Chromium</td>
<td>0</td>
<td>12.9</td>
<td>3.0</td>
<td>10.7</td>
<td>10</td>
</tr>
<tr>
<td>Zinc</td>
<td>20</td>
<td>5.916</td>
<td>4.19</td>
<td>10.1</td>
<td>11</td>
</tr>
<tr>
<td>Copper</td>
<td>20</td>
<td>1.678</td>
<td>6.8</td>
<td>8.8</td>
<td>12</td>
</tr>
<tr>
<td>Aluminum</td>
<td>20</td>
<td>2.6548</td>
<td>4.29</td>
<td>6.9</td>
<td>13</td>
</tr>
</tbody>
</table>

Fig. 1 Schematic cross-section of multi-layer heat flux gauge
Fig. 2 Geometry of gauge in analytical model

Fig. 3 Harmonic frequency response of gauge normalized to the direct or shunt mode frequency, \( f_0 \), as a function of cutoff fractional glue thickness
Fig. 4 Semi-infinite mode normalized time response of upper and lower sensors to a step in heat flux as a function of fractional glue thickness.
Fig. 5 Direct mode normalized response to a step input of heat flux as a function of fractional glue thickness.

Fig. 6 Gauge geometry showing sensor detail, sensor and leads, and gauges on manufacturing sheet.

Fig. 7 Gauge thermal calibration data, \( \sqrt{\text{Time}} \), is proportional to the difference in slope of the curves.

Fig. 8 Rise time of the numerical data reduction model as a function of model bandwidth.
Fig. 9 Frequency response of 100 kHz bandwidth data reduction numerical scheme

Fig. 10 Data reduction scheme response as a function of the number of calculational nodes

Fig. 11 Time history of gauge sensors mounted on the stationary casing above a transonic turbine rotor tip

Fig. 12 Heat flux calculated from the data in Fig. 11 starting at 300 ms

Fig. 13 Heat flux static pressure distribution calculated from sensor distribution as indicated
DISCUSSION

P.Raulette, Fr
What is the temperature limitation for the heat flux gauges that you presented?
Do you try to develop heat flux gauges for higher temperature ranges?

Author's Reply
The 600K upper temperature limit is a very real one for both this material and the technique of using a flexible film in general. Kapton is the highest temperature flexible material which we have identified which is comparable with bonding techniques required in on blade use.

For hot engine environments, work is proceeding at several establishments using refractory materials (zirconia, etc.) deposited directly on the blade surface. Obviously, this is a much more difficult environment, and is not being addressed at MIT at this time.

R.Eggebrecht, Ge
I would like to comment on a foregoing question concerning the maximal operating temperatures. At MTU, we also work very successfully with Kapton and Ni-layers. As the author mentioned Kapton is limited to about 600°C max. In order to increase temperature capabilities, we are looking at ceramic layers as for instance zirconia oxide.

My question to the author:
Did you experience problems with stable, reproducible electrical resistance as we did at MTU? These properties seem to depend on smallest deviations in fabrication processes. Furthermore, the mode of heating during calibration or test may affect the results. What is your experience?

Author's Reply
Yes! We have traced problems with changing resistance to cracking of the metal films caused by intrinsic stress induced in the metal during deposition. Often these cracks are a) multiple and b) not visible even under high magnification. The stress level is very sensitive to the processing details (deposition rate and process pressure in particular). Only gauges which are crack free give usable results and these have proven to be extremely stable (>0.2% on TCR).

Originally, we used an oven for TCR calibration and did not get very good results. We now use a liquid circulation bath of a fluorocarbon liquid (Dow Fluorsine FC-77) and find the results to be extremely reproducible. The dynamic calibration was initially attempted using the capacitive discharge technique used by Oldfield and his colleagues at Oxford. This did not give satisfactory results because the films are not wide compared to the insulation thickness, thus the heat addition cannot be considered one-dimensional. Also, we found the Kapton to be quite hygroscopic. Washing the surface with water would introduce superior results of large magnitude.

A.E.Bourgoignon, Fr
Nous utilisons actuellement des fluxmètres pelliculaires du même type. Nous avons rencontré un certain nombre de problèmes tels du Kapton sur les aubes, température limite acceptable par les fluxmètres, durée de vie de ceux-ci. Pourriez-vous nous dire si vous avez rencontré les mêmes problèmes?

Author's Reply
We find no problem with using Kapton at 550°C. The gauges have been aged at temperature for 72 hours with no appreciable change in calibration. We also thermally cycle the gauges by thermally shocking them (sudden immersion in a heated liquid) and see only minor calibration shifts. Note that we anneal the Kapton at 400°C for 1 hour before gauge manufacture in order to reduce the stresses introduced during the film production. In general, gauges manufactured with minimal intrinsic stresses in the metal have proven to be extremely stable over a period of weeks and months. Of course, the actual time during which our gauges are exposed to the gas flow field in the turbine sums to only a few seconds since we use them only in a short duration test facility, thus mechanical durability has not been a problem.
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SUMMARY

An accurate assessment of heat transfer rates to turbine vanes and blades is an important aspect of efficient cooling system design and component life prediction in gas turbines.

Techniques have been developed at Oxford University which permit such measurements to be obtained in test rigs which provide short duration steady flow through a turbine cascade. The temperature ratio between the gas stream and the turbine correctly models that found in an engine environment. Reynolds number and Mach number can be varied over a wide range to match engine conditions. The design, construction and operation of a new facility at RAE Pyestock, incorporating these techniques, is described.

Heat transfer and aerodynamic measurements have been made on aerofoil surfaces and endwalls of a fully annular cascade of nozzle guide vanes. These results are discussed, and compared with those obtained from the same profile in 2-D cascade tests, and with computed 3-D flow predictions.

RÉSUMÉ

Une évaluation précise des flux de chaleur aux aubes et ailettes de turbines constitue un facteur important pour une bonne conception des systèmes de refroidissement et pour la prédiction de la durée de vie des composantes, dans les turbines à gaz.

Des techniques ont été mises au point à l'Université d'Oxford, qui permettent d'obtenir ces mesures dans des bâles qui assurent un écoulement constant de courte durée à travers d'une grille de turbine. Le rapport entre la température du jet de gaz et celle de la turbine reproduit fidèlement celui observé dans un milieu moteur. On peut varier le nombre de Reynolds et le nombre de Mach sur une gamme étendue pour correspondre aux conditions de fonctionnement des moteurs. L'exposé donne donc des précisions au sujet de la conception, construction et mise en oeuvre d'une nouvelle installation réalisée au RAE Pyestock où ces techniques sont appliquées.

Des mesures de transfert thermique et aérodynamiques ont été prises sur les surfaces de profil et les parois d'extrémité d'une grille d'aubes directrices complètement annulaire. Ces résultats sont, dans l'exposé, discutés et comparés avec ceux obtenus avec le même profil lors d'essais de grilles à deux dimensions ainsi qu'avec les calculs de l'écoulement à trois dimensions.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A_t</td>
<td>test section choked throat area</td>
</tr>
<tr>
<td>A_r</td>
<td>reservoir exit choked throat area</td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
</tr>
<tr>
<td>P</td>
<td>pressure</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>T_t</td>
<td>test gas total temperature under matching conditions</td>
</tr>
<tr>
<td>T_r</td>
<td>reservoir gas total temperature</td>
</tr>
<tr>
<td>W</td>
<td>pump tube volume</td>
</tr>
<tr>
<td>W_p</td>
<td>pump tube volume</td>
</tr>
<tr>
<td>c</td>
<td>speed of sound in air under initial pump tube conditions</td>
</tr>
<tr>
<td>k</td>
<td>thermal conductivity</td>
</tr>
<tr>
<td>v</td>
<td>ratio of specific heats</td>
</tr>
<tr>
<td>\rho</td>
<td>density</td>
</tr>
<tr>
<td>\gamma</td>
<td>ratio of specific heats</td>
</tr>
<tr>
<td>\lambda</td>
<td>blade chord or other characteristic length</td>
</tr>
<tr>
<td>\phi</td>
<td>density</td>
</tr>
</tbody>
</table>
The design of the new tunnel was such that it could be developed at a later date to address the second problem area mentioned above, that of rotational effects. The need for high quality experimental data is still paramount, both to understand the performance of current and proposed designs and as a basis for the development and validation of theoretical prediction methods.

The increasingly complex three-dimensional geometry of HP turbine components compounds the problems of accurate prediction. Whilst theoretical techniques have improved, there are still deficiencies in the industry's knowledge which must be remedied in order to reduce the need for a protracted development phase for new projects. The need for high quality experimental data is still paramount, both to understand the performance of current and proposed designs and as a basis for the development and validation of theoretical prediction methods.

Some major advances in the techniques for measuring heat transfer to turbine blading originated from research at the Department of Engineering Science of Oxford University. Studies of blade cooling using shock tunnels and specialised instrumentation techniques for measurement of heat transfer began in the late 1960's, leading to the development of a novel form of intermittent wind tunnel specifically for this work.

The Isentropic Light Piston Tunnel (ILPT) in the Osney Laboratory at Oxford has been producing high quality heat transfer and aerodynamic data for over a decade. The results of this work have been used to improve prediction methods. However, detailed knowledge is still lacking in two areas, endwall heat transfer and rotational effects. Correct simulation of endwall heat transfer requires an annular cascade where secondary flows develop in a realistic environment. This paper describes the design and acquisition of such a facility at RAE Pyestock, known as the Isentropic Light Piston Cascade (ILPC). The design of the new tunnel was such that it could be developed at a later date to address the second problem area mentioned above, that of rotational effects.

2. THE PRINCIPLES

The techniques and facilities developed at Oxford have been widely reported, but for completeness a brief summary of the principles is included.

For measurement of heat transfer from the gas to turbine components it has been shown that it is acceptable to model the gas to metal temperature ratio rather than actual temperatures. Thus, although the gases entering a turbine may be at around 1500K and the blades at 1000K, tests with blades at ambient temperature may only require a test gas temperature of 432K. By using thin film resistors or thermocouples on an insulating substrate of known thermal properties to record local surface temperatures on the blades, and by considering the flow of heat into the body of the blade to be one-dimensional over short time periods, local heat transfer rates may be deduced.

Heat transfer measurements may therefore be made by passing moderately heated gas over test blades for a period long enough to record the response of surface temperatures to the passage of the hot gas. The ILPT and its associated instrumentation techniques were developed to do this.

A gas total temperature of 432K can be obtained by an isentropic compression of moderate pressure ratio from an initial temperature of 288K. The test gas is contained within a tube and is compressed isentropically by a piston, which is driven along the tube by a flow of air from a high pressure reservoir. When the gas has been compressed, and hence heated to the required temperature, a fast acting valve is opened, which allows the compressed gas to flow through a cascade of aerofoils in the working section (Fig 1).

Initial pressures in the pump tube and downstream of the working section can be preset to control the Reynolds number and Mach number of the flow through the working section. The area of the throat admitting high pressure air behind the piston is matched to the throat area of the test cascade so that volumetric flow rates into and out of the tube are equal and thus conditions in the working section are constant over the test period. An idealised pressure-time relationship during a run is shown in Fig 2.

Signals from instrumentation in the test cascade are recorded during the run. Even in the short times available (typically 0.5 seconds) it is practical to record aerodynamic as well as heat transfer data provided that care is taken to minimise transducer tubing lengths and volumes.

The derivation of heat transfer rates from surface temperatures may be done numerically. However, it can be done much more simply and directly by the use of an electrical analogue circuit.
The one-dimensional heat conduction equation
\[ \frac{dT}{dx^2} = \frac{1}{c(k)} \frac{dT}{dt} \]
for a body with density \( \rho \) and thermal properties \( c \) and \( k \) is analogous to the equation
\[ \frac{D^2V}{dx^2} = RC \frac{DV}{dt} \]
for the variation of voltage with distance and time along an RC transmission line. Thus if the voltage outputs from thin film resistance thermometers are fed into suitable analogue circuits, the current outputs from these circuits will be proportional to heat transfer rate.

The advantages of using such analogues, and details of the circuits, are covered fully in Ref 4, and the design of more recent analogues with improved frequency response is given in Ref 6.

Testing at reduced temperature offers two further benefits. Firstly, as may be seen from Fig 3, at the lower temperatures a design Reynolds number simulation can be achieved at only 20-25\% of the pressure levels required at typical engine temperatures. This significantly reduces rig stressing problems. Secondly, easily machineable materials can be used for the construction of test blades and other parts.

The use of short duration test facilities is also advantageous from the point of view of power requirements. To test a full scale set of nozzle guide vanes for a typical civil engine at maximum operating conditions in a continuous flow rig would require approximately 20 MW. The high pressure compressor for the LPC is rated at 43 kW.

3. THE REQUIREMENTS

The specification for the new tunnel required it to be capable of testing a full size annular cascade of nozzle guide vanes from a large civil engine at correct Reynolds number and Mach number. This demanded a pump tube with a large volume. The bore of this tube must be within close tolerances and have a fine finish to permit smooth travel of the free piston. Experience with the Oxford University tunnels had shown that a surface finish of 0.4 \( \mu \)m was a realistic target. The pump tube for the cascade facility at Oxford has an internal diameter of 0.6 m, and the manufacturers of that tube estimated that a maximum bore of 1.2 m was possible with a length of 9 m. These dimensions were therefore adopted as the basis of the design of the new facility.

The tunnel was to be provided with a comprehensive instrumentation system, including 64 channels of heat transfer data and 96 channels of pressure data.

A prime requirement was that the operation of the tunnel should not be labour intensive and should as far as practical be independent of site air supplies.

4. THE DESIGN

4.1 REYNOLDS NUMBER AND MACH NUMBER CAPABILITY

The Reynolds numbers relevant to the HP nozzle guide vanes of large civil bypass engines are in a range up to approximately 4.75 \times 10^6 (based on inlet total conditions, exit Mach No. and true chord). For military applications the sea level dash conditions may increase this to around 7 \times 10^6 with only minor changes in nozzle exit Mach number. The advantages to be gained from testing at lower gas temperatures have been outlined earlier. Taking as an example an engine turbine entry temperature of 1158K (consistent with the Reynolds number of 4.75 \times 10^6) and nozzle exit Mach number M=1, it can be seen from Fig 3 that the cascade operating pressure would be reduced by a factor of approximately 3.67 relative to engine conditions by operating the test rig at a temperature of 432K. Thus a test rig pressure of only 0.68 MPa would be needed to correctly simulate an engine pressure of 2.5 MPa.

Accordingly the cascade design maximum pressure was set at 1.2 MPa, which allows a significant increase in Reynolds number above design values. Similar conclusions apply to military engine applications where, for a gas to wall temperature ratio of 1.5, a Reynolds number of 7 \times 10^6 can be obtained with a total pressure of approximately 0.825 MPa. Once again, a maximum design pressure of 1.2 MPa is more than adequate.

The free piston cascade has considerable flexibility in its operating regime. The total temperature may be varied over a range from ambient to approximately twice ambient simply by increasing the compression ratio. For purely aerodynamic studies such as Mach number distribution and loss measurements it is not necessary to operate the cascade with an elevated total temperature. The maximum flow duration is obtained by driving the air in the pump tube through the working section without any compression.

The initial pressure required in the pump tube before compression may be obtained from the required temperature ratio by the isentropic relationship
\[ \frac{P_{int}}{P_{int}} = \left( \frac{T}{T_{int}} \right)^{\gamma/2} \]

As an example, a gas-to-wall temperature ratio of 1.5 gives a ratio of \( P/P_{int} \) of 0.13, so that for a cascade operating pressure of 0.8 MPa an initial pressure of 0.19 MPa would be required. For operation at reduced Reynolds numbers the initial pump tube pressure may be below atmospheric so that modest vacuum sealing is required.
Exit Mach numbers from the nozzle of modern engine nozzles are in the range 0.7 to 1.3, corresponding to pressure ratios across the cascade of approximately 1.4 to 2.8. This defines the working pressure range for the dump tanks. The examples quoted previously would require dump tank initial pressures of 0.383 MPa and 0.436 MPa. A maximum design pressure of 0.5 MPa and a minimum pressure of 10 kPa were used for the tank design. Should higher nozzle exit pressures be required in the future, a second throat could be fitted between the cascade and the dump tanks.

4.2 FLOW DURATION

The 'tube time', ie the time taken to expel all the gas initially in the pump tube through the vane throats, is defined by

\[ T_{\text{tube}} = \frac{W}{\rho_0 a_0^2 A_b^*} \]

Where

- \( W \) = Pump tube volume
- \( A_b^* \) = Cascade throat area
- \( a_0 \) = speed of sound at initial pump tube conditions

and \( \beta = f(y) \)

The actual flow duration is less than this because of the compression required to heat the gas, thus

\[ T_{\text{run}} = \frac{W}{\rho_0 a_0^2 A_b^*} \left( \frac{1}{\beta} \right) \frac{1}{T_{\text{init}}} \]

The flow duration is seen to be strongly dependent upon the temperature ratio \( T/T_{\text{init}} \). A plot of \( T_{\text{run}} \) against \( A_b^* \) for a range of values of \( T \) from an initial temperature of 288 K is shown in Fig 4 for \( W = 9.3 \, \text{m}^3 \), the design target. It may be seen that for vane throat areas in the range 0.02 to 0.04 m² the flow duration varies from 0.6 secs to 0.3 secs with \( T = 432 \, \text{K} \). This was considered to be more than adequate for heat transfer rate measurements. For purely aerodynamic measurements, running the tunnel "cold" is acceptable and it can be seen from Fig 4 that for a value of \( T \) of 288 K the corresponding flow durations are increased to 2.6 and 1.3 seconds respectively.

4.3 MATCHING

Constancy of total pressure during the run time of the cascade requires that the volumetric flow rate from the high pressure cylinders into the region behind the piston is equal to that leaving through the NGV throat area.

If it is assumed that the reservoir gas is brought to rest in the tube, thereby recovering the reservoir temperature \( T_r \), the volumetric flow rate entering the pump tube from the reservoir is given by

\[ V_a = \frac{\beta T_r}{\rho_a} \]

The volumetric flow rate through the NGV throats is given by

\[ V_b = \beta a_0 A_b^* \]

'Matching' of these two volumetric flow rates occurs when \( V_b = V_a \) at a pressure in the pump tube \( P = P_a = P_b \), so that the matching mass flow from the reservoirs \( \dot{m}_r \) is given by

\[ \dot{m}_r = \frac{\beta a_0 A_b^* P}{\rho_r} \]

In practice the necessary adjustments in \( \dot{m}_r \) may be achieved either by changing the reservoir throat area or, more readily, by changing the reservoir pressure.

5. THE FACILITY

Installation was completed at Pyestock in the Spring of 1984.

The main features of the cascade and its associated plant can be seen on Fig 5. The driver system comprising high pressure reservoirs, inlet valves and pipework, is mounted above the pump tube. Air from these reservoirs is admitted to the tube through the collector ring. The annular working section containing the test vanes exhausts into three interconnected dump tanks.

The pump tube and dump tanks may be pressurised by a medium pressure compressor or evacuated by vacuum pumps prior to a run.
A bursting disc is fitted at the dished end of the pump tube to vent the system should the pressure in the pump tube exceed 1.2 MPa. A bursting disc is also provided on the dump tanks to prevent inadvertent over-pressurisation beyond their 0.5 MPa design pressure. Two large hydraulically operated clamp rings are used to hold the dished end onto the collector ring and the bolster plate onto the pump tube (see Fig 6). These specially designed clamp rings permit rapid removal of the dished end, for inspection of the piston and pump tube bore, and of the working section. A large reinforced rubber bellows between the intermediate exhaust tank and the dump tanks allows for expansion between the pump tube and working section assembly and the dump tanks. The pump tube and working section are rigidly mounted on bedplates in the test cell.

The Pyestock facility differs from the Oxford tunnel in two major areas. Firstly, because of the annular cascade, a plug valve is used to isolate the working section rather than the gate valve on the Oxford tunnel which has a linear cascade. Secondly, it was decided that by using an ultra-lightweight piston constructed from carbon fibre reinforced composite materials, it would be possible to dispense with the compensating system (which provides additional inlet flow during the compression phase) and thus simplify the facility.

The control room containing the data acquisition computer with its associated electronic equipment and the plant and rig control panels is situated above the cascade. The facility is equipped with its own high pressure (21 MPa) and intermediate pressure (2 MPa) compressors and vacuum pumps and is thus independent of the site air supplies.

To simplify the preparation of the facility before each test run, a programmable logic controller is used to interlock all valve operation. This controller is linked to the main rig computer so that different logic sequences can be fed to the controller for different rig operating requirements.

5.1 PLUG VALVE

The tunnel is designed to accommodate full 360° cascades of vanes so that a concentric inlet flow is required. This is achieved by using a central fast-acting plug valve, which can be seen in schematic form in Fig 6.

In its forward or closed position the valve seals the working section from the pump tube. In its fully retracted position the nose of the plug forms a smooth inlet to the diffuser. The valve has two internal chambers which are pneumatically isolated by a fast-acting shuttle valve. The forward chamber is pressurised to a level sufficient to keep the valve closed against the maximum pump tube pressure for the particular operating condition. The rear chamber is maintained at a lower pressure. The valve motion is initiated from the rise in pressure in front of the piston as it travels down the tube. At a pre-set level this pressure rise triggers the shuttle valve and the two chambers are inter-connected. Gas from the front chamber vents into the rear, lowering the pressure in the front chamber. The valve body accelerates rearwards under the influence of the differential pressure on its front face. The co-centric piston on the central shaft acts as a damper as it passes through the central orifice which carries the shuttle.

The valve opening time is in very close agreement with predictions and is typically of the order of 30 ms.

5.2 LIGHTWEIGHT PISTON

In the 0.6 m dia tunnel at Oxford the pressure fluctuations during the run, due to finite piston mass, are eliminated by use of a fast-acting compensating system to increase the driver mass flow by a factor of about 2.7 (for a temperature ratio of 1.5) during the compression phase.

Initially the Pyestock tunnel was conceived with a similar compensating system. However, it was realised that by using modern carbon fibre composite technology it would be possible to construct an ultra-lightweight piston which, as well as minimising pressure fluctuations due to piston mass, would offer the following benefits:

(a) simpler operation of the tunnel because of the elimination of compensator mass flow and timing adjustments as operating conditions are changed;

(b) a simpler and smaller driver system using fewer storage cylinders - the reduced cost outweighed the extra cost of the high technology piston;

(c) the simpler system would be more reliable, and should thus improve the productivity of the tunnel.

The first carbon fibre piston used is shown in Fig 7. It was designed for use up to tunnel pressures of 0.834 MPa and has a mass of 14.25 Kg. The front face is cut from a 0.5 mm thick aluminium honeycomb panel with 4-ply carbon fibre reinforced skins. The front face is designed to resist the differential internal pressure when it covers the plug valve opening at the end of the run. Hydraulic testing of a sample of the front face panel confirmed the design assumptions.

A 16 mm square PTFE piston ring around the periphery of this panel provides a gas tight seal and supports the piston in the pump tube. To save weight, only one piston ring is fitted, and the piston is stabilised in the tube by six small PTFE pads mounted on the rear corners of a hexagonal skirt bonded to the back of the piston front face. This skirt was fabricated by folding and bonding lightweight carbon fibre skinned aluminium honeycomb panels.
During structural tests of the piston materials a number of unexpected failure modes were encountered. For example, it was found that leakage through the skin could pressurise a single honeycomb cell which would burst, pressurise the next cell and lead to a progressive failure of the honeycomb material along a line, without any visible surface damage. The material is then less able to withstand the working stresses, so that it is important to ensure that the outer skins are completely sealed. Some details of the construction can be seen on Fig 7.

This piston is now in regular use and has given no problems.

A second piston for use at higher pressures has been designed and fabricated jointly with Materials and Structures Department of RAE. By using more sophisticated fabrication techniques and a moulded circular section skirt, the mass has been kept to 21 kg (a 45% increase over the first piston) even though the design pressure has been doubled to 1.6 MPa.

5.3 RESERVOIR AND DRIVER SYSTEM

The principles governing the required driver reservoir volume \( V_r \) and driver throat area \( A_r \) are given in Ref 1.

For simplicity, a modular driver system was chosen, with identical driver modules each consisting of a high pressure air cylinder and associated valves. The safety isolating valves are opened a few seconds before the run, which is controlled by the simultaneous opening and, later, closing of the main inlet valves.

The design conditions for the driver system were:

- Test section throat area \( A_b = 0.035 \text{ m}^2 \)
- Maximum working section pressure \( P = 1.2 \text{ MPa} \)
- Maximum driver pressure \( P_r = 21 \text{ MPa} \)
- Temperature ratio \( T/T_r = 1.5 \)

The flow area \( A^* \) is controlled by the gate valve settings, and as the valves are choked this area may be calculated from the expression

\[
A^* = \frac{1}{4} \frac{P}{P_r} \frac{V}{V_r}
\]

Thus \( A^* = 0.00245 \text{ m}^2 \)

For the chosen valves, this total area is achieved with four modules in parallel. Fig 5 shows how these are mounted above the pump tube and feed into a collector ring at the end of the tube. Additional modules could be added if a greater mass flow rate were required. If the driving throat area is set to give the correct mass flow at the start of the test run, then the drop in total pressure as the reservoirs empty will produce a slight fall in \( P \) during the run, Fig 8(a).

This fall in reservoir pressure \( \Delta P \) due to the finite reservoir volume may be shown to be

\[
\Delta P = \frac{V}{4} \frac{P}{P_r} \frac{V_r}{V} \frac{(P_r/P)^{2/5}}
\]

By increasing the throat area slightly above the "matching" value, \( P \) can be made to rise slightly over the first part of the run as shown in Fig 8(b). Using this technique the value of \( \Delta P \) can be reduced by a factor of 4, to 0.95, which is acceptable.

5.4 INSTRUMENTATION, DATA ACQUISITION AND PROCESSING

A block diagram of the instrumentation system is shown in Fig 9. It includes:

- 96 pressure measuring channels
- 64 heat transfer rate channels
- 16 tunnel monitoring channels
- 128 computer \( X \) channels (-20,000 samples/sec)
- DEC PDP 11/24 computer employing the RTI operating system
- 16 channel, 2 MHz, fast transient recorder
- 12 channel UV recorder

For the large number of pressure channels required the Sunavalve ZOC (Zero, Operate, Calibrate) system was adopted. This system uses multiple silicon pressure sensors which have been partially temperature compensated, and which have their zero, range drift and linearity corrected immediately prior to making a measurement. The system has its own microprocessor which, by controlling pneumatic valves built into the transducer modules, zeroes and calibrates each transducer before the tunnel is run. The system stores the pressure data taken during the run, scales them according to the calibrations and later downloads them to the main PDP 11/24 computer.
Tunnel operating conditions are monitored by a further 16 discrete pressure transducers.

The heat transfer instrumentation uses platinum thin film thermometers on the surface of blades as can be seen in Fig 10(a). The blades are manufactured from Corning MACOR machinable glass-ceramic as described in Refs 3 and 4. The heat transfer rates to the blades are derived from the surface temperature signals by the 100 kHz bandwidth analogue circuits described in Ref 6.

Figure 10(b) shows a typical instrumented endwall "tile" with an array of static pressure tappings.

The 8 channel transient recorder is also available for high speed data acquisition. This enables studies to be made of transient phenomena such as boundary layer transition and shock induced fluctuations in heat transfer rate. The 12 channel UV recorder is available for tunnel diagnostic purposes.

The complete instrumentation system is run and monitored by a tunnel operating system software package which was developed at Oxford (Ref 7) and is currently used on four transient wind tunnels. It is a user-friendly, modular, menu-driven system which is used to set up the instrumentation before a run, acquire data during the run, and subsequently process, print and plot the results.

6. THE COMMISSIONING TESTS

For commissioning the facility, a set of constant section nozzle guide vanes was manufactured. These corresponded to the mid-height section of the vanes from a single-stage transonic turbine previously tested in a cold-flow rig at Pyestock8. The profile had also been tested in the two-dimensional cascade at Oxford6.

Tests of the complete facility commenced in March 1984, and regular running has been maintained with no major system faults. Run times have been as predicted. Turn-round times of 20-25 minutes between runs can be achieved, although 45 minutes is probably more typical allowing time for processing the data, output of results and on-line assessment of the displays.

At the time of writing, the commissioning tests are nearing completion. A brief selection of the results is presented to illustrate the range and quality of the data which have been acquired.

6.1 INLET FLOW QUALITY

To assess the flow distribution entering the working section, total pressure rakes and surface static pressure tappings were fitted at two planes 180° apart in the section upstream of the annulus of test blades. In Fig 11 results for two runs are given which demonstrate excellent run-to-run repeatability. Differences between top and bottom of the annulus are insignificant, and the total pressure variation across the annulus is well within acceptable limits, demonstrating good control of the flow through the transition from circular to annular cross-section.

6.2 PROFILE AERODYNAMIC MEASUREMENTS

The Mach number distribution around the mid-height section of the aerofoil, calculated from measured surface static pressures, is shown in Fig 12. Results from two runs at similar conditions are plotted, again showing excellent repeatability. Considerable importance is attached to obtaining good repeatability with a test rig of this type. Since only a limited number of instrumentation channels are available for measurement at several stations along the blades, as well as on inner and outer endwalls, it becomes necessary to repeat test conditions with different combinations of instrumentation.

Typical results from pressure tappings at the root, mid and tip sections of the vanes are shown in Fig 13. The three-dimensional effect of the cascade is immediately apparent with pressure surface velocity increasing and the shock wave intensifying towards the root where the blade pitch is less.

Variations in the flow distribution as exit Mach number is varied are shown in Fig 14. Since the flow through the vanes is choked, the effects of Mach number change only become apparent on the suction surface downstream of the shock. Results for the pressure surface and the forward part of the suction surface serve to demonstrate again the extremely good repeatability of the results.

Two other sources of data are available for comparison to give confidence in the results being acquired from the ILPC. Data from 2-D tests in the Oxford tunnel are plotted against the ILPC results for the mid-height section in Fig 15, showing good agreement. In the ILPC the shock wave appears to occur slightly earlier, probably a three-dimensional effect. Whilst the ILPC has the capacity to acquire more data points per run than the Oxford tunnel, for this build the pressure tappings were spread over the three sections (root, mid and tip) and thus the distribution at any one section is less well defined than in the 2-D cascade tests. The flow through this geometry has also been computed, using a Denton 3-D time-marching program. Except for a small region on the suction surface, and also around the trailing edge, favourable agreement can be seen in Fig 16. Increased flow blockage due to viscous effects in the experiment (not modelled by the inviscid calculation) explains the increased velocities near the trailing edge.

6.3 PROFILE HEAT TRANSFER MEASUREMENTS

Two typical sets of heat transfer data from two different runs of the tunnel are shown in Fig 17. The degree of repeatability is well within acceptable limits for this type of measurement.
In Fig 18 the distribution (here plotted as Nusselt number) is compared with that obtained from tests in the Oxford tunnel at the same Reynolds number and Mach number. Reasonable agreement can be seen, the divergence towards the suction surface trailing edge is consistent with the slightly earlier shock wave seen in Fig 15. The higher levels measured in the pressure surface trailing edge region appear to indicate earlier onset of transition in the Pyestock cascade.

6.4 ENDWALL HEAT TRANSFER MEASUREMENTS

Initial results for the heat transfer (Nusselt number) distribution on the outer endwall are shown on Fig 19 for two values of exit Mach number. High heat transfer rates clearly follow the line of the vortex moving across the passage from the leading edge.

7. CONCLUSIONS

A new facility has been installed at the Royal Aircraft Establishment, Pyestock, for testing annular cascades.

The design and procurement of the rig involved close co-operation between the RAE and the Department of Engineering Science at Oxford University. This co-operative effort proved very effective.

The ILPC exploits modern computer technology to provide a relatively low cost method of obtaining accurate heat transfer and aerodynamic measurements on turbine nozzle guide vanes, at conditions which correctly model those in a gas turbine.

Results from commissioning tests have demonstrated that good quality heat transfer and aerodynamic data can be acquired from this facility, with excellent repeatability.
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DISCUSSION

J.Fabrri, Fr
How large were your investment costs?

Author's Reply
The external expenditures were about £750,000 and our internal costs were approximately of the same order.

T.Arts, Be
1. What are the relative dimensions and weight of the piston? Did you observe any piston oscillations after shutter opening?
2. What are the dimensions of the platinum thin films? What is the technique to deposit them?

Author's Reply
1. The free piston is 1.2 m diameter, and the hexagonal skirt about 600 mm long. The total weight is 14.25 kg.
   Yes, piston oscillations have been observed. Indeed, one of the main reasons for attempting to achieve a lightweight design is to minimize these inherent oscillations. The design predicted pressure fluctuations of around ±2% at design conditions. Results during the commissioning tests appear to show that fluctuations are larger than this, due to the differences between the ILPC and the smaller Oxford tunnels. As we have an annular cascade there is a much larger volume to be filled between the (plug) valve and the working section, and the mass of the slug working fluid is greatly increased. These aspects have been studied by Dr T.V.Jones, and a solution involving modulation of the plug valve opening sequence has been proposed.
2. The platinum thin films are approximately 10 mm × 1 mm. As is done with all such gauges at Oxford University, they are painted on — which I gather is the technique you have adopted at VKI.

A.B.Turner, UK
You are still not going to be able to simulate the high frequency of turbulence associated with a combustion chamber upstream of the blade. In this respect how valid do you think the results are going to be with regard to real engine conditions.

Author's Reply
As was shown on the slide (Fig.6), there is a turbulence generating grid upstream of the vane. We believe this will give about 4% Tu (hot-wire anemometry measurements just upstream of the vane leading edge are at this moment being undertaken). Whilst combustor generated fluctuations are likely to be much greater than this, the shape of the exit duct from a combustion chamber will tend to accelerate and significantly modify the flow into the turbine, and hence reduce the local turbulence levels.

H.I.H.Saravanamuttoo, Ca
Could you expand on the choice of an annular cascade rather than rectangular? For full scale turbine investigations major changes to the working section must be necessary to accommodate changes in blade span, diameter, hub-tip ratio, etc.

Author's Reply
Our original research proposals identified endwall heat transfer as one of the topics about which very little data were available. If the secondary flows which strongly influence the endwall heat transfer are to be correctly generated, a sector cascade, at least, had to be used. As the design study for the ILPC proceeded, the use of at least a 180° sector was considered, and it was eventually decided that a fully annular cascade was required if any remaining doubts about cascade end effects were to be dispelled. In fact, compared with a sector, the annular cascade was also easier to engineer.

The design of the facility is essentially modular downstream of the pump tube, so that even major changes to the working section, including upstream geometry, can be relatively easily incorporated. A second, smaller, plug valve is being manufactured to ensure that all foreseeable hub-tip ratios can be accommodated.

Finally, the other topic which I have suggested that is important for further study is rotational effects, i.e. not only the heat transfer to the rotating components but also the effects of a rotor on upstream (and downstream) stators. The ILPC was designed so that a rotor could be added at a later stage. A feasibility study for this enhancement has now been completed, and further design studies on particular aspects have been initiated.

M.Stoo, US
1. On Fig.6 there appears to be a rounded inlet just upstream of the turbulence grid. Is there boundary layer bleed at that point?
2. Is there no flow control device downstream of the cascade? It would then appear that the downstream Mach number is not controlled.

Author's Reply

1. Figure 4 is an accurate representation of the geometry for the commissioning build. The rounded inlet protrudes into the main annular channel for a significant distance, which will prevent ingestion of boundary layer air during the main part of a test run.

For a future build, for which the inner and outer walls upstream of the cascade will be profiled to model combustor exit geometry, the facilities for positively bleeding off boundary layer air through the walls has been included.

2. The cascade Mach number is set by adjusting the dump tank starting pressure downstream of the cascade, relative to the upstream pressure which will be generated in the pump tube at the test temperature ratio and Reynolds number. The dump tanks have been made so large (80 m³) that the increase in downstream pressure during a test is minimal. At the design conditions for the current test, the pressure rise during a test will cause less than 1% change in cascade exit Mach number.
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SUMMARY

Thermocouples with three different wire diameters (11μm, 40μm and 50μm) were used in association with an analog compensation circuit connected to a data acquisition system.

Measurements of the time constant were performed using two different heating techniques: Joule effect and external heating by laser beam.

The thermocouples were used to quantify the fluctuating temperature field in a hot air jet and in a premixed propane flame. In the reacting case the catalytic effect was evaluated by comparing coated and uncoated wires.

Conclusions were also obtained regarding frequency spectra, temperature pdf and time constant.

NOMENCLATURE

- E - thermocouple e.m.f.
- Cp - specific heat
- Gr - Grashof number
- h - convection coefficient
- i - intensity of electric current
- k - thermal conductivity
- L - wire length
- Nu - Nusselt number
- Pe - Peltier coefficient
- q - rate of catalytic heating per unit area
- r - jet radial coordinate
- R - thermocouple wire radius
- R* - electrical resistivity
- t - time
- T - temperature of wire
- T0 - initial temperature of wire
- Tg - temperature of gas
- T** - effective radiation temperature of surroundings
- x - jet axial coordinate
- G - Stefan-Boltzman constant
- C - surface emissivity
- o - specific mass
- S - thermocouple time constant

INTRODUCTION

The accurate measurement of unsteady local gas temperature has occupied the attention of a growing number of investigators during the past thirty years as this effort is essential to our knowledge of combustion processes.

Associated with a measurement technique are errors that result from its principle of operation, design and construction limitations and from the disturbance imposed on the reacting flow by the presence of a probe.

A spectroscopic temperature method is favorable in the sense that utilizes no solid probe but on the other hand needs the knowledge of the thermodynamic nonequilibrium state existing at the flame front where different degrees of freedom of the particles show different temperatures. This means that, at the present state of the art, the new optical techniques, in addition to requiring expensive and complex hardware do not give reliable and straightforward readings of temperature; some do interfere with the reacting flow field due to the high energy beams associated with their techniques.

On the other hand some of the uncertainties associated with probe measurements are difficult to evaluate; fine wire thermocouples are in this category but compare very favorably from the principle of operation, cost and hardware complexity aspects with the new optical methods; therefore thermocouples will continue to be used in reacting flow studies.

This paper describes the application of small diameter thermocouples of platinum versus platinum-13% rhodium alloy for local unsteady gas temperature measurements in a premixed propane-air flame. It attempts to list and quantify the most important phenomena associated with thermocouple error sources.

Three wire diameters (15μm, 40μm and 50μm) were used and their performance compared. Two different methods of evaluating thermocouple time constant were applied: one uses a laser beam to heat
the junction, the second is based on Joule effect DC heating.

The thermocouple signal, amplified one hundred times, is compensated in frequency by means of an analog circuit. Errors from method of evaluation of time constant, Peltier effect, catalytic effect, differences in thermal properties between platinum and Pt-Rh alloy were considered.

GENERAL CONSIDERATIONS

The nature of the function that connects the local turbulent reacting gas temperature to the e.m.f. of a thermocouple immersed in the flow is a complex one; the temperature of the metal junction depends on the balance of different modes of energy transfer described in principle by the following equation

\[
\frac{\partial T}{\partial t} + 2\pi R \int d^2 r \frac{\partial T}{\partial x} - 2\pi R \int d^2 r \frac{\partial T}{\partial x} - \frac{R^2}{k} \int d^2 r \frac{\partial T}{\partial x} + 2\pi R \int d^2 r \frac{\partial T}{\partial x} + 2\pi R \int d^2 r \frac{\partial T}{\partial x}
\]

(1)

assuming uniform radial temperature in the wire and in the surrounding gas close to its surface. The geometry of the junction was a cylinder with approximately the same diameter as that of the wire as shown in Figure 1, not a sphere as commonly assumed; the thermal inertia of the wire, represented by the l.h.s. of the equation was limiting when performing fluctuating temperature measurements; conduction along the wire was low due to the very small wire diameter (1/R=200 to 500) but was important during the cooling phase of time constant evaluation.

The flames under study were non luminous and therefore \( T_{\text{g}} \) was approximately the temperature of the nearby metal surfaces. For measurements in the hot air jet the equation could be simplified due to the fact that \( T_{\text{g}} \) was ambient temperature and there was no catalytic effect, the gas temperature being:

\[
T_{\text{g}} = T + \frac{R_0 I}{R} - \frac{R_0 C}{R} \frac{dT}{dt}
\]

(2)

the radiation term was small for air temperature around 500°C.

During the heating phase by Joule effect, the difference in magnitude of the electrical resistivity of Pt and Pt-Rh alloy (see table A) induced a strong longitudinal temperature gradient in the junction zone. To represent the transient cooling used to evaluate the time constant, the following forms of the equation was used:

\[
\frac{R_0 C}{R} \frac{dT}{dt} - \frac{R_0 C}{R} \frac{dT}{dt} - \frac{R_0 C}{R} \frac{dT}{dt} - \frac{R_0 C}{R} \frac{dT}{dt}
\]

(3)

the coefficient of the temperature gradient in the l.h.s. of the equation is the thermocouple time constant, \( \tau \):

\[
\tau = \frac{R_0 C}{R} \frac{dT}{dt}
\]

(4)

In a situation where there is no longitudinal conduction and radiation loss, the response of a heated thermocouple initially at \( T_0 \), immersed in a cooler gas of temperature \( T_B \) is:

\[
(T-T)/T_B = e^{-t/\tau}
\]

(5)

But \( \tau \) is not constant during the cooling period due to the variation of the convection coefficient with temperature and wire Reynolds number, as shown by the many correlations that have been proposed for \( \nu \) (Andrews et al. 1972)

EVALUATION OF THE TIME CONSTANT

To estimate the value of \( \tau \) experimental methods have been used by several authors, Kunugi and Jimbo (1959), Odioi (1974), Yule et al (1978), Lenz and Gunther (1980), Lockwood and Honeib (1980 and 1982), Petit et al (1982). All the experiments are based on the analysis of the thermocouple response during a cooling period.

The different methods proposed to evaluate the thermocouple time constant are only able to evaluate a mean time constant.

It has been one of the purposes of the present work to study the variation of the thermocouple time constant during the cooling period after it has been heated either by Joule effect due to passage of a D.C. current or by the use of a laser beam focused on the thermocouple junction.

a) Joule heating

Figure 2 shows two curves corresponding to the cooling history of a 15 μm Pt, Pt-13%Rh thermocouple heated up to 300°C and 1000°C due to the passage of a D.C. current through the thermocouple wires, when placed in a stagnant atmosphere at room temperature. The two curves are not coincident due to the influence of temperature on the heat transfer coefficient and to the heat conduction along the wires. The temperature gradient along the wire, in the junction zone, is due to the different resistivity of platinum and platinum, 13% rhodium as shown in tab. A.
In figure 2 the predicted curves are also plotted. Predictions are based on equation 3 where the heat transfer coefficient was calculated with the constants adjusted to the specific configuration of the thermocouple, neglecting radiation loss and using the following Collins and Williams (1959) correlation:

\[ N_{\text{h}}^{-1} = 0.82 - 0.8 \log_{10} \text{Gr} \]  

The Grashof number was evaluated at ambient temperature and the Nusselt number at film temperature.

The initial temperature profile of the wires, has also been predicted, based on equation 3A (with two terms added to the heat balance equation to take into account the Peltier effect in the junction and the Joule effect along the wires); Thompson effect was a second order effect that has not been included in this evaluation.

\[ 0 = -2\pi \lambda dx (T - T_f) + \frac{d^2 T}{dx^2} + \frac{N_r^2 dx}{\pi R^2} + Pe \]  

As the wire diameter is very small the Peltier effect, acting as a source or as a sink of energy, influences the temperature profile along the wire during the heating period, as shown by Petit et al. (1982).

This influence is evident in figure 3 where the predicted temperature profiles along the wires are plotted when a DC current flows from the Pt-137.1th to the Pt wire (negative Peltier effect) of a 150m thermocouple placed in a stagnant atmosphere at room temperature. A positive Peltier effect, obtained by inverting the current, is also shown.

Figure 4 shows the instantaneous values of \( \tau \) evaluated along the predicted curves of figure 2. The time constant has been calculated according to three different expressions.

Curves 1 and 4

\[ \tau = \frac{R \rho C}{2h} \]  

Plus a correlation for the Nusselt number.

Curves 2 and 5

\[ \tau = T_0 - T \]  

Curves 3 and 6

\[ \tau = \frac{t}{\ln \left[ \frac{T(\tau)}{T(\tau)} \right]} \]  

The value of \( \tau \) from curves 3 and 6 has a value 50% lower than the value obtained with the other two curves. This is because the cooling curve is not a true exponential one due to the influence of the temperature in the heat transfer coefficient and to the heat conduction along the wires. The difference between the values of \( \tau \) calculated with the three different expressions are much lower when the thermocouple is placed in an air stream (\( v = 10 \text{m/s} \)) at room temperature, due to the increased importance of the convection term.

b) Laser heating

Figure 5 shows the predicted wire temperature profiles during the cooling period evaluated from equation 2. The initial temperature profile was obtained from thermocouple temperature readings when the laser beam is moved along the wires.

Figure 6 compares the experimental value of \( \tau \) evaluated using the two experimental techniques, when the thermocouple is placed in a stagnant atmosphere at room temperature. A difference of 50% in the value of \( \tau \) is observed due to the different initial temperature profiles of the wires as shown in figures 3 and 5.

Figure 7 shows the thermocouple temperature curve when a laser beam focused on the junction is chopped in a rotating disc. The thermocouple is placed in an air stream (\( v = 10 \text{m/s} \)) at room temperature. The temperature decay is faster than with the DC heating method, also shown in figure for the same conditions. In both cases the thermocouple was initially heated up to 250°C.

The experimental time constants based on the cooling curves of figure 7 and evaluated by expression (9) are plotted in figure 8. The thermocouple time constant based in the cooling curve (laser heating) has a value 30% lower. This difference is due to the different initial temperature distribution along the wire.

In turbulent flows the gas temperature fluctuates and the measured decay curve is distorted by the local temperature fluctuations. The evaluation of the mean local time constant of the thermocouple is made with expression 9 based on the ensemble average curve of several recorded decaying curves.
TEMPERATURE FLUCTUATIONS IN HOT AIR JET

a) Experiment setup

Temperature fluctuations have been measured in a 30mm diameter hot air jet, exit temperature 470°C and velocity 1m/s, using a 15μm Pt,Pt-13%Rh thermocouple.

The output voltage from the thermocouple goes through a processing circuit whose principal components are: (I) a preamplifier that amplifies 100 times the thermocouple output, (II) the compensation circuit that performs the operation figure 9,

\[ V_c = \frac{J_d}{J_d + K} \]

The circuit permits the continuous adjustment of the compensation between 0 and 30 μA, (III) a low pass filter cut-off frequency normally set at 1.5 KHz which guarantees a good signal to noise ratio, (IV) an analog to digital converter and (V) a data acquisition system controlled by the Apple II microcomputer with a maximum sampling rate of 12KHz.

An auxiliary circuit heats the thermocouple by passing a D.C. current. During the heating period the preamplifier is switched from the main thermocouple to an auxiliary thermocouple maintained at an adjusted temperature equal to the main thermocouple mean temperature in order to avoid transients.

The performance of the compensation circuit is shown in figure 10 were the trace of compensated temperature with time, heating the thermocouple with a chopped laser beam, is a quasi-square wave. The wave is not perfectly square because the thermocouple time constant varies during the cooling period as previously shown in figure 7, and the compensation circuit only allows the adjustment of mean values of time constant.

Figure 11 shows the mean time constant variation with jet radius for two different wire diameters 15μm and 50μm. The value of the mean temperature constant was obtained using the joule heating pulse technique.

An average cooling curve was obtained from 20 to 100 recorded curves depending on the local turbulence level; the value of the mean time constant was taken to reach 63% of the final value of the average decay temperature.

At a given location in the mixing region of the jet, one jet diameter downstream, the mean time constant of the 50μm thermocouple is 32ms and of the 15μm thermocouple is 5ms. Setting the compensation at 30ms it is possible to go up to 200Hz with the 50μm thermocouple with an acceptable signal to noise ratio. Frequencies up to 400 Hz were detected in this region and as the mean life time of the 15μm thermocouples in this flow was of the order of 30 min (even more if care was taken not to overheat then during the heating periods) they were used to perform the measurements.

b) Measurements

Temperature fluctuations measured at one diameter downstream of the jet exit and at 15mm from the axis, are shown in figure 12 for six different levels of compensation. For this location, the mean time constant of the 15μm thermocouple is 32ms and of the 15μm thermocouple is 5ms. Setting the compensation at 30ms it is possible to go up to 200Hz with the 50μm thermocouple with an acceptable signal to noise ratio. Frequencies up to 400 Hz were detected in this region and as the mean life time of the 15μm thermocouples in this flow was of the order of 30 min (even more if care was taken not to overheat then during the heating periods) they were used to perform the measurements.

Due to the variation of the temperature with temperature, a mean time constant will always introduce an error, either undercompensating the lower temperature fluctuations or overcompensating the higher ones.

The variation of the RMS temperature fluctuations with the compensation level is plotted in figure 13. The "correctly" compensated signal has an increase of 30% in the temperature rms to the uncompensated signal. An overcompensation of 50% of the mean temperature value gives an increase of 50% in the measured temperature rms.

In figure 14 the influence of the compensation level in the temperature spectra is plotted. Frequencies up to 400 Hz are detected even without a compensation of the thermocouple output signal due to the low time constant of the 15μm thermocouple, however the energy contained in the higher frequencies is a function of the compensation level as expected.

MEASUREMENTS IN A PREMIXED FLAME

A disc and tube premixed flame burner was used and a 50μm thermocouple located near the edge of the stabilizer, 5mm downstream, in the flame front region. Radial temperature profiles were obtained with coated and uncoated thermocouples. The silica coating technique used was that described in (Fristrom and Weetjenborg). The principal cause of catalytic effect is surface recombination of flame front radicals, and therefore the number of free radicals available for reaction is important. We have clearly detected the effect of local fuel air ratio on the uncoated thermocouple reading. Figure 15 shows two different mixing situations for propane and air: the one referred as "with inner tube" gives a higher fuel air ratio at the thermocouple location.

An expected coated thermocouple (curve 5) shows the lowest temperature but its higher diameter and different emissivity will contribute to alter the radiation exchange (equation 13). With uncoated wire, "going into" the flame front does not give the same temperature profile as "going out" and it is due to sustained reaction on the wire by catalytic effect on "going out". Temperature differences can be as high as 250°C at 1300°C.
Curve 3 and 4 are almost coincident indicating that the catalytic effect is not present in this situation of lower fuel air ratio.

In addition to the local fuel air ratio, the catalytic effect is strongly influenced by wire temperature and conduction along the wires in steep gradient flame zones can be important. The effect of higher thermal conductivity of platinum as compared to Pt-Rh alloy was clearly observed when only half of the thermocouple wire was glowing red. Heating up one support in the flame front, with the noncoated junction immersed in the cold flow of reagents, would produce a visible advance in the catalytic reaction (red glowing) along the wire after a short time.

Errors induced by catalytic effect are difficult to quantify but limit the accuracy of measurements of mean and fluctuating gas temperatures in the radical rich flame zones.

Radial measurements performed further downstream from the stabilizer showed a decrease in the catalytic effect, although temperature was kept high.

The use of coated wires reduces the frequency response and our analog compensator and Joule pulsed heating system could not perform adequately in this case.

CONCLUSIONS

Time constants evaluated by two different heating methods vary from 20% to 30% due to the different initial temperature distribution along the wire associated with each technique.

The initial wire temperature selected for the heating will affect the value of $t$.

Peltier effect is not significant compared with the differences in electrical resistivity of the two metals.

Temperature RMS and pdf are very sensitive to the value of $t$; an overcompensation of 50% of $t$ results in a 50% increase in RMS.

When the pdf is bimodal the use of a mean value of the time constant, required by the analog compensator, will result in substantial errors either on the lower or on higher temperature readings.

In reacting flows, the catalytic effect can induce large errors depending upon the flame zone, temperature gradients and probe orientation, local excess air and type of fuel. Temperature fluctuations are almost not detected when the catalytic effect is present.

Coated thermocouples will not be affected by catalytic reactions but have a larger thermal inertia.
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Fig.1 Thermocouple junction
15 μm diameter (×400)

Fig.2 Cooling curves of a 15 μm thermocouple
Fig. 3 Temperature profiles along the wires during the cooling period (Joule heating)

Fig. 4 Predicted time constant as a function of time

Fig. 5 Temperature profiles along the wires during the cooling period (laser heating)

Fig. 6 Comparison of experimental values of $t_f$ (in a stagnant atmosphere)
Fig. 7 Junction temperature histories

Fig. 8 Experimental time constant (λ=10m/s)

Fig. 9 Compensation circuit transfer function

Fig. 10 Compensated junction temperature history (laser heating)
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(R = 15 cm and 50 cm)

Fig. 12 Temperature pdf as a function of time constant adjustment
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DISCUSSION

G. Winterfield, Gic
What type of coating did you use and how long did this coating persist in the hot gas environment?

Author’s Reply
A silica coating was used as described in Fristom and Westenberg (1965). The coated wire diameter was about 80 μm. The coating life time was at least one hour, depending on the temperature and the temperature gradients it has been submitted to.

F. Tarada, UK
In Figure 2 reference is made to 'predicted' curve of the decay of nondimensional temperature with respect to time. How was this predicted curve obtained?

Author’s Reply
Two predicted cooling curves are shown in Figure 2 corresponding to heating by Joule effect but with two different initial temperatures (300°C and 1000°C). Equation (3) was used and the convection coefficient obtained from equation (6). Figure 3 represents the temperature distribution along the wires; the initial conditions are for At = 0.
Summary

Full-scale rotating turbine heat transfer tests have been underway at Calspan for several years. The turbine is driven by a shock tube of short duration. Heat transfer distributions are measured during the test by thin-film surface gages on the various component parts. Direct measurement of the velocity and turbulence intensity is needed to accurately compute the heat transfer for comparison with the measured values. An investigation to determine if measurements of velocity and turbulence intensity could be obtained with a two-spot laser velocimeter in the turbine for these short duration shock driven flows was undertaken. Two seed materials were investigated with satisfactory results: propylene glycol and Dow 200. The velocimeter was initially set up on a low-pressure-ratio shock tube which could be cycled quickly to determine the seeding requirements. The velocimeter was transferred to the high-pressure, full-scale turbine after successful measurements in the low-pressure shock tube.

1.0 Introduction

A measurement and analysis program has been underway at Calspan for several years that utilizes a full-scale high pressure rotating turbine stage (1-7). The experimental technique being used is the short-duration, shock-tunnel approach, in which fast-response, thin-film thermometers are used to measure the surface temperature histories at prescribed positions on the various component parts. Heat-transfer rates are then inferred from the temperature histories, using standard data reduction procedures. The shock-tunnel facility provides a clean, uniform, and well-known gaseous condition at the inlet to the stationary nozzles. The shock tube driven flow is not intended to duplicate every parameter important to turbine heat-transfer studies. The intent is to have the few conditions sufficiently duplicated such as the flow function, the corrected speed, and the wall to total temperature ratio. The measured heat-flux distributions are used to validate and improve the accuracy of full-stage design and prediction techniques.

The turbulence intensity is a parameter which is a significant variable when the various predictive codes are used for the correlation of heat transfer data. A measurement of the free stream turbulence intensity which is associated with the particular heat transfer data set is required to calculate the theoretical heat transfer. An equally important quantity is the turbulence scale; however, at the present time no attempt is being made in these measurements to ascertain the scale. A heat-flux measurement technique that was used to estimate the turbulence intensity associated with the Calspan experimental data has been described in reference 6. An array of thin-film gages located on a cylinder in cross flow was used to infer the relative magnitude of the turbulence intensity in the annulus flow just upstream of the nozzle guide vanes (NGV). Because of the importance of the turbulence intensity in the development of hot-section predictive techniques, Dunn, RAE, and Holt (6) suggested that a method should be investigated that has the potential for a more accurate determination of the turbulence intensity than does the cylinder in cross-flow approach. Calspan and Wright-Patterson Air Force Base (WPAFB) undertook a joint effort to use the WPAFB two-spot laser system in the Calspan experiments. Prior to the measurements at Calspan, initial feasibility measurements were undertaken at the Air Force Institute of Technology (AFIT) which utilized a low-pressure-ratio shock-tube driven flow. From the outset, one of the major concerns with this measurement technique was whether or not satisfactory velocimeter measurements could be performed within the 15 to 25 millisecond time period available in the short-duration sampling times associated with both the AFIT and the Calspan experiments.

Laser Transit Anemometer (LTA) measurements rely upon the correlation of a number of scattering events. The time for an individual event is given by one to two times the spot-size time transit time. Figure 1 is a transducer record illustrating a typical pressure history measured at a location immediately upstream of the NGV of the full scale shock driven turbine in the immediate vicinity of the laser measurement site.
This record illustrates that the order of 20 milliseconds is the total time available within which to perform the laser measurements. A typical axial flow velocity at this location in the Calspas facility is 75 meters/sec (250 ft/sec). For a spot separation of 622 micrometers one has a nominal 6 microseconds as an event time. Therefore, on the order of $10^4$ events (or number of times the correlation can be attempted) in the available test time. By contrast, a continuous experiment might typically run for 107 to 109 events, so the short-duration application represents a significant reduction in the statistical sampling level. It was, therefore, important to determine if, and to what accuracy, it is feasible to measure the velocity and turbulence intensity in a short-duration facility using the two-spot system.

2.0 Experimental Apparatus

2.1 Low Pressure Shock Tube Configuration

The 6F10.12 x 0.204-m (8 x 8 in) shock tube was used for the initial feasibility measurements. Schlieren windows and adequate extensions of the test section necessary to provide increased test time already existed for the test section portion of this tube. The ideal incident shock test time, defined as the time elapsing between arrival of the incident shock and the interface, was on the order of 0.68 to 0.29 millisecond/ft of driven tube length for the range of incident shock Mach numbers used here ($M < 1.5$). Thus for a tube length of 3.51-m (11.5 ft) the ideal incident shock test time was on the order of 7.8 to 3.3 milliseconds. Even though the ideal test time for this tube was significantly less than the order of 20 milliseconds, we obtained 20-millisecond-duration flow, of reasonably uniform conditions which was sufficient for this feasibility study. Note that the turbulence intensity and velocity measured in this environment may be somewhat different than the intensity one would associate with the test-time regime of a uniformly shock-processed flow.

This shock tube is a low-pressure tube and thus the desired flow velocity, pressure and temperature could not be matched simultaneously. The shock-tube arrangement is shown schematically in Figure 2 and as the photograph of Figure 3 the test section of this facility was reduced to 0.0254-m (1-in) square by 2.44-m (8-ft) long. The LTA was built by Spectron and is shown schematically in Figure 4. The LTA produces two measurement volumes which are polarized at right angles to one another. The two measurement volumes were separated by 932 micrometers, each 25 micrometers in diameter and 1.25 millimeters in length for the lens combinations used in these measurements. The outer third of the projecting lens system collects the backscattered light from the measurement volumes. This reflected signal is separated into its two polarized components and imaged on two optical fibers to carry the signals to the photomultiplier tubes. The photomultiplier signals are filtered and amplified before being cross-correlated by the Malvern correlator. Velocity is then given by the time of flight of the cross-correlated photo-multiplier signals and the turbulence intensity is related to the width of the cross-correlated signal. The hardware is controlled and the data reduced, and then stored by an Apple II. The measurement volumes are aligned with the flow by rotating a Wallaston prism within the optical head. One must set up the LTA on continuous flow to select the flow angle. The two spots for the lens combination necessary for the Calspas experiment require spot alignment with the flow to better than 1/12 degrees.

Continuous flow was brought into the top of the shock tube as shown in Figure 2. As anticipated, seeding was required to achieve short-duration measurements. The seed was introduced into the center of the tube with a 0.0159-m (5/8-in) radius. A TSI, Inc. Model 7006 Six Jet Atomizer was used to introduce propylene into the tube. Two axial locations and three configurations were investigated in selecting the configuration utilized. Sharp corners and contractions were avoided because both tended to cause condensation. Locating the seed injection point within the continuous-flow entrance mixing zone was also more effective than injection in the flowing stream. One to six jets were tried, with one jet giving the best results.

The test-section buck wall was originally polished aluminum. The resulting flare was so intense that the photomultipliers were shut down by the over current protective circuitry at less than half of their normal operating voltage. A number of wall treatments were investigated to reduce this flare: black paint, glass bead blast, anodizing, and the three wall cavities shown in Figure 5. All three of the cavities were successful in reducing flare so that nearly the full operating voltage of the photomultiplier could be used. The simplest cavity, the single cone, was used for most of this investigation. The conical surface was blasted with glass beads, red-rilled and anodized, but the maximum obtainable photomultiplier voltage fell off by 25% for both the bead blast and the anodized surface. Although the anodized surface would have been usable, it was removed for the remainder of the measurements.

The window for this test section was a 0.0254-m (1-in)-thick Schlieren window. The window transmitted 94% at half angles of 1-1/2, 3, 6, 9, and 11° incidence. Continuous measurements were made at 3° to 11° incidence with only small differences in the resulting measurements. The beam reflected from the front window surface just passed the collecting window at 3°. The 6° incidence beam was used as the standard or reference condition for the resulting measurements since it showed a lower background noise level on initial setup.
7.2 The Shock Driven Tunnel Configuration for the Full Scale Turbine

The CalSPAN shock-tunnel apparatus, shown schematically in Figure 6, consists of an 0.20-m (8-in) 1.4 helium-driven shock tube with a 12.2-m (40-ft) long driver tube and a 15.2-m (50-ft) long driven tube, as a short-duration source of heated air, driving the test-section device mounted near the primary shock-tunnel nozzle. The receiver tank is initially evacuated to a pressure of approximately 1 torr to minimize the starting air load on the turbine wheel and to improve the flow-establishment characteristics of the model. The test-section device, shown schematically in Figure 7, consists of a forwards transition section with the circular opening facing the primary nozzle flow. The circular opening is followed by a complete 360 degree annular passage containing the NGV. The LTA was focused on mid annulus at a location approximately 0.040-m (1.6-in) upstream of the NGV. Figures 8 and 9 are photographs of the LTA set up and optical locations, respectively.

A cylinder of 0.00873-m (0.375-in) diameter with eight thin-film gages located on a stagnation line was placed across the flow channel at 0.006-m (1.8-in) upstream of the NGV, primarily to measure the uniformity of the flow across the channel for each experiment. A secondary use of these rake data was to infer the freestream turbulence intensity in the flow entering the NGV for comparison with the LTA data obtained here. It was recognized [6] that turbulence intensity data obtained in this manner are only approximate, but to date are the only values available for comparison. Hot wire measurements can be obtained in the future in these tests for comparison with both the LTA and the film gage measurements. The hot wire measurements cannot be used later in combustion driven flows whereas the LTA measurements can be used for comparison of the shock tube driven flows with combustion driven flows. A photograph of this rake is shown in Figure 10. Figure 9 shows the location of the rake relative to the LTA.

Figures 8 and 9 illustrate that access to the turbine stage is via two separate windows. The outer window is 0.18-in by 0.41-m by 0.0063-m thick (7-in by 16-in by 0.25-in thick) and the inner two windows are 0.051-m diameter by 0.0063-m thick (2-in diameter by 0.25-in thick). The material is float glass, flat and parallel to one wavelength at 546 Å, 0.0031 by 0.0127-m diameter (0.125 to 0.50-in diameter). The transmission of the window material was in excess of 50%. The volume between the outer window and the inner windows is protected from the by-pass tunnel flow by a shroud. To reduce the flare coming from the model wall, a tiny cone cavity similar to that described in Section 2.1 was machined in the wall and the surroundings were painted flat black (see Figure 8). The LTA optics used in the CalSPAN experiments were essentially the same as those used at AFIT.

2.2.1 Introduction of Seedant Material into Test Gas

Several runs were made at CalSPAN to obtain LTA data without introducing seed material into the test gas. These runs resulted in inadequate signal to noise ratios to the photomultiplier tubes. The introduction of either propylene glycol or Dow 200 as additional particle sources was pursued. Dow 200 was used in several of these measurements since its vaporization temperature is significantly higher than that of propylene glycol. Dow 200 has a flash point of 109°F and a very low vapor pressure. A sample of Dow 200 was heated in a furnace to 928°F, soaked for 5 minutes, and then allowed to cool for 5 minutes. The sample lost 9.1% of its weight and exhibited no change in color. The introduction of seed material for the experimental conditions of interest required modifications to the atomizer system. The maximum total temperature of the shock-driven flow was 1000°K at a pressure of approximately 100 psia at the NGV inlet or at a pressure of 1100 psi (also a temperature of 1000°K) in the reflected-shock reservoir.

The Dow 200 particle size distribution was measured by TSI, Inc. The measurement employed two analyzers: an electrostatic analyzer to measure particles with diameters less than one micron and an aerodynamic analyzer to measure particles with diameters greater than 0.5 micron. A TSI, Inc, aerosol generator model 9036 atomized the Dow 200 using a single jet with a nominal 5 to 10 second on time, a dilution flow setting of 15 on the flow-meter, and a dilution pressure of 60 psi. The aerosol generator and the flow settings for the particle distribution measurements were similar to those used in the CalSPAN tests. The seed and dilution flow filled a plastic reservoir with a volume of approximately 2.5 cubic feet. Two sample tubes, one for each analyzer of 1/4-inch diameter polyflow tubing, also penetrated the sample volume as shown in Figure 11.

The sample volume was filled and 6 samples were taken at one minute twenty seconds intervals with a measurement sample time of 10 seconds for the aerodynamic analysis measurements. Three of the interval measurements for the aerodynamic samples are shown in Figure 12. The distribution remained constant in both magnitude and shape with a peak at 0.626 microns. For the shock tube measurements, the driven tube was filled and the atomized seed was introduced into the driven tube just prior to the shot. The shot normally occurred within three seconds after the seed material injection. The seed material can, therefore, be expected to maintain its particle size distribution for the shock driven flow for at least the pre-shock arrival time period.

The electrostatic analyzer results are shown in Figure 13. The electrostatic measurements indicated a peak for numbers of particles at 0.467 micron, a peak by concentration at 0.563 micron, and a peak by volume concentration at 0.603 micron. There was a slight indication of a secondary peak at 0.056 micron in the number distribution. The electrostatic analyzer measurements were made with full dilution flow on during the
measurement and the seed flow off after an initial burst of a few seconds. The dilution flow was necessary to maintain the reservoir conditions since the electrostatic analyzer is considerably slower in collecting the individual channel data.

The aerodynamic analyzer as well as the electrostatic analyzer have indicated that the Dow 200 has a very stable submicron particle distribution with a peak at an effective nominal value of .5 to .6 microns. It was concluded that Dow 200 was a good choice as a seed material for the 1000°F maximum total temperature associated with the experimental conditions.

The same TSI, Inc. Model 9306 Six Jet Atomizer that was used at AFIT was used at Calspan to introduce the seed material. In a normal configuration, the atomizer is at room temperature and pressure conditions and is injected into an environment that is on the order of one atmosphere pressure. However, because of the much higher pressure conditions existing in the Calspan shock driven flow, it was necessary to construct a vessel capable of being pressurized to house the entire atomizer. In this way, a differential pressure on the order of 10 to 20 psi could be maintained on the atomizer thus permitting introduction of the seed material into the driven-tube gas just prior to running the experiment (initial driven-tube pressure was 150 psia) or it could be injected tangentially into the model flow just upstream of the NGV using a configuration illustrated by the schematic of Figure 1A. Both of these injection techniques were found to be acceptable with either propylene glycol or Dow 200, provided that the injection pressure was maintained at a value of approximately 5 psi in excess of that of the local flow field into which the seed material was being injected. If the atomizer were not pressurized, then the flow of seed material would stop when the best gas arrived.

2.2.2 Initial Adjustments of Laser Transit Anemometer

As mentioned in Section 2.1, it was necessary to set up the LTA using a continuous flow in order to select the proper flow angle. One of the stringent requirements of LTA measurement flows is that the spot alignment with the flow must be within 1-1/2 degrees for the lens combination used. The continuous flow atmospheric alignment and base line settings were established using a flow tube inserted into turbine inlet. Full annulus flow was not available for alignment during the LTA test period. The continuous flow calibration technique was one of the weakest links of the procedure. A large blower capable of supplying 8500 cfm at 3 feet of water-head has recently become available for use in this calibration. This device would supply continuous air flow to the entire turbine annulus at the proper flow velocity. Neither the total pressure nor the total temperature environments would be duplicated but, for the purposes of spot alignment, having continuous uniform flow through the entire annulus at the proper velocity would be adequate.

2.2.3 Pre-Run Calibration in AFIT Shock Tube

A continuous flow measurement is shown in Figure 15 using the single-cone wall termination and an event time of 10^6 events. The measured velocity is 222.8 meters per second and the turbulence intensity is 6.6% for the measurement in Figure 15. Normalized velocity and the turbulence intensity measurements for continuous flow are shown in Figures 16 and 17 as the event time is reduced from 10^2 to 10^4. The resulting velocity showed a spread of 5% to 14% as the event time was reduced. Some of this spread could be attributed to the non-steady reservoir conditions. Turbulence intensity showed a spread of approximately 1% across the range, with up to 1/2% attributable to the mean velocity variations. Lower turbulence levels were observed with constant LTA sensitivities and seed flow at a constant velocity, but these cases were clearly deficient in data and not an inherent problem.

2.2.4 Pre-Run Calibration in Calspan Turbine Model

As discussed above, a continuous-flow calibration was also necessary prior to running a LTA experiment in the turbine model. Figure 18 is a typical result of such a calibration for an event time of 10^4. For this figure, the measured velocity was 88.41 meters/sec, the turbulence intensity was 3.35%, and the data/background ratio was 20.16.

3.0 Discussion of the Results

3.1 LTA Measurements in the AFIT Shock Tube

The general procedure was to load the driver tube to its operating pressure (the range of pressures used here was 45 to 65 psia), start the correlator manually with one photomultiplier input channel gated off, inject the seed material manually into the driven tube at atmospheric pressure for a predetermined length of time, from 5 to 15 seconds. The diaphragm was then broken, initiating the shock wave in the tube. An Endeveco pressure transducer located in the test section detected passage of the shock wave and generated a trigger pulse from a Berkeley model CT-2 gate generator. This trigger pulse was used to start the LTA's gate circuit with a programmable delay and gate width. A delay of 1 millisecond and a gate width of 15 microseconds was used for the AFIT measurements, just allowing the slowest shock to pass the LTA test section. The location of the LTA generated gate relative to the sidewall pressure in the test section is illustrated in Figure 19.
As noted earlier in Section 2.1, and demonstrated by the pressure record shown in Figure 19, the gate duration exceeded the ideal shock-tube test time. For this particular test condition, the elapsed time (at a fixed shock-tube location) between the shock wave and the interface was on the order of 4 milliseconds. Recall that the static pressure does not change at the interface for the drive technique used here. Wave diagram calculations suggest that the rather abrupt decrease in pressure illustrated in Figure 18 is the result of a rarefaction wave originating at the open end of the tube at the dump tank location. For the feasibility study, the non-uniformity in pressure could be removed by adding length to the test section. It is mentioned here only because we believe that the rarefaction wave could contribute to the magnitude of the turbulence intensity measured in these experiments, giving a value somewhat larger than would be associated with this actual test-time portion of the shock-tube flow. The pressure transducers used for calculation of shock speed are spaced 0.058-m (2-in) apart in the test section of the tube and 0.0503-m (2-in) behind the trigger transducer.

A measurement of flow velocity and turbulence intensity with test gas is shown in Figure 20. This run used a seed fill time of 10 seconds and a 15-millisecond gate. The measured velocity for this run was 192.6 meter/sec and the turbulence intensity was 10.2%. The flow was 0.060 good test gas and a background level of 130 samples for a signal-to-noise ratio of 51.8. Continuous-flow measurements in similar long-dwell (107 to 108 event times) experiments give a signal-to-noise ratio of 562 to 1944. In general, 3000 to 6000 valid samples are needed to make a good measurement in the shock-tube driven flows. This means that we need to have a higher data rate, by approximately 16 times, than would normally be used in setting up a continuous measurement. The individual continuous photomultiplier data rates are a factor of nearly 10 greater than the valid data rate for the shock-tube measurements shown in Figure 20. The desirable percentage of seed-to-test-gas for the shock-driven measurement is on the order of 10-12%. The photomultiplier settings and background noise suppression level (threshold) settings for the shock-driven flows were initially taken as the values obtained in the continuous-flow setup with a 15-millisecond gate pulse. We tended to get better results in setting up the continuous-flow by maximizing the correlation growth rate on the 103 to 104 event scales and then making small adjustments in threshold and photomultiplier levels for the 103 to 104 scales. This procedure generally would result in a higher signal rate on the downstream spot by a factor greater than 2. Additional small adjustments to both the threshold and photomultiplier settings were necessary for the shock-flow measurements because the density of the shock flow was 1.8 times that of the continuous-flow.

The flow velocity data obtained at AFIT with the LTA in the shock-driven flows are in good agreement with the predicted flow velocities. Shock tube theory was employed to determine the Mach number in the 0.10 x 0.20-m drive-tube section and (8) was used to calculate the Mach number in the 0.0254-m square test section. Constant specific heats for the test gas were assumed for this analysis. Comparison between the measured and calculated flow velocities is given in Table 1. The measured velocity of 75.5 m/sec (247.5 ft/sec) and the turbulence intensity determined from the stagnation point heat-flux rate was approximately 5.7%. Figure 22 presents the time history of the following measured quantities, from top to bottom: (1) the gate duration, (2) the monitor signal for photomultiplier B, (3) the photomultiplier signal for photomultiplier A, (4) EP4, the static pressure on the bullet nose just ahead of the NGV, (5) the LTA discriminator signal B, and (6) the LTA discriminator signal A. Dow 200 was used as the seedant for the run shown in Figure 22. The recorded time histories for the continuously measured flow calibrations which are illustrated in Figure 18 is shown in Figure 23 for comparison with the shock-driven-flow time histories.

The seed flow was initiated approximately 1 second prior to the arrival of the test gas, was continued for the duration of the experiment, and the vessel containing the
atomizer was pressurized to approximately 120 psia. The pressure field within the model, as indicated by the EPN trace, was uniform during the time that the gate was active. The LTA channel A and B monitors both indicate that the seedant was being actively injected into the flow and that useful signals were being obtained. For this particular run, the indicated flow velocity was 77.5 m/sec and the turbulence intensity was 9.65. Although this result was felt to be encouraging, it was not considered to be accurate because very few samples were counted. The value of the data rate/backscatter rate was 19.5, which is low but not unacceptable. Figure 14 shows that injection in this manner is not a particularly good technique because the seed material must mix through the boundary layer which usually results in a higher concentration of seedant in the boundary layer. Continuous flow to set up the seedant flow rate would be required since the actual distribution of seedant is uncertain. Therefore, an alternate technique of injecting the seedant into the driven-tube test gas just prior to diaphragm rupture was investigated and will be described in the next section.

3.2.2 Pressurized Injection of Seedant into Driven-Tube Test Gas Just Before Running

To obtain a more uniform dispersion of the seedant material into the test gas and thus relax some of the injection requirements, we elected to inject into the driven-tube gas just prior to breaking the diaphragm. The initial driven-tube pressure was approximately 150 psia, requiring that the atomizer be pressurized. Figures 24 and 25 represent a comparison of the LTA output signals on the same time-base as the pressure history, EPN, obtained just ahead of the NGV. For this run, the seed material, Dow 200, was loaded for a period of 22 seconds prior to the run. The 22 seconds was the sealed time required to obtain the same mass of seedant loading as was used in the AFIT shock tube. Figure 24 illustrates that the pressure field was uniform during the laser-gate period. The same data shown in Figure 24 are displayed using a variable time base in Figure 25 with the gate-on time at an expanded time-base. The initial portion of the record is displayed at 4 ms/div; then the time-base is stretched to 0.08 ms/div instead of the 2 ms/div used on Figure 24. Figure 26 is the correlator print-out for this particular run. The LTA result indicates a velocity of 82.2 m/sec and a turbulence intensity of 4.62%, compared to the target values of 75.5 m/sec and 5.7%. The ratio of data rate/backscatter rate was not particularly good at a value of 7.3. To obtain acceptable data, this value would have to be increased significantly but we believe that with improved calibration and laser alignment techniques, this increase can be achieved.

4.0 Conclusions

The feasibility of using the LTA to obtain useful velocity and turbulence intensity data in a short-duration flow environment has been demonstrated. The velocity measurement appeared unaltered by shortening of the measurement time; whereas the indicated turbulence intensity showed an approximate increase of 10% for continuous-flow measurement.

The data obtained in the shock-tunnel model demonstrate that seedant can be injected and dispersed uniformly into these relatively high-pressure environments. Seedants useful in the 1000°F environment were demonstrated and a sufficient data rate can be achieved to allow flow velocity and turbulence intensity measurements to be made in these short-duration environments. The initial indications of velocity and turbulence intensity, without prealignment with the flow direction, are in agreement with computed values.
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DISCUSSION

P. Ranette, Fr

Have you already done laser velocimetry measurements inside the rotor blade channels?

Author's Reply

No, we have not yet attempted measurements in the rotor for the shock driven turbines. The program of course is the realignment of the two measurement volumes with the flow prior to the shot; we will make these measurements in the shock driven turbine in the future.

S. Wittig, Ge

A major advantage of the L2F technique in comparison to the LDA is its capability to make measurements close to the wall. Do you feel that there is a chance to determine boundary layer properties — i.e. turbulence intensities etc. — in your facility using the L2F instrument?

Author's reply

We would only make turbulence measurements in the freestream in the shock driven turbine flows. I think it is not possible to make boundary layer measurements in the shock driven turbine flows. The time required to make these measurements are made much better in continuous large scale facilities.
INFLUENCE ET MESURE DU JEU EN BOUT D'AUBES DANS LES TURBOMACHINES

par Jacques PAULON

Office National d'Etudes et de Recherches Aérospatiales
29, avenue de la Division Leclerc
92320 CHATILLON (France)

Résumé

L'évolution du jeu entre l'extrémité des aubes et le carter d'une turbomachine est un paramètre important pour les performances d'un moteur. Quelques exemples permettent d'illustrer et de chiffrer les effets de ce jeu.

Il serait donc souhaitable de pouvoir le contrôler de façon permanente et d'asservir thermiquement les carters pour fonctionner dans les conditions optimales.

A cet effet un capteur capacitif est en cours de développement à l'ONERA et les résultats obtenus, comparés à un appareil de conception différente, se sont révélés encourageants.

INFLUENCE AND TIP CLEARANCE MEASUREMENT IN TURBOMACHINES

Abstract

The clearance between the tip of the blades and the casing of a turbomachine is an important parameter. The performances of an engine are strongly subject to tip clearance. These gap effects are illustrated and numbered through some examples.

Then, it would be desirable to control it permanently and to adjust the temperature of the casing in order to operate in optimum conditions.

To this effect, a capacitive transducer is in development at ONERA and good results have been obtained in comparison with a various device.

NOTATIONS

\( d \) = débattement \( m \)

\( f \) = fréquence de passage des aubes \( Hz \)

\( C \) = débit \( kg/s \)

\( h \) = partie de hauteur d'aube par rapport au moyeu \( m \)

\( H \) = hauteur d'une aube \( m \)

\( j \) = jeu \( m \)

\( N \) = vitesse de rotation \( t/min \)

\( P \) = pénétration \( m \)

\( R \) = rayon \( m \)

\( T \) = température génératrice \( K \)

\( U \) = vitesse périphérique \( m/s \)

\( \eta \) = rendement

\( \Pi \) = taux de compression
1 - INTRODUCTION

Des progrès considérables ont été obtenus au cours de ces dernières années dans la définition et la mise au point de turbomachines à haute performance et à rendement élevé. Ces améliorations ont pu être atteintes grâce au développement rapide des méthodes d'analyse mais aussi grâce à la mise en service de moyens de mesures sophistiqués qui permettent aujourd'hui d'acquérir de précieux renseignements, hier inaccessibles.

Il devient donc de plus en plus difficile d'accroître le rendement de telles machines de façon notable, tant en ce qui concerne avec beaucoup de soin sur des points particuliers, encore peu étudiés mais susceptibles de conduire à des gains non négligeables. Parmi ces points particuliers, le jeu en bout d'aubes des compresseurs et turbines est un paramètre important que l'on cherche de manière radicale de différentes façons [1].

Après avoir posé le problème et indiqué quels sont les effets du jeu en bout d'aubes sur le fonctionnement des turbomachines nous passons en revue les moyens en cours de développement pour limiter le jeu en fonction de ce soit "passivement" ou "activement" et donnerons des indications sur la méthode visant à contrôler le jeu en bout d'aubes en cours de développement à l'avenir.

2 - INFLUENCE DU JEU EN BOUT D'AUBES SUR LES PERFORMANCES D'UN TURBOPROJECTEUR

Dans un moteur aéronautique classique, les points sensibles aux effets de jeu sont :

a) le compresseur BP, généralement axial et à performances élevées ; d'où des accroissements importants de température et des effets thermiques sensibles ;

b) le compresseur HP, qui peut être de type centrifuge et où les jeux sont alors axiaux et surtout tributaires des déformations de la roue ;

c) et d) le turbin à HP et BP où les problèmes sont analogues à ceux rencontrés sur le compresseur BP.

Si maintenant, nous considérons figure 1, le champ de caractéristiques, débit-pression rendement d'un compresseur axial multiétages expérimenté dans deux configurations géométriques différentes, on note que l'augmentation du jeu relatif, se traduit par une perte simultanée de taux de compression, de rendement et de débit.

Les jeux périphériques importants se traduisent par une détérioration de l'écoulement et un travail insignifiant des coupes de tête comme l'illustre la figure 2 qui représente l'angle de sortie de l'écoulement issu d'une turbine HP en fonction de la hauteur relative du jeu relatif.

La situation résiduelle de l'écoulement, pratiquement nulle sur toute la hauteur de veine, lorsque le jeu relatif est faible, peut prendre des valeurs importantes conduisant jusqu'à des angles de 90° par rapport à la direction axiale lorsque le jeu est plus que double. Cet effet se fait d'ailleurs sentir en environ 30 % de la hauteur des aubes.

Il en est de même pour les compresseurs centrifuges comme le montre la figure 5 qui représente la perte de rendement en fonction du débattement.

Un autre aspect de l'effet du jeu en bout d'aubes concerne la consommation spécifique d'un moteur [2]. A titre indicatif, une perte, dû au jeu en bout d'aubes, de 1 % sur le rendement de chaque étage BP et HP des compresseurs et turbines d'un moteur se traduit par une augmentation de la consommation de 2 à 3,5 % selon le type de moteur. Ce qui a bien sûr un effet notable sur les dépenses d'exploitation [3] [4] [5].

Pour toutes les raisons indiquées ci-dessus, le contrôle du jeu présente donc un intérêt certain, mais le problème est délicat et difficile étant donné que les moteurs sont soumis, à certains moments, à des conditions de fonctionnement sèvères caractérisées par des accélérations rapides suivies généralement de décelations également rapides. Lors de ces périodes transitoires, les différentes parties du moteur ne travaillent pas de la même façon, les problèmes ne sont pas les mêmes au niveau compresseur et au niveau turbine, mais ils ne sont pas non plus les mêmes s'il s'agit d'un compresseur axial ou d'un compresseur centrifuge.

Si nous considérons une accélération rapide en bout de ralentit jusqu'au décrochage d'un avion, le diamètre du rotor grossit très rapidement du fait des forces centrifuges et des phénomènes thermiques qui affectent rapidement les aubes.

Ce premier "gonflement" du rotor prend environ le temps nécessaire pour que le moteur atteigne son régime maximum, c'est-à-dire de l'ordre de 5 secondes. Puis le rotor continue à se dilater mais plus lentement. Cette dilatation correspond à la lente expansion thermique des disques qui est une masse relativement importante et qui se trouvent en dehors de l'écoulement principal. Cet effet thermique lent dure de 5 à 10 minutes.

Contrairement au rotor, le carter, qui n'est pas soumis aux forces centrifuges, se gonfle lentement par effet thermo-mécanique mais finit par atteindre une augmentation démesurée plus importante que celle du rotor.

Le résultat de ces dilatations différentes et déphasées est qu'il y a risque de contact entre le rotor et le carter et au moindre effort de la vol à cale, un régime de croisement, un rotor plus grand que le moteur qui est souvent favorisé.
Pour illustrer ce qui précède, la figure 3 représente l'évolution des rayons turbine et carters lors de l'accélération d'un moteur ne comportant aucun système de refroidissement ou de contrôle du jeu en bout d'aubes. Dans ce cas présenté, le carter est revêtu d'abradable pour protéger le rotor lors de la phase de contact avec le carter et pour réduire partiellement le jeu en régime asymptotique.

Il est évident que des phénomènes voisins seraient observés après décelération d'un moteur au régime nominal suivie d'une réaccélération lorsque le carter se serait refroidi tandis que le disque serait encore chaud.

Même si l'emploi de matériaux abradables permet de réduire les jeux en bout d'aubes, une évolution de ce genre, telle que le montre la figure 3 laisse à désirer et doit être améliorée. Des méthodes pratiques et efficaces doivent donc être élaborées.

3 - MÉTHODES DE CONTRÔLE DES JEUX EN BOUT D'AUBES

Un moyen d'influencer sur le jeu en bout d'aubes consiste à modifier le comportement thermique des roues et des carter. On peut par exemple envisager une ventilation de la cavité entre les disques par du l'air prélevé en amont. Cette méthode n'est pas toujours très souple ni très efficace ; c'est pourquoi les efforts ont portés sur les parties fixes ou carter.


3.1 - Contrôle des jeux en bout d'aubes par méthode passive

Les méthodes passives peuvent être envisagées lorsque la zone d'étude est difficile d'accès et d'encombrement réduit. Dans ce cas, le circuit d'air secondaire et le carter externe sont dessinés avec soin et calculés avec précision au point de vue thermique car il n'y a aucune possibilité d'intervention au cours des différents cycles du moteur.

La figure 4 montre un exemple d'application au niveau de la turbine BP d'un moteur MTU de type hélicoptère [9].

Sans entrer dans le détail, nous indiquerons que le dispositif comporte deux anneau concentriques suspendus élastiquement et séparément. L'anneau interne, de faible masse, est refroidi par de l'air projeté à travers les trous situés dans l'anneau externe. Signalons également que l'anneau interne est recouvert de nid d'abeilles, en guise d'abradable, sur sa face en regard des aubes.

3.2 - Contrôle des jeux en bout d'aubes par méthode active

Les méthodes actives sont envisageables lorsque la place le permet mais elles sont généralement préférables car par principe plus souples et adaptables à des conditions de fonctionnement diverses. Elles consistent à régler la température du carter à une valeur optimale liée au régime du moteur, à l'aide d'un dispositif de refroidissement utilisant de l'air prélevé plus en amont possible et en liaison avec des méthodes complexes de calculs d'effets thermiques en transitoire prenant également en compte le rotor.

La figure 5 montre un exemple d'application à un étage de turbine BP d'un moteur double flux PW. Le carter turbine est entouré de tubes à travers lesquels l'air de refroidissement est projeté pour maîtriser le carter à la température voulue. Grâce à une régulation par vanne du débit d'air, il est donc possible de contrôler activement la température du carter en fonction du point de fonctionnement.

A titre d'exemple, la figure 6 montre, au niveau d'une turbine dont le carter est refroidi, l'évolution du jeu en fonction du temps lors d'une accélération.

Le carter étant revêtu d'abradable, il y a légère pénétration lorsqu'on atteint le régime de croisière, ce qui permet de fonctionner à jeu pratiquement nul.

Si de telles méthodes actives sont efficaces et utilisables, par contre elles nécessitent des méthodes de prévision sophistiquées pour les calculs thermiques en transitoire et une architecture spécifique des roues comme des carter, qui est obligatoirement source de difficultés.

Une autre façon de contrôler activement le jeu consiste à veiller en permanence le jeu et à réguler en conséquence la température carter.

A cet effet, l'ONERA a entrepris la mise au point d'un carter pour la mesure des jeux en bout d'aubes ; la méthode développée est une méthode capacitive.

4 - CAPTEUR CAPACITIF POUR LA MESURE DU JEU EN BOUT D'AUBES

Diverses tentatives ont été décrites dans la littérature technique pour mesurer les jeux de façon continue [10] [11] [12].

Les capteurs utilisant les courants de Foucault sont rapidement limités à une fréquence de passage des aubes de l'ordre de 4 kHz et à une température de fonctionnement ne dépassant guère 100 °C.

A notre connaissance, seule la technique "à électrode" utilisée par ROTADATA [13] a atteint le stade opérationnel et la commercialisation. Toutefois, cette sonde qui nécessite une durée d’échantillonnage de l’ordre de 20 s n’indique que le jeu minimum et ne permet pas d’effectuer des mesures en transitoire.
Quant aux capteurs capacitifs décrits, il ne semble pas qu'ils aient atteint le stade de l'exploit systématique sur machine.

Cette technique capacitve est celle que nous avons également choisie à l'ONERA, car à notre avis, la mieux adaptée aux fréquences élevées de passage des aubes (20 à 30 kHz) et aux températures élevées (1000 à 1200 °C).

Le principe en est fort simple, puisqu'il consiste à mesurer la variation de capacité existant entre l'extrémité d'une aube et l'axe central du capteur lorsque l'une et l'autre sont en regard et que la distance varie entre l'aube et le capteur.

La figure 7 montre un tel capteur dont l'architecture repose sur une technique triaxiale indispensable à l'élaboration de dispositifs capteurs. Dans une certaine limite, une technique particulièrre de réalisation évite que l'élément sensible du capteur puisse, en fonction de la température, se déplacer par rapport à la gaine externe elle-même, alignée au montage avec la paroi interne du carter.

Une électronique de mesure, associée au capteur, permet de visualiser sur oscilloscope le passage de toutes les aubes et de mesurer chaque 10 tours de roue, le jeu entre le carter et l'aube la plus longue, c'est-à-dire le jeu minimal. L'électronique permet également d'effectuer un étalement sur site ou en laboratoire avec un morceau d'aubes identique à celle de la roue considérée.

Comme exemple de résultats obtenus avec un tel capteur, la figure 8 visualise le passage des aubes d'une roue comportant 90 aubes mais également deux secteurs diamétralement opposés, chacun de ces secteurs ne comprenant de 9 aubes de hauteur dégressive par 0,05 mm puis 0,10 mm. L'écart entre l'aube la plus courte et une aube dite longue est de 0,6 mm.

La figure 9 montre l'évolution du jeu minimum mesuré à droite de cette même roue en fonction de la vitesse de rotation ou de la fréquence de passage des aubes. La réduction du jeu, dûe essentiellement aux effets centrifuges dans ce cas, est bien mise en évidence. Un tel capteur répond jusqu'à une fréquence de passage des aubes de l'ordre de 20 kHz et fonctionne actuellement jusqu'à des températures de l'ordre de 600 °C. Quant à sa précision, elle est d'autant plus grande que le jeu est petit : de l'ordre de 5 % pour un jeu voisin de 0,2 mm et de l'ordre de 15 % pour un jeu voisin de 0,6 mm.

Pour juger de la validité des résultats obtenus avec ce capteur, des mesures comparatives ont été effectuées, et avec une sonde ROTADATA.

Pour des raisons techniques, les mesures n'ont pu être effectuées en même temps avec les deux capteurs mais des précautions ont été prises pour que les conditions de fonctionnement soient les plus voisines possibles. Les résultats obtenus sont représentés sur la figure 10 et l'on observe un recouplement d'ensemble satisfaisant si l'on ne perd pas de vue que la sonde ROTADATA mesure le jeu minimum tandis que le capteur capacitif numérise le signal maximal qui peut provenir d'une aube un peu plus épaisse mais un peu plus courte que l'aube effectivement la plus longue ; les mesures ne sont donc pas forcément effectuées sur la même aube.

5 - CONCLUSION

Il est clair que les performances aérodynamiques des compresseurs et des turbines des moteurs modernes et particulièrement des machines de petite taille, sont influencées par les jeux en bout d'aubes. Viser à optimiser ce paramètre quelque soit le régime de fonctionnement est donc un objectif important, source possible de gains non négligeables.

Des méthodes passives ou actives de contrôle du jeu en bout d'aubes sont en développement et même en application et conduisent à des résultats positifs. Il semble toutefois qu'un système permanent de mesure du jeu, associé à une technique de contrôle actif permettrait une meilleure optimisation.

Deux résultats encourageants et intéressants ont été obtenus sur le capteur capacitif en cours de développement à l'ONERA.

Des améliorations peuvent certes être apportées tant au point de vue précision que domaine d'utilisation vers les hautes températures rencontrées dans les turbines.
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DISCUSSION

D.K. Hennecke, Ge
At what maximum temperature can you operate the tip clearance probe? Is it already suited for actual use in an engine as part of the control system?

Réponse d'Auteur
La limite d'utilisation est compatible avec des mesures sur turbine mais il faut s'assurer, qu'en fonction de la température, la partie sensible du capteur ne se déplace pas dans un sens ou dans l'autre par rapport à la face de référence constituée par la gaine externe du capteur. C'est uniquement un problème technologique.

L'intérêt final d'un tel capteur est de piloter un système de contrôle actif du jeu.

G.M. Dibelius, Ge
L'étalonnage du capteur capacitif est-il effectué pour les conditions dans la machine ou du laboratoire? Est-ce qu'il y a un effet de la température ou de la composition du gaz?

Réponse d'Auteur
L'étalonnage est fait sur la machine à l'arrêt ou éventuellement en laboratoire. Nous n'avons pas actuellement d'information sur l'influence de la température du gaz et sur l'influence de la composition. C'est un contrôle qu'il faudrait effectivement faire.

F. Tarada, UK
Have you attempted to predict the variation of tip clearance with rotational speed and thermal conditions using a finite element package or any other predictive device?

Réponse d'Auteur
La variation du jeu avec la vitesse de rotation n'a pas été étudiée théoriquement.

R. Eggebrecht, Ge
One of your examples of power turbines uses a rotating shrouded ring of turbine blades. Do you see possibilities to apply the capacity method to rotating shrouds where you do not have discrete signals, and have you actually done measurements?

Réponse d'Auteur
La technique capacitée peut être appliquée à des mesures de jeu dans le cas de roues à jointe. La mesure est même plus facile car le problème de réponse en fréquence ne se pose plus.

Nous n'avons pas effectué des mesures systématiques dans une telle configuration.
Cet article présente les premiers développements d'un code de simulation numérique des écoulements et des transferts thermiques à l'intérieur des cavités annulaires entre disques fixes ou mobiles des turbomachines.

Il comporte une description succincte de la méthode de calcul et du modèle de turbulence utilisé, puis montre quelques exemples de simulations numériques effectuées dans des configurations géométriques simples : calculs d'acoustique dans des cavités, puis de divers écoulements turbulents avec petites de charges singulières, et enfin simulation d'écoulements dans des cavités annulaires interdisques alimentées ou non par un débit centrifuge. La confrontation avec des résultats de mesures publiés dans la littérature permet d'apprécier les qualités et les limites de la modélisation choisie pour représenter les phénomènes turbulents.

**NOTATIONS**

- \( a \) : rayon extérieur du disque rotor \((m)\)
- \( A_0, A_1 \) : sections d'entrée et de sortie
- \( b \) : rayon du moyeu \((m)\)
- \( E, e \) : chaleurs spécifiques à pression et à volume constants \((J/kg)\)
- \( C_m \) : coefficient de couple \(2 C / \frac{g}{2} T^2 a^4 \)
- \( C_r \) : \( (p_e - p_i) / \frac{1}{2} \rho U_{\max}^2 \) avec \( U_{\max} = \text{Max}(U_e, U_i) \)
- \( C_{\text{pres}} \) : coefficient isentropique (conditions géométriques \( p_i, T_i \) à l'entrée et pression statique \( p_e \) à la sortie)
- \( C_w \) : \( \rho / \mu_a \) : débit réduit
- \( \omega \) : vitesse du son \((m/s)\)
- \( D_e, D_i \) : diamètres des canaux d'entrée et de sortie \((m)\)
- \( D \) : tenseur de déformation
- \( E \) : énergie totale \((J/kg)\)
- \( G_e \) : \( b_2 / a \)
- \( G \) : \( b_2 / a \)
- \( H \) : enthalpie d'arrêt \((J/kg)\)
- \( I \) : tenseur unité \((S_{ij})\)
- \( K \) : énergie cinétique de turbulence
- \( L \) : longueur de mélange
- \( L \) : longueur du canal
désignations
\( \dot{m} \) débit masse \( (V_b/4) \)
\( \dot{m}_{25} \) débit masse isentropique (conditions génératrices \( p_0, T_0 \) à l'entrée et pression statique \( p_s \) à la sortie)
\( p \) pression statique
\( p_0 \) pression statique de sortie
\( p_s \) pression d'arrêt d'entrée
\( R_{1}, R_{2} \) nombres de Prandtl (laminaire et turbulente)
\( \dot{Q} \) flux d'énergie totale et de chaleur
\( r \) rayon
\( R_{Re} = \frac{\rho U_r D}{\mu} \) nombre de Reynolds de l'écoulement dans un canal \( \theta = D_a \)
\( \lambda_{Ta} = \frac{\rho \Lambda a^4}{\mu} \) nombre de Reynolds de rotation
\( \Delta \) épaisseur de la cavité entre rotor et stator (m)
\( \Delta_c \) épaisseur du jeu à la périphérie (m)
\( t \) temps
\( T \) température statique (\( ^\circ C \))
\( T_a \) température d'arrêt d'entrée
\( \mathbf{U} \) vecteur vitesse
\( U_1, U_4 \) vitesses moyennes à l'entrée et à la sortie du canal (\( \omega / 4 \))
\( \mathbf{U} \) composant radiale de la vitesse (r)
\( \mathbf{V} \) tangentielle (\( \theta \))
\( \mathbf{W} \) axiale de la vitesse (z)
\( \mathbf{Z} \) coordonnée axiale
\( \mathbf{Y} \) \( \frac{\mathbf{Z}}{\mathbf{L}} \)
\( \nabla \) gradient
\( \mathbf{G} \) coordonnée axiale
\( \mu, \rho \) viscosités laminaires et turbulentes (S.I.)
\( \mathbf{N} \) vitesse angulaire du disque rotor (rad./sec)
\( \mathbf{P} \) masse volumique (kg/m\(^3\))
\( \tau \) pas en temps du calcul
\( \mathbf{C}_s \) tenseur des contraintes
\( \mathbf{Z} \) coefficient de décentrement de l'intégration temporelle

indices
\( a \) conditions génératrices d'entrée
\( s \) statique
\( e \) entrée canal
\( o \) sortie canal

1. INTRODUCTION

Les phénomènes de transfert de masse et de chaleur dans les cavités annulaires interdisques des turbomachines ont un effet important sur les performances globales et sur la durée de vie des moteurs : les écoulements qui les traversent participent à la poussée axiale, à la puissance dissipée et aux fuites. Ils conditionnent le refroidissement des disques de turbine, prennent part à l'échauffement du voile du compresseur, et peuvent dégrader l'écoulement principal par mouillage ou par aspiration de fluide au niveau des jeux. C'est aussi à travers ces cavités que la chaleur s'échappe des parties chaudes vers les parties froides, ce qui détermine l'état thermique (contraintes et dilatations) des pièces métalliques, aussi bien en régime permanent qu'au démarrage.

Ces problèmes sont généralement traités de façon globale, à l'aide de corrélations expérimentales et de calculs fondés sur des méthodes intégrales [3] à [11], car la géométrie des cavités, dessinée plus en fonction de contraintes pratiques d'encombrement ou de résistance des matériaux que suivant des critères d'aérodynamique, ne prête difficilement aux analyses détaillées. Les écoulements qui en résultent sont en général complexes : tridimensionnels, ils sont le siège de décalages importants,
de mélanges de jets à forte vitesse, d'accélérations brutales à travers les jets, et de phénomènes de centrifugation près des parois tournantes. C'est pourquoi les phénomènes irréversibles-mélange turbulents, dissipation, instabilités visqueuses jouent un rôle déterminant, aussi bien sur les transferts de chaleur que sur l'écoulement lui-même.

L'étude engagée à l'ONERA, en collaboration avec les sociétés SNECMA et TURROMECA, comporte un volet expérimental, en cours de réalisation, et une partie numérique, qui présente ci-dessous les premiers développements.

La simulation numérique a pour objectif de faire la part des divers phénomènes entrant en jeu, de comprendre leurs mécanismes et leurs interactions. Elle repose sur une technique d'intégration des équations de l'écoulement (Navier-Stokes turbulent), et d'autre part sur la modélisation des transferts turbulents. La principale différence avec d'autres études du même type, par exemple [12], [13] et [14], réside dans la tentative de traiter des géométries plus complexes.

Cet article présente les grandes lignes de la méthode de calcul et du code qui en résulte, et montre quelques exemples de simulations effectuées sur des configurations géométriques simples et le but d'apprécier les qualités et les défauts du code et, éventuellement d'améliorer les hypothèses.

2. LA MÉTHODE NUMÉRIQUE ET LE CODE DE CALCUL

2.1. Les équations de l'écoulement

L'écoulement tridimensionnel est supposé axysymétrique ($\partial/\partial \theta = 0$) : la masse volumique $\rho$, l'énergie totale $E$, et les trois composantes de la vitesse $U$, $V$ (radiale), $W$ (axiale) et $V$ (tangentielle), ne dépendent que de la position $r$, $z$ dans le plan méridien, et du temps $t$. Cette hypothèse allège considérablement les calculs, mais exclut évidemment les injections par orifices discrets, les instabilités tangentielle et les oscillations tournantes.

Le fluide est un gaz parfait, compressible, visqueux et conducteur de chaleur, avec transferts moléculaire et, éventuellement, turbulents.

Sous forme différentielle conservative, les équations de bilan de l'écoulement peuvent s'écrire :

\[
\begin{align*}
\frac{\partial}{\partial t} \left( \rho \phi \right) + \frac{\partial}{\partial r} \left( \rho U \phi \right) + \frac{\partial}{\partial z} \left( \rho V \phi \right) + \frac{\partial}{\partial \theta} \left( \rho W \phi \right) &= 0 \\
\frac{\partial}{\partial t} \left( \rho E \right) + \frac{\partial}{\partial r} \left( \rho U E \right) + \frac{\partial}{\partial z} \left( \rho V E \right) + \frac{\partial}{\partial \theta} \left( \rho W E \right) &= \frac{\partial}{\partial r} \left( \rho \tau_{rr} \right) + \frac{\partial}{\partial z} \left( \rho \tau_{r\theta} \right) - \tau_{rr} \\
\frac{\partial}{\partial t} \left( \rho \tau_{rr} \right) + \frac{\partial}{\partial r} \left( \rho r \tau_{r\theta} \right) + \frac{\partial}{\partial z} \left( \rho \tau_{r\theta} \right) + \frac{\partial}{\partial \theta} \left( \rho \tau_{r\theta} \right) &= \frac{\partial}{\partial r} \left( \rho \tau_{rr} \right) + \frac{\partial}{\partial z} \left( \rho \tau_{r\theta} \right) + \frac{\partial}{\partial \theta} \left( \rho \tau_{r\theta} \right) - \tau_{rr}
\end{align*}
\]

avec

\[
\begin{align*}
\tau &= \frac{\mu}{\rho} \frac{\partial U}{\partial r} + \frac{\mu}{\rho} \frac{\partial V}{\partial z} \\
\tau &= \frac{\mu}{\rho} \frac{\partial V}{\partial r} + \frac{\mu}{\rho} \frac{\partial \tau_{rr}}{\partial z} + \frac{\mu}{\rho} \frac{\partial \tau_{r\theta}}{\partial \theta}
\end{align*}
\]

Le tenseur des contraintes $\tau$ et le vecteur densité de flux de chaleur $q$ sont la somme des parties laminaires et turbulentes. On définit, par analogie avec la viscosité moléculaire $\mu$, un coefficient de viscosité turbulente $\mu_t$, ce qui permet de relier $\tau$ au tenseur des déformations et :
2.2. La méthode d'intégration

On construit sur le domaine de calcul un réseau qui définit un ensemble de volumes éleméntaires, dont la trace sur un plan méridien est rectangulaire (voir figure 1). Un code attaché à chaque cellule définit sa structure :

- cellule fluide de calcul, caractérisée par la masse, l'énergie et la quantité de mouvement tangentielle qu'elle contient,
- cellule fluide d'entrée ou de sortie, permettant l'injection ou l'aspiration de fluide suivant des conditions données (état d'émetteur \( \eta \), \( \xi \), \( \eta_0 \) ou pression statique \( p_s \) par exemple),
- cellule solide (paroi), dont les caractéristiques définissent la vitesse angulaire \( \Omega \) et les conditions thermiques locales désirées.

Le mouvement du fluide dans le plan méridien est défini par les flux de masse \( \dot{m}_i \) et \( \dot{m}_o \) à travers les interfaces \( \Gamma \) et \( \gamma \) entre les cellules.

Le système (1) est discrétisé sur les mailles du réseau suivant une technique de volumes finis [1], qui garantit la conservation. Afin de limiter la dissipation numérique, les hypothèses permettant d'exprimer les flux d'interfaces sont symétriques (centrées). Entre paroi et fluide, les échanges sont exprimés à l'aide de "lois de paroi", qui pré-intègrent les portions de couche limite correspondantes.

Le système d'équations différentielles ordinaires ainsi obtenu est alors intégré au cours du temps grâce à une méthode implicite linéarisée [1], plus ou moins centrée grâce à un paramètre \( \Delta \) que l'on peut ajuster de \( \Delta = \frac{1}{2} \) (Crank-Nicholson) à \( \Delta = 1 \) (totale implicite).

Cette méthode permet, en principe, de s'affranchir du critère CFL de stabilité linéaire, et donc de choisir un pas en temps \( \tau \) en fonction du temps de relaxation le plus grand et non en fonction de l'acoustique locale. Une méthode de factorisation [1] est cependant nécessaire pour remplacer l'inversion de la matrice globale ainsi obtenue par une succession d'inversions de matrices tridiagonales par bise.

Le code de calcul, nommé ICARE, ainsi obtenu permet d'obtenir, pour une simulation d'écoulement turbulent de nombre de Reynolds égal à 1 million, une solution stationnaire à partir du repos en 1200 à 1600 itérations, à condition de choisir convenablement le pas en temps \( \tau \). Le temps de calcul est de 4,5.10^6 seconde par maille fluide et par itération sur un calculateur CYBER 170/750. Le nombre de variables à stocker est de l'ordre de 20 fois le nombre de cellules fluides. La géométrie et différents types de conditions aux limites (4 types de parois fixes ou tournantes et 4 types d'entrées-sorties) sont introduits facilement au niveau des données. Le programme permet d'effectuer des calculs 2D plan ou 3D axi-symétriques.

![Fig. 1 - Géométrie et réseau de calcul. Exemple : 1 rotor R - 2 stators S, 3 entrées/sorties](image)

3. PRESENTATION DE QUELQUES RÉSULTATS DE CALCULS-TEST

Avant d'étudier les configurations de cavités complexes, et en attendant les premières campagnes de mesures sur le banc d'essai, il est nécessaire d'analyser les propriétés de la simulation numérique, et de confronter les résultats du calcul aux données expérimentales disponibles dans la littérature. Plutôt que de nous concentrer sur une configuration unique, nous avons préféré, dans un premier temps, simuler des écoulements de formes les plus diverses possibles, sans entrer dans le détail de chacun des cas considérés. C'est ainsi que sont présentés ci-dessous quelques calculs de principe d'acoustique, puis diverses configurations d'écoulements simples avec parties de charges "singulières", et enfin des confrontations avec les mesures effectuées dans des cavités annulaires au MIT [6] et à l'Université de Sussex [9], [10], [11].
3.1. Propriétés acoustiques du code ICARE

Un programme d'écoulement prétendant à calculer l'instationnaire doit évidemment être capable de simuler dans ses grandes lignes le phénomène le plus simple : l'acoustique linéaire. Divers calculs ont montré que de ce point de vue, et si on se contente au qualitatif, la méthode utilisée n'induit pas de dissipation numérique notable sur les ondes, et restitue les systèmes d'ondes stationnaires bien connus dans les cavités -fermées ou ouvertes à l'atmosphère- autant que le permet la discrétisation spatiale.

La figure 2 montre trois configurations, la première unidimensionnelle, avec un côté fermé et un côté ouvert à l'atmosphère, les deux autres bidimensionnelles. L'excitation des modes est réalisée dans les deux premiers cas par la montée progressive (en 50 itérations) de la pression ambiante, et dans le troisième cas 2c par obturation brutale de l'ouverture de la cavité 2b en cours d'évolution.

![Fig. 2 - Configurations de calculs pour les phénomènes acoustiques.](image)

Les figures 3, 4 et 5 montrent l'évolution périodique de la pression au fond F des cavités, sans dissipation notable au bout de plusieurs dizaines de périodes. Les différents modes apparemment calculés sont à rapprocher des valeurs théoriques, figurées sous forme d'échelles, soient \( \frac{T}{4} \) \( \frac{T}{2} \) \( \frac{T}{4} \) pour la cavité 2a et \( \frac{2T}{4} \) \( \frac{3T}{4} \) \( \frac{2T}{4} \) pour 2c. Ces calculs sont effectués pour une valeur du paramètre \( \xi \) égale à 1/2. La figure 6 montre qu'un moyen commode d'éteuffer artificiellement ces ondes, "mémoires" du processus de démarrage, est de choisir \( \xi = 1 \).

Enfin, on a pu vérifier que, dans le cas d'un écoulement dans un canal de longueur \( L \), dont l'état générateur \( p_a, T_n \) est fixé à l'entrée, et dont la pression statique \( p_s < p_a \) est donnée à la sortie, la solution stationnaire se stabilise au bout d'un temps égal à cinq ou six fois le temps de séjour \( L/u \), résultat qui peut être démontré théoriquement à partir des équations d'Euler. Ce temps peut cependant augmenter considérablement si les phénomènes visqueux ont un effet notable sur la pression à l'équilibre.

![Fig. 3 - Oscillations de pression - Configuration 2a.](image)

\( C_{0T} = 4.33 \times 10^{-1} \)
\( \xi = 0.5 \)

\( C_{0T} = 4.33 \times 10^{-1} \)
\( \xi = 0.5 \)
3.2 Calculs de pertes de charge dans des configurations simples

Les débits injectés dans certaines cavités entre les disques de turbines peuvent être assez élevés. Dans ce cas, les pertes de charge induites par les décolllements, les changements de direction du fluide et les interactions de jets déterminent, au moins autant que la centrifugation, les profils radiaux de pression. Il s'avère donc capital d'apprécier, sur des configurations simples, la façon dont la simulation numérique peut représenter de tels phénomènes, eu égard au modèle de turbulence rudimentaire et à une éventuelle diffusion numérique. Des calculs ont donc été effectués dans diverses configurations de principe, telles que celles représentées sur les figures 7 à 10, soient :

- un canal cylindrique dont la section est augmentée brusquement de \( A_0 \) à \( A_1 \) (\( A_1/A_0 = 2.25 \)) : configuration I.A,
- un canal cylindrique associé à un diffuseur tronconique, de longueur \( L_d \) et de rapport de sections \( A_1/A_0 = 2.25 \), soit un dent-angé d'ouverture de \( 11^\circ \) environ : I.B,
- un canal cylindrique avec rétrécissement brusque (\( A_1/A_0 = 2.25 \)) : I.C,
- un écoulement plan avec virage brusque (\( A_1/A_0 = 1 \)) : I.D,
- un écoulement plan avec deux coudes consécutifs (\( A_1/A_0 = 1 \)), la distance entre les deux coudes étant choisie de façon que, d'après les mesures [2], le deuxième coude n'induise que peu de pertes supplémentaires : I.E.

Dans tous les cas, l'état générateur (\( \rho_0, T_0 \)) est donné à l'entrée, et la pression statique (\( p_0 \)) est fixée à la sortie. Le nombre de Mach est inférieur à 0.3. Le calcul fournit, en plus des profils de vitesse montrés sur les figures 7 à 10, les profils de pression (figures 11, 12, 13 et 14) sur les parois et sur l'axe (pour I.A, I.B et I.C), et sur la paroi concave (I.D et I.E).

Bien que, dans les trois derniers cas, les longueurs des canalisations aval ne semblent pas suffisantes, les variations de pression \( C_p \) entre l'entrée et la sortie et les débits \( \dot{m} \) ainsi calculés ont été comparés aux quantités correspondantes \( \dot{m}_1 \) et \( \dot{m}_0 \) obtenues à partir des données expérimentales (pertes de charges singulières et par frottement pariétal) tirées de [2]. C'est ce que montre le tableau 1, dans lequel on a ajouté les valeurs isentropiques pour apprécier l'effet de la perte de charge.
Fig. 7 – Écoulements calculés dans un canal axisymétrique avec élargissement brusque (A) et avec diffuseur tronconique (B). \( D_1/D_0 = 1.5 ; L_d/D_0 = 0 \) ou 1,25.

Fig. 8 – Calcul d'écoulement dans un canal axisymétrique avec rétrécissement brusque - configuration C. \( D_0/D_1 = 1.5 \).

Fig. 9 – Calcul d'écoulement dans un canal plan avec virage brusque (configuration D).
Fig. 10 — Calcul d’écoulement dans un canal plan avec 2 virages consécutifs $i/b = 1$ (config. E).

Fig. 11 — A - Elargissement brusque $a = 90^\circ$ ;
B - Diffuseur tronconique $a = 11^\circ$, $i/D_0 = 1,25$.

Fig. 12 — Profils de pression sur l’axe et sur la paroi - configuration C.

Fig. 13 — Distribution de pression calculée le long de la paroi externe de la configuration D.
La confrontation s’avère bonne, mais ne permet pas de conclure sur l’extension des décollements et sur la longueur d’homogénéisation, qui fixent le gradient de pression \( \frac{dp}{dz} \). D’autres calculs effectués avec une longueur de mélange plus faible (\( l/A = 0.05 \) au lieu de 0.09) ont montré que \( C_p \) et \( \Delta P \) ne sont pas notablement modifiés (sauf dans le cas I.1), mais que l’extension longitudinale des décollements et des zones de variation de pression est plus que doublée.

3.3. Calculs d’écoulement dans les cavités entre disques fixe et mobile

3.3.1. Cavités fermées


La figure 15 montre, dans un plan méridien, l’écoulement secondaire calculé dans une cavité identique à celle de [6], pour un nombre de Reynolds de rotation \( R_A = \frac{2A^2}{\mu} = 4.4 \times 10^6 \), pour une épaisseur réduite \( 1/A = 0.035 \) et pour un nombre de Mach \( M/A \), très faible (0.02). Sur la figure 16, qui présente quelques profils de vitesse radiale \( U \), on peut voir le noyau central, la couche limite centrifuge le long du rotor, et la "couche limite" induite par continuité sur le stator. Les calculs ont montré que, conformément aux analyses de S.J. Scorer [4] et du MIT [6], un régime sans noyau central peut exister si on réduit l’épaisseur (\( 1/A = 0.0255 \) à \( R_A \) constant (\( R_A = 4.1 \times 10^6 \) par exemple). L’effet de l’épaisseur \( 1/A \) sur le gradient de pression calculé (figure 18) et sur le coefficient de couple \( C_p \) (figure 17) est voisin de celui obtenu expérimentalement [6]. Il en est de même pour les profils axiaux de vitesses tangentielle \( V \) et radiales \( U \), comme on peut le voir sur les figures 19 (\( 1/A = 0.0637 \)) et 20 (\( 1/A = 0.0255 \)).

La surestimation observée des épaisseurs de couche limite peut être réduite si on choisit un niveau de longueur de mélange inférieur à la valeur classique (soit \( 1/A = \min (0.09, 0.4, 0.4 (1-\frac{1}{2})) \)).
Fig. 15 - Cavité fermée - Lignes de courant dans le plan méridien.

Fig. 16 - Cavité fermée.

Fig. 17 - Effet de l'épaisseur de la cavité sur le couple (exercé sur le fluide par le rotor) - C = \int_0^a 2\pi r \rho |\vec{v}| dr

Comparaison calcul - mesures MIT : C_{MIT} = 2C/1/2 \rho \Omega^2 a^2.

\[ K = \frac{P_c - P_M}{\sqrt{\frac{\rho}{2} \rho (\Omega a^2 b^3)}} \]

Fig. 18 - Effet de l'épaisseur de la cavité sur la différence de pression \(P_c - P_M\) entre carter et moyeu. Comparaison (7) calcul - mesures MIT.
3.3.2. Cavitée interdigitée avec débit centrifuge

L'effet d'un écoulement forcé de débit \( \dot{m} \), injecté axialement au voisinage de l'axe et évacué par un jet axial d'épaisseur \( h_a \) à la périphérie, a été analysé théoriquement et expérimentalement par F. KREITH [7], V. H. KAFINOS [8], et par J.H. OWEN et ses collègues [9], [10] et [11].

De nombreuses simulations numériques ont été effectuées pour différentes épaisseurs de la cavité \( \left( \frac{G}{h/a} \right) \), du jet \( \left( h_a \right) \) pour différentes vitesses de rotation \( \left( \frac{\dot{n}}{h/a} \right) \) et divers débits \( \left( \frac{C_w}{h/a} \right) \). La figure 21 en montre un exemple. Il apparaît que pour les débits élevés, la rotation du rotor a peu d'effet. Ce n'est pas le cas pour des débits plus faibles, au voisinage de l'écoulement de centrifugation naturelle \( \left( \frac{h_a}{h} \right) \). Le jet \( h_a \) a évidemment une influence prépondérante sur les niveaux de pression dans la cavité, ce qui requiert un réseau de calcul arrêté à la périphérie, et un anneau particulier pour les conditions de sortie. La géométrie de l'injection a aussi un rôle important : au voisinage de l'axe, les vitesses débitantes sont élevées, et l'écrasement du jet incident sur le disque conditionne l'extension du décollement. Le paramètre \( \dot{m} \) n'a au contraire qu'un effet secondaire (entre cinq et vingt pour cent).

La figure 22 montre l'effet du débit \( C_w \) sur les profils radiaux de pression le long du stator, pour \( h_a = 8 \times 10^5 \), \( G = 0.10 \) et \( G_0 = 0.04 \), et la comparaison avec les mesures de Owen et al. On remarque qu'aux petits débits, la concordance est bonne, mais que pour les débits plus élevés, la confrontation est moins satisfaisante. La même tendance est indiquée sur la figure 23 pour \( h_a = 0 \), \( G = 0.10 \) et \( G_0 = 0.04 \) : les calculs semblent surestimer l'ampleur du décollement, et la modification de la longueur de séparation ne permet pas, dans ce cas, d'améliorer sensiblement les résultats. Une cartographie des vitesses mesurées dans la cavité serait souhaitable pour poursuivre et orienter la discussion.
Fig. 21 - Lignes de courant calculées : \( G = 0,10 ; \) \( G_e = 0,04 \) 
\( \text{Re}_d = 0 ; \) \( C_W = 21500. \)

Fig. 22 - Effet du débit \( (C_W) \) sur la distribution radiale de pression. Calculs et mesures. \( \text{Re}_d = 0,8 \times 10^6 ; \) \( G = 0,10 ; \) \( G_e = 0,01. \)

Fig. 23 - Effet du débit \( (C_W) \) sur la distribution radiale de pression. \( \text{Re}_d = 0 \) et \( 10^6 ; \) \( G = 0,10 ; \) \( G_e = 0,04. \)
4. CONCLUSION

Un code de calcul d'écoulement tridimensionnel axysymétrique a été développé pour étudier les écoulements dans les cavités annulaires interdisques des turbomachines. Sa souplesse d'utilisation a permis d'évaluer les propriétés de la simulation numérique dans des configurations géométriques simples, de formes très diverses. Les confrontations avec les données expérimentales issues de différentes publications ont permis d'apprécier les qualités et les limites de la modélisation utilisée. Une analyse plus approfondie pourra être réalisée grâce aux mesures tirées d'un banc d'essai en cours de réalisation. En attendant, de nouvelles confrontations avec les mesures effectuées à l'Université de Sussex ainsi qu'au MIT sont prévues.
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DISCUSSION

J.M. Owen, UK

The author is to be congratulated on presenting a useful paper on the prediction of flow in rotor-stator systems. Have you experienced difficulty in obtaining convergence of your solutions at large rotational Reynolds numbers, and what is the maximum value of $Re_\alpha$ for which reliable results have been obtained? Also, in the experimental rig that you are building, what is the maximum Reynolds number that you will be able to achieve?

Réponse d'Auteur
Les principaux problèmes posés par les calculs à plus grand nombre de Reynolds et par les calculs dans des cavités épaisses sont du même type: il s'agit moins, pour cette méthode numérique implicite, d'un problème de stabilité que d'un problème de précision: le réseau de calcul doit être très fortement resserré, près des disques d'autant plus que $Re$ et $G$ sont grands, si on veut calculer correctement les échanges fluide-paroi. C'est donc une question de capacité, de stockage et de coût de calcul.

Une solution pourrait être d'améliorer les "modèles de paroi" reliant les flux pariétaux aux quantités locales calculées en y incorporant l'effet des forces d'inertie.

Sur le montage expérimental prévu, le disque rotor, de 60 cm de diamètre, doit en principe tourner de 3000 à 12000 tours par minute, à pression atmosphérique.

J. Fahr, Fr

I would like to ask Dr Owen if in his computations he also finds recirculation zones similar to those shown by the author.

Dr Owen's Reply

The two flows — the flow between a rotor and a stator, that you are considering, and the flow inside a rotating cavity — have certain similarities but they have a large number of differences. And in the source region of the flow in the rotating cavity inertial effects are significant and the flow is broadly similar to that which occurs in a rotor-stator system. But in the Ekman layer region where the rotational speed of the fluid is large (or of the same order) compared with the speed of the disc itself Coriolis effects make for the flow structure that you get there. So that peculiar characteristic of the rotating cavity with the non-engraining Ekman layer does not appear in a rotor-stator system. The flow is a different one in that respect.

B. Johnson

1. Does your procedure account for the buoyancy terms in conservation equations?
2. Have you calculated the flow and heat transfer from confined disks with both disks rotating and the flow driven by free convection?

Réponse d'Auteur

1. Les forces d'Archimède, dués aux differences de température sont incluses dans les équations de conservation telles qu'elles sont modélisées. Mais il n'y a pas pour l'instant de correction au niveau du modèle de turbulence.
2. Non, pas en détail.

D. K. Hennecke, Ge

Did I understand you correctly that you are using Reynolds' analogy to compute the heat transfer coefficient? Since you solve the energy equation there would be no need for it. Besides it is likely not to be valid for the present case.

Réponse d'Auteurs
Je voulais dire que j'utilise l'analogie de Reynolds au niveau local, c'est à dire que je défins, pour exprimer la corrélation vitesse/temperatuure en fonction de gradient moyen $VT$, un coefficient de diffusion thermique turbulent proportionnel à la viscosité turbulente. Il en est de même pour les fonctions de paroi, qui relient les frottements et flux thermiques aux conditions moyennes locales.
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SUMMARY 

The development of advanced compressors for modern aero-engines requires detailed knowledge of the transient thermal behaviour of the rotor disks to enable accurate prediction of rotor life and, additionally, of the thermal growth of the rotor for the evaluation of tip clearances. In his quest for longer life and higher reliability of the parts as well as reduced clearances even at transient conditions, the designer has to be able to influence the thermal behaviour of the rotor. A very effective way is to vent small amounts of air through the rotor cavities. 

This paper presents the design of such a vented rotor. The main emphasis is placed on a detailed description of a test rig specially built for this purpose. The testing was carried out under simulated engine conditions for a wide range of parameters. The results are compared with those obtained with a theoretical model derived from fundamental tests at the University of Sussex, where heat transfer in rotating cavities is investigated. Good agreement is observed. 

Some final tests were done in an engine. The results also exhibit good agreement with the rig results under simulated conditions, when the proper dimensionless parameters are considered, proving the validity of the simulation. 

LIST OF SYMBOLS 

C1...C5 Simulated idle condition 
H1...H5 Simulated full-load condition 
\( m_{vent} \) Ventilation mass flow \([t]\) 
\( p \) Pressure \([\text{bar}]\) 
\( r \) Radial coordinates \([\text{m}]\) 
\( t \) Time \([\text{s}]\) 
\( T_{vent} \) Ventilation air temperature \([\text{K}]\) 
\( T_\text{in}...T_\text{out} \) Temperature at disk 2 - 5 
\( \tau \) Time constant for temperature relaxation 
\( \tau_{ref} \) Time constant for temperature relaxation at hub of disk 5 
\( \varepsilon \) Heat-transfer coefficient 

Indices 

bolt in bolt area of the disk 
hub at the hub of the disk 
in at the rotor entry 
out at the rotor exit 
rim at the rim of the disk 
vent for the ventilation air 

1. INTRODUCTION 

One of the most important factors limiting the life of compressor and turbine disks in modern aero-engines is the rapid sequence of stress cycles occurring in service. During rapid accelerations and decelerations, the temperature at the rim of the disk responds appreciably more quickly to the temperature of the main flow than does the temperature at the hub. The consequent radial temperature gradients result in high stresses and reduced disk life. Another aspect that must be considered is the thermal response of the rotor. Because thermal growth of the casing structure normally occurs more quickly than that of the rotor, during an acceleration phase the radial clearance at the blade tips will be the greater, the slower is the thermal growth of the rotor disks. This has disadvantageous effects on the surge limit and power output. 

The thermal-response characteristics of the disk hubs can be speeded up by purposeful ventilation of the hub area. Because a loss in performance always occurs if air is bled from the main flow, the amount of air used for ventilation must be kept small and it must be conducted in such manner as to permit it to be used further in the secondary air system. 

Below is a description of rotor ventilation using a multistage compressor of a modern jet engine as an example. The effects of ventilation on the thermal behaviour 
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are investigated on the component test rig. The test results are then compared with the findings of the computer model used for calculating the thermal behaviour of the rotor under realistic operating conditions.

2. RIG TESTS

The rotor used on the component test rig is represented in Fig. 1. It is made up of the last three stages of an HP compressor rotor (disks 2 - 4) plus two seal disks (1,5). The disks and spacers are bolted together in such manner that the spaces between the disks form outer and inner cavities. The rotor is machined to a uniform diameter. The rims of disks 2 - 4 can be heated to desired temperatures by impingement heat transfer. The ventilation air is supplied through 10 vents arranged in the vicinity of the bolt, is distributed through the three inner rotor cavities and is discharged through holes in the right-hand flange. For tests without ventilation the inlet and outlet openings are closed off, leaving just a single inlet open, to enable the pressure in the rotor assembly to be set.

The rotor assembly is provided with 36 temperature-measuring points. All important measuring-points are shown in Fig. 1. The measurements are transmitted from the rotating system via slip-rings.

The purpose of the tests was to measure the temperatures under simulated full-load and idle points as well as the transient temperature behaviour for a simulated acceleration and deceleration. The test conditions selected were such that the Reynolds number, Grashof number and Nusselt number, which are the determinative parameters for the flow and heat transfer, agreed with the values occurring in the engine at full load and idle. For the simulated full-load and idle conditions, a maximum temperature of 500 K and 350 K respectively was chosen. The accompanying pressure and speed values were then derived according to the similarity principle. Tests were conducted using three ventilation mass flows as well as one test without ventilation at two pressure levels. The steady-state conditions for the simulated full load (HI - H5) and simulated idle (CI - CS) are listed in Tab. 1.

The arrangement of the rotor in the rig is shown in Fig. 2. The air for heating and cooling the rim of disks 2 - 4 and rotor ventilation is taken from two main lines carrying high- and low-temperature air. Mixing valves with programmed settings are provided for adjusting the desired air temperature for lines 2 - 5 for each test-point. In the transient-state tests all valves were thus switched simultaneously from cold to hot condition or vice-versa. The time-response characteristics of the main operating parameters according to Tab. 1 (speed, ventilation mass flow, pressure and temperature) are represented in Fig. 3 by way of example of a load cycle CI - H1 (simulated acceleration).

The speed N attains its final value approx. 10 s after the start of acceleration after slight overshooting. The ventilation air mass flow requires roughly the same time as the speed to reach its full value. Following the initial rapid increase, the pressure takes about 20 s to reach a virtually stable value. Because of the relatively massive rig casing, the temperature of the rotor-ventilation air T increases appreciably more slowly. In the simulated acceleration Cl - H1 the time constant of the temperature increase T, is about 24 s. Similar time-response characteristics are shown by the material temperatures at the rims T2 rim, T3 rim and T4 rim of disks 2 - 4.

3. ANALYSIS OF RIG-TEST RESULTS

As part of the analysis of the test results, temperature calculations were made using a two-dimensional finite element method. The isoparametric finite element network is illustrated in Fig. 4. The computer program solves the transient heat conduction equation using temperature-related material data, and simultaneously calculates the local fluid temperature by means of the thermal balance between the component and surrounding flow. The computation method, which is described in greater detail in Ref. 1, generates axisymmetric temperature distributions. Components that are not axisymmetric are smeared in the circumferential direction in substitute system and are treated in such manner that the heat flux and thermal capacity are reproduced faithfully.

In the present case of a compressor rotor, the component temperatures are very largely determined by the following parameters, controlled from the outside.

- Temperature at the rim of disks 2, 3 and 4
- Mass flow through the rotor
- Temperature of the air at the entry to the rotor
- Pressure in the rotor

The computer model is thus designed so that the component temperatures are calculated with the air temperatures with the rotor in relation to the input variables for these parameters.

For the vented rotor, the computer model is based on the air system according to Fig. 1. The air entering the rotor is distributed to the three inner rotating cavities. It flows in Ekman layers across the disk surface radially inwards, collecting again in the hub area, and exits via holes in the right-hand flange. In contrast, the air entering the outer cavities of the rotor forms a recirculating flow, driven by buoyancy resulting from the difference in temperature between the disks.
Because flow-fields are not calculated in the computer model, the recirculation is acquired from the thermal balance between the walls and a purely mathematical mass flow. Although these flow rates are much smaller than the rotor ventilation flow, they still affect the heat transfer between the rim and bolt area to a considerable extent.

For the tests without ventilation, a somewhat altered model is used; whereas the outer cavities are treated in the same way as the ventilated version, a recirculating flow that is unaffected by the neighboring cavities is assumed for the inner cavities.

For the computer model, heat transfer coefficients for a system with rotating disk and stationary wall was assumed for the front of disk 1 and rear of disk 5. At the surfaces of the inner and outer cavities, relations for corotating disks with and without radial flow were used. These calculations were based on flow and heat transfer investigations by Owen et al. (Ref. 2, 3) using idealised geometries, where the flow pattern and heat transfer for a large range of rotary Reynolds, Grashof and flow numbers were acquired.

Other boundary conditions were to be defined for the flow in the bolt area and at the disk hubs (ducted flow), as well as at the seal between disks 1 and 6 and the casing. At the rims of disks 2, 3 and 4 the temperatures measured on the rig were applied. Similarly, measured values were used for the boundary temperature at the exposed sides of disks 1 and 5. All boundary temperatures within the rotor system were determined simultaneously with the component temperatures.

The result of the steady-state calculation for case H1 with maximum ventilation mass flow and for the unvented case H5 is represented in Fig. 5 in the form of isotherm plots. It can be clearly seen that the temperatures at the disk rim remain unchanged, whereas values on the front disk hub are the same as at the rear disk hub. The influence of the rotor flow on the calculated steady-state hub temperatures is illustrated in Fig. 6. It becomes apparent that even relatively small ventilation flow rates suffice to bring about a clear increase in the temperatures at the rear disks and that a further increase in the rotor flow has hardly any more influence on the steady-state temperature.

Taking disk 3 as an example, Fig. 7 shows a comparison of the measured component temperatures and the calculated values for simulated full-load condition; showing the calculated temperature distribution at the disk midplane for three rotor flows, in addition to the measured values. For the unventilated case H5 there is good correspondence between measurement and calculation; only three out of seven test-points exhibit somewhat lower temperatures than calculated. For the ventilated cases there is very good correspondence between the measurements and calculations for the outer area; but greater discrepancies occur in some cases for the inner area.

Steady-state calculations are not adequate for checking the computer model, because the radial temperature gradients are too small and the heat transfer coefficients are of lesser significance than in the transient case. The transient calculations were made on the basis of the measured behaviour of all the parameters used in the calculation (see Tab. 1). The good correspondence between measurement and calculation of the air temperature at the rotor exit during an acceleration, as shown in Fig. 8, proves that the heat balance between the air and rotor is treated correctly in the calculation. In the ventilated cases, during most of the acceleration, maximum temperature deviations of approx. 5% are observed. In the unventilated cases, the calculated behaviour is in agreement with the inadequately known mass flow of recirculating air. Hence, it is not surprising that there is a greater discrepancy between measurement and calculation here. The time-response characteristics of the component temperatures, plotted in Fig. 9 for all test-points as an example, exhibit very good agreement between measurement and calculation. That this correspondence was attained for all tests (acceleration, deceleration with different degrees of ventilation) confirm the assumptions made in the computer model. Furthermore, the heat transfer correlations for corotating disks, worked out using greatly simplified models, can also be used with success with more complex systems.

4. THERMAL BEHAVIOUR OF \( \text{ED Rotor} \)

The calculated time-response characteristics of the temperature difference in disk 4 between the rim and middle of the outer cavity, as per Fig. 10, upper, makes it clear that ventilation of the rotor has little effect on the temperature gradients in the outer part of the disk. Irrespective of the ventilation, the maximum value sets in shortly after commencement of the acceleration and varies by only approx. 15 K. In contrast, the desired effect of rotor ventilation is shown in the temperature difference between the bolt area and hub of disk 4, plotted in Fig. 10, lower. At maximum ventilation it is reduced by more than half and, furthermore, applies for a much brief period. The behaviour is similar with the other disks. The reason for this is in the behaviour of the disk hubs, which speeds up with increasing ventilation mass flow, and which can thus be used for measuring the effectiveness of the rotor ventilation. The time constant for the temperature relaxation at the hub of disk 3 is plotted in Fig. 11 over the full condition for all the acceleration and deceleration events investigated on the rig. There is very good agreement between the measurements and calculations throughout the flow range. The values of the time constants are slightly less during an acceleration than a deceleration with the same flow rate, because the heat transfer coefficients are smaller at the lower load-point than at the acceleration. It also becomes apparent that small ventilation flow rates are sufficient for bringing about an appreciable improvement in the time-response characteristics.
Consequently, it is possible that it suffices to divert air from the secondary system through the rotor without having to bleed additional air from the main stream, thereby avoiding detrimental effects on the engine performance.

Further to the rig tests described above, tests have now been carried out in the engine, in which the air and component temperatures in the rotor were likewise measured and the signals transmitted via telemetry for remote evaluation. The results of the engine measurements are shown in Fig. 12 and 13, taking disk 4 as an example. Because the boundary conditions in the rig tests were such that the main dimensionless flow and heat transfer parameters were the same as in the engine, dimensionless comparison of the radial temperature profile in the disk can be made. Fig. 12 shows the steady-state radial temperature distribution for the full-load point. The figure shows the difference between the local material temperature and the point of lowest temperature at the disk rim, related to the maximum possible difference between the temperature of the air at the rotor entry and the temperature at the disk rim. There is good correspondence over most of the disk. The temperature profile with maximum temperature difference between the disk rim and hub, occurring during an acceleration, as per Fig. 13, similarly exhibits very good correspondence between the rig test and engine measurement. The values are plotted in dimensionless form in relation to the ventilation temperature at idle, divided by the temperature rise of the ventilation air from idle to full-load. The transient measurements on the rig and in the engine can be compared directly, since the increase in speed and in the ventilation temperature exhibit the same time-response characteristics.

If the time constants of the rig and engine measurements are plotted against the heat transfer coefficients applied in the inner rotating cavities, as in Fig. 14, all results will be brought to lie along a common curve.

As the corresponding results of the engine test and rig test Cl - Hl as per Fig. 14 show, the temperatures at the disk hubs react more quickly in the engine than on the rig. The reason is that for the same Nusselt numbers the heat transfer coefficients are clearly higher in the engine, because of the higher temperature level.

Even with relatively small amounts of air, purposeful ventilation of the rotor cavities can contribute towards a considerable speeding-up of the thermal-response characteristics. As shown by the life and life calculations, it is thus possible to attain an improvement in the life of more than 50 % for a typical mission. An improvement of this order signifies a considerable gain in maintenance costs and, thus, reduced life-cycle costs. Yet another advantage of the more rapid thermal behaviour of the rotor lies in the fact that the thermal growth of the rotor is more in harmony with the transient thermal growth characteristics of the casing. This means that smaller clearances between the blade tips and casing can be achieved, resulting in improved compressor efficiency and greater surge margin.

5. CONCLUDING REMARKS

The investigations under discussion demonstrate that clear advantages are to be had from the purposeful ventilation of the compressor rotor. The computer model, which to a great extent works with heat transfer coefficients for corotating disks, obtained with models of simple geometry, gives a good reproduction of the steady-state and transient measurements.

In other words, with the HP compressor under review or similar configurations, the computer model is capable of faithfully describing the temperature development for a simple load cycle, and thus also for a complete mission.
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### Table 1: Steady-State Conditions for Simulated Full-Load and Idle Tests

<table>
<thead>
<tr>
<th></th>
<th>$m_{\text{vent}}$ kg</th>
<th>$P_{\text{out}}$ bar</th>
<th>$N$ rpm</th>
<th>$T_{2_{\text{rim}}}$ K</th>
<th>$T_{3_{\text{rim}}}$ K</th>
<th>$T_{4_{\text{rim}}}$ K</th>
<th>$T_{\text{vent}}$ K</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>100</td>
<td>4.5</td>
<td>100</td>
<td>423</td>
<td>446</td>
<td>469</td>
<td>500</td>
</tr>
<tr>
<td>H2</td>
<td>65</td>
<td>4.5</td>
<td>100</td>
<td>423</td>
<td>446</td>
<td>469</td>
<td>500</td>
</tr>
<tr>
<td>H3</td>
<td>20</td>
<td>4.5</td>
<td>100</td>
<td>423</td>
<td>446</td>
<td>469</td>
<td>500</td>
</tr>
<tr>
<td>H4</td>
<td>0</td>
<td>4.5</td>
<td>100</td>
<td>423</td>
<td>446</td>
<td>469</td>
<td>500</td>
</tr>
<tr>
<td>H5</td>
<td>0</td>
<td>2.9</td>
<td>100</td>
<td>423</td>
<td>446</td>
<td>469</td>
<td>500</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$C_1$</th>
<th>$C_2$</th>
<th>$C_3$</th>
<th>$C_4$</th>
<th>$C_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>1.4</td>
<td>75</td>
<td>318</td>
<td>329</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>1.4</td>
<td>75</td>
<td>318</td>
<td>329</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1.4</td>
<td>75</td>
<td>318</td>
<td>329</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.4</td>
<td>75</td>
<td>318</td>
<td>329</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1.1</td>
<td>75</td>
<td>318</td>
<td>329</td>
</tr>
</tbody>
</table>

**Fig. 1:** Rotor of the disk-ventilation rig: Air System and location of rotating measuring-points

**Fig. 2:** Disk-ventilation rig
Fig. 3: Transient behaviour of the most important operating parameters in a simulated acceleration.

Fig. 4: Finite element grid of the rotor.

Fig. 5: Calculated temperature distribution for simulated full-load. Top: unventilated \( m_{\text{vent}} = 0 \% \) (H5); bottom: ventilated \( m_{\text{vent}} = 100 \% \) (H1).

Fig. 6: Calculated temperatures at disk hub against ventilation flow for simulated full-load.

Fig. 7: Radial temperature distribution in disk 3 for simulated full-load. Comparison between measurement and calculation.
Fig. 8: Air temperature of ventilation flow at the rotor exit during a simulated acceleration. Comparison between measurement and calculation.

Fig. 9: Comparison of measured and calculated component temperatures in a simulated acceleration. Top: temperature $T_{4b}$ at bolt area of disk 4; Bottom: temperature $T_{3hub}$ at hub of disk 3.

Fig. 10: Temperature difference in disk 4 during a simulated acceleration. Top: temperature difference between the rim and middle of the outer cavity; Bottom: temperature difference between the bolt and hub.

Fig. 11: Time constant for temperature relaxation at the hub of disk 3 in relation to the ventilation mass flow, referred to the time constant in the unventilated case C5-H5.
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Fig. 12:
Radial temperature distribution in disk 4 for steady-state full-load. Comparison between rig test and engine measurement.

Fig. 13:
Radial temperature distribution at instant t = t^vent during acceleration. Comparison between rig test and engine measurement.

Fig. 14:
Time constant for temperature relaxation at the hub of disk 3 in relation to the effective heat-transfer coefficients. Comparison between calculated rig tests and engine measurement.
DISCUSSION

J.M. Owen, UK
The authors are to be congratulated for obtaining good agreement between their predicted and measured temperatures in both the compressor rig and the engine itself. This work is complementary to that presented in paper No. 21 by Dr. Long and myself, in which the temperature distributions on the discs in a geometrically simple rotating cavity were predicted from simple correlations, and it suggests that the results derived for simple geometries may be applicable to engine geometries. However large errors in the convective boundary conditions may have only a small effect on the calculated disc temperatures. Did the authors examine the effect of the variation of the correlated Nusselt numbers on the calculation of the temperatures?

Author’s Reply
As you said, this is a well conditioned problem. We did calculations with different heat transfer coefficients compared to those which you used for your correlations (the factor was about 0.8 up to 1.2). This variation had only a very small effect.

J.M. Harris, UK
You mentioned the importance of re-using the compressor ventilating air for cooling purposes elsewhere in the engine to avoid excessive performance penalty. Is the pressure loss in the ventilation air circuit imposed by the radial inflow between the compressor discs likely to be a problem in achieving this?

Author’s Reply
The pressure loss will be no problem in this case, as the ratio of inner to outer diameter of the cavity is about 0.6. The investigations of Owen show that high pressure losses occur at high radial mass flow rates, when the source region for radial inflow fills the entire cavity. This maximum pressure loss is the higher, the smaller is the ratio of inner to outer radius of the cavity.

C.T. J. Serivillen, UK
You have described the performance and life improvements with this disc cooling system. There is an additional factor which may cause a performance loss — this is the additional power consumed on the disc in pumping the air. Have you any estimates for this penalty either from measurements or calculations?

Author’s Reply
We did not look at this point in detail, but we think that the effect will not be significant.

H.H. Saravanamuttoo, Ca
The prediction of tip clearances is very difficult, especially in dynamic situations; these may be slowly varying (e.g. climb in a civil aircraft) or rapidly varying (e.g. combat maneuvering). In the case of a compressor the temperature effects may not be too critical, but accurate knowledge of the disc temperatures would appear essential for turbine clearance predictions.

1) Could the author indicate the expected radial clearance at full load both for the compressor and the turbine.

2) Could the author indicate the expected thermal and centrifugal growths of the disc-blade combination for the compressor and the turbine.

Author’s Reply
The thermal and centrifugal growths of the discs depend on a number of parameters. For lower disc temperatures, the thermal growth may be of the order of 30% of the total growth.

At very high temperature levels, the thermal growth can reach 90% of the total growth.

The corresponding tip clearances depend on the thermal behaviour of both the rotor and the casing structure. As there are different design features for the casing (active or passive clearance control) the tip clearances depend on the individual configuration.
HEAT EXCHANGERS IN REGENERATIVE GAS TURBINE CYCLES
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SUMMARY

Advances in compact heat exchanger design and fabrication together with fuel cost rises continuously improve the attractiveness of regenerative gas turbine helicopter engines. In this study cycle parameters aiming at reduced specific fuel consumption and increased payload or mission range, have been optimized together with heat exchanger type and size.

The discussion was based on a typical mission for an attack helicopter in the 900 kw power class. A range of heat exchangers was studied to define the most favourable geometry in terms of lower fuel consumption and minimum engine plus fuel weight. Heat exchanger volume, frontal area ratio and pressure drop effect on cycle efficiency were considered.

NOMENCLATURE

- P: Pressure, Pa
- ΔP: gain in total weight, kg
- R: compressor pressure ratio
- SFC: specific fuel consumption, g/kwh
- ASEFC: gain in SFC, g/kwh
- T: temperature, K
- V: exchanger matrix volume, m³
- Σ: heat transfer surface area density, m²/m³
- η_c: heat exchanger effectiveness
- η_c: isentropic compressor efficiency
- η_t: isentropic turbine efficiency

GENERAL CONSIDERATIONS

Helicopters operate at low engine loads for most of the duration of their missions resulting in high specific fuel consumptions. The standard gas turbine engines with high pressure ratio have high thermodynamic efficiency at design point but its value decreases very drastically with load. In contrast, the regenerative engine can be designed to have its lowest specific fuel consumption (S.F.C.) at part load resulting also in a low weight heat exchanger.

For this type of application the compact heat exchangers are well suited but the design must be carefully optimized in order to achieve favourable operational characteristics.

Two typical approaches can be adopted in this respect:

1. The total helicopter weight at take-off to be the same as the reference (non-regenerative) helicopter, thus achieving a low SFC; no gain in total weight means that the difference saved in fuel weight for a given mission is used up by a regenerator with a high effectiveness.

2. The heat exchanger is chosen so that a minimum weight at take-off is obtained. This leads to a higher SFC than in the previous case because the heat exchanger is smaller with a lower effectiveness, but has the advantage of increased payload or maneuvrability.

The flow diagram for a regenerative cycle is shown in fig. 1. Its thermal efficiency (with c=1) is (Haywood):

$$\eta_{cy} = 1 - (R/a)$$

where $$a = T_1/T_2$$ and $$x=\eta_{it} T_1/T_2$$, showing that $$\eta_{cy}$$ falls linearly with pressure ratio increase. There is a maximum value of R for a given a, because the heat exchanger can only be useful when the turbine outlet temperature is larger than the compressor outlet temperature. Practical heat exchangers will have effectiveness of less than 0.8 and as shown in fig. 2, this will affect the value of $$\eta_{cy}$$ as a function of R.

An additional irreversibility that must be taken into account when analysing practical cycles is the pressure drop in combustion chambers, heat exchanger passages, ducts, etc. because these losses will have a significant effect on cycle efficiency and on optimum parameter values.

The present work was based on the following fixed assumptions:

- Inlet temperature, T_0: 290 K
- Inlet pressure, P_o: 101330 Pa
- Specific humidity = 0.0083 Kg H2O/Kg dry air
- Inlet filter pressure drop = 0.05 of P_o
Combustion chamber pressure drop = 0.03 of $P_3$

Turbine inlet temperature, $T_4 = 1400$ K

Compressor isentropic efficiency, $n_c = 0.8$

Turbine isentropic efficiency, $n_t = 0.9$

Combustion efficiency = 0.95

Fuel lower heating value = 46 000 KJ/Kg

The engine was designed for 900 KW at full power and the optimization performed at 46% part load (414 KW) for a typical mission duration of 2h30min (plus 20 min reserve).

**SELECTION OF HEAT EXCHANGER TYPE**

All heat exchangers were assumed to have a square frontal area on the gas passage; the length of the air passage resulted always much larger than that of gas due to the approximately equal pressure drop distribution and the differences in pressure and temperature; Copper was the material used to evaluate matrix weight.

Different types of heat exchangers were tested: four tubular and thirteen plate type. The geometries used are defined in (Kays and London).

Those with finned tubes were:

1. Circular tubes and fins
2. Circular tubes, continuous fins
3. Flat tubes, staggered, continuous fins
4. Flat tubes, in line, continuous fins

Tests were made for $c$ between 40% and 60% and pressure ratios of 5 and 8. The results confirmed that this type of exchangers are not well adapted to aeronautical use. Although they exhibit very low pressure drops, their weight is high. On trying to design a lighter one ($c=45$%) the gain in SFC was moderate (21g/KWh). They were excluded from further study.

Tests on plate heat exchangers were run with:

1. Plain fins (5)
2. Louvered fins (3)
3. Strip fins (3)
4. Wavy fins (2)

Pressure ratios between 5 and 8 and $c$ between 40% and 70% were used. Three exchangers were selected from those thirteen, based on minimum total weight (fuel at take-off + exchanger matrix):

1. Plate wavy fins 17.8-3/8 W
2. Plate wavy fins 11.44-3/8 W
3. Plate strip fins 3/32-12.22

**CYCLE OPTIMIZATION**

The three selected exchangers, tested in the range of pressure ratio between 5 and 16, showed an optimal $R$ of about 8.

Figure 3 shows the difference in weight and SFC compared to the reference helicopter for the 17.8-3/8 W wavy fin. The influence of the value of $c$ in significant in both accounts and the effect of pressure ratio is mixed.

If the first criterion is used, that is an helicopter with the same weight and payload at take-off, the optimum pressure ratio is 8, $c$ will be around 70%, with a gain in SFC of 44g/KWh.

On the other hand, if the criterion for minimum weight is used, a pressure ratio of 10 would be selected, $C=60$% saving 16Kg in weight and 32g/KWh in SFC.

Similar study is presented on figures 4 and 5 for heat exchangers 11.44-3/8W and 3/32-12.22, but the results are somewhat different.

Maximum gains in SFC are obtained for pressure ratio around 8 but are somewhat lower than for type 17.8-3/8W. Maximum weight savings are also obtained with $R$ of 10. Table 1 compares the performance of the three types of exchangers showing that 17.8-3/8 W is the best choice for both criteria and also presents the lowest matrix volume.

Figure 6 (A, B, C) shows heat exchanger type 17.8-3/8 W volume, passage length and weight reduction as a function of $c$ and pressure ratio; a decrease in effectiveness from 70% to 60% will reduce the matrix volume to less than half.

Table 2 the main cycle temperatures and typical mission fuel consumptions are compared.

**FULL POWER RATING**

It is necessary to analyze full power performance in order to compare the effect of increased mass.
flow on cycle parameters. The study was made for the two cases ($\Delta P = 0$ and $\Delta P_{\text{max}}$) with one heat exchanger (type 17.8-3/8 W) varying shaft output between 46% (optimization) and 100% (900 kW).

Figure 7 (A, B, C, D) shows that for case 1 ($\Delta P = 0$) the larger heat exchanger ($E = 70\%$) the decrease in due to full load higher mass flow is moderate (7%) and the increase in pressure drop (air and gas sides) noticeable, rising from total of 3% to 15%, the SFC reaches 240g/kWh but is still less than the reference SFC (255 g/kWh).

The analysis of case 2 ($\Delta P_{\text{max}}$) with the smaller heat exchanger ($E = 60\%$) shows that a by-pass system is required, except for the $R=12.5$ engine. The pressure drops rise very steeply with high load mass flows.

CONCLUSIONS

The regenerative helicopter gas turbine engines exhibit a number of characteristics that make them competitive using present day technology.

The requirement of moderate pressure ratios saves on compressor complexity and weight.

Optimization procedure selected a plate wavy fin exchanger type 17.8-3/8 W as the most favourable on both criteria, enabling fuel savings of up to 30%.

It was possible to have an exchanger that could cope with high mass flow at full load without the need for a by-pass system.

The IR suppressor, if required, will be lighter due to lower gas temperature $T_6$.

New arrangements for the matrix and the ducts will be needed to improve the regenerative engine layout. Fin materials lighter than copper can be used.

The regenerative helicopter in the 900 kW class will be able to pay for its additional procurement cost with the cost of fuel saved during its service life, depending on the number of hours of flight per year and years in service. Lighter exchangers and rising fuel costs will also contribute toward this goal. With fuel cost at US$ 0.30/kg, a service life of 20 years at 500 hours of flight per year, the fuel saved will amount to US$110,000.00 that would pay for the additional procurement cost resulting from the implementation of two regenerators.

To take full advantage of the regenerative cycle characteristics, all components need to be adapted and in particular the flame tubes that are exposed to higher air inlet temperatures.

The use of distinct geometries in air and gas passages was not included in this study and will probably result in added advantages on weight and pressure drop.
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<table>
<thead>
<tr>
<th>$E$ (%)</th>
<th>$\Delta SFC$ (g/kWh)</th>
<th>$\Delta P$ (Kg)</th>
<th>$V$ ($10^5$ m$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>55</td>
<td>17 25 25</td>
<td>5 10 10</td>
<td>14 22 24</td>
</tr>
<tr>
<td>60</td>
<td>28 33 32</td>
<td>11 12 9</td>
<td>20 32 34</td>
</tr>
<tr>
<td>65</td>
<td>37 39 40</td>
<td>10 5 2</td>
<td>30 47 53</td>
</tr>
<tr>
<td>70</td>
<td>44 46 43</td>
<td>-12 -15</td>
<td>45 78 88</td>
</tr>
<tr>
<td>$R=8$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>24 28 28</td>
<td>13 16 13</td>
<td>14 22 24</td>
</tr>
<tr>
<td>60</td>
<td>31 33 33</td>
<td>14 11 10</td>
<td>19 34 34</td>
</tr>
<tr>
<td>65</td>
<td>37 38 38</td>
<td>10 3 1</td>
<td>30 47 53</td>
</tr>
<tr>
<td>70</td>
<td>42 42 43</td>
<td>-2 -17 -18</td>
<td>45 76 81</td>
</tr>
<tr>
<td>$R=10$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 2 - CYCLE TEMPERATURES (K)

<table>
<thead>
<tr>
<th>Point</th>
<th>Reference R=12.5</th>
<th>Case 1 E=70% R=8</th>
<th>Case 2 E=60% R=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>290</td>
<td>290</td>
<td>290</td>
</tr>
<tr>
<td>1</td>
<td>286</td>
<td>286</td>
<td>286</td>
</tr>
<tr>
<td>2</td>
<td>896</td>
<td>590</td>
<td>636</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>821</td>
<td>782</td>
</tr>
<tr>
<td>4</td>
<td>1400</td>
<td>1400</td>
<td>1400</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>920</td>
<td>879</td>
</tr>
<tr>
<td>6</td>
<td>828</td>
<td>702</td>
<td>741</td>
</tr>
</tbody>
</table>

**Typical Mission (one engine)**

<table>
<thead>
<tr>
<th>SFC (g/KWh)</th>
<th>Reference R=12.5</th>
<th>Case 1 E=70% R=8</th>
<th>Case 2 E=60% R=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>255</td>
<td>211</td>
<td>224</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Fuel (Kg)</th>
<th>Reference R=12.5</th>
<th>Case 1 E=70% R=8</th>
<th>Case 2 E=60% R=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>299</td>
<td>247</td>
<td>262</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Matrix (Kg)</th>
<th>Reference R=12.5</th>
<th>Case 1 E=70% R=8</th>
<th>Case 2 E=60% R=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>-</td>
<td>52</td>
<td>23</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total (Kg)</th>
<th>Reference R=12.5</th>
<th>Case 1 E=70% R=8</th>
<th>Case 2 E=60% R=10</th>
</tr>
</thead>
<tbody>
<tr>
<td>299</td>
<td>299</td>
<td>285</td>
<td></td>
</tr>
</tbody>
</table>

---

**Fig. 1 - Regenerative Cycle Flow Diagram**

**Fig. 2 - Variation of $\eta_{sp}$ with R (Haywood)**
Fig. 3 - Variation of SFC and weight with effectiveness

Fig. 4 - Variation of SFC and weight with effectiveness
Fig. 5 - Variation of SFC and weight with effectiveness

Fig. 6 - Variation of volume, passage length and weight for type 17.8-3/8 W
Fig. 7 - Variation of $t$, pressure drops, and SFC as a function of engine power ($W$) for cases 1 and 2.
DISCUSSION

H.G. Bree, Ge

1. From modern helicopter engines we will require an emergency rating i.e. 2.5 minutes at higher temperature. What are you considering to protect the heat exchanger from overheat?

2. Flying rates of 500 hrs/year do not appear to be applicable to military use. Our army helicopters have a rate of about 200 hrs/year.

Author's Reply

1. Higher temperatures resulting from the emergency rating requirement would have to be taken up both by the heat exchanger system and the turbine itself. The solution would be either to use appropriate materials (perhaps too expensive) or to design a dilution system with a bypass from a compressor intermediate stage to the turbine outlet.

2. Perhaps the additional procurement costs for implementation of two regenerators will not exceed US $44,000 (for two regenerators) depending on the number of engines manufactured.

R. Eggbrecht, Ge

I fully agree with your main conclusion that the regenerative helicopter gas turbine exhibits attractive advantages. However, you have chosen heat exchanger matrix data available from standard literature for quite a long time. I want to point out that a thorough matrix optimization for a given performance cycle and mission profile is necessary in order to find out the best suited heat exchanger configuration (aspects of fabrication and mechanical integrity). You jumped to the conclusion that configurations of tubular matrices exhibit disadvantages. Do you plan to look at further heat exchanger matrix optimization and do you except to arrive at different conclusions at this end?

Author's Reply

This first phase of our study was directed towards cycle optimization based on exchanger selection from existing data (Kays and London) and using the same configuration for air and gas passages on plate type.

We are presently starting the optimization of the matrix itself, based on the experience gained during the first phase, especially on parameter sensitivity.

The manufacturing and integrity aspects will not be included until we obtain relevant data.

A.B. Turner, UK

Have you considered the integrity, i.e. life of the heat exchanger from the operational point of view as materials such as Inconel are very expensive.

Author's Reply

We have not studied either the aspects related to integrity or to manufacture.

P. Rainette, Fr

Avez-vous étudié le cas des échangeurs en céramique?

Que pensez-vous de l'augmentation de trainée d'un hélicoptère liée au volume de l'échangeur (en particulier le diamètre)?

Author's Reply

1. Les caractéristiques thermohydrauliques des échangeurs en céramique étant très peu traitées dans la littérature ouverte, on n'a pas pu les inclure dans nos études, notamment en ce qui concerne les valeurs possibles pour β et les péces de change.

2. Pour le cas des hélicoptères, nos études montrent que des échangeurs métalliques, ayant un plein de β élevé, sont acceptables du point de vue poids-volume; la figure 6B indique pour l'échangeur 17.83/8W une aire frontale de 48 cm x 48 cm avec 65% d'efficacité, donc la trainée de l'hélicoptère ne sera pas augmentée.
INTERET DES ECHANGEURS EN CERAMIQUE
POUR TURBINE A GAZ OU TURBOREACTEURS
par Serge BOUDIGUES et Jean FABRI
Office National d'Etudes et de Recherches Aérospatiales
29, avenue de la Division Leclerc
92320 CHATILLON (France)

Résumé

Les échangeurs en acier placés en aval de la dernière turbine des turboréacteurs et des turbomoteurs sont trop lourds et trop encombrants.

Avec un échangeur en carbure de silicium, on peut au contraire arriver à des bilans de masse, de performance, d'encombrement et de coûts capables de séduire certains usagers civils ou militaires.

En effet, la bonne tenue à chaud du carbure de silicium permet de placer l'échangeur en cours de détente. On peut montrer qu'on gagne sur le pressions du flux chaud et du flux froid, ce qui favorise considérablement les échanges, diminuant ainsi la longueur et le diamètre du échangeur. La densité de 3,2 conduit alors à des gains de masse spectaculaires.

On envisage la possibilité de permettre à une partie du flux froid de court-circuiter l'échangeur moyennant un paramètre d'adaptation. Ceci permet un genre de rechauffe en n'utilisant qu'un seul foyer et avec un processus thermodynamique de rendement très supérieur.

CERAMIC HEAT EXCHANGERS
FOR GAS TURBINES OR TURBOJET ENGINES

Abstract

Heat exchangers made of steel and placed downstream of the last turbine of a turbojet engine or any gas turbine are too heavy and too cumbersome.

With a heat exchanger made of silicon carbide mass, performance, volume and cost balances much interesting for civilian or military use can be obtained.

Silicon carbide has good thermal performance and makes it possible to situate the heat exchanger between turbine stages. Both the pressure of cold and hot gases are thus increased, the heat exchange processes are amplified, the length and the diameter of the exchanger are reduced. The density of this material being only 3.2, the overall mass of the exchanger is considerably reduced.

It is also possible to shortcut part of the cold air, and obtain thus a controlling parameter. A kind of after burner effect is obtained, although a single combustor is used, and the corresponding thermodynamic process has a higher efficiency than the after burning process.
1 - INTRODUCTION

L'intérêt des échangeurs de chaleur dans les moteurs thermiques est bien connu. Leur rôle consiste, en général, à réintégrer dans le cycle des calories qui, sans échangeur, seraient perdues dans l'atmosphère. Cette réintégration est réalisée au niveau de pression maximum.

Les critiques formulées à l'égard des échangeurs sont multiples :
- pertes de charge,
- masse,
- encombrement (longueur, diamètre),
- encrassement,
- fuites,
- prix.

Le conflit entre pertes de charge d'une part et masse et encombrement d'autre part, conduisent pour les installations terrestres de turbines à gaz à des dimensions de l'échangeur qui écrasent la turbine à gaz proprement dite.

Pourtant la firme Bristol a fait voler le Théâtre turbopropulseur avec échangeur vers les années 1954. Mais il n'a pas dépassé le stade des prototypes. Notons qu'un brevet pris au Canada protégeait dès 1948 l'utilisation des échangeurs sur les turboréacteurs.

Des calculs exécutés vers 1950 nous persuadent de l'intérêt thermopropulsif de cette formule en même temps que de l'impossibilité de la mettre en œuvre en raison de sa masse et son encombrement.

L'apparition de pièces en carbone de silicium a permis de reprendre le problème avec un matériau très conducteur, très léger et résistant à très haute température. L'intérêt thermopropulsif est valorisé par les températures plus élevées. La masse n'est plus un multiple mais une fraction de la masse du moteur. Enfin l'encombrement n'aggrave pas sensiblement celui qu'imposent les doubles flux.

En effet en thermopropulsion le rôle de l'échangeur est double :

a) en réintégrant dans le cycle des calories au niveau de la pression maximum, il économise le carburant qu'il aurait fallu pour ce faire. Il améliore donc le rendement thermique ou bien permet, à rendement thermique donné de diminuer le rapport de pression ;

b) en diminuant la température (et la pression) des gaz chauds il diminue la vitesse d'éjection de ces gaz et améliore ainsi le rendement propulsif, ou permet, à rendement propulsif donné, de diminuer le taux de dilution.

L'échangeur sur turboréacteur mono ou double flux apparaît ainsi comme une complication qui simplifie d'autres problèmes :
- forts rapport de pression,
- forts taux de dilution.

Sans jeu de mots on peut dire que l'échangeur échange non seulement des calories mais des masses, des encombrements, des prix.

Aujourd'hui l'échangeur en céramique paraît s'imposer pour les petits propulseurs civils (avions d'affaires, ou d'aéroclubs, missiles de croisière...) dans la mesure ou l'on aura résolu les problèmes que pose le carburé de silicium et son mariage avec le reste métallique du propulseur.

Pour les moteurs de moyenne et de forte poussée, l'échangeur en carbone de silicium apparaît comme une possibilité qui mérite d'être examinée avec une attention d'autant plus forte que les températures maximum des cycles font en augmentant.

L'ONERA* s'est attaché, avec le soutien de la DRET**, à conduire des études théoriques sur les avantages (et les inconvénients) thermopropulsifs de cette formule. En parallèle, des études théoriques sur les échangeurs ont été développées avec des modélisations simplifiées prenant en compte les propriétés du carburé de silicium et les avantages d'une technologie originaire que la firme CERAV** a eu l'honneur de mettre en œuvre. L'analyse du comportement d'un échangeur de 150 g/s de débit a pu être menée sur un banc d'essai spécialement aménagé par l'ONERA. Cet essai a montré une bonne confirmation de la modélisation et quelques difficultés dans la liaison céramique métal.

2 - LES BASES THERMODYNAMIQUES

Sur la planche 1 nous avons fait figurer les divers cycles théoriques dérivés du cycle simple (CS) de la turbine à gaz avec en référence le cycle de Carnot et le cycle d'Erickson moins connu mais qui possède le même rendement théorique grâce à une compression et une décente isotherme avec un échangeur qui récupère les calories en fin de détente pour chauffer à pression constante l'air en fin de compression. Le cycle d'Erickson est, à la turbine à gaz, ce que le cycle de Stirling est aux moteurs volumétriques, c'est-à-dire une asymptote technologique très intéressante mais difficile à réaliser.

C'est bien la technologie qui limite les performances des cycles théoriques. C'est pour si sur la planche 2 nous avons fait figurer sur le même graphique les rendements en fluide parfait et les rendements en fluide réel de 7 cycles qui ont reçu ou pourraient recevoir des réalisations aéronautiques. Nous n'avons pas mis le cycle de Carnot ni le cycle d'Erickson en fluide réel car ils semblent conduire à trop de complications, trop de volume et trop de poids. Il est possible cependant qu'un cycle d'Erickson soit mis en œuvre en turbine terrestre ou navale en remplacant, bien sûr, les compressions et détentes isothermes par des microstructures en dents de scie.
Sur la planche 2 les rendements en fluide réel sont très dépendants des qualités des composants (compresseur et turbine) et des pertes de charge dans les conduits ou les foyers. On notera en abscisse la variable \( \frac{\mathcal{H}_2}{\mathcal{H}_1} \) qui représente l'enthalpie apportée par le compresseur rapportée à l'enthalpie à l'entrée.

Ce paramètre nous semble préférable au rapport de pression qui échange l'apport d'enthalpie et la qualité de cet apport. Nous utiliserons donc par la suite ce paramètre.

On notera sur la planche 2 que la compression refroidie (C.R.) donne le meilleur rendement. Notons cependant que la courbe ne prend pas en compte l'énergie nécessaire au refroidissement ce qui est réalisé pour une turbine navale ou pour une turbine terrestre au bord d'une rivière, mais ce pourrait être valable pour un double flux qui, servirait à refroidir la compression primaire, utiliserait, sous l'angle propulsif, les calories prélevées. Mais ce bon rendement est obtenu avec une très forte enthalpie de compression. Ainsi à la difficulté de l'échangeur s'ajoute la complication d'un très grand nombre d'étages de compression et de détente.

A l'opposé on trouve l'échangeur aval (EA) qui atteint un rendement du même ordre mais avec une très faible enthalpie de compression. Cortes cet échangeur pose plus de problème que celui qui refroidit la compression mais le nombre d'étages de compression et de détente est considérablement diminué.

Très près on trouve l'échangeur intermédiaire (EI). Nous l'appelons intermédiaire car il se place en cours de détente entre les turbines. Deux formules sont possibles :

- EI₁ entre la turbine du générateur et la turbine de puissance,
- EI₂ entre deux roues de turbine du générateur.

Dans ce dernier cas la position doit être optimisée en fonction de la température maximum et de la qualité des composants (ce qui est le cas de la planche 2).

On notera que EI₂ est plus mauvais que EI₁ et qu'il réclame une plus forte enthalpie de compression (pourtant, en fluide parfait EI₂ est supérieur à EI₁).

L'enthalpie de compression est plus élevée que celle de EA mais reste très inférieure à celle du cycle simple. L'avantage de EI₁ vient de ce que les valeurs de sa longueur, de son diamètre et de sa masse sont très inférieures aux valeurs de EA (dans un rapport de 1 à 3). En effet le cycle est plus comprimé dans l'air en sortie de compression tient moins de place et fournit un meilleur coefficient d'échange. De même les gaz sont à une pression qui vaut 4 ou 5 fois la pression atmosphérique qui est celle de l'échangeur aval. On a donc les deux mêmes effets que pour l'air.

De plus soulignons l'apparition récente, comme matériau d'échangeur, du carbone de silicium SiC. Avec une masse volumique de 3200 kg/m³, une contrainte de traction admmissible supérieure à 400 MPa jusqu'à 1600°C, une conductibilité supérieure de 100 X à 0°C et de 30 X à 800°C à celle de l'acier ce matériau convient parfaitement pour les échangeurs EI ou EA. Il est clair que pour EI₁ il est le seul possible avec les températures \( \mathcal{H}_2 \), aujourd'hui utilisées. Sa mise en œuvre en tube nervuré ne pose pas de problèmes. La difficulté vient du faible coefficient de dilatation \( 4.10^{-6} \) au lieu de \( 16.10^{-6} \) pour les aciers. La liaison avec les pièces métalliques pose donc des problèmes de détanchéité ou de bridage mais qui paraissent pouvoir être surmontés.

Au passé de l'échangeur intermédiaire il faut mettre le fait qu'il diminue très sensiblement la puissance par unité de débit. Mais pour les petits propulseurs ça peut devenir un avantage. Par ailleurs l'échangeur intermédiaire peut être court-circuité, partiellement ou totalement, lorsqu'on veut la pleine puissance ce qui est une façon de valoriser les régimes réduits. (Un paramètre d'adaptation de la turbine ou de la tuyère en aval de l'échangeur est nécessaire si l'on veut donner au processus sa pleine efficacité).

La rechauffe en cours de détente R₁ ou R₃ est plus mauvaise que le cycle simple en fluide parfait, ça se confirme en fluide réel. La rechauffe augmente la puissance par unité de débit mais détériore le rendement. Le procédé est utilisé (sous la forme EI₁) dans les turboréacteurs militaires.

L'effet est le même que le court circuit de EI₂ mais thermodynamiquement il vaut mieux court circuiter un échangeur qu'allumer une rechauffe (ce qui réclame aussi un paramètre d'adaptation de la tuyère).

3 - L'ASPECT PROPULSIF

Sur un monoflux la vitesse d'éjection est considérablement diminuée. On retrouve les vertus (et les vices) du double flux, c'est-à-dire un bon rendement propulsif mais en encombrement et un poids plus élevé. Toutefois l'échangeur peut être court-circuité (en particulier au décollage ou en fin de mission pour un missile) alors que la dilution ne peut pas être évacuée. La tuyère à section variable nécessaire est plus simple qu'avec une rechauffe traditionnelle puisque la température est celle qu'auraient les gaz s'il n'y avait pas d'échangeur. En dessous le débit court circuler on a un véritable moteur à cycle variable avec le choix entre forte poussée et bonne consommation spécifique.

Sur double flux, la présence de l'échangeur diminue la vitesse d'éjection du flux primaire et, de ce fait, diminue la mauvaise influence que ce flux exerce sur le rendement propulsif global. Par ailleurs le taux de dilution optimum pour une température donnée ne trouve abaisse puisque le flux primaire fournit moins de puissance par unité de débit, comme par ailleurs l'enthalpie de compression et de détente du flux primaire est plus faible ce qui réduit une grande simplification technologique (absence de réducteur, facilité pour un inverseur, faible nombre de compresseurs et de turbine). Le maitre couple est sensiblement identique. On peut donc dire qu'on a un moteur un peu plus gros en primaire, un peu moins gros en secondaire de diamètre, de longueur et de masse sensiblement équivalents.
C'est une autre façon de résoudre le problème que pose l'augmentation des températures \( T_e \), qui, en formule classique entraîne de trop forts \( T_2 - T_e \) (donc beaucoup d'étages de compression et de turbine), de trop forts taux de dilution imposant la présence d'un réducteur, ou bien un nombre très élevé d'étages de turbine.

En gros, comme nous l'avons dit dans l'introduction, l'échangeur échange non seulement des calories, mais des difficultés technologiques. L'apparition du carbure de silicium vient renforcer considérablement l'intérêt des échangeurs et tout particulièrement de l'échangeur intermédiaire.

Après ces généralités thermopropulsives nous décrivons ci-dessous quelques cas d'applications de l'échangeur en cours de développement.

4 - ÉCHANGEUR SUR MONOFLUX

4.1 - Propulseurs pour avions d'aéroclubs

Pour ce type d'avions l'hélice entraînée par un moteur alternatif possède aujourd'hui le mono-pole. Pour les conditions \( Z = 2000 \text{ m}, N = 0,2 (240 \text{ km/h}) \) nous avons établi les courbes des planches 3 et 4. Nous avons pris des rendements de compression \( \eta_c = \eta_p = 0,65 \) conformes à ce que donnent des compresseurs centrifuges et des turbines centrifuges dans cette gamme de débit (deux à trois kg/s).

Pour le refroidissement des aubes nous avons admis une loi que nous conservons pour les autres calculs : \( \dot{Q} \) étant le débit propulsif, l'air de refroidissement est \( p, \dot{Q} \) tel que :

\[
p, = 0,02 + \frac{T_2 - 1200}{10000}
\]

Pour la perte de charge de chacun des échangeurs (en \( \% \) de leurs pressions amont respectives) :

\[
\epsilon_{ef} = \epsilon_{ec} = (0,03 - 0,025 \epsilon) \frac{\epsilon}{1-\epsilon}
\]

\( F \) comme froid,

\( C \) comme chaud.

Cette loi est conforme à nos premiers résultats d'essais. Elle sera conservée dans la suite. De même nous avons pris pour tous les cas :

pertes de pression :
- à l'admission \( \epsilon_r = 0,01 \)
- dans le foyer \( \epsilon_a = 0,05 \)
- à l'éjection \( \epsilon_e = 0,03 \)

Sur les planches 3 et 4 on voit que l'optimum optimorum (point A) pour ce cas de vol et dans le cadre de nos hypothèses réalisées est obtenu pour une température de 1000 K et une variation de température de 180° dans le compresseur. Cette valeur est très facile à réaliser par un compresseur centrifuge en aluminium. La charge aérodynamique et thermique de la turbine centrifuge est, elle aussi, très acceptable. On a pour le point A :

\[
\begin{align*}
\dot{C}_2 &= 0,675 \text{ kg/h.daN} \\
\frac{F}{Q} &= 340 \text{ m/s}
\end{align*}
\]

Par court-circuit de l'échangeur on obtiendrait au décollage le point B (\( d = 0, T_3 = 1300 \text{ K} \)) pour lequel \( \frac{F}{Q} = 600 \). Avec un débit de 3 kg/s on aurait une poussée au décollage de 200 das c'est ce que donne approximativement un moteur de 150 CV entraînant une hélice.

En croisière la consommation horaire serait de :

\[
\frac{1}{340 \times 0,675 \times 3} = 65 \text{ kg/h de kérosène au lieu de 35 kg/h d'essence avion.}
\]

La consommation est doublée mais avec un carburant deux fois moins cher. Pour une autonomie de 2 h 1/2 de vol on perdrait 34 x 2,5 = 85 kg de carburant mais le reacteur avec échangeur gagnerait environ 70 kg au lieu des 200 kg de l'accouplement moteur alternatif et hélice. Au bilan on gagne 45 kg.

Il est clair que ces chiffres approximatifs devraient être précisés par un constructeur de moteur et par un constructeur d'avion. Mais en gros le bilan financier est approximativement nul, le bilan de masse semble à l'avantage du turboréacteur avec en prime beaucoup moins de bruit et une meilleure facilité d'installation.

4.2 - Propulseurs pour missiles aérospatiaux

Les planches 5 et 6 représentent, avec les mêmes hypothèses sur les rendements et les pertes de pression, les courbes \( \epsilon_s (T_2 - T_e) \frac{C}{Q} (T_4 - T_3) \)

Pour ce cas de vol \( Z = 0, N = 0,7 \) l'optimum optimorum est obtenu pour une température de 1300 K mais nous proposons de choisir plutôt le point A à 1200 K qui perd A peine 2 \% en \( C_s \) et qui évite tout
refroidissement des aubes. La $c_3$ est alors de 0,925 kg/h, d'où on peut, à vrai dire, que donnerait un double flux ayant $T_p - T_l = 450$ et un taux de dilution de 3. Au point A $T_p - T_l = 250$ beaucoup plus facile à réaliser avec un seul compresseur centrifuge et une turbine centrifuge alors que la formule classique réclame deux étages axiaux de soufflante qui aient un centrifuge chargé de réaliser encore 300°, un étage de turbine HP et deux étages de turbine BP.

Une étude grossière montre que l'encombrement des deux moteurs est du même ordre et que le débit propulsif est sensiblement le même.

Notons enfin que par court-circuit de l'échangeur on obtient le point B ($t = 0$) avec

$$\frac{F}{Q} = \frac{550}{340} = 1,62 \%$$

Pour ce cas encore, ces chiffres demeurent alors être mesurés par un technicien mais les ordres de grandeurs paraissent attractifs en particulier au niveau du prix du moteur.

Sur la planche 7 nous avons remarqué que ce coûterait de doubler les pertes de charges $c_{6f}$, ces que nous avons portées à 8 % pour chacun du flux. La perte de $c_3$ est alors de 7 % mais on gagnerait en diamètre de l'échangeur. A l'opposé on a cherché ce que donnerait 3 points de mieux sur les rendements de compresseur et de turbine (forme axiale) le gain est alors de 6 % en $c_3$ .

5 - ÉCHANGEUR INTERMÉDIAIRE SUR DOUBLE FLUX

Le thème retenu est la propulsion d'un avion à $M = 0,8$ pour une altitude $z = 11000$ m.

Pour cette partie les planches 8, 9, 10 et 11 portent on abscisse le rapport de pression $R_{6i}$ comme que nous gardons pour ces planches le même rendement polytropique de compression $n_2 = 0,87$. Cette valeur est celle du rendement polytropique de détente $n_p = 0,87$.

Les double flux sont à flux séparés avec un seul étage de soufflante comprimant à 1,6. Le taux de dilution est obtenu pour chaque cycle en écrivant que le taux de détente dans la tuyère primaire est de 1,8.

Sur la planche 8, pour la gamme de température aujourd'hui utilisée on a tracé en fonction du rapport de pression $R_{6i}$ les courbes de consommations spécifiques $c_3$ pour les doubles flux classiques et pour les doubles flux avec échangeur intermédiaire.

Sur la partie basse on a figuré l'évolution des taux de dilution $A$ .

On note :

- a) le gain de $c_3$ est de : 5,8 % sur les optimums à 1200 K,
  - 3,3 % à 1600 K ;
- b) avec échangeur les optimums sont obtenus à rapport de pression beaucoup plus faibles :
  - 13 au lieu de 28 à 1200 K,
  - 31 au lieu de 57 à 1600 K ;
- c) les taux de dilution avec échangeurs sont très inférieurs à ceux du moteur classique. Sur la planche 7,
  - $c_{m\text{ini}}$ $A = 2,5$ au lieu de 3 à 1200 K,
  - $A = 5$ au lieu de 6,5 à 1600 K .

Notons que si l'on se place à gauche de l'optimum (ce qui se fait toujours) l'écart va en croissant.

Sur la planche 9 on envisage pour l'avenir des températures plus élevées. Le gain de $c_3$ s'amenuise mais il reste que ce gain est obtenu avec des rapports de pression beaucoup plus faibles et des taux de dilution très inférieurs.

Sur la planche 10 on envisage de ne pas chercher un gain de $c_3$ mais de réaliser la même $c_3$ .

Le rapport de pression est alors de : 6 au lieu de 28 à 1200 K,

Il sera de 40 au lieu de 85 pour 1900 K,

$$A = 4,5$$ au lieu de 3 à 1200 K

$$A = 6$$ au lieu de 6,5 à 1600 K

On aura

A = 6,5 au lieu de 9,5 à 1900 K.

La planche 11 donne la poussée $F$ par unité de débit total $(F + A)Q$ pour $E = 0$ - 0,6 - 0,7 - 0,8. On remarque que le rapport $c_3$ minimum les poussées par unité de débit total ne dépendent pratiquement pas de l'efficacité de l'échangeur, y compris sans échangeur ($E = 0$).

On notera sur les planches 8, 9, 10, 11 le faible écart de performances entre les efficacités 0,8 - 0,7 - 0,6. La complication de l'échangeur (grande efficacité) conduit tout à une simplification des phases de compression et de détente et une diminution du taux de dilution. Dans le cas des double flux encore, l'échangeur est une alternative pour obtenir, par des moyens différents des formules
classiques, une performance donnée. Nous pensons qu'il est utile d'avoir à l'esprit cette alternative.

6 - L'ÉCHANGEUR EN CÉRAMIQUE TUBULAIRE NERVURE

Après de nombreux échanges de vue avec le fabricant CERAVEX sous l'égide de la DRET nous sommes aujourd'hui arrivées à la définition suivante :

Tubes à trois cylindres

L'air froid et les gaz chauds circulent à contre-courant dans des tubes. L'essentiel de l'échange est réalisé par des nervures radiales à section constante ou évolutives, une partie de l'échange (15 à 20%) est réalisé par le tube médian entre les nervures.

Tubes à quatre cylindres
Le flux froid est encadré par deux flux chauds qui circulent dans le même sens et en sens inverse du flux chaud. L'essentiel de l'échange est fait par les nervures radiales à section constante ou ovale. Une partie de l'échange (15 à 20 %) passe par les deux cylindres médians entre les nervures. Un calcul détermine le pourcentage du flux chaud qui passe à l'intérieur ou à l'extérieur.

Les sections de passage du flux froid étant très inférieures à celles du flux chaud il semble logique de fractionner le flux chaud et non le froid.

**Alimentation des tubes**

![Diagramme des tubes à trois et quatre cylindres](image)

L'alimentation des tubes à 4 cylindres est plus complexe mais cette formule possède de grands avantages :

a) gain en longueur,
b) gain en encombrement radial,
c) gain en volume et en masse,
d) contraintes thermiques plus faibles dans les nervures et dans les tubes.

![Diagramme d'équations de température](image)

\[ \Delta T = T_g - T_a \]

\[ T_a : \text{température air} \]

\[ T_g : \text{température gaz} \]

\[ T_c : \text{température céramique} \]
Si les tubes à 4 cylindres confirment expérimentalement ces avantages il est clair que l'on pourra étudier une généralisation à des tubes plus compliqués.

Problèmes rencontrés

La fabrication des tubes courbés est bien au point jusqu'à des longueurs de 600 mm qui semblent suffisantes pour des efficacités d'échangeurs inférieures ou égales à 0,8.

Pour des raisons de légèreté et de rapidité d'exécution les premiers tubes avaient des épaisseurs de nervures de 0,2 mm et il n'y avait pas de rayon de raccordement entre les nervures et les cylindres. Il en est résulté une certaine fragilité des tubes. Les prochaines fournitures auront 0,4 mm et de bons rayons.

Les problèmes les plus sérieux viennent de la liaison entre tubes et faisceaux. La brasure de verre assurant la liaison doit avoir un coefficient de dilatation voisin de celui du carbone de silicium. Par ailleurs le dépôt manuel de cette brasure est encore artisanal.

Enfin il faut souligner la difficulté de liaison de l'échangeur avec les structures métalliques qui le supportent. Les coefficients de dilatation sont très différents ce qui impose d'interposer des dispositifs très déformables surtout lors des régimes extrêmes.

7 - CONCLUSION

L'augmentation croissante des températures $T_s$ impose des augmentations d'enthalpie également croissantes. Au gros et l'on peut augmenter $\Delta T_s$ de 100° il faut augmenter $\Delta T_A$ de la moitié. Les fuites en bout de palier; l'épaisseur limite des couches limites risquent alors d'amenuiser le bénéfice que l'on atténue d'un accroissement de $T_s$. Ce point de vue est déjà applicable aux petits moteurs mais risque de s'appliquer bientôt aux propulseurs de moyenne ou de forte poussée.

De même l'augmentation de $T_s$ conduit à des augmentations du taux de dilution et déjà on est amené à envisager un réducteur.

La présence d'un échangeur apporte certes une complication, mais peut être une porte de sortie qui contourne les deux difficultés liées aux pressions élevées et aux forts taux de dilution.

L'apparition sur le marché du carbone de silicium permettant la mise en œuvre d'un échangeur en cours de détente a considérablement atténué les critiques que l'on pouvait faire sur l'encumrement, la masse et le prix des échangeurs.

* ONERA - Office National d'Études et de Recherches Aérospatiales
** DRET - Direction des Recherches, Etudes et Techniques
*** CFPRAY - Unité de fabrication de céramiques
CS : Cycle simple
CR : Compression refroidie
R : Rechauffe
EA : Echangeur aval
EI : Echangeur intermédiaire

Planche 1

Planche 2
Planche 3

Planche 4
POUSSEE SPECIFIQUE
CONSOMMATION SPECIFIQUE

\[ n_c = n_D = 0.85 \quad Z = 0 \text{km} \quad M = 0.7 \]

\[ F_m \text{ m/s} \]

\[ C_s \text{ kg/h.deN} \]

\[ P_1 \text{ vs. } P_2 \]

Planche 5

\[ Z = 0 \text{km} \quad M = 0.7 \]
\[ e = 0.8 \]
\[ n_c = n_D = 0.85 \]

Planche 6
INFLUENCE DES PERTES DE CHARGES DE L'ÉCHANGEUR

\[ \eta_C \cdot \eta_D = \eta \]

\[ Z = 0 \text{km} \quad M = 0.7 \]
\[ T_{g1} = 1200 \text{K} \quad T_{x1} = 1300 \text{K} \]

\[ Z = 0 \text{km} \quad M = 0.8 \]
\[ T_{g1} = 1200 \text{K} \quad T_{x1} = 1300 \text{K} \]

\[ \eta = 0.87 \]

\[ C_s \text{ kg/h.daN} \]

\[ e = 0.8 \quad e = 0.7 \quad e = 0.6 \]

Planche 7

INFLUENCE DE LA TEMPERATURE MAXIMUM

\[ Z \geq 11 \text{km} \quad M = 0.8 \]
\[ \eta = 0.87 \]

\[ C_s \text{ g/daN.h.} \]

Planche 8

INFLUENCE DE LA TEMPERATURE MAXIMUM

\[ Z \geq 11 \text{km} \quad M = 0.8 \]
\[ \eta = 0.87 \]

\[ C_s \text{ g/daN.h.} \]

Planche 9
INFLUENCE DE L'EFFICACITE DE L'ECHANGEUR

\[ Z = 11 \text{ km} \quad M = 0.8 \]
\[ \eta = 0.87 \]

\[ C_s \text{ g/dtN.h.} \]

\[ \begin{align*}
\text{e=0} & \quad 1200 \text{ K} \\
\text{e=0} & \quad 1400 \text{ K} \\
\text{e=0} & \quad 1600 \text{ K} \\
\text{e=0.6} & \quad 0.8 \\
\text{e=0.7} & \quad 0.7 \\
\text{e=0.8} & \quad 0.8 \\
\end{align*} \]

Planche 10

POUSSSEE PAR UNITÉ DE DEBIT TOTAL

\[ Z = 11 \text{ km} \quad M = 0.8 \]
\[ \eta = 0.87 \]

\[ F \quad \text{m/s} \quad Q(1+A) \]

\[ \begin{align*}
\text{F \quad m/s} & \quad Q(1+A) \\
\text{e=0} & \quad 180 \\
\text{e=0.6} & \quad 170 \\
\text{e=0.7} & \quad 160 \\
\text{e=0.8} & \quad 150 \\
\end{align*} \]

Planche 11
DISCUSSION

V. Mihail, Fr
Vous avez parlé de deux applications très intéressantes: moteurs à piston et double flux. L'application de ce type de propulseur nécessite la performance mais aussi l'endurance. Quel est l'état exact de vos recherches en ce dernier paramètre?

Résponse d'Auteur
L'O.N.E.R.A. ne saurait se substituer aux constructeurs de turbomachines pour les problèmes d'endurance. Notre ambition est de mettre en lumière, sur banc d'essai spécialisé, les difficultés de mise en œuvre d'un matériau beaucoup moins bien connu que les alliages métalliques.

A. E. Bourguignon, Fr
Où en êtes-vous au niveau des études technologiques concernant les problèmes de compatibilité métal-céramique et en particulier les problèmes d'étanchéité?

Résponse d'Auteur
Le plus grand problème vient de la liaison tubes-flasques-métal. Jusqu'à présent on est arrivé à des durées de fonctionnement de 10 heures avec cycles thermique.
EFFECT OF FILM COOLING ON THE AERODYNAMIC PERFORMANCE OF A TURBINE CASCADE

by

O. Kollen and W. Koschel

Institute for Jet Propulsion and Turbomachinery
Technical University of Aachen
Templergraben 55, D-5100 Aachen

SUMMARY

The aerodynamic performance of a film cooled turbine cascade for a typical design with multiple rows of cooling holes has been investigated in an annular cascade rig with air at room temperature. The work was concentrated on the individual effect of the injection row position on the aerodynamic cascade losses and on the downstream flow field. For 6 different single row configurations the tests were conducted in a wide range of varying coolant mass flow rates and main stream Mach numbers. Typical results of these measurements are presented and discussed. Three models for the aerodynamic loss prediction based on different theoretical approaches, which are known from literature, have been examined and improved. The presented two mixing layer models take into account the penetration of the injected cooling air into the main stream, whereas the third model predicts flow losses by a boundary layer calculation with film cooling air injection. Some tests with flow visualization by Schlieren photography have been carried out showing the mixing effects of the injected coolant flow. Finally results of the predicted performance are compared with the experimental data.

NOMENCLATURE

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>area</td>
</tr>
<tr>
<td>c</td>
<td>velocity</td>
</tr>
<tr>
<td>c_p</td>
<td>specific heat</td>
</tr>
<tr>
<td>d_p</td>
<td>trailing edge thickness</td>
</tr>
<tr>
<td>D</td>
<td>mass flow</td>
</tr>
<tr>
<td>M</td>
<td>Mach number</td>
</tr>
<tr>
<td>N</td>
<td>number of cooling holes</td>
</tr>
<tr>
<td>p</td>
<td>static pressure</td>
</tr>
<tr>
<td>p_a</td>
<td>ambient pressure</td>
</tr>
<tr>
<td>p_b</td>
<td>base pressure</td>
</tr>
<tr>
<td>r</td>
<td>radius</td>
</tr>
<tr>
<td>s</td>
<td>cooling hole diameter</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>T_k</td>
<td>coolant mass flow ratio</td>
</tr>
<tr>
<td>a</td>
<td>air flow angle</td>
</tr>
<tr>
<td>b</td>
<td>boundary layer displacement thickness</td>
</tr>
<tr>
<td>b_m</td>
<td>boundary layer momentum thickness</td>
</tr>
<tr>
<td>b_H</td>
<td>boundary layer enthalpy thickness</td>
</tr>
<tr>
<td>C</td>
<td>entropy loss coefficient</td>
</tr>
<tr>
<td>r</td>
<td>specific heat ratio</td>
</tr>
<tr>
<td>p</td>
<td>density</td>
</tr>
<tr>
<td>Ψ</td>
<td>circumferential coordinate</td>
</tr>
<tr>
<td>Ψ_b</td>
<td>pitch angle at mean diameter</td>
</tr>
</tbody>
</table>

Subscripts

- a: axial direction
- D: pressure side
- K: coolant flow
- m: mixed
- ML: mixing layer
- M: aftermixed state
- s: isentropic
- S: suction side
- t: stagnation condition
- e: trailing edge
- u: circumferential direction

Superscripts

- *: averaged value
- #: critical state

1. INTRODUCTION

The film cooling technique has become common for both stator and rotor blades in high-temperature turbines in the last years. Due to the high stress levels in these components rows of discrete holes arranged along the blade surface are used rather than slots to eject the cooling air. A lot of work has been spent on the investigation of film cooling effectiveness concerning single and multiple row configurations [1, 2, 3, 4]. Some papers have been published dealing with the effect of cooling flow injection on the aerodynamic performance of turbine cascades with film cooling [5, 6, 7, 8]. The present work extends the study to the individual effects of the injection row position along the blade surface and of the coolant mass flow rate on the cascade aerodynamic performance. The film cooling row arrangement on the turbine blade is based on a typical industrial design. The loss characteristics of 6 different single row configurations, derived from the full film-cooled blade, have been investigated for a wide range of mainstream Mach numbers in an annular turbine cascade. Measurements of the flow angle and the pressures were taken at the cascade exit in order to analyze the influence of the local film cooling air injection on the downstream flow field. Additionally, some visualization tests using Schlieren photography have been carried out with the purpose to get a better understanding of the mixing process between the injected cooling air and the main flow. The observed flow phenomena support the idea of Hartsel [5], who introduced a mixing layer model for aerodynamic loss prediction. Since his model is limited to the case of an incompressible and inviscid flow, an improved theoretical approach has been developed considering the compressibility of the flow and the boundary layer effects. Further on, a comparison is made with the theory of Crawford, Kays and Moffat [9], which has been mo-
Modified for the present study in such a manner that partial penetration of the injected coolant flow into the main stream is admitted. The results for the cascade losses predicted according to the different theories are finally compared with the experimental results for some single row configurations.

2. APPARATUS

2.1 FILM COOLING CONFIGURATIONS

The experimental investigation has been carried out for a given design of a typical film cooled guide vane. The arrangement of the cooling row positions along the blade surface is shown in Fig. 1. Number, diameter and inclination angles of the cooling holes can be drawn from this figure. Rows A and B are staggered. The front and the rear coolant mass flows are separately controlled. The design cooling mass flow ratio is fixed to 3% at a cascade exit Mach number of $M_{eis} = 0.8$.

The 6 different single row configurations which have been manufactured and tested separately are shown in Fig. 2. Size and arrangement of the cooling holes are derived from the full-film-cooled vane.

2.2 TEST RIG

The tests were conducted in an annular turbine cascade rig shown in Fig. 3. Details of the coolant air supply and the probe positions can be seen in the sectional view of the experimental set-up. Flow measurements are taken at fixed probe positions by shifting the guide vane support in the circumferential direction. The test rig is supplied by compressed air at room temperature level.

The main dimensions of the turbine cascade, the characteristic data of the blade geometry and the axial positions of the measuring planes are shown in Fig. 4.

The exit Mach number of the main flow has been varied between $M_{eis} = 0.4$ and $M_{eis} = 1.0$. For the full-film-cooled configuration the overall coolant mass flow rate was kept constant for all tests. Variations for this case were only made by partitioning the front and the rear coolant flows. During the tests with the 6 different single row configurations the coolant mass flow ratio has been changed between $\frac{\dot{m}_c}{\dot{m}_p} = 0\%$ and about $1.5\%$.

The visualization tests have been performed in a plane cascade rig instrumented with a Schlieren optical apparatus. Carbon dioxide was injected through the film cooling holes in order to provide a mass flux ratio of the coolant flow to the main stream similar to that in a high-temperature turbine.

3. EXPERIMENTAL RESULTS

The aerodynamic performance reported herein is calculated from the measured values of the total pressure, the total temperature, the static pressures and the flow angle taken in the exit plane and from the measured coolant temperature and flow rate. The calculation of the blade energy loss coefficient is based on the determination of a hypothetical state where the flow has mixed to a circumferential uniform condition. The conservation equations have been applied to an annular sector control volume to obtain this so-called aftermixed state. The use of the aftermixed blade energy loss coefficient is preferred herein because it is theoretically independent of the axial measuring location and therefore well suited for comparison reasons. It should be noted that the aftermixed energy loss coefficient comprises the blade profile viscous loss and the mixing losses. The energy loss coefficient is defined as the ratio of the actual aftermixed kinetic energy to the sum of the ideal aftermixed kinetic energies of both the primary and the coolant flows.

$$\Gamma_M = 1 - \frac{\rho_M \cdot c_M^3 \cdot \sin \alpha_M \cdot t}{\int_0^L \rho_1 \cdot c_1 \cdot \sin \alpha_1 \cdot c_1^2 \cdot r \cdot d\varphi + \sum_{i=1}^N \rho_{K,i} \cdot c_{K,i}^2}$$

Additionally an aftermixed total pressure loss coefficient is used according to the definition given by Goldman [8].

$$\eta_M = \frac{P_{t0} - P_{t0M}}{P_{t0} - P_M}$$

The great amount of experimental data obtained during the tests makes it necessary to select only some typical results, which will be discussed in the present paper. In Fig. 5 the circumferential distributions of the measured flow angle and the total pressure coefficient in the exit plane are shown for the two single row configurations B and C. The results indicate that the local value of the flow angle is slightly influenced by raising the coolant mass flow ratio at a constant Mach number, whereas the averaged cascade exit flow angle will be nearly unaffected. The pattern of the total pressure coefficient shows a strong dependency of the coolant mass flow variations for both configurations. Similar results have been obtained for the other tested single row configurations.
In Fig. 6 the total loss coefficient, defined by equation (2), is plotted versus the coolant mass flow ratio at two different Mach numbers for the configurations B and E. The adverse tendencies observed by comparison of these two curves cannot only be explained by the different location of the cooling flow injection. Probably there may be a further effect due to the differences of the inclination angles of the corresponding cooling holes. Results of the experiments show the general behaviour that the film cooling air injection at the leading edge region leads to higher total pressure loss coefficients for increased coolant flow rates. For the other cases of cooling row positions as well as on the suction side it was found that after reaching a maximum value at low blowing rates the total pressure loss coefficient decreases at higher coolant mass flow rates.

The full-film-cooled guide vane has been investigated for different portions of the front and rear coolant mass flow rates. Herein the overall cooling air flow ratio was kept constant at 32%. The effect of these variations on the total pressure loss coefficient and on the energy loss coefficient are shown in Fig. 7. From these results it can be deduced that a correct partitioning of the coolant flow may contribute to a good aerodynamic cascade performance. For this evaluation the energy loss coefficient should be used as the criterion rather than the total pressure loss coefficient because it balances the kinetic energies of both the main flow and the injected coolant.

4. PREDICTION METHODS AND RESULTS

Only a few theoretical studies on the effect of coolant injection on the aerodynamic losses of film cooled turbine cascades have been published in the literature. Tabakoff and Hamel [6] considered the effect of coolant injections on the boundary layer growth assuming that the coolant flow is completely emergered into a two-dimensional boundary layer. Crawford, Kays and Moffat [5] presented a computer code which enables to solve the two-dimensional boundary layer equations including coolant ejection into the boundary layer. Herein the assumption is also made that the coolant flow mixes completely with the boundary layer flow.

From measurements and calculations it becomes evident that the profile boundary layer of the high-turning guide vanes is very thin as compared to the size of the cooling holes which are realized in the industrial design. Therefore it is supposed that only a small portion of the injected cooling air flows remains within the boundary layer. Results of the visualization tests performed with the 6 different single row configurations support this presumption. In Fig. 8 a Schlieren photograph is shown for a test run with configuration B at a exit Mach number \( M = 0.8 \) and a mass flux ratio of about 1.0. The penetration of the coolant jet into the main stream can be seen very clearly. Similar results have been obtained for other configurations tested at varying mass flow ratios and exit Mach numbers.

Based on these observations it seems to be more adequate to introduce a mixing layer model for the loss prediction of turbine guide vanes with film coolant flow injection as proposed by Hartel [5] and modified by Ito, Eckert and Goldstein [6].

Following Hartel's idea a so-called mixing layer can be introduced in which the injected coolant flow mixes with a part of the main stream at the location of the injection row. As shown in Fig. 9 downstream the cascade at the aftermixed-state "M" a total mixing of the mixing layer with the remainder of the main flow will be assumed by definition. The control volume for the constant pressure mixing of the injected coolant flow with the main stream used in the mixing layer model is depicted in Fig. 10. In extension to the above mentioned theories the mixing layer model used during the present work accounts for compressibility effects.

For the prediction of the overall two-dimensional cascade loss the boundary layer and trailing edge effects must be included. A generalized analysis for the calculation of two-dimensional aerodynamic losses using integral boundary layer parameters was presented by Goldman and Gaugler [9]. This method has been refined considering the losses caused by the base pressure in the trailing edge region. The governing equations with regard to the control volume in Fig. 10 are presented in Appendix A. The resulting aerodynamic loss coefficient including the viscous losses, the trailing edge blockage, the trailing edge coolant injection and the base pressure effect is defined by the equation as follows:

\[
e_{P} = 1 + \left( \frac{1 + Y_{K}}{C_{M}^{2}} \right)
\]

\[
e^2 / \alpha^2 + Y_{K} \alpha K, \tau_{K} W
\]

with the abbreviation

\[Y_{K} = \frac{\alpha_{K}}{C_{M}}\]

Herein \( C_{M} \) is a function of the integral boundary layer parameters and of the base pressure.

A brief derivation of equation (3) is given in Appendix A. The integral boundary layer parameters used to determine the energy loss coefficient have been calculated with the STAN computer program [10].

The new concept for the overall loss prediction developed during this investigation is based upon the assumption that the foregoing described losses can be superimposed to the losses produced in the mixing layer. From the detailed loss analysis of the mixing layer the following expression for the loss coefficient at the aftermixed state can be obtained:
The ideal coolant velocity is derived by assuming an isentropic expansion of the coolant flow from the location of the injection to the aftermixed station "M".

\[ \varepsilon_{K, M} = \sqrt{\frac{\text{R} \cdot T_{k} \cdot (1 - \left( \frac{P_{M}}{P_{t, k}} \right)^{\frac{k-1}{k}}} {1 - \left( \frac{P_{M}}{P_{t, k}} \right)^{\frac{k-1}{k}}} \right) } \]  

The mixing layer modeling is presented in detail in Appendix B.

Thus the overall energy loss coefficient can be determined by summing up \( \varepsilon_{P} \) and \( \varepsilon_{I} \).

\[ \varepsilon_{M} = \varepsilon_{P} + \varepsilon_{I} \]  

By evaluating the boundary layer parameter the question arises how the boundary layer is affected by the coolant flow injection. Two opposite views of this problem are found in the literature. Ito, Eckert and Goldstein [7] neglected the influence of the coolant injection on the boundary layer development whereas other investigators assumed a total merging of the coolant flow into the boundary layer. In the latter case the boundary layer will be thickened which results in higher frictional losses. In the present paper two different approaches have been applied to the calculation of the integral boundary layer parameters for the suction side. For the first one, which is called "Theory I", the assumption is made that the boundary layer becomes turbulent at the location of the coolant injection. In the second case ("Theory II") the influence of the injected airflow on the boundary layer development has been neglected and the transition point has been determined using conventional criteria.

The third loss prediction model, which is denoted as "Theory III", is based on the STANCOOL computer program [9]. The injection model used in this program has been modified in order to take account for a partial penetration of the coolant flow into the main stream.

The overall energy loss coefficients have been calculated for the 6 tested single row configurations following the 3 different loss prediction methods. The results are shown in Fig. 12, Fig. 13 and Fig. 14 for the configurations A, B and E respectively. The cooling injection rows are located for these configurations along the profile suction side. The predicted losses are compared with the corresponding experimental data. It can be seen from the plots of the overall energy loss coefficient versus the coolant mass flow rate that the losses at high blowing rates will be overestimated if "Theory III" is applied. This result implies that despite the modification of the injection model the portion of the coolant flow forced to remain within the boundary layer is too high. This fact leads to a blowing-up of the boundary layer and consequently to increased losses. Especially for the configuration E with coolant injection near the stagnation point, where the boundary layer is usually very thin, this effect becomes more evident.

The best agreement with experiment is obtained if the overall energy loss coefficient is predicted by using "Theory I". This statement is valid for all investigated test cases. Since "Theory II" does not account for the influence of the cooling air injection on the boundary layer development, the viscous losses and thus the overall loss coefficient will be underestimated.

5. CONCLUSIONS

Results of detailed flow measurements carried out on turbine cascades with different film cooling hole arrangements at varying coolant mass flow rates and main stream Mach numbers are presented and discussed. It turned out that the averaged cascade exit flow angle is not affected by the film cooling air injection. Different tendencies in the total pressure loss coefficient versus the coolant mass flow rate were observed for front and rear film cooling row locations. As shown by the results obtained for the guide vane with full film cooling the partitioning of the coolant mass flow can be optimized as regard to the overall aerodynamic cascade performance.

From the theoretical analyses it can be concluded that the best approach for the overall energy loss prediction in comparison to the experimental results will be achieved by superimposing the mixing layer model and the integral boundary layer calculation method.
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Fig. 1: Fully film cooled turbine guide vane

Fig. 2: Single row configurations
Fig. 5: Cross sectional view of the cascade test rig

Mean diameter $d_m$ 350 mm
Blade height $h$ 44 mm
Chord length $l$ 481 mm
Axial chord length $b$ 315.5 mm
Pitch/Chord ratio $t/l$ 0.693
Geometric inlet angle $\alpha_0$ 0°
Exit outlet angle $\alpha_1$ 19.5°
Number of blades $z$ 33
Configuration B

Fig. 5: Circumferential distribution of the flow angle and the total pressure coefficient in the cascade exit plane

Configuration C

Fig. 6: Influence of the cooling mass flow rate on the total pressure loss coefficient
Fig. 7: Comparison of the total pressure loss coefficient and the energy loss coefficient for different partitioning of the cooling mass flow.

Fig. 8: Visualization of the injected carbon dioxide jet for the single row configuration.
Fig. 9: Film cooling loss model with a mixing layer

Fig. 10: Flow channel for constant pressure mixing
Fig. 11: Mixing model for the exit region

Fig. 12: Comparison of the predicted and the experimental overall energy loss coefficients for the single row configuration A
Fig. 13: Comparison of the predicted and the experimental overall energy loss coefficients for the single row configuration B.

Fig. 14: Comparison of the predicted and the experimental overall energy loss coefficients for the single row configuration E.
APPENDIX A
AERODYNAMIC LOSS COEFFICIENTS IN TERMS OF BOUNDARY-LAYER PARAMETERS

In order to obtain the aerodynamic loss coefficient at station "M" the aftermixed conditions have first to be determined in terms of the boundary-layer parameters at station "I" (see Fig. 11). The conservation of mass, axial and tangential momentum and energy between stations "I" and "M" results in the following equations if the static pressure $p_1$ and the exit angle $\alpha_1$ are considered to be constant in the circumferential direction.

**Mass conservation**

$$\rho_1 c_s \cos \alpha_1 F \int_0^{z_1} \rho c \cos \alpha_1 du + \int_0^{z_2} \rho c \cos \alpha_1 du + p_{K,te} c_{K,te} n \frac{n+1}{2} = \rho M c_M \cos \alpha_M t$$

(A1)

**Axial momentum**

$$\rho_1 c_{1s}^2 \cos \alpha_1 F \int_0^{z_1} \rho c \cos \alpha_1 \cos \alpha_1 du + \int_0^{z_2} \rho c \cos \alpha_1 \cos \alpha_1 du +$$

$$p_1 (t - d \cos \alpha_1) + p_B d \cos \alpha_1 = (p_{M} \cos \alpha_M \cos \alpha_M + p_M) t$$

(A2)

**Tangential momentum**

$$\rho_1 c_{1s} T_{1s} \cos \alpha_1 F \int_0^{z_1} \rho c T_{1s} \cos \alpha_1 du + \int_0^{z_2} \rho c T_{1s} \cos \alpha_1 du +$$

$$p_K c_{K,te} \cos \alpha_1 n \frac{n+1}{2} (p_B - p_1) d \sin \alpha_1 = p_M \cos \alpha_M \cos \alpha_M \sin \alpha_M t$$

(A3)

**Energy equation**

$$\rho_1 c_{1s} T_{1s} \cos \alpha_1 F \int_0^{z_1} \rho c T_{1s} \cos \alpha_1 du + \int_0^{z_2} \rho c T_{1s} \cos \alpha_1 du +$$

$$p_M c_M \cos \alpha_M \cos \alpha_M \cos \alpha_M$$

(A4)

with

$$F = t - d \left( \frac{\sin \alpha_1}{\cos \alpha_1} + \cos \alpha_1 \right) - \frac{\delta_3 + \delta_4}{\delta_4}$$

$$z_1 = \frac{\delta_3}{\cos \alpha_1}$$

$$z_2 = \frac{\delta_4}{\cos \alpha_1}$$

Introducing the dimensionless boundary-layer parameters:

$$\delta_1^* = \frac{\delta_{1s} + \delta_{1f}}{t \cos \alpha_1}$$

(A5a)

$$\delta_2^* = \frac{\delta_{2s} + \delta_{2f}}{t \cos \alpha_1}$$

(A5b)

$$\delta_3^* = \frac{\delta_{3s} + \delta_{3f}}{t \cos \alpha_1}$$

(A5c)

and using

$$\delta_{1s} = \frac{d}{t \cos \alpha_1}$$

(A6a)

$$\delta_{1f} = \frac{n}{t \cos \alpha_1}$$

(A6b)

$$\delta_{2s} = \frac{\cos \alpha_1}{h}$$

(A6c)
the simplified conservation equations can be obtained as follows:

\[ \rho_1 \cdot c_{is} \cdot \cos a_1 \cdot T_1 = \rho_M \cdot c_M \cdot \cos a_M \]  
(A8)

\[ \rho_1 \cdot c_{is}^2 \cdot \cos^2 a_1 \cdot T_2 + p_1 \cdot (1 - \delta_{fe}^2) + p_H \cdot \delta_{fe} = \rho_M \cdot c_M^2 \cdot \cos^2 a_M + p_M \]  
(A9)

\[ \rho_1 \cdot c_{is} \cdot \cos a_1 \cdot \sin a_1 \cdot T_2 + (p_B - p_1) \cdot \tan a_1 \cdot \delta_{tc} = \rho_M \cdot c_M^2 \cdot \cos a_M \cdot \sin a_M \]  
(A10)

\[ \rho_1 \cdot c_{is} \cdot T_{lo} \cdot \cos a_1 \cdot T_3 = \rho_M \cdot c_M \cdot T_{to} \]  
(A11)

with

\[ T_1 = 1 - \frac{b}{c} - \frac{\delta_{te}}{T_{te}} \]  
\[ T_2 = 1 - \frac{b}{c} - \frac{\delta_{tc}}{T_{tc}} \]  
\[ T_3 = 1 - \frac{b}{c} - \frac{\delta_{te}}{T_{te}} \]

From the definition for the critical Mach number and the expression for the critical velocity in a perfect gas

\[ M^* = \frac{C}{\delta} \]  
\[ c* = \sqrt{\frac{2 \cdot \kappa}{\kappa + 1} \cdot R \cdot T_t} \]

we get the axial and tangential components of the critical exit Mach number at station "W" from the equations A8 to A11:

\[ M^*_{X,u} = D \]  
(A12)

\[ M^*_{Y,a} = \frac{C}{\delta} \cdot \sqrt{\frac{2 \cdot \kappa}{\kappa + 1} \cdot R \cdot T_t} \]  
(A13)

where is

\[ C = \sqrt{\frac{T_{tc} \cdot \cos a_1 \cdot M_{eis}^2}{T_{te} \cdot \cos a_1 \cdot M_{eis}}} \]

\[ D = \sqrt{\frac{T_{tc} \cdot \sin a_1 \cdot \cos a_1 \cdot M_{eis}^2}{T_{te} \cdot \sin a_1 \cdot \cos a_1 \cdot M_{eis}}} \]

Then the critical Mach number at station "W" can be calculated by

\[ M^* = \sqrt{M_{eis}^2 \cdot M_{X,u} + M_{eis}^2 \cdot M_{y,a}} \]  
(A14)

The temperature ratio \( \frac{T_{te}}{T_{tc}} \) used in the expressions C and D can be determined by the combination of equations A8 to A11.

\[ \frac{T_{te}}{T_{tc}} = \frac{T_{tM}}{T_{tL}} \]  
(A15)

The conservation equations have been solved in a similar method as given by L.J. Goldman and R.E. Gauer. The present theory takes into account the fact that at thick trailing edges the pressure downstream the trailing edge may differ considerably from that in the free stream. Thus the base pressure terms in the axial and tangential direction are added to the momentum equations.

The energy loss coefficient can be calculated from the following equation...
\[
\xi_p = 1 - \frac{(1 + Y_K) \cdot c_m^2}{c_s^2 + Y_K \cdot c_{K,te,M}^2}
\]  
(A16)

where
\[
c_m^* = \sqrt{\frac{2 \kappa}{\kappa - 1}} \cdot R \cdot T_{m}\n\]
(A17)
\[
c_{K,te,M} = \sqrt{\frac{2 \kappa}{\kappa - 1}} R \cdot T_{tk,te} \cdot \left[ 1 - \left( \frac{p_{tk,te}}{p_{tk,te}} \right)^{\frac{\kappa - 1}{\kappa}} \right]
\]
(A18)
\[
c_{M} = M^* \cdot c_m^*
\]
(A19)

APPENDIX B

The calculation method for the mixing process between the coolant flow injected into the mainstream at various locations at the blade profile with the main fluid is briefly described.

The following assumptions are made:

(a) Friction is neglected,
(b) Coolant and mainstream fluid are perfect gases,
(c) Coolant and mainstream fluid have the same specific heats independent of temperature,
(d) The inlet total pressure \( p_t \) and the static pressure \( p_1 \) at station 1 are not influenced by the coolant injection,
(e) The mainstream velocity at the location of injection before mixing takes place is not influenced by coolant injection.

The mixing process in the mixing layer is considered to be a constant pressure mixing process. Fig. 10 sketches this mixing process at constant pressure in a one-dimensional channel. The conservation equations can be written as

\[
\rho_m \cdot c_m \cdot A_m + \rho_K \cdot c_K \cdot A_K = \rho_m \cdot c_m \cdot A_m
\]
(B1)
\[
\rho_m \cdot c_m \cdot A_m + \rho_K \cdot c_K \cdot A_K = \rho_m \cdot c_m \cdot A_m
\]
(B2)
\[
\rho_m \cdot c_m \cdot A_m + c_p \cdot T_{tk,te} + \rho_K \cdot c_K \cdot A_K \cdot c_p \cdot T_{tk} = \rho_m \cdot c_m \cdot A_m \cdot c_p \cdot T_{tk}
\]
(B3)

Introducing
\[
Y_K = \frac{\hat{\theta}_K}{\hat{\theta}_m}
\]
(B4)

with
\[
\hat{\theta}_K = \rho_K \cdot A_K \cdot c_K
\]
(B5)
\[
\hat{\theta}_m = \rho_m \cdot A_m
\]
(B6)

and solving the equations B1 to B3 gives the aftermixed exit Mach number \( M_m \) as follows

\[
M_m^2 = \frac{1}{(1 + Y_K)(T_{tk,te} + Y_K \cdot T_{tk,K})(1 + \frac{\kappa - 1}{2} \cdot M_m^2) \cdot \kappa - 1}
\]
(B7)

The total pressure loss \( \frac{P_{tk,m}}{P_{tk,te}} \) than can be determined by

\[
\frac{P_{tk,m}}{P_{tk,te}} = \left( \frac{1 + \frac{\kappa - 1}{2} \cdot M_m^2}{1 + \frac{\kappa - 1}{2} \cdot M_m^2} \right)^{\frac{\kappa}{\kappa - 1}}
\]
(B8)

assuming that \( p_w = p_m \).
The mixing process downstream the blade row between the mixing layer and the unaffected mainstream is sketched in Fig. 9. The equations of conservation can be written

\[ \dot{m}_M (1-\sigma) + \sigma \cdot \dot{m}_0 + \dot{m}_K = \dot{m}_M = \rho_M \cdot c_M \cdot A_M \]  
(B9)

\[ (\dot{m}_0 + \dot{m}_K) \cdot c_M - \dot{m}_0 (1-\sigma) \cdot c_{1U} - (\dot{m} \cdot \sigma + \dot{m}_K) \cdot c_{ML} = (P_1 - P_M) \cdot A_M \]  
(B10)

\[ (\sigma \cdot \dot{m}_0 + \dot{m}_K) \cdot T_{KL} + \dot{m}_0 (1-\sigma) \cdot T_{LO} = (\dot{m}_0 \cdot \dot{m}_K) \cdot T_{LM} \]  
(B11)

where

\[ c_{p0} = c_{p1} = c_{pM} \]

\[ A_1 = A_M \]

and \( \sigma \) is the ratio of the mass flow of the fluid in the mixing layer approaching the blade row to the total mass flow in the mainstream.

Rearranging and solving the equations B9 to B11 gives the aftermixed velocity \( c_M \) to

\[ c_M = \frac{A}{2} - \sqrt{\frac{A^2}{4} - \frac{2k}{k+1}} \cdot R \cdot T_{LM} \]  
(B12)

where

\[ A = \frac{2k}{k+1} \left[ \frac{1-\sigma}{1+Y_k} \cdot c_{1s} + \frac{\sigma + Y_k}{1+Y_k} \cdot c_{ML} + \frac{p_{1M} - A_M}{\dot{m}_0 (1+Y_k)} \right] \]  
(B12a)

The aftermixed total temperature \( T_{LM} \) can be determined by

\[ T_{LM} = \frac{1-\sigma}{1+Y_k} \cdot T_{LO} + \frac{\sigma + Y_k}{1+Y_k} \cdot T_{ML} \]  
(B13)

The quantities \( T_{ML} \) and \( c_{1s} \) in the equations B12 to B13 can be calculated using the procedure for constant pressure mixing developed above. The static pressure in the aftermixed station "M" can be obtained by

\[ p_M = \left[ T_{LM} - \frac{c_M^2 (k-1)}{2k+R} \right] \cdot \frac{R (1+Y_k) \cdot \dot{m}_0}{\rho_M \cdot c_M} \]  
(B14)

Thus the energy loss coefficient \( \eta_i \) due to mixing of the coolant flow with the mainstream can be calculated from

\[ \eta_i = 1 - \frac{(1+Y_k) \cdot c_{ML}^2}{c_{1s}^2 + Y_k \cdot c_{K,M}^2} \]  
(B15)

where \( c_{K,M} \) is determined by

\[ c_{K,M} = \sqrt{\frac{2k}{k-1} \cdot R \cdot T_{K} \left[ 1 - \left( \frac{p_M - A_M}{\rho_{TK} \cdot k} \right) \right]} \]  
(B15a)
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RÉSUMÉ

Cette étude est abordée uniquement du point de vue aérodynamique et a pour objet de définir les effets d'un écoulement tridimensionnel sur un jet placé en incidence et en dérapage. La trajectoire, la vitesse, les dimensions du jet sont déterminées.

Sur le plan expérimental, des mesures de pression et de vitesse sont réalisées. La mesure d'un coefficient d'intermittence du jet au moyen d'un système de détection par fil chauffé permet de caractériser la trajectoire et la forme du jet.

Les résultats expérimentaux montrent que la trajectoire du jet est peu influencée par l'angle de dérapage pour les rapports de quantités de mouvement utilisés.

Sur le plan théorique, une méthode intégrale de calcul, basée sur l'utilisation des équations de continuité et de Navier-Stokes moyennées sur la section transversale du jet est employée. D'autre part, la vorticité longitudinale générée dans le jet, déterminée par une équation de transport et l'introduction d'un effet "puits" permettent de calculer les vitesses transversales induites.

La confrontation entre les résultats du calcul et de l'expérience indique un accord satisfaisant.

SUMMARY

The objective of this paper is to define, the interaction effects between a jet introduced from the side wall and the 3-D secondary flow of a turbine inlet guide vane. Only aerodynamical effects are studied. The trajectory, velocity and characteristic lengths of the jet are determined.

The experimental work gives the measurements of pressure and velocity. The measurement of an intermittence coefficient with a hot wire allows also the definition of the trajectory and the shape of the jet.

Experimental results show that the jet trajectory is weakly influenced by yaw angle of the hole for the ratio of momentum quantities used.

Theoretical prediction is done with the help of an integral calculation method based on the use of continuity and Navier-Stokes equations averaged on the transverse section of the jet. The streamwise vorticity generated in the jet and predicted with a transport equation, and the introduction of a sink effect allow the computation of the induced transverse velocities. Experimental results and calculated quantities are in a good agreement.

LISTE DES SYMBOLES

- \( a \) : demi-grand axe de l'ellipse
- \( C_{ax} \) : corde axiale
- \( C_p \) : coefficient de trainée
- \( C_p \) : coefficient de pression \( C_p = (p - p_r) \frac{1}{2} \rho v_i^2 \) (1 référence amont)
- \( h_n \), \( h_b \) : métriques associées au système \((s,b,n)\) (figure 1)
- \( \mathbb{I} \) : matrice identité
- \( K_{sn}, K_{sb} \) : courbures de la trajectoire respectivement selon \(n\) et \(b\).
- \( N, B \) : repère \((N, B)\) (figure 1) ou coordonnées dans ce repère
- \( P \) : pression statique
- \( P_r \) : pression d'arrêt
- \( P_{ar} \) : pression d'arrêt de référence à l'ornière de la grille
- \( R_o \) : rayon de l'orifice d'injection

**Note:** Travaux financés par la DRET.
I. INTRODUCTION

L'augmentation des performances aérothermodynamiques d'une turbomachine nécessite de disposer d'un certain nombre de méthodes de calcul capables de prendre en consideration l'ensemble des phénomènes physiques rencontrés. Dans cette optique, la compréhension des phénomènes associés aux écoulements secondaires, provoqués par le développement dans une roue mobile ou fixe des couches limites sur le moyeu et sur le carter de la machine, est un des points clef du problème. Cette étude aborde les interactions des écoulements secondaires avec des écoulements de refroidissement. En effet, pour le cas des turbines à gaz, l'accroissement des performances peut être obtenu en utilisant des températures en entrée de la turbine élevées. Un dispositif de refroidissement par injection parfois obligatoire. Ce refroidissement des parois de la machine, constituées par le moyeu et le carter (ou plateformes), s'effectue dans la zone d'influence des écoulements secondaires. Il est en général réalisé par injection discrète de fluides à basse température. La présence de ces injections par orifices peut entraîner des pertes aérodynamiques dans les premiers étages de la turbine refroidie. Il est alors primordial de connaître une part de la physique du développement des jets dans un passage interaube de turbine et d'autre part de mettre en évidence la modification du comportement des écoulements secondaires en présence de ces injections. Deux aspects de ce problème sont à étudier, l'aspect thermique et l'aspect aérodynamique, seul le dernier sera considéré dans cette étude.

La première partie de ce travail est de nature expérimentale. Une grille plane d'aubes distributrices de turbine a été utilisée. Le développement des écoulements secondaires en absence et en présence d'injecteurs à la paroi a été étudié. Dans ce papier, nous présenterons particulièrement les trajectoires de jets isolés introduits selon différentes configurations (décrit, angle de dérapage, localisation dans la grille). L'ensemble des résultats relatifs à l'étude expérimentale des écoulements secondaires en absence d'injecteur est présenté dans la référence [1]. La seconde partie de ce papier est de nature théorique. La méthode de calcul d'un jet unique, introduit dans un écoulement tridimensionnel, est présentée. Cet article constitue une première étape dans la réalisation d'un calcul complet de l'écoulement dans une grille distributrice de turbine à gaz en présence d'injecteurs parietaux discrètes. La méthode utilise une décomposition du champ de vitesse \( \vec{V} \) de l'écoulement en une partie \( \vec{V}_1 \), donnée par la grille d'aubes en absence de jet et une autre \( \vec{V}_2 \) qui caractérise le jet.

La décomposition précédente est introduite dans les équations de conservation générales qui sont ensuite traitées en appliquant une série d'hypothèses de type couche limite liées à la direction privilégiée d'évolution du jet. Les équations obtenues sont intégrées dans la section transversale du jet pour aboutir à une formulation intégrale.

Avant d'aborder ces divers points, nous allons donner une description qualitative des phénomènes observés dans un jet introduit en incidence et dérapage dans un écoulement extérieur tridimensionnel.

II. PHYSIQUE DU DEVELOPPEMENT D'UN JET INJECTE DANS UN ECcouLEMENT TRIDIMENSIONNEL

Un jet injecté à partir d'une paroi dans un écoulement bi ou tridimensionnel peut être décomposé en trois zones :

- Une première zone dite "à potentiel" à proximité immédiate de l'orifice (de 1 à quelques
diamètres). Elle est caractérisée par un noyau au sein duquel la pression d'arrêt reste constante et où il se crée une vorticité importante sur la périphérie sous forme de tourbillons organisés.

. Une zone intermédiaire, zone de mélange et d'interaction forte avec l'écoulement extérieur. Les structures tourbillonnaires formées vont s'adapter à l'écoulement extérieur puis évoluer vers leur destruction. Le jet va s'aligner avec l'écoulement externe.

. Une zone éloignée du jet (10 à 30 diamètres) où la vitesse moyenne dans le jet est pratiquement égale à celle de l'écoulement extérieur.

Trois effets importants régissent la dynamique du jet (Figure 1).

Les effets de trainée

La zone proche de l'orifice du jet a été étudiée en détail par Mousse et al. [2]. Au niveau de l'orifice, le jet se comporte comme un corps solide souple. Mousse et al. ont montré ainsi, que l'écoulement transversal extérieur à un jet rond subissait une déclération très similaire à celle ressentie autour d'un cercle ou d'une ellipse pour le cas d'un jet rond en incidence. En aval du jet se développe un sillage. Celui-ci est sous certains aspects très semblable à celui émis en aval d'un cylindre solide, en particulier les fréquences d'émission des tourbillons de Karman sont identiques dans les deux cas pour un même écoulement externe. La présence du sillage en aval du jet introduit au niveau du jet une différence de pression statique entre les faces amont et aval du jet, que l'on peut associer globalement à une force de trainée. Sous l'action de cette trainée, le jet va alors se courber. La nature particulière du jet, par rapport à un corps solide souple équivalent, va alors se manifester, dès l'apparition de cette courbure, par la mise en mouvement de zones tourbillonnaires dans le jet lui-même [1].

Effet des tourbillons contrarotatifs

La zone proche de l'orifice du jet a été étudiée en détail par Mousse et al. [2]. Au niveau de l'orifice, le jet se comporte comme un corps solide souple. Mousse et al. ont montré ainsi, que l'écoulement transversal extérieur à un jet rond subissait une déclération très similaire à celle ressentie autour d'un cercle ou d'une ellipse pour le cas d'un jet rond en incidence. En aval du jet se développe un sillage. Celui-ci est sous certains aspects très semblable à celui émis en aval d'un cylindre solide, en particulier les fréquences d'émission des tourbillons de Karman sont identiques dans les deux cas pour un même écoulement externe. La présence du sillage en aval du jet introduit au niveau du jet une différence de pression statique entre les faces amont et aval du jet, que l'on peut associer globalement à une force de trainée. Sous l'action de cette trainée, le jet va alors se courber. La nature particulière du jet, par rapport à un corps solide souple équivalent, va alors se manifester, dès l'apparition de cette courbure, par la mise en mouvement de zones tourbillonnaires dans le jet lui-même [1].

Effets d'entrainements

Le débit mesuré au travers de différentes sections du jet augmente de l'amont vers l'aval. Cette augmentation paraît être due à deux phénomènes, l'un lié à la diffusion turbulent du jet que l'on peut rapprocher de l'effet d'entraînement dans un jet monodimensionnel, l'autre lié à un effet potentiel caractérisant la captation des lignes de courant de l'écoulement situé à l'extérieur du jet. Cette captation peut se comprendre de la façon suivante : le fluide observé dans un plan transversal est convecté vers le centre du jet puis, entraîné le long de la trajectoire S par la vitesse longitudinale. Dans ce plan transversal, cet effet tridimensionnel peut alors être modélisé par un puits localisé vers le centre du jet (réf. [4], [6], Figure 1).

III. ÉTUDE EXPÉRIMENTALE

III.1. Les moyens d'essais

Dispositif expérimental

L'étude a été réalisée sur une soufflerie de grille d'aubes plane. La grille d'aubes est une grille directrice de turbine à gaz. Les aubes non rivées présentent une envergure de 0.274 m et une corde de 0.163 m (allongement e/c = 1.68). Le pas interaube est de 0.141 m (solidité c/q = 1.16). Le calage compté par rapport à la direction axiale est de 41°30'. La grille est constituée de 9 aubes.

Un système commandé par une centrale d'acquisition permet de déplacer une sonde dans la veine d'essais. La sonde est introduite à l'intérieur de la veine au travers de fentes réalisées dans la paroi en plexiglas opposé à celle sur laquelle se développe la zone visqueuse à étudier. Ces fentes sont parallèles au front de grille (Figure 2). Elles déterminent les stations de mesure.

Le dispositif d'injection utilisé

Trois positionnements différents du jet dans le passage interaube ont été étudiés (Figure 2). Le premier (G) est situé au bord d'attaque et au milieu du passage, les deux autres au niveau du col entre les fentes 6 et 9 l'une à 0.025 m de l'extrados (A), l'autre à 0.920 m de l'extrados (B). Le diamètre de l'orifice est de 0.0022 m. L'angle β de l'orifice est fixé sur une pièce cylindrique qui peut tourner autour de son axe Y pour définir différents angles ϑ en dans le plan X - Z. Les différents paramètres utiles pour chaque positionnement de jet sont présentés Table 1.

TABLE 1
Deux rapports de vitesse ont été étudiés : $V_0/V_{ex} = 0.65$ et $V_0/V_{ex} = 2.50$ (où $V_{ex}$ représente la vitesse locale de l'écoulement externe à la zone visqueuse et où $V_0$ représente la vitesse débitante en sortie d'orifice).

Un système de chauffage du jet permet d'augmenter de 50°C la température de l'air injecté par rapport à la température de l'écoulement dans la grille.

### Moyens de mesure

#### Mesures de pression dans l'écoulement

Les mesures de pression sont réalisées à l'aide d'une sonde "5 trous" de type "cobra". Le diamètre de la tête de sonde est de 0.015 m. Un étalement de la sonde associé à une utilisation d'une méthode de zéro (alignement de la sonde avec l'écoulement) permet d'obtenir les angles du vecteur vitesse par rapport à la grille, la pression d'arrêt, la pression statique et le module de la vitesse de l'écoulement. Le champ aérodynamique est alors complètement défini.

#### Mesures de pression sur l'aube

Un aubage muni de prises de pression statique (dont le nombre avoisine 1 200) permet de connaître le champ de pression statique sur l'aube.

#### Détectio thermique du jet

Vous verrons qu'il est difficile de détecter au moyen de la sonde de pression le jet en particulier dans le cas du petit rapport de vitesse. Un système de détection thermique a été mis au point. Son principe est simple. Le jet est chauffé à une température d'environ 100°C au dessus de la température de l'écoulement dans la grille. Un fil chaud à faible coefficient de surchauffe est utilisé comme thermomètre. Le traitement du signal pris aux bornes du fil chaud est effectué électroniquement. La localisation du jet se réduit alors à une mesure du coefficient d'intermittence $F$.

Le signal aux bornes du fil chaud, amplifié 50 000 à 100 000 fois et dont l'allure est présentée Figure 3, est introduit dans un système "contrôleur de seuil" qui permet de ramener le niveau "froid" du signal à un seuil de référence. On évite ainsi les problèmes de dérive de la température de l'air de la soufflerie. Le second étage électronique est utilisé en détection des bouffées chaudes issues du jet. On compare à un seuil réglable. En sortie, un signal logique est obtenu, de niveau 0 Volts pour le fluide froid et 5 Volts pour le fluide chaud que l'on utilise en commande d'un générateur 1 MHz. Le comptage des impulsions donne la mesure du coefficient d'intermittence $F = 5$ étant alors le rapport entre la somme des durées des signaux à 5 Volts (correspondant aux bouffées chaudes du jet) et la durée totale de la mesure.

### III.2. Présentation et interprétation des résultats expérimentaux

#### Conditions aérodynamiques en amont de la grille

Le nombre de Reynolds calculé sur la corde du profil et la vitesse amont est $R_\infty = V_\infty \sqrt{\frac{\rho}{\mu}} = 165 000$. L'épaisseur de la couche limite sur les plateformes est voisine de $0.050 m$, l'épaisseur de déplacement est $c_f = 0.0043 m$ pour un facteur de forme $H_{X,\infty} = 1.34$. Le coefficient de frottement calculé à l'aide de la méthode de Clauser a pour valeur $C_f = 1.5 \times 10^{-2}$. L'angle $\theta$ fait par l'écoulement avec la direction axiale est voisin de $\theta = 0$ en dehors de la couche limite. Il existe cepeni un très léger vrillage de celle-ci (Figure 4) à proximité de la paroi.

#### Répartition de pression statique sur l'aubage

Les répartitions de pression statique en absence d'injection à la paroi, sont présentées Figure 5 sous la forme d'un coefficient de pression $C_P = (P - P_t)/\frac{1}{2} \rho V_\infty^2$. L'écart maximum des coefficients entre l'extrados et l'intrados existe à $X/C_{ex} = 0.50$. Par contre, à l'extrados une différence très importante est observée. La pression statique augmentant lorsque l'on se rapproche de la paroi. Cette variation de pression essentiellement due à la présence du tourbillon de passage est responsable de déficits de force d'aubages [7].

Les répartitions de pression statique ne sont pas modifiées en présence des injections utilisées.

#### Injection au point 0 avec un rapport de vitesse $V_0/V_{ex} = 2.50$ et sans dérapage $\delta_n = 0$

Les courbes isopression d'arrêt montrent que le jet est parfaitement détecté au moyen de la sonde de pression pour les stations 6, 7, 8. Un accroissement de la pression d'arrêt est observé au centre du jet, il existe également une modification de la forme des courbes isopression d'arrêt près de la paroi, le sillage de la partie potentielle du jet étant visible détecté pour la station 6 (Figure 6a). Le champ de pression statique n'est que localement perturbé, le minimum de pression statique dans le jet correspond au maximum de la vitesse locale $V_0$ (Figures 6b, 6c). La présence du jet est notament distinguée par
observation des vecteurs-vitesses $(\mathbf{V}_u + \mathbf{V}_h}$ (Figure 7). On note la tendance globale du jet à tourner dans le même sens que l'écoulement secondaire. Les courbes iso-interruptions présentées Figures 8 a 10e montrent que le développement du jet se fait avec une diffusion pratiquement équivalente dans les directions Y et Z. Il existe deux centres à fort coefficient d'interruption A. Ces centres correspondent à des noyaux de fluide chaud issu du jet. Notons que le centre situé près de l'endroit a tendance à rester très marqué vis à vis de l'autre. Également la rotation de l'axe reliant ces deux centres est assez prononcée lors de l'évolution dans le passage tout en conservant une structure en "haricot". Près de la paroi existe une zone non influencée par le jet dont l'épaisseur est voisine de 0.005 m, ce qui peut s'expliquer par la valeur initiale assez importante de l'angle d'incidence $\alpha$. Le développement de l'écoulement secondaire n'est pas sensiblement influencé par la présence du jet, ce dernier peut être considéré comme une perturbation locale qui se superpose à un écoulement principal obtenu dans la grille en absence d'injection.

**Injection au point 0 avec un rapport de vitesse $V_s / V_a = 0.65$ et sans dérapage $\alpha_o = 0^\circ$**

Le jet ne modifie pas sensiblement la répartition de pression d'arrêt sauf très près de la paroi (Figure 9). Le champ de pression statique n'est pas modifié. Il n'est plus possible de distinguer le jet autrement que par détection thermique. Les courbes iso-interruptions présentent encore une structure de type "haricot" (Figures 10a, 10b, 10c, 10d). La diffusion du jet se fait de façon privilégiée dans le sens extrados-intrados (direction Z). Le rapport des largeurs de jet étant environ égal à 2.

**Injection au point 0 avec un rapport de vitesse $V_s / V_a = 0.65$ et un dérapage $\alpha_o = -45^\circ$ et $\alpha_o = +45^\circ$ (Figures 11a, 11b, 11c et 12a, 12b, 12c)**

Dès qu'un dérapage du jet par rapport à l'écoulement de grille existe, la structure en "haricot" présentée par les courbes iso-interruptions disparaît ; il semblerait qu'il n'existe plus alors qu'un seul centre organisé. Il n'est heureusement plus possible, dans ce cas d'injection, de tirer des conclusions précises sur les structures tourbillonnaires issues de la diffusion du jet. Les niveaux maximum du coefficient d'interruption diminuant rapidement vers l'aval dans le passage. Les courbes iso-interruptions ont alors une allure similaire à celles rencontrées dans un jet rond non défilé, bien que la diffusion dans le sens Z soit encore nettement précédencée par rapport à celle existant dans le sens Y.

**Injection au point A et au point B**

L'angle de dérapage a été choisi égal à $\alpha_o = 45^\circ$ ce qui correspond sensiblement à un alignement de l'axe du jet avec l'écoulement moyen dans la section d'injection. Le rapport de vitesse est également de $V_s / V_a = 0.65$ où $V_a$ est la vitesse absolue moyennée dans la section sur le canal interaube. Une diffusion importante peut être identifiée du côté de l'extrados de l'aubage pour chacune des injections (Figures 13, 14).

**Description des trajectoires des jets**

Le lieu maximal du coefficient d'interruption est tracé Figures 2 et 15. Dans le cas d'injection au point 0 pour un débit fort ($V_s / V_a = 2.58$), le jet a tendance à se-loigner de la plateforme en se rapprochant de l'endroit par rapport au cas similaire à faible débit ($V_s / V_a = 0.65$). Ceci s'explique aisément par la différence entre l'énergie cinétique du jet et celle du fluid de l'écoulement de grille. $\alpha_o$ se réduisant pour les cas d'injection au point 0 à différents angles de dérapage, la trajectoire du jet est peu influencée par les conditions initiales imposées par cet angle. La comparaison de la position de la trajectoire du jet avec celle des lignes de courant obtenues à l'aide d'un calcul aube à aubage de l'écoulement nain est fournie Figure 2. On note une surdéflexion de ces trajectoires par rapport aux lignes de courant, surdéflexion engendrée par la présence de l'écoulement secondaire créé par la grille elle-même, et associée au développement de la couche visqueuse pariétale.

**Dilution des jets dans l'écoulement de grille**

Deux grandeurs peuvent décrire la dilution du jet dans l'écoulement de grille. En premier lieu le coefficient d'interruption caractérise la façon dont le noyau du jet se mêle à l'écoulement principal. La décroissance de ce maximum est pratiquement identique pour tous les jets issus d'un même orifice (Figure 16). En second lieu, l'évolution de la section du jet dans le plan $Z = Z$ donne une idée de la diffusion transversale du jet (Figures 8, 10, 11, 12).

**IV. LA METHODE DE CALCUL**

Nous avons porté notre choix sur une méthode intégrale, ceci pour des raisons de rapidité de calcul et de facilité de mise en œuvre, mais aussi afin de permettre un traitement ultérieur de plusieurs rangées de jets simultanément immerses dans l'écoulement tridimensionnel existant dans la grille.

Nous décrirons dans la suite toutes les étapes qui nous ont amenés à un système de six équations (continuité, équations de quantité de mouvement) et 2 équations de production tourbillonnaire à six inconnues qui sont les suivantes :

- $V_s$ : vitesse maximum dans la section du jet pour la zone établie.
- $\mathbf{S}$ : surface transversale.
\( \alpha_n, \alpha_m \): angles définissant la trajectoire (Figure 1).

\( \Gamma_1, \Gamma_2 \): circulations respectives des deux tourbillons contrarotatifs

Dans la zone potentielle, à proximité immédiate de l'orifice du jet, nous utiliserons, à la place de \( V_j \), une variable \( k \). Celle-ci détermine la fraction de la surface \( V \) totale occupée par la zone potentielle elle-même.

IV.1. Équations générales

Si une forme conservative, les équations du mouvement s'écrivent dans un repère fixe :

\[
\nabla \cdot (\rho \mathbf{V}) = 0
\]

\[
\nabla \cdot (\rho \mathbf{V} \mathbf{V} - \mathbf{S}) = \frac{\mathbf{F}}{\rho}
\]

Si nous négligeons les forces de volume \( \frac{\mathbf{F}}{\rho} \), le système devient :

\[
\nabla \cdot (\rho \mathbf{V}) = 0
\]

\[
\nabla \cdot (\rho \mathbf{V} \mathbf{V} - \mathbf{S}) = 0
\]

\( \mathbf{S} \) est le tenseur des contraintes : \( \mathbf{S} = -p \mathbf{I} + \mathbf{c} \)

\( p \) comprend les tensions de Reynolds.

Les équations sont écrites pour un problème stationnaire dans un repère curviligne orthogonal \( (S, n, b) \) : \( S \) est associé à la direction de la trajectoire du jet (Figure 1). Quelques hypothèses apportent des simplifications notables aux équations, nous supposerons ainsi que la surface \( (b, n) \) est plane ( \( h_b = h_n = 1 \) ) ; également, les phénomènes de diffusion selon la direction \( S \) seront négligés ( \( \frac{\partial \psi}{\partial S} \sim 0 \) ). Les équations résultantes sont exprimées en détail dans la référence [4]. Dans ce qui suit, nous considérons, tout d'abord, le système de base formé de l'équation de continuité et des trois composantes de l'équation de quantité de mouvement.

IV.2. Moyenne des équations

La décomposition du champ de vitesse :

\[
\mathbf{V} = \mathbf{V}_s + \mathbf{V}_e
\]

est introduite dans le système de base. Nous les équations obtenues sont simplifiées par l'utilisation d'une série de 6 hypothèses.

H1 : Les rayons de courbures des lignes \( s \) selon \( b \) et \( n \) sont grands devant une dimension caractéristique du plan transversal du jet. Les conséquences de cette hypothèse sont les suivantes [4] :

\[
\frac{\partial \psi}{\partial S} \gg \frac{\psi}{h_b} \quad \frac{\partial \psi}{\partial S} \sim \frac{\partial \psi}{\partial n}
\]

avec \( i = n \) ou \( b \)

H2 : Le terme \( \frac{\partial \psi}{\partial S} \) est imposé par l'écoulement extérieur associé à \( \mathbf{V}_s \).

H3 : Les tensions de résistance à l'avancement sont nulles sur le bord du jet. Cette hypothèse est assez grossière (Moussa [7]), cependant les termes correspondants seront négligés dans les équations du mouvement.

H4 : Le champ extérieur de vitesse \( \mathbf{V}_e \) varie peu sur l'étendue de la surface transversale du jet.

H5 : Hors du jet, la composante \( V_s \) s'identifie à la composante \( V_e \) donnée par l'écoulement extérieur.

H6 : De plus et parce que seuls les phénomènes aérodynamiques nous occupent ici, nous supposerons que la masse volumique \( \rho \) est imposée par l'écoulement extérieur et est constante dans la section du jet.

Le système d'équations après utilisation de (2) et de ces hypothèses est intégré sur l'étendue de la surface transversale du jet. Nous obtenons le système suivant [4] :

\[
\mathbf{E} = \mathbf{F} \quad (I a)
\]
L'équation de quantité de mouvement selon $n$ est obtenue en intervertissant dans (4c) les indices $n$ et $b$, cette équation sera $4d$.

Les courbures $K_{sb}$ et $K_{ma}$ peuvent s'écrire directement en fonction des angles $\alpha_b$ et $\alpha_m$ (inconnus du problème):

$$K_{sb} = \frac{d\alpha_b}{ds}$$

$$K_{ma} = -\cos\alpha_b \frac{d\alpha_m}{ds}$$

Le terme $E(4a, 4b)$ traduit l'entraînement de masse du fluide extérieur dans le jet. Notons la présence du terme de fluctuation $\int V'_b \, d\sigma$ qui modifie sensiblement l'influence de $E$ sur l'évolution de $\tau$. L'équation de quantité de mouvement selon $a$ (4a), admets plusieurs termes sources associés aux fluctuations de vitesse $V'_b$, $V'_m$, aux courbures $K_{sb}$, $K_{ma}$ de la ligne $S$ et à l'entraînement de quantité de mouvement du fluide extérieur ($V'_b E$). Notons l'absence des forces de traction (hypothèse H3). Les équations de quantité de mouvement selon $n$ et $b$ comportent plus une trainée qui est isolée dans le second membre de $4c$, $4d$. Ajouté aux termes précédents de fluctuation et d'entraînement ($E V'_b$), ce terme permet l'introduction dans le calcul du phénomène de courbure du jet.

IV.3. Les relations de formes

a.- Forme de la surface transversale $\Sigma$ et profils de vitesse $V'_b$.

Dans la zone établie, la forme de la surface transversale est modélisée par une ellipse dont le rapport du grand axe sur le petit axe est donné par $a/b = 4$. Le profil de vitesse $V'_b$ est choisi par une relation affine sur l'ellipse, selon la loi suivante [9]:

$$V'_b = V'_s \left(1 - \frac{R'_b}{R'_s}\right)$$

le petit axe est aligné avec la normale principale à la trajectoire $\mathbf{N}$, le grand axe avec le vecteur de torsion $\mathbf{H}$.

Dans la zone potentielle le rapport $a/b$ sera variable de façon à obtenir une adaptation continue de la forme du jet à l'orifice (cercle) vers l'ellipse d'excentricité 4. Le profil de vitesse aura une forme similaire mais tronquée dans sa partie supérieure [9] pour tenir compte de l'étendue de la zone à pression d'arrêt constante.

De ces différents modèles nous déduisons l'expression des intégrales suivantes [4]:

$$\int_{\sigma} V'_s \, d\sigma = V'_s \int_{S_0} \frac{\mathbf{S}}{S_0}$$

(7a)
\[ \int \nabla^2 \, d\sigma = V^2 \, \sigma \frac{S_{\infty}}{S_{\infty}} \]  \tag{7b}

avec dans la zone établie :

\[ S_{\infty} = 3.5 \]

\[ S_{\infty} = .5833 \]  \tag{8}

et dans la zone potentielle

\[ S_{\infty} = 7/(1 + 5 \, k^2) \]

\[ S_{\infty} = 7(1 + 5 \, k^2)/(2 + 5 \, k^2) \]  \tag{9}

k est une variable substituée à la variable principale \( V_j \) dans la zone potentielle. Cette variable vaut 1 initialement et s'annule à l'extrémité aval de la zone potentielle.

b.- La traînée

Les termes de tension et de gradient de pression normaux à la trajectoire du jet (second membre des équations 4c, 4d) seront inclus dans une force de traînée supposée dirigée selon la projection de \( \nabla \) dans le plan orthogonal au jet (4) soit :

\[ \int \left[ \frac{\partial^2 \sigma}{\partial b^2} - \frac{\partial^2 \sigma}{\partial b^2} \right] \frac{1}{Re} \left[ \frac{\partial^2 \sigma}{\partial b^2} - \frac{\partial^2 \sigma}{\partial m^2} \right] \right) d\sigma \rightarrow \] 

\[ + \int \left[ \frac{\partial^2 \sigma}{\partial m^2} - \frac{\partial^2 \sigma}{\partial m^2} \right] \frac{1}{Re} \left[ \frac{\partial^2 \sigma}{\partial m^2} - \frac{\partial^2 \sigma}{\partial b^2} \right] \right) d\sigma \rightarrow \] 

avec \( C \approx 1.8 \) [9].

c.- L'entraînement

L'entraînement de fluide extérieur dans le jet a deux origines principales :

- La première est liée à la diffusion turbulente. L'entraînement est alors proportionnel au périmètre du jet et à l'excès de vitesse axiale au sein du jet [9] :

\[ E_A = \rho K_A V_j \sqrt{\sigma} \]

\[ K_A = 0.137 \]

- La seconde est liée à l'effet de traînée, en considérant la présence d'un puits potentiel situé sous la partie aval du jet (Figure 1). L'entraînement s'exprime alors par (Le Grives [11]) :

\[ E_z = \rho C_z \frac{a \sqrt{V_{m}^2 + V_{n}^2}}{2} \]  \tag{11b}

L'expression finale du coefficient d'entraînement est alors :

\[ E = E_A + E_z \]  \tag{12}

d.- Modélisation des vitesses transversales

Le champ de vitesse transversale est induit par les deux tourbillons contrarotatifs d'intensité \( \Gamma_x \) et \( \Gamma_y \), et le puits d'intensité \( E_z \) (11b). A partir d'une modélisation déjà utilisée par Fern et Weston [11] nous avons choisi une répartition superficielle de ces trois radeurs. La localisation de ces singularités est schématisée sur la Figure ci-après.

Les tourbillons sont localisés aux points focaux de l'ellipse, tandis que le puits est situé dans le quart inférieur de l'ellipse (\( X \) est dirigé vers le centre de courbure).
Les répartitions surfaciques sont les suivantes :

\[ N_i = \frac{\Pi_i}{\Pi a} e^{-\frac{u_i^2}{2}} \quad \text{avec} \quad u_i = \frac{\alpha_i}{a} \quad \text{pour} \quad i = 1 \quad (43a) \]

\[ E = \frac{1536}{\pi a^5} E_z \left( \frac{a}{b} - u \right) \quad \text{si} \quad u < \frac{a}{b} \quad \text{avec} \quad u = \frac{\alpha_i}{a} \quad (43b) \]

\[ E = 0 \quad \text{si} \quad u > \frac{a}{b} \quad (43c) \]

Les vitesses induites se déduisent de ces répartitions par l'application des théorèmes de circulation et des principes de conservation du débit :

\[ V_8' = -\frac{\Pi_i}{\Pi a} \mathcal{J}(u_i) \sin \theta_i - \frac{\Pi_i}{\Pi a} \mathcal{J}(u_i) \cos \theta_i - \frac{E_i}{\Pi a} F(u) \cos \theta \quad (44a) \]

\[ V_i' = \frac{\Pi_i}{\Pi a} \mathcal{J}(u_i) \cos \theta_i + \frac{\Pi_i}{\Pi a} \mathcal{J}(u_i) \sin \theta_i - \frac{E_i}{\Pi a} F(u) \sin \theta \quad (44b) \]

avec les définitions :

\[ \mathcal{J}(u) = 1 - \frac{u^2}{v} \]

\[ F(u) = \frac{u}{a} \quad \text{si} \quad u > \frac{a}{b} \]

\[ F(u) = 3072 \left( \frac{u}{16} - \frac{v^3}{3} \right) \quad \text{si} \quad u < \frac{a}{b} \]

Enfin \( \hat{\Pi}_i \) et \( \hat{S}_i \) sont déterminés par l'écriture de l'équation de transport des tourbillons \( \hat{\Pi}_i \) et \( \hat{S}_i \), écrite dans un repère \( (S,b,n) \) [4] :

\[ \frac{d}{ds} \left( \frac{\hat{\Pi}_i}{\hat{S}_i} \right) = \frac{2}{\hat{S}_i} \left( \frac{k_{ib}}{3} \frac{dV}{d} - m \frac{dV}{d} \right) \quad (45) \]

Cette équation est également moyennée sur \( \mathcal{V} \) en utilisant \( \hat{\Pi}_i \) et \( \hat{S}_i \), on obtient :

\[ \left[ \int \mathcal{V}_i \frac{d}{dV} \left( \frac{\hat{\Pi}_i}{\hat{S}_i} \right) \right] dV + \left[ \int \mathcal{V}_i \frac{\hat{\Pi}_i}{\hat{S}_i} \right] dV = 0 \]

\[ -\frac{1}{3} \frac{d}{ds} \left[ \frac{1}{2} \mathcal{V}_i \frac{d}{dV} \left( \frac{k_{ib}}{3} \frac{dV}{d} - m \frac{dV}{d} \right) \right] + \frac{512}{16} \frac{V_i}{\hat{V}_i} (v k_{ib} + \lambda k_{ib}) = 0 \quad (46) \]

où \( \mathcal{V} \) est une ellipse de référence de grand-axe 1 et de petit axe 1/4.

\( \mathcal{V} \) correspond à chaque demi surface contenant le tourbillon \( \hat{\Pi}_i \) (i = 1, 2), \( \mathcal{C} \) correspond au contour de \( \mathcal{V} \), et \( \hat{V}_i \) est une vitesse longitudinale moyenne à l'entour de l'ellipse :

\[ \hat{V}_i = \hat{V}_i + \frac{2}{x} V_{2i} \quad (47) \]
Le champ de vitesses $\mathbf{V}$ déterminé par les équations (14) est alors projeté dans le repère $(\mathbf{b}, \mathbf{c})$ : 

$$
\begin{align*}
V'_x &= \rho V'_x + \lambda V'_y \\
V'_y &= \lambda V'_x - \rho V'_y \\
V'_z &= 0
\end{align*}
$$

avec 

$$
\lambda = \frac{b \cdot N}{b \cdot b} \quad \text{et} \quad \rho = \frac{b \cdot b}{b \cdot b} \quad (19)
$$

Les relations (13) à (19) nous permettent alors de calculer les différentes intégrales contenues dans les équations (4).

Notons que cette étude présentée ignore les effets de parois ou des autres jets adjacents mais que ceux-ci peuvent être introduits dans la modélisation.

IV.4. Comparaison du calcul et de l'expérience

Les résultats du calcul sont présentés Figures 17 à 22. Ils correspondent aux cas d'expériences présentés précédemment. Les variations des trajectoires, des vitesses et de la vorticité sont présentées. Les données du calcul sont : les conditions d'injection à l'orifice $(V_0, \sigma, \alpha_0, \alpha_{in})$ et l'écoulement extérieur $V$. Ce dernier est moyenné selon $x$. Ainsi nous avons :

$$
\begin{align*}
\dot{V}_x &= \dot{V}_x(x, \lambda_1) \\
\dot{V}_y &= 0 \\
\dot{V}_z &= \frac{V'_z(x, \lambda_1)}{20}
\end{align*}
$$

Les trajectoires

Les trajectoires issues du calcul sont comparées aux résultats expérimentaux Figures 1, 10, 19. Les trajectoires dans le plan $(X, Z)$ (Figures 17, 18) se rapprochent moins de l'extérior que ne l'indique l'expérience. La déflexion des jets par rapport aux lignes de courant de l'écoulement main étant due à l'écoulement secondaire (tourbillon de passage), il est vraisemblable que la moyenne selon $z$ appliquée sur $V$ ait détruit l'effet local de $V$.

Dans le plan $(x, y)$ les trajectoires correspondent assez précisément à celles déterminées expérimentalement (Figure 19). Cependant le calcul n'inclut ni les effets de parois ni la présence de vitesses $V_4$ non nulles (imposées par l'écoulement secondaire en particulier près de l'extrados où $V_4 < 0$) ; ainsi la tendance du jet injecté en A à s'éloigner de la paroi est incorrectement prédite.

Evolution de la vitesse maximale dans le jet

Elle est décrite Figure 20. Les résultats expérimentaux et théoriques, malgré le peu de points de comparaison, paraissent en accord. Il existe une légère augmentation de $V_2$ dans la zone accélérée de la grille d'aube, qui semble trouver son origine dans le terme $(V_2, E)$ de l'équation de quantité de mouvement selon $z$. Nous présentons également Figure 21 un calcul effectué avec les mêmes conditions d'injection, mais avec un profil de vitesses $V_2$ bidimensionnel non accéléré, de type couche limite. Dans ce dernier calcul $V_2$ tend régulièrement vers 0, ce qui correspond bien à une évolution espérée.

Evolution de la vorticité (Figure 21)

Nous remarquons une forte production près de l'orifice d'injection, puis, après avoir atteint un maximum, la circulation se met à décroître régulièrement.

La production importante est due à une forte déflexion associée aux gradients de vitesse $\dot{V}_4 / \lambda_1, \dot{V}_5 / \lambda_2$ importants dans la première zone du jet (Cf. équation (15)). Avec la diminution, elle est due à la rotation de la surface transversale du jet. Cette rotation a pour effet d'inverser les signes de $\lambda$ et $\sigma$ (égalité (19)) entraînant ainsi un changement de signe du terme de production dans les équations 16-1, 16-2.

Sur la Figure 23 est présentée l'évolution de la vorticité dans un écoulement $\mathbf{V}$ bidimensionnel avec des conditions d'injections identiques à celles utilisées précédemment (Figure 22). La rotation de la surface est alors absente et les courbures s'annulant, la circulation tend vers une valeur constante. Rapelons en effet que la dissipation n'agit pas directement sur l'évolution de la vorticité d'après (16-1).
V. CONCLUSIONS

Du point de vue expérimental, nous avons pu, par l'utilisation d'un système de détection par fli chaud, décrire les trajectoires et formes de jets uniques injectés sous différentes conditions dans la grille d'aubes. Il apparaît que le champ aérodynamique créé par le jet ne modifie que localement celui créé par la grille d'aubes. L'un des tourbillons générés par la déflexion du jet reste marqué alors que l'autre est détruit par l'écoulement secondaire. L'influence de l'angle de dérapage sur l'évolution du jet est faible. La diffusion latérale est dans chaque cas plus importante que la diffusion normale à la paroi. Du point de vue prédiction théorique, la méthode de calcul semble bien adaptée à la situation aérodynamique complexe rencontrée. Les effets de parois pourraient être pris en compte assez simplement en superposant au champ de vitesse transversale calculé, le champ de vitesse induit par un jet image par rapport à la paroi. Les structures peuvent sans doute être améliorées notamment au niveau de l'entraînement de type potentiel.

Ce travail présente des perspectives intéressantes en ce qui concerne l'étude expérimentale et théorique de jets multiples. Le formalisme de la méthode de calcul restant le même, l'influence des jets entre eux pouvant être introduite facilement au travers des vitesses transversales induites.
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Tableau 1

<table>
<thead>
<tr>
<th>ORIGINE DU JET</th>
<th>O</th>
<th>O</th>
<th>O</th>
<th>O</th>
<th>A</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_0 / V_{ox} )</td>
<td>2.66</td>
<td>0.65</td>
<td>0.66</td>
<td>0.66</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{n} ) (deg)</td>
<td>0</td>
<td>0</td>
<td>-45</td>
<td>45</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{b} ) (deg)</td>
<td>60</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Représentation et coupe transversale du jet, systèmes d'axes.

Fig. 2. La grille d'aubes, stations de mesure, trajectoires des jets et lignes de courant extérieures.

Fig. 3. Système électronique de détection et de mesure du coefficient d'intermittence.
Fig. 4. Conditions aérodynamiques en amont de la grille.

Fig. 5. Répartition de la pression statique sur l'aube.

Fig. 6. Courbes iso-valeurs station 6 jet (0), $v_v/v_{ex} = 2.58$
- A pression d'arrêt
- B pression statique
- C vitesse $v_v$

Fig. 7. Vecteurs vitesse $\bar{V}_n + \bar{V}_k$ station 7 jet (0), $v_v/v_{ex} = 2.58$. 
Fig. 3 Courbes iso-intervalle jet (O),
\[ V_{j}/V_{ex} = 2.58 \] stations 6 (A), 7 (B),
8 (C), 9 (D), 10 (E).

Fig. 2 Courbes iso-pression d'arrêt jet (O),
\[ V_{j}/V_{ex} = 0.60 \] station 6.
Fig. 10. Courses iso-intermittence jet (C), \( V/V_\text{ex} = 0.65 \), \( \eta = 0 \) at stations 6(A), 7(B), 8(C), 9(D).

Fig. 11. Courses iso-intermittence jet (C), \( V/V_\text{ex} = 0.65 \), \( \eta = -45 \) at stations 6(A), 7(B), 8(C).
Fig. 12. Courbes iso-intermittence jet (10),
\(\frac{V_o}{V_x} = 0.65, \alpha = 45^\circ\) stations 0(A),
7(b), 0(c).

Fig. 13. Courbes iso-intermittence jet A
station 10.

Fig. 14. Courbe iso-intermittence jet B station 1°.

Fig. 15. Trajectoires des jets, plan (X,Y).

Fig. 16. Coefficient d'intermittence maximum des jets.
Fig. 17. Trajectoires, comparaison calcul-expeérience.

Fig. 18. Trajectoires, comparaison calcul-expeérience.

Fig. 19. Trajectoires, comparaison calcul-expeérience.

Fig. 20. Calcul de la vitesse jet (0) $V_0/V_{ex} = 2.50$.

Fig. 21. Calcul de la vitesse dans un écoulement bidimensionnel à gradient de pression nul.

Fig. 22. Calcul de la vorticité jet (0) $\Gamma_0/R_0V_{ex} = 2.50$.

Fig. 23. Calcul de la vorticité pour un écoulement bidimensionnel à gradient de pression nul.
DISCUSSION

G.M. Dibellios, Cie

Your subject has been a most rewarding one from the point of view of the study. Could you please comment on the practical background of the subject; who would like to introduce jets from the side wall for cooling purposes in such a fashion?

Author's Reply

Madame Bourguignon (from the SNF/CMA) shows us in the presentation of a previous paper that it is necessary, due to high temperature in HIP turbine, to cool the blades and also the sidewalls of the stage. We think that on the blade, the aerodynamical interaction can be calculated by 2-D boundary layer and jet calculations. In the region of the sidewall, where the flow is 3-D, the problem is more difficult. We decided to study this situation.

F. Tarada, UK

You mentioned in your oral presentation the dearth of experimental data regarding jets injected into a three-dimensional free-stream. Could you please elaborate on your sources for the empirical correlations required for the closure of the conservation equations? Have you any plans to improve the empirical correlations, and in particular the physical justifications behind them?

Author's Reply

We use empirical correlations available in the literature about the evolution of jets injected in 2-D flows (see references). For example, the drag force correlation is that presented in a work of Rouet et al. and most other authors. In our case, where very few literature references exist, we can look at the effect of the variation of our empirical correlations on the results of the computation. We want also to develop other experiments on single and multijet evolutions in 3-D secondary flows.
AERODYNAMIC EFFECT OF COOLANT EJECTION IN THE REAR PART OF TRANSONIC ROTOR BLADES
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SUMMARY

DFVLR/Göttingen made an investigation on transonic turbine blades designed by Rolls-Royce/Bristol concerning the aerodynamic penalties of coolant flow for two alternative cooling configurations. Rolls-Royce designed a blade with a thick trailing edge where the coolant is ejected through slots in the trailing edge and a second blade with a thin trailing edge where coolant is ejected through a row of holes on the pressure side and a row of holes on the suction side. Tests were performed in the plane cascade wind tunnel at DFVLR. The results indicate the sensitivity of the blade performance to cooling configuration and coolant flow rate. By combining measured data from blade surface and wake traverses it was possible to separate the various loss mechanisms. So the separate losses due to the momentum of the coolant, change of base pressure, change of blade friction could be determined quantitatively as a function of coolant flow rate.

NOMENCLATURE

c chord length

c_B = (P_0 - P_2)/(P_0 - P_2) (base pressure coefficient)

Cm ratio of coolant mass flow to main stream mass flow

I kinetic energy deficit of coolant (see chapter 'Aerodynamic effect of Film Cooling')

Ma Mach number

Ma_p surface Mach number derived from local static pressure and inlet total pressure

O throat width

p static pressure

p_0 total pressure

n/a_0 non-dimensional surface length

t pitch

t_e trailing edge thickness

T_0 total temperature

w velocity

x bitangential coordinate

a angle

\Theta_s stagger angle

\kappa ratio of specific heats

p gas density

\varepsilon = 1 - \frac{w_2^2}{w_2^2} \frac{1 - (\frac{p_0}{p_0})^{\frac{k-1}{k}}}{1 - (\frac{p_0}{p_0})^{\frac{k-1}{k}} + \frac{k-1}{2} \frac{Ma^2}{\kappa}} (energy loss coefficient)

\varepsilon' = 1 - \frac{(1+C_m) w_2^2}{w_2^2 + C_m w_2} (thermodynamic efficiency loss)

\delta_c profile loss (see chapter 'Evaluation of Results')

C_m equivalent slot width = coolant holes area/span
INTRODUCTION

With the continuing trend to increase the working gas temperature in high pressure turbines, air cooling of the blades is an indispensable feature. One of the most difficult parts of the blade to cool is the trailing edge region, because of the need to maintain as fine a trailing edge as possible, in order to minimize the aerodynamic loss. If convection cooling is employed, the trailing edge is necessarily thick in order to accommodate the internal holes or slots. However, it may be that the ejected coolant energizes the wake and mitigates the aerodynamic losses. Alternatively a thin trailing edge with film cooling can be considered. In this case it is possible to have films on one or both surfaces of the rear part of the blade. Here the interaction between the coolant and the main stream gas is a potential source of aerodynamic loss.

EXPERIMENTAL ARRANGEMENT

The experiments were performed in the rectilinear cascade tunnel at DFVLR-AVA. This facility is a suction type tunnel and a detailed description is given in reference [1]. The Reynolds number based on chord length and design exit conditions was $8.8 \times 10^5$. During the basic measurements, there were 10 - 12 solid blades in the flow. During the measurements with simulated coolant ejection, three of them were replaced by hollow blades equipped with cooling slots or holes. The blade chord was 60 mm and the blade span 125 mm. Thus the span/chord aspect ratio was slightly above two to ensure two-dimensional flow at the mid span.

The cooling slots or holes of the hollow blades extended over only two-thirds of the blade span, but as the experimental values were only taken in the mid span of the blade this should not influence the results. The bleed air was supplied to the hollow blades from both sides to ensure constant conditions over the blade span. Furthermore more than 30 pressure tappings were distributed on the mid span of the profile contour to measure the pressure distribution. The design conditions of the two blades can be seen from Table 1.

### Table 1 - Design Conditions

<table>
<thead>
<tr>
<th>Blade</th>
<th>RE</th>
<th>RF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{e1}$</td>
<td>0.452</td>
<td>0.452</td>
</tr>
<tr>
<td>$M_{e2}$</td>
<td>1.15</td>
<td>1.15</td>
</tr>
<tr>
<td>$a_1^*$</td>
<td>150°</td>
<td>150°</td>
</tr>
<tr>
<td>$a_2^*$</td>
<td>20.6°</td>
<td>20.6°</td>
</tr>
</tbody>
</table>

The holes are inclined at an angle of 22° to the pressure surface and at an angle of 29° to the suction surface.

EVALUATION OF RESULTS

In order to determine the performance of the cascade, wake flow measurements are made by traversing a wedge-type probe behind the cascade (Fig. 3). From the data on the inhomogeneous flow in the traverse plane, the properties of the equivalent uniform outlet flow are obtained by applying the equations of conservation of mass, momentum, and energy [2,3]. One of the results is the total pressure loss or the equivalent energy loss $\xi$ of the cascade. The total pressure loss or the energy loss $\xi$ do not give a true impression of the aerodynamic effect of ejection because they are affected by the coolant flow but exclude its energy input. The energy loss derived from thermodynamic efficiency, denoted $\xi^*$ here does include it, but in order to compute $\xi^*$ one needs the properties of the coolant flow at the exit of the cooling holes or slots. Of the properties of the coolant (see Fig. 3) the total temperature $T_0$, and the total pressure $p_0^*$, were measured. But $p_0^*$ was measured only inside the hollow blades. If one assumes that the static pressure at the exit of the cooling holes is equal to the measured surface static pressure (measured with cooling flow) this pressure $p_0^*$ is also known. In the case of choked conditions inside the cooling holes or slots one sets the cooling flow Mach number to 1 and gets from this condition also the static pressure of the coolant. From the known mass flow of the coolant and the known static pressure $p_C$, it is possible to compute the total pressure $p_C^*$ of the coolant at
the exit of the cooling holes or slots by using the continuity equation. These values can then be used to compute the thermodynamic efficiency loss $\Delta'$. 

In order to know the aerodynamic effect of the coolant flow, it is desirable to separate the effects of coolant energy and of mixing on the measured total loss from the effect of the coolant flow on the real profile loss which comes from boundary layers, base pressure etc. Referring to fig. 3, the main flow mixes with the coolant flow near the exit of the cascade. If the local properties of the main flow where it mixes with the coolant flow are known, then one can compute the homogeneous downstream flow by integrating and using the same equations of continuity, momentum and energy as were used for computing the homogeneous flow values from the inhomogeneous flow measured by the probe. As only the local surface static pressure and the values of the downstream homogeneous flow are known, one has to perform the reverse procedure. To put it simply, one uses the measured downstream values of the mixed homogeneous flow and the known properties of the coolant flow to compute iteratively a homogeneous 'main flow' at the exit of the cascade, where the rain flow begins to mix with the coolant and with the wake. The wake just at the trailing edge is assumed to have a thickness equal to the trailing edge thickness, and a static and total pressure equal to the measured base pressure. The computed loss of this 'main flow', including the base loss, will be denoted here as profile loss $\Delta'$. The procedure described above is similar to the analytic method of Prust [4]. But whereas Prust analytically predicts the total loss from the coolant flow properties and assumes the basic profile loss to be the same as without coolant, we have computed the effect of the coolant on the profile loss itself and so had to 'subtract' the mixing loss and the coolant energy from the measured total energy loss to get the real profile loss. A second difference to Prust is that he uses a separate formula for each effect as for example the effect of a finite trailing edge thickness or the pressure gradient work done by the coolant, whereas our procedure includes all relevant equations (continuity, momentum, energy) and so handles these effects automatically. The concept of a layer where the coolant flow mixes with the main flow near the cooling holes as it is described in ref. [5,6] is not necessary here as the cooling holes are already near the blade exit where the mixing is assumed to begin.

A result of the evaluation procedure can be seen in fig. 4 for an exit Mach number below design where the profile loss $\Delta'$ is indicated by the dashed line. The difference between the profile loss $\Delta'$ and the total loss $\Delta$ (solid line) is due to the mixing of coolant flow and main flow. This difference includes the coolant kinetic energy or momentum, the expansion work done by the coolant or the compression work done by the main flow to compress the coolant to the downstream static pressure, and the loss which comes from the different velocities of main flow and coolant (often only the latter is called mixing loss). The coolant momentum may have a positive or negative effect on total efficiency depending on the discharge angle. In fig. 4 it is shown that for coolant flow rates larger than 2.5 to 3% the difference is positive which is due to the effect of coolant momentum. If we use the procedure as an analytical tool it is possible to predict the effect of changing coolant flow properties. In fig. 4 two other curves are shown which give the computed total energy loss $\Delta'$ by assuming that the profile loss $\Delta'$ remains unchanged but the coolant has either a lower total temperature or a different discharge angle.

RESULTS FOR THE AERODYNAMIC EFFECT OF FILM COOLING

The experimental work on blade RE can be separated into three parts: basic tests on solid blading, tests with simulated coolant ejection through a row of holes in the rear part of the pressure side and coolant ejection through holes on the pressure side and the suction side simultaneously. In this paper only the tests with simulated coolant ejection are reported.

During the tests with coolant ejection on the pressure side only, the holes on the suction side were filled in and the surface was smooth. Figs. 4 and 5 show results for a subsonic and a supersonic exit Mach number respectively. The minimum profile loss $\Delta'$ is at a coolant flow rate of 2% in the subsonic case and 1% for the supersonic Mach number.

Figs. 6 and 7 give selected results for the loss coefficients when simultaneously blowing air through holes on suction and pressure sides. The total loss maximum near 2% coolant flow rate is clearly related to a maximum in mixing loss. For both the subsonic and the supersonic exit Mach number the difference between total loss and profile loss coefficients is zero near a coolant flow rate of 4.5% which means that the useful kinetic energy of the coolant exceeds the mixing losses for higher flow rates. The profile loss coefficient $\Delta'$ itself has a minimum flow rate of 2% for the supersonic exit Mach number but for the subsonic exit Mach number the minimum profile loss extends from a flow rate of 1% to 4.5%. The decrease of profile loss is effected by the useful coolant momentum having a positive effect on the boundary layers. In figs. 8 and 9 the variation of profile loss $\Delta'$ with coolant flow rate at pressure side ejection is compared with the profile loss for suction and pressure side ejection. For the subsonic exit Mach number the additional suction side ejection lowers the profile loss up to a suction side coolant flow rate of $\Delta' = 2.1\%$, but the largest decrease of profile loss is achieved by a flow rate of only $\Delta' = 0.5\%$. A loss decrease can also be observed for the supersonic exit Mach number and pressure side ejection (see dashed
line in fig. 9). So we may conclude that a decrease of profile loss can be achieved when injecting coolant flow into a locally subsonic main flow.

If \( \rho u^2 \) is interpreted as 'kinetic energy density' then

\[
I = (1 - (\rho u^2)_c - (\rho u^2)_l) = \text{cm}
\]

may be called 'kinetic energy deficit' of the coolant compared to local main flow. This kinetic energy deficit can be correlated with the mixing loss minus coolant kinetic energy, as is evident when comparing fig. 10 with figs. 4-7. But there also seems to be a negative correlation with profile loss, because for subsonic local conditions minimum profile loss seems to coincide with a maximum of the value of 'I'. If the coolant flow is not choked then I is equal to a 'Mach number deficit':

\[
I = (1 - \frac{M^2_c}{M^2_u}) = \text{cm}
\]

If the coolant Mach number reaches 1.0 inside the holes (see arrows in fig. 10) there seems to be a negative effect on profile loss. Then the coolant flow has to expand to the lower surface pressure outside of the hole. This seems to push the main flow away from the surface and on simultaneously taken schlieren photos the flow appears to be separated. When injecting coolant on the rear part of the suction side into a locally supersonic main flow a loss increase was always observed (see fig. 9). Fig. 11 shows the effect of coolant ejection on the surface velocity distribution at exit Mach number 1.14. The pressure side ejection influences also the suction side because it decreases the main mass flow. The influence of suction side ejection is more or less confined to the location of the holes. But contrary to pressure side ejection it can already be seen from the velocity distribution that suction side ejection is unfavourable for supersonic flow, as the first shock on the suction side, which comes from the trailing edge of the neighbouring blade, is more intense and a second smaller shock is induced just in front of the row of holes. Already without delivering coolant air there is a throughflow from pressure to suction side driven by the pressure difference. This leads to a loss increase at \( \text{cm} = 0 \), (see figs. 9 and 11).

RESULTS FOR THE BLADE RF WITHOUT COOLANT EJECTION

The experiments on blade RF were already partly published in [7]. Some of the results will be reviewed here and some further added.

A first rather unusual result is plotted in fig. 12. For subsonic exit Mach numbers there is a big difference between the losses of the solid and the slotted blade. Of course some further measurements had to be taken to validate these unexpected results: First the coolant air supply at the side of the slotted, hollow blades was removed and the supply tubes closed. By closing the slot in the trailing edge with cello-tape the loss returned to its high value. A small disturbance in the solid trailing-edge like a short splitter-plate gave again low losses. The mechanism giving rise to such a remarkable loss difference is not understood, but it is probably connected with the unsteady separation at the trailing edge. A similar effect which he named "cavity effect" was reported by Nash [8]. The base pressure coefficient for the solid blade was much lower than for the slotted at exit Mach number 0.76 (see fig. 15). This base pressure was not correctly given in ref. [7].

With the above mentioned evaluation method to compute the profile loss, the profile loss in front of the trailing edge can also be computed. First the measured base pressure and the measured total loss of the slotted blade were used to compute the profile loss of the slotted blade in front of the trailing edge. Then this profile loss was assumed to be constant and the pressure change divided by the value measured for the solid blade. The result is indicated in fig. 13 and it is seen that a large part of the loss increase from the slotted to the solid blade is in fact due to the increased base loss.

RESULTS FOR COOLANT EJECTION FROM A SLOT IN THE TRAILING EDGE

Tests were carried out using air at flow rates up to 6.5% of the main stream mass flow. For two exit Mach numbers figs. 13 and 14 show the different evaluated loss coefficients. The difference between solid and dashed lines is again the mixing loss due to injection of coolant air into the main flow. This difference is strongly correlated to the kinetic energy deficit 'I' plotted in fig. 16. The profile loss itself has its minimum at a coolant flow rate of 4 - 6% for subsonic flow and at 3% for supersonic flow.

The development of base pressure coefficient with coolant flow rate is shown in fig. 15. The base pressure seems to be correlated with the kinetic energy deficit 'I', too. If low momentum coolant flows into the wake the base pressure rises, but if the momentum (or kinetic energy) of the coolant is comparable to the main flow momentum, that is when the energy deficit goes to small positive or to negative values, then the base pressure decreases again.

The dashed-dotted line in fig. 13 and 14 gives the profile loss in front of the trailing edge, that is the profile loss \( \ell' \) minus the base loss. It is nearly constant with coolant flow rate as expected. When the profile loss \( \ell' \) (dashed line) is lower than the profile loss in front of the trailing edge a negative base loss is implied. This appears to
be unusual but it should be borne in mind that it occurs only when coolant is ejected and the base pressure rises above downstream static pressure. So the air in the base region is able to do work by expanding to the downstream pressure. Thus the minima in profile loss \( \xi \) are only due to the maxima in base pressure. But as the maxima in base pressure seem to be correlated with the inflow of low momentum coolant both effects partly cancel each other, so the total loss \( \xi \) may have a flat minimum as here for the supersonic Mach number (fig. 14) or a flat maximum as in fig. 13 for subsonic flow.

**Comparison Between Blade RE and RF**

In fig. 17 a comparison of blades RE and RF is made at design exit Mach number \( \text{Ma}_2 = 1.15 \). The two blades, which have the same gas deflection, display a thermodynamic efficiency difference of 3.7% with zero coolant. This is mainly due to the thick trailing edge of blade RF. Above a coolant flow rate of 3.5% the efficiency difference shrinks to only 0.6%. Now you see from geometry that the higher pitch/chord ratio of RF allows to design a rotor with RF-profiles which has less weight than a rotor with RE-profiles. Furthermore RF needs less coolant total pressure than RE to eject the same amount of coolant. So we may conclude that blade RF is comparable or even superior to blade RE if coolant flow rates above 3.5% are necessary.

**Conclusions**

From the results of this investigation the following conclusions can be drawn:

- By ejecting a moderate amount of coolant from a row of holes into subsonic local flow a decrease of profile loss will be achieved if the coolant momentum has a component in the main flow direction.
- Injecting coolant with a Mach number higher or equal to 1.0 into subsonic main flow or injecting coolant into a locally supersonic main flow will lead to an increase of profile loss.
- A blade with a thick trailing edge and coolant injection into the base region may be similar in performance to a blade with much thinner trailing edge and film cooling just in front of the trailing edge, if the blades are compared at higher coolant flow rates.
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Fig. 1 Blade RE equipped with two rows of holes

Fig. 2 Blade RF equipped with a slot in the trailing-edge
Fig. 3 Sketch of blade geometry with profile RE

Fig. 4 Pressure side coolant ejection (subsonic exit Mach number)

Fig. 5 Pressure side coolant ejection (near design)
Fig. 9 Comparison of profile losses (near design)

Fig. 10 Kinetic energy deficit (excess) of coolant

Fig. 11 Surface Mach number distribution of profile RE (near design)
Fig. 12 Comparison of different trailing edge configurations without coolant ejection.

Fig. 13 Coolant ejection from slot in the trailing edge (subsonic exit Mach number).

Fig. 14 Coolant ejection from slot in the trailing edge (supersonic exit Mach number).
Fig. 15 Base pressure coefficient with trailing edge ejection

Fig. 16 Kinetic energy deficit of coolant

Fig. 17 Comparison between blade BE and RF
DISCUSSION

G.P.Butts, CA
1. With reference to the effect of trailing edge ejection, I have observed that when the loss is at a minimum the ratio of ejection velocity to mainstream flow exit velocity = 0.5. Did you calculate this ratio (perhaps you could elucidate later)?
2. Could the explanation of reducing thermodynamic loss with film blowing at low cooling mass flow ratios be due to the closeness of the traverse plane to the trailing edge. That is, would you measure more wake loss shear at say one chord downstream.

Author's Reply
1. At exit Mach number 0.76 the ratio of coolant slot exit velocity to downstream aftermixed velocity is 0.59 with c_m = 4.3% and at exit Mach number 1.22 this ratio is 0.49 with c_m = 3%.
2. The properties of the homogeneous downstream (aftermixed) flow are independent of the axial distance of the probe from the cascade exit. This was also checked but it results already from the evaluation procedure.

T.V.Jones, UK
Loss measurements are presented as a function of coolant mass flow and the effect of the coolant separating from the surface is considered to be important. The latter is not governed by the coolant mass flux and therefore coolant mass flow might not be the correct scaling parameter when extending these results to engine conditions. Do you have information on this question of scaling?

Author's Reply
It has been tried to correlate profile loss to a quantity derived from coolant momentum. This quantity, called 'energy deficit or excess' of coolant is in the paper.

F.Taraba, UK
I have two questions:
1. Did you take into consideration the reduction in stagnation pressure due to the passage through shocks on the suction side when computing the surface Mach number distribution (Fig.11)?
2. Why does the Mach number go to zero on the pressure side (Fig.11)? You mentioned that you took Schlieren photographs of the shocks on the suction side of the blade; your paper would in my opinion be much enhanced by the inclusion of such photographs.

Author's Reply
1. The surface Mach number plotted in Fig.11 is computed from surface static pressure and inlet total pressure so it does not take into account any reduction in total pressure.
2. This is the position of the stagnation point, please compare the definition of zero x-coordinate in Fig.1.

S.C.Arora, CA
Your loss coefficients are shown as a function of coolant mass flow rate. Turbine has to expend some energy to pump the coolant to the blade. This pumping energy will depend on the amount of coolant being pumped. Will this expended energy affect your loss coefficient and how can this be taken into consideration to interpret and modify your loss coefficients?

Author's Reply
The pumping energy does not affect my loss coefficients as the energy of the coolant used in computing the loss was the energy at the exit of the holes or slots. The pumping energy could be included in the loss definition by taking it into account in the coolant energy.
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SUMMARY

The aerodynamic properties of highly loaded turbine blades are strongly influenced by local supersonic flow fields and cooling air ejection. The boundary layer interaction with shock waves and simulated cooling flows was examined in a cascade wind tunnel by means of boundary layer and wake traverses and pressure distribution measurements as well as by the application of Schlieren observation. Air was ejected through holes and slots at different locations of the blade contour. Special emphasis was put on magnitude and direction of the local jet velocity in case of multiple cooling operation. The characteristics of the blade without and with different cooling configurations were determined. The results show the effects of air ejection on boundary layer transition and shock configurations.

SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>c</td>
<td>chord</td>
</tr>
<tr>
<td>Cq</td>
<td>mass flow coefficient, ratio of coolant flow rate ( \dot{m}_c ) of one blade to mainstream flow rate ( \dot{m} ) between two adjacent blades for the same width in blade height direction</td>
</tr>
<tr>
<td>h</td>
<td>blade height = span</td>
</tr>
<tr>
<td>( H_{12} )</td>
<td>shape factor, ( H_{12} = \frac{\theta_1}{\theta_2} )</td>
</tr>
<tr>
<td>( i )</td>
<td>enthalpy</td>
</tr>
<tr>
<td>( M )</td>
<td>blade surface Mach number, ( M = f(p/p_0) )</td>
</tr>
<tr>
<td>( M_{2,th} )</td>
<td>isentropic exit Mach number, ( M_{2,th} = f(p/p_0) )</td>
</tr>
<tr>
<td>m</td>
<td>mass flow rate</td>
</tr>
<tr>
<td>o</td>
<td>throat between two blades</td>
</tr>
<tr>
<td>p</td>
<td>static pressure</td>
</tr>
<tr>
<td>( p_c )</td>
<td>total pressure</td>
</tr>
<tr>
<td>q</td>
<td>dynamic head, ( q = p_c - p )</td>
</tr>
<tr>
<td>R</td>
<td>gas constant</td>
</tr>
<tr>
<td>Re</td>
<td>Reynolds number, ( Re = w_0 c )</td>
</tr>
<tr>
<td>S</td>
<td>blade spacing, surface coordinate</td>
</tr>
<tr>
<td>( s/s_0 )</td>
<td>dimensionless surface coordinate, ( s_0 ) means surface length from ( x/c = 0 ) to ( 1 )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>total temperature</td>
</tr>
<tr>
<td>Tu</td>
<td>degree of turbulence, ( Tu = 100 \sqrt{\frac{\nu^2}{w}} )</td>
</tr>
<tr>
<td>w</td>
<td>flow velocity</td>
</tr>
<tr>
<td>x, y</td>
<td>profile coordinates, bitangential</td>
</tr>
<tr>
<td>( \theta, \phi )</td>
<td>flow angle and blade angle relative to cascade axis, see fig. 1</td>
</tr>
<tr>
<td>( \delta_1, \delta_2 )</td>
<td>displacement and momentum thickness</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>coordinate normal to blade surface</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>ratio of specific heats</td>
</tr>
<tr>
<td>( \mu )</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>( R )</td>
<td>gas constant</td>
</tr>
<tr>
<td>( Re )</td>
<td>Reynolds number, ( Re = w_0 c )</td>
</tr>
<tr>
<td>S</td>
<td>blade spacing, surface coordinate</td>
</tr>
<tr>
<td>( s/s_0 )</td>
<td>dimensionless surface coordinate, ( s_0 ) means surface length from ( x/c = 0 ) to ( 1 )</td>
</tr>
<tr>
<td>( T_0 )</td>
<td>total temperature</td>
</tr>
<tr>
<td>Tu</td>
<td>degree of turbulence, ( Tu = 100 \sqrt{\frac{\nu^2}{w}} )</td>
</tr>
<tr>
<td>w</td>
<td>flow velocity</td>
</tr>
</tbody>
</table>

Subscripts

- \( 1 \) measurement plane upstream of cascade
- \( 2 \) transferred to homogeneous exit flow from cascade
- \( c \) coolant
- \( i \) individual location of ejection, \( i = 1 \) to \( 7 \)
- \( k \) tank
- \( \text{nom} \) design
- \( p \) pressure side \( \frac{p}{p_1} \) according to \( x/c = 0 \) to \( 1 \)
- suction side \( s \) isentropic flow
1. INTRODUCTION

The required increase in the performance of advanced jet engines leads to a rise in total pressure ratio (TPR) and turbine entry temperature (TET). The RB 199 was designed 15 years ago for a combat aircraft with a TPR of 23:1 and a TET around 1600 K. The corresponding goals for a jet engine of the next generation are TPR = 25:1 and TET = 1750 K with cooled single crystal turbine blades. For comparison, the PW 2037 designed 5 years ago for a civil aircraft reaches TPR = 30:1 and TET = 1669 K with cooled single crystal turbine blades.

These high turbine entry temperatures can be obtained only by careful cooling of the turbine blades. Cooling techniques such as convection, impingement, film, transpiration or thermal barrier are applicable. However, the designer of the cooling configuration has also to consider its effect on the aerodynamic performance of the turbine because cooling often reduces the efficiency of the blading.

This aspect was discussed based on cold air cascade testing by several authors: C.H. Hauser et al. (3) summarized the comprehensive test series at NASA Lewis on stator-vane film cooling simulation with the result that the additional losses due to single row ejection can be added in order to obtain the loss for multi-row ejection. S. Ito et al. (2) investigated single-row ejection near the leading edge on both suction and pressure side. Pure trailing edge ejection was studied by O. Lawenetz (1), C.H. Sieverding (4) and G.W. Michel and F.H. Kost (5) who found a maximum gain in efficiency for a mass flow coefficient of $c_0 = 3$ to 4. W.G. Hess (6) and B. Barry (7) reported on both suction/pressure side and trailing edge ejection. A turbine stage was investigated by J. McBeKel and J.E. Elswerth (8) with TET = 783 K. A cooled vane/cooled blade configuration gave a turbine thermodynamic efficiency of $\eta_{th} = 0.83$ compared with $\eta_{th} = 0.865$ for the solid vane/solid blade configuration ("discrete" film cooling, $c_0,vane = 5$, $c_0,blade = 8.15$).

The paper presented here summarizes the influence of simulated cooling on the aerodynamic performance of an advanced turbine blade. This is the rotor midspan section of an alternative design of the RB 199 HP turbine with unshrouded blades. In total, the influence of Mach number, Reynolds number, degree of turbulence and inlet flow angle was investigated for five configurations of simulated cooling. Here, the design case and three configurations only are considered. In particular, the effect of ejection holes and coolant jets at different locations around the blade surface on the blade boundary layer in discussed.

2. TEST MODEL

The cascade was designed for two-dimensional turning of $\Delta \alpha = 100^\circ$ for an isentropic exit Mach number of $M_{out} = 0.985$, see fig. 1. The profile coordinates are given in table 1. Seven blades with a chord length of $c = 100 \, mm$ were installed in the test section. The central blade was used for wake traverse and boundary layer measurements, whereas the adjacent blades were equipped with tappings staggered in four rows along 18 mm width in the midspan region of the blade. After the implementation of these measurements, glass windows were installed in both side walls for Schlieren observations.

The first set of blades consisted of solid blades. For the simulation of cooling, the three blades in the centre were exchanged for hollow blades. This restriction to three blades is permissible because the variation of the aerodynamic parameters is marginal.

A second set of three blades was fitted with two rows of holes at the leading edge and with slots in the trailing edge, configuration A, see fig. 2 and table 2. Later two additional rows of holes were drilled on the suction side immediately downstream of the throat and on the rear pressure side, configuration B.

Finally, a third set of three blades was provided with three rows of holes in the leading edge region but no slot in the trailing edge, configuration C.

All holes in the leading edge region were inclined at $45^\circ$ with respect to the turbine axis. This arrangement reduces the danger of ingestion of mainstream air into the blade cavity near the stagnation point. Further, experiments in (1) showed considerably better cooling effectiveness in the case of such compound angle arrangements.

By these configurations the following cooling techniques could be simulated:

A Film cooling of front part, convection cooling of rear part of blade
B Film cooling of large parts of blade surface, convection cooling of rear part
C Film cooling of front part of blade only.

The metal blades were manufactured by MTU München from aluminium alloy. A check of the blade contour on a 3K3K profile measuring machine - see R. Lindemann (9) - showed values for average and standard deviation of $-0.15$ and $0.08 \, \mu m$ normal to the surface, i.e. the metal blade is thinner than it should be. Therefore, the true throat is bigger than the nominal one, see table 3. The variation of the average throat from one configuration to another lies within $0.1 \, mm$. 

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Cooling Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Film cooling of front part, convection cooling of rear part of blade</td>
</tr>
<tr>
<td>B</td>
<td>Film cooling of large parts of blade surface, convection cooling of rear part</td>
</tr>
<tr>
<td>C</td>
<td>Film cooling of front part of blade only</td>
</tr>
</tbody>
</table>

INTRODUCTION of an advanced turbine blade.
1. APPARATUS AND TEST PROGRAMME

The experiments were carried out in the High Speed Cascade Wind Tunnel of Braunschweig [10]. This facility operates continuously and allows the independent variation of Mach number and Reynolds number by changing the pressure level $P_0$ of the tank. Upstream of the cascade a turbulence grid is installed in order to produce a turbulence level $T_u$ of 4% [11]. The test section has a span of $h=300$ mm and an adjustable height of $H=250$ to 500 mm. Fig. 1 shows a view of the blade supports arranged for cooling simulation and Schlieren observation. The mainstream air has a total temperature of 313 K.

The coolant, which is air at 303 K, is delivered from a separate screw-compressor power plant station [12] and fed through both side walls into the three hollow blades. The mass flow rate was measured by a Venturi nozzle or by an orifice of DIN with standard installation. The distribution of coolant in the spanwise direction as well as over the three hollow blades was choked immediately downstream of the slots. The local mass flow deviates only by $\pm3\%$ from the average value.

For the wake traverse measurements, a wedge probe ([10]) was used 40% of chord axially downstream of the blade trailing edge plane. The average values were evaluated applying the laws of conservation, see J. Aneke [13]: The inclusion of the coolant into the loss coefficient is explained in the appendix.

The boundary layer was measured by flattened Pitot probes: A probe of $0.15 \times 1.30$ mm head size was applied at $(s/s_o) = 0.98$ in order to obtain velocity profile and integral quantity. A correction was applied on the basis of a comparison with flat plate experiments and the law of the wall [14]. Another probe of $0.30 \times 0.80$ (mm) was moved from $(s/s_o) = 0.45$ to 1.0 in order to detect boundary layer transition [15]. All boundary layer data were calculated under the assumption of constant static pressure across the boundary layer.

From the surface pressure distribution, the surface Mach number distribution was evaluated with the assumption of constant total pressure. Schlieren observations were made using a Comb Spark flash with 200 ns half-intensity period and two concave mirrors (Z arrangement).

4. COOLANT CONDITIONS

According to the individual mass flow coefficients in Table 2 the total values at design should be as follows:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>$C_q,_{tot,nom}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.2 %</td>
</tr>
<tr>
<td>B</td>
<td>5.2 %</td>
</tr>
<tr>
<td>E</td>
<td>1.2 %</td>
</tr>
</tbody>
</table>

Tests were carried out at $C_q,_{tot} = 0$, 0.5, 1.0 and 1.25 times the above mentioned design values. In order to check the individual mass flow coefficients of each row of ejection, the following procedure was applied: First the slots 1, 6 were kept open only and all the other ejection holes were blocked. The total pressure $P_{oc}$ of the coolant which was measured in the hollow centre of the blade at cascade design flow conditions was plotted versus the measured total mass flow coefficient. In a second step the holes of one row were opened and the results were plotted again. Now the difference of the two $C_q,_{tot}$ values at $P_{oc} = \text{const.}$ yields the individual mass flow coefficient $C_q$.

This procedure was continued for the other cases. It was also found that the total pressures measured in the vicinity of one blade were equal, and that the pressures in all three blades were the same.

Fig. 4 shows how the coolant total pressure $P_{oc}$ rises with the total mass flow coefficient. When the location of the stagnation point coincides with that of an ejection row, mainstream air is blown into the blade for $C_q,_{tot} < 0.4$ at configuration B; 4.2 at A and 6.2 at B. For $P_{oc} = \text{const.}$ different mass flow rates can be obtained depending on surface pressure, cross sectional area and coolant loss of the individual ejection row.

This figure shows also that considerable mass flow rates can be ejected with a coolant total pressure $P_{oc}$ which is lower than the mainstream total pressure $P_0$, although a small amount of the ejected coolant consists of air ingested at the leading edge, see Fig. 5.

The results of the calibration for the individual mass flow coefficients are plotted in Fig. 5. Mainstream air is blown into the blade at the ejection rows 1, 1 and 2 for configuration A, at 1, 1, 1 and 1.7 for B and 11.1 and 1.2 for E as shown by the shaded areas ("SUCTION"). As an example: In the case of B, $C_q,_{tot} = 0$, there is suction (negative) or ejection (positive) of the following mass flow rates:

$$C_q,_{tot} = C_q1 + C_q2 + C_q3 + C_q6 + C_q7
= -0.30 - 0.55 + 0.25 + 1.10 - 0.50 = 0$$

A comparison with the individual nominal values shows that the design flow rates could
not be obtained in some cases. There is too much coolant through the slots 1.6 and too little through the leading edge rows. I.1 and I.2 (A and B), i.e. the important leading edge cooling could not be achieved. The other rows deliver sufficient coolant, such as I.1 and I.7 for B and II.1, II.2 and II.3 for E. That means that E would provide the designed leading edge cooling.

The situation could be improved in the following way:

a) Change of row location - change of surface pressure p(s/s_o)

b) Change of geometry of the holes connecting the two cavities within the hollow blades, see fig. 2 - change of individual coolant total pressure P_o,c

c) Change of cross sectional area of individual row - change of individual mass flow rate c_Q

d) Change of ratio area/length of individual row - change of individual coolant flow loss

5. RESULTS

The results reported herein concern only the design conditions, B, = 37.9°,
M_a,th = 0.985, Nu_2 = 8.4 x 10^6. The aerodynamic behaviour of the cascade with simulated cooling is based on the basis of surface Mach number distributions, Schlieren pictures, boundary layer and wake traverse data.

5.1 Surface Mach number distributions

The surface Mach number distribution was predicted for the solid blade by a time-marching method after H.-W. Hoppel (16), see fig. 5. There it can be compared with the results of the inviscid calculation based on the true profile coordinates agrees quite well with the Mach number distribution of the solid blade. The calculated shock position is in good agreement with the measured lower peak-Mach number is caused by the shock-boundary layer interaction which triggers a laminar separation bubble. Better agreement is found by comparison with configurations B and E. In these cases the separation is suppressed due to the different structure of the boundary layer as will be shown later. In any case the flow is supersonic along the rear three quarters of the suction side. Unfortunately, c_Q,tot = 0% has not been measured. The results for c_Q,tot = 1.6% and 3.2% look very similar to 4.0%. They are omitted here for clarity.

The experimental M distributions of configuration B (rows 1.3 and 1.7 in addition to A) are shown in fig. 7. The pressure side varies very little, i.e. the coolant is mixed quickly with the mainstream air due to the strong favourable pressure gradient. However, the effect of coolant around the location I.3 on the suction side is quite clear: the flow is retarded upstream and accelerated downstream relative to the condition of the solid blade. Secondly, a higher peak Mach number is obtained for all flow rates of B including c_Q,tot = 0%. Downstream of that point, the M distribution does not show a step like the solid blade. The local mass flow coefficient amounts to c_Q = 0.3 to 0.9, see fig. 5 and causes transition before the location of M_max is reached.

The experimental M distributions of configuration B (ejection only in the leading edge region) are plotted in fig. 8. Local acceleration is visible downstream of the locations II.1 and II.3. In the range of c_Q,tot = 0 to 1.5%, the local mass flow coefficient amounts to c_Q = 0.3 to 0.5%, see fig. 5, and gives rise also to transition of the suction side boundary layer because the M distribution in the rear half looks similar to that of B. There is no separation associated with the shock.

5.2 Base pressure

The relative base pressure p_b was plotted versus the total mass flow coefficient in fig. 9. The base pressure lies close to the back pressure p_f for the solid blade and for Configuration E. However, the coolant is ejected through the trailing edge as for A and B, the base pressure is considerably higher: the mainstream air is displaced by the jet and the streamline curvature becomes concave. The maximum Mach number of the trailing edge jet was evaluated to be 0.88 and therewith lower than the base Mach number of 0.92 in that case. The outer flow entrains a part of the bleed. The same tendency of p_b = f(c_Q) was shown by G.W. Michel and P.H. Kost (51), fig. 11, and by C.H. Sieverding (41), fig. 12 and 14. The latter obtained a maximum increase in base pressure coefficient of (p_b - p_f)/0.5 p_f/w_2,th = 0.15 with p_f for no bleed. This value agrees well with 0.16 in our case (E, c_Q,tot = 2.6, p_f from solid blade because c_O6 = 0% was not measured).
5.3 Schlieren pictures

Fig. 10 to 12 show Schlieren photographs of the configurations A, B and E for the minimum and maximum total mass flow coefficient. The two centre passages are formed by blades with simulated film cooling and show nearly identical flow behaviour. However, the middle of the suction side of the upper blade is characterized by a stronger shock configuration originated by the trailing edge of the adjacent solid blade which cannot be seen in these photographs. This stronger shock agrees with the higher Mach number gradient of the solid blade at \( \frac{s}{s_{0}} = 0.65 \) to 0.75 compared with that of the blades with simulated cooling, see fig. 6 to 8. The laminar bubble due to shock boundary layer interaction at this location, also seen in the Mach number distribution on fig. 6, is visible best on the lower blade in fig. 10. The trailing edge jet is hard to see at interaction at this location, also seen in the Mach number distribution on fig. 6, to 8. The laminar bubble due to shock boundary layer gradient of the solid blade at \( \frac{s}{s_{0}} = 0 \). It can be observed clearly at \( c_{0} = 0 \) (on the lower photographs in fig. 10 and 11) because of the low local mass flow coefficients of \( c_{0} = 0 \). The strength of the trailing edge shock on the suction side is reduced with increasing values of \( c_{0} \) (left-hand photographs in fig. 10 and 11) due to the change of streamline curvature and Mach number gradient, compare fig. 7.

In the lower passage of fig. 10, light lines are visible at \( \frac{s}{s_{0}} = 0.48, 0.53, 0.87, 0.90 \) and 0.93 which can be identified as Mach lines. Their inclinations with respect to the suction surface yield Mach numbers which agree with those derived from the surface pressure distribution and \( P_{0} \). These Mach lines were caused by the pressure tappings which act as small local disturbances.

Fig. 11 shows the different local flow behaviour around the location 1.7 on the pressure side: Left black and white because of \( c_{0} = -0.5 \) (suction), right black because of \( c_{0} = +1 \) (ejection), but the jet itself cannot be seen.

The solid t.e. of configuration E in fig. 12 produces another shock configuration: A clear line starts from the wake "throat" and meets the suction side of the adjacent blade with no bubble generation. The boundary layer is clearly thicker at the trailing edge on the suction side for both B and E in comparison with A which agrees with the Mach number distributions.

Although the shock behaviour is unsteady in transonic cascade flow, repeated Schlieren photographs showed consistency of the shock configurations. The calculated shock position, see fig. 13, corresponds quite well with the Schlieren picture in figs. 11 and 12.

5.4 Boundary layer of blade suction side near trailing edge

The velocity profiles at \( \frac{s}{s_{0}} = 0.98 \) were plotted in fig. 14. The boundary layer thickness 6 with \( w_{w_{0}} = 0.99 \) is as follows (\( c_{0} = 0 \)):

<table>
<thead>
<tr>
<th>Configuration</th>
<th>( 6 ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.7</td>
</tr>
<tr>
<td>B</td>
<td>2.5</td>
</tr>
<tr>
<td>E</td>
<td>2.4</td>
</tr>
</tbody>
</table>

This tendency agrees with the observation in the Schlieren pictures. The influence of \( c_{0} \) on \( A \) is small for each configuration, but it affects the shape of the velocity profile in the inner part of the boundary layer. The fuller shape indicates a turbulent boundary layer with no separation.

The momentum thickness \( \delta_{m} \) in fig. 15 behaves similar to \( 6 \); little variation with \( c_{0} \), but \( B \) and \( E \) are roughly 50\% higher than \( A \). This verifies again the similar suction side boundary layer behaviour due to ejection on the front part of this surface for the configurations \( B \) and \( E \).

The shape factor in the lower diagram of fig. 15 indicates a turbulent boundary layer. The high level of \( H_{2} \) for \( A \) at high \( c_{0} \) shows that the boundary layer is not far from separation due to the displacement of the main streamlines by the trailing edge jet. Suction side ejection (configuration \( B \)) promotes stability, see the lower \( H_{2} \) values. Configuration \( E \) possesses the most stable boundary layer because \( H_{2} \) is lowest.

5.5 Transition measured by a traversing probe

The typical change of the shape of the velocity profile was used in order to detect transition from laminar to turbulent boundary layer transition, see [15]. Care has to be taken when compression shocks interact with the boundary layer. Results from two other experiments are discussed first, in order to illustrate the principle of the method clearly.

5.5.1 Examples of flat plate and airfoil

Data from laminar and turbulent shock boundary layer transition on a flat plate of 1 = 550 mm with pressure gradient are taken from the "classic" work of J. Ackeret et al. [17], tests I and III, and shown here in fig. 16. The second example concerns an investigation of H. Sobieczky and E. Stanewsky [18] on the airfoil CAST 10-2 of \( c = 200 \) mm,
see fig. 17.

In the upper diagrams, the boundary layer is laminar at the suction peak (x = 150 mm in fig. 16, x/c = 0.42 in fig. 17) for the following reasons:

- The surface pressure distributions p/pc and Cp show a step downstream of this location due to bubble separation. The location of the kink at the end of the step coincides with the location of the minimum in the near wall velocity or Mach number.

- The near wall velocity W0,1/w and the near wall Mach number M0,1 might be negative or close to zero in the bubble region. The difference between the local minimum and maximum Mach number is large, e.g. M0,1 = 0.53 in fig. 17.

- Around the location of the critical pressure ratio, both surface pressure and near wall Mach number rise.

- The shape factor H12 of the velocity profiles reaches very high values in the bubble region, see fig. 16.

- Typical laminar velocity profiles are shown in (17), (18). X-shocks are indicated in (17).

Transition onset is defined by the end of the pressure plateau which agrees with the location of M0,1,min in fig. 17. Transition ends at the location of M0,1,max because the near wall Mach number and the velocity profile will change steadily further downstream. In fig. 16, transition ends approximately at x = 260 mm as deduced from the velocity profiles given in (17).

Very high values of the shape factor H12 are also shown in (19) around the transition point in the case of bubble transition. There is very good agreement in the results of probe measurements and of laser-Doppler application was obtained.

In the lower diagram of fig. 16, the case for increased Reynolds number is shown and the boundary layer is now turbulent at the location of the suction peak, x = 200 mm. In fig. 17 the lower diagram shows the case where transition is forced by Carborundum grit at x/c = 0.15. The turbulent boundary layer is verified by the following items:

- There is no pressure step indicating separation as in the case of the laminar boundary layer.

- The minimum of the near wall velocity and Mach number lies clearly above zero. It occurs at the location of the critical pressure ratio or somewhat downstream. The difference between the local minimum and maximum Mach number is less than in the laminar case, e.g. M0,1 = 0.20 in fig. 17.

- Around the location of the critical pressure ratio, the surface pressure rises but the near wall Mach number falls.

- The shape factor changes to a smaller extent in the region of the critical pressure ratio.

- Typical turbulent velocity profiles are shown in (17), (18). The Schlieren pictures in (17) indicate no λ-shock.

The above criteria were used to assist the investigations on the cascade in order to detect boundary layer transition.

5.5.2 Transition of the blade boundary layer

The traversing probe results along the blade suction side are shown in fig. 18 to 20. For convenience, the ratio of dynamic heads

\[
\frac{q(n=0.15)}{q_w} = \frac{P_w(n=0.15) - p}{P_{in} - p}
\]

was plotted rather than w/w. The left-hand diagram of fig. 18 shows the typical transition behaviour. Minimum of q/qw close to zero and close to the location of the incident shock in the Schlieren photograph (fig. 10, (s/s)_S = 0.65), followed by a rise to a maximum. Therefore the transition is defined to take place between (s/s)_S = 0.61 and 0.82. At higher ejection flow rate, the behaviour is less clear, see right-hand diagram in fig. 18: The minimum is wider so that the definition of the location of transition onset becomes more difficult. The q/qw minimum lies on a higher level and the difference maximum−minimum is smaller. The rise in q/qw from (s/s)_S = 0.80 to 0.87 occurs in parallel to an increase in surface Mach number which does not correspond to the behaviour of laminar shock-bubble layer interaction in fig. 17. As the Mach number distribution shows a step with a kink at (s/s)_S = 0.65 and the Schlieren picture a bubble, the right-hand curve in fig. 18 is explained with transition approximately at (s/s)_S = 0.65 as in the case of w0,tot = 0 but with reduced length of the transition range.
The shape of the left-hand curve for configuration B in fig. 19 looks similar. The minimum is close to the location where nearly sonic conditions are reached (fig. 7, \((s/s)_S = 0.77\)). Immediately upstream, \(q/q_g\) drops down while the surface pressure rises. In agreement with the discussion about the Mach number distributions and the Schlieren pictures, it is indicated that transition has already occurred upstream of the point \((s/s)_S = 0.45\). The traversing probe could not be applied because of the high curvature of the blade suction surface. The increase in \(q/q_g\) between \((s/s)_S = 0.75\) and 0.87 is caused by thinning of the turbulent boundary layer due to the local acceleration, compare fig. 7 as well as H. Hartmet and H. Sandstede [20]. In the right-hand diagram of fig. 19, the plateau of \(q/q_g\) between \((s/s)_S = 0.78\) and 0.86 corresponds to the plateau of the surface pressure in fig. 7. The shock strength decreases slightly with increasing ejection flow rate as can be seen from the Schlieren pictures.

The minima in fig. 20 for configuration E lie on a low level, and the difference between the local minimum and maximum is considerable. However, the minimum lies clearly downstream of the suction peak in fig. 8. The steep decrease between \((s/s)_S = 0.58\) and 0.68 agrees with the fall in surface Mach number and with the distinct shock in fig. 12. The following rise in near wall dynamic head up to \((s/s)_S = 0.93\) indicates a thinning of the boundary layer due to the acceleration shown by the surface Mach number. The final drop in \(q/q_g\) agrees again with the steep M fall and with the trailing edge shock in the Schlieren photograph. This behaviour indicates that transition occurs again upstream of the range considered in fig. 20, i.e. probably already by the jets at the location II.3.

All boundary layer measurements were found to be in the subsonic range, i.e. the local Mach number lies below unity except the velocity profiles in case E, see fig. 14. Here \(M(n) = 1\) is obtained at \(n/c = 0.026\) for \(C_{Q,\text{tot}} = 0\%\) and at \(n/c = 0.029\) for \(C_{Q,\text{tot}} = 1.5\%\).

### 5.6 Wake traverse results

The loss coefficients defined in the appendix are plotted on fig. 21. The loss coefficient \(b_5\) does not take into account the coolant energy in the inlet plane. \(b_5\) falls with increasing total mass flow coefficient for all configurations. At E, the coolant total pressure is mostly higher than the mainstream total pressure, compare fig. 4, so that the average downstream total pressure may increase a little for this reason with \(C_{Q,\text{tot}}\). At A and B, \(P_0c\) is mostly lower than \(P_{01}\), but the wake is filled more and more by the trailing edge jets resulting in a relative increase of exit total pressure as well. G.W. Michel and F.H. Kost [51] observed that strong vortices are generated by a thick solid trailing edge in combination with low base pressure, and the action of trailing edge jets results in a relative increase in exit energy.

The results of \(b_5\) show that the available exit energy exceeds the primary inlet energy for \(C_{Q,\text{tot}} = 3.2\%\) at A and 4.2\% at B. In any case, the average exit total pressure is lower than the inlet total pressure. The loss of B is higher than that of A by \(\Delta b = 0.012\) due to the additional suction and pressure side ejection. The losses of B and E at \(C_{Q,\text{tot}} = 0\%\) are higher than those of the solid blade because coolant is ejected on the suction side \((c_3 = 0.3\%\) at B, \(c_3 = 0.3\%\) at E).

The loss coefficient \(b_6\) takes into account the energy of the coolant after leaving the coolant channels. Hence, this coefficient describes best the aerodynamic loss due to cooling situation. The loss coefficient of \(b_6\) can be reduced at A and B with increasing \(n/c\) by \(1/3\) relative to the solid blade due to the filling of the wake by the trailing edge jets. E is worst because the loss increase due to leading edge ejection cannot be compensated by any favourable trailing edge jets as in the cases A and B.

Finally, the loss coefficient \(b_8\) includes the losses in the narrow coolant channels inside the blade. Therefore, \(b_8\) exceeds \(b_6\), in particular at the configuration A and B because of the high jet Mach number and the length of the slots. A has the same value as the solid blade, while B and E produce higher losses in this definition.

It was stated by C.H. Hauser et al. [11] that additional losses occur by ejection on suction and pressure surface. Though it depends on the surface pressure distribution and on the local flow rate, the order of magnitude found in [11] agrees with the results presented here: For nominal conditions, there is an increase in \(b_8\) from A to B by \(\Delta b_8 = 0.008\) due to ejection at 1.3 and 1.7. There is also an increase from the solid blade to E by \(\Delta b_8 = 0.007\) due to ejection at II.1, II.2 and II.3. The loss minimum for single trailing edge ejection found by O. Lawaczek [33] and by G.W. Michel and F.H. Kost [51] with \(c_0 = 3\) to 4\% agrees with the minimum observed here, \(c_0 = 3\%\) \((C_{Q,\text{tot}} = 2\%\) at A and 3\% at B).

The measured exit flow angle of the solid blade agrees with the nominal one, see fig. 22. With cooling simulation, \(b_2\) is lower because of
- trailing edge ejection at an even lower angle (A and B)
- the thicker suction side boundary layer (ejection at 1.3 at B and II.1 at E).

Trailing edge ejection causes also the decrease of \(b_2\) with increasing total mass flow coefficient (A and B). The maximum deviation with respect to the solid blade is obtained with \(\Delta b_2 = 1.3\%\) for B at maximum \(C_{Q,\text{tot}}\).
6. CONCLUSIONS

The aerodynamic behaviour of an advanced gas turbine rotor cascade was investigated under the influence of simulated cooling. The tests were carried out in the High Speed Cascade Wind Tunnel of DFVLR Braunschweig at $\beta_1 = 37.9^\circ$, $H_{2\text{th}} = 0.985$, $Re_2 = 6.4 \cdot 10^5$, $T_{11} = 4\%$. Cold air was used as "coolant" and ejected at several locations on the suction and pressure sides and through the trailing edge as well. The following three configurations were investigated:

A Two locations in the leading edge region, slots in the trailing edge
B One additional location on both suction and pressure side
E Three locations in the leading edge region only

At B, a maximum total mass flow rate of $c_{Q,\text{tot}} = 6.6\%$ was ejected. From surface Mach number distributions, boundary layer and wake traverse measurements as well as from Schlieren observations it is concluded:

1. The nominal ejection flow rate of A and B requires a coolant cavity pressure of 92 or 95% of the mainstream total pressure. However, the leading edge cannot be served by a coolant film because mainstream air is sucked into the cavity. Leading edge film cooling is obtained at E but a higher pressure of $P_{oc}/P_{ol} = 1.08$ has to be provided.

2. The roughness due to the ejection holes near the leading edge does not influence the blade boundary layer behaviour. Case A is characterized by laminar shock boundary layer interaction and by a thin suction side boundary layer near the trailing edge.

3. Ejection at the throat location on the suction side, $(s/s_0)_s = 0.29$, causes boundary layer transition (case B). Individual ejection flow rates of $c_{Q_1} = 0.3$ to 0.9% double the momentum thickness measured on the suction side near the trailing edge.

4. Ejection at the suction side in the leading edge region, $(s/s_0)_p = 0.018$, causes transition as well (case E). The momentum thickness is of the same order of magnitude as at B.

5. The trailing edge jets give rise to a certain displacement of the rear blade boundary layer which is verified by the increased base pressure relative to the solid blade. However, a part of the wake is filled by the trailing edge jets so that the energy content in the exit plane increases with increasing ejection flow rate and can exceed the mainstream energy level in the inlet plane (cases A and B). Hence trailing edge ejection of $c_{Q_6} = 0$ to 4% is favourable.

6. The energy balance is also influenced by the level of the coolant total pressure. The inlet energy level of E is higher than that of the solid blade because $P_{oc}$ is mostly bigger than $P_{ol}$, but it is lower at A and B because $P_{oc}$ is mostly smaller than $P_{ol}$.

7. The energy losses are defined by the coefficients $t_S$, $t_S$ and $t_{SS}$ which consider the coolant energy in different ways:
   - Coolant energy not taken into account ($t_S$)
   - Energy at the end of the coolant channels entering the blade passage ($t_S$)
   - Energy in the cavity inside the blade ($t_{SS}$).

$t_{SS}$ can be 50% higher (B and E) than for the solid blade.

8. The exit flow angle is up to $1.3^\circ$ lower than that of the solid blade due to trailing edge ejection at an even lower angle with respect to the cascade axis (A and B), and due to the thicker suction side boundary layer by ejection at $(s/s_0)_s = 0.29$ (B) and $(s/s_0)_p = 0.018$ (E).
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APPENDIX

DEFINITION OF THE LOSS COEFFICIENTS

The aerodynamic loss of the flow through the cascade is expressed by the ratio of energies. The energy of the coolant is not included at the inlet plane in the parameter $i_S$:

$$i_S = 1 - \frac{0.5 \left( \frac{\rho_1^2 + \rho_c^2}{\rho_1^2 + \delta_{th}^2} \right)}{(0.5 \left( \frac{\rho_1^2 + \delta_{th}^2}{\rho_1^2 + \delta_{th}^2} \right)}$$

When the coolant energy is also included in the inlet plane, another parameter $i_S^*$ is defined:

$$i_S^* = 1 - \frac{0.5 \left( \frac{\rho_1^2 + \rho_c^2}{\rho_1^2 + \delta_{th}^2} \right)}{(0.5 \left( \frac{\rho_1^2 + \delta_{th}^2}{\rho_1^2 + \delta_{th}^2} \right)} + \frac{1}{\sum_i (0.5 \left( \frac{\rho_1^2 + \delta_{th}^2}{\rho_1^2 + \delta_{th}^2} \right) + \frac{\rho_c^2}{\rho_1^2 + \delta_{th}^2})}$$

Where it is assumed that the total temperatures of mainstream, coolant and mixed out flow are approximately equal, $T_{\text{tot}} = T_{\text{mix}} = T_{\text{jet}}$. $P_{o,\text{jet},i}$ means the individual jet total pressure and is evaluated by the surface pressure $P_i$, the total ejection mass flow rate $\dot{m}_j$ measured at the orifice, the jet total temperature $T_{o,\text{jet}}$ and the sum of the cross sectional areas $F_{ci}$ of all ejection holes and slots of one location $i$:

$$P_{o,\text{jet},i} = \frac{\rho_1}{0.5 \rho_1^2 \left( \frac{\rho_1^2}{\rho_1^2 + \delta_{th}^2} \right)} \frac{\tau_{o,\text{jet}} R(x-1)}{x-1} \left( \frac{x-1}{\rho_1^2} \right)^{\frac{x-1}{\gamma-1}}$$
$e_i$ is known from the calibration, see fig. 5:

$$\text{(A-4)} \quad e_i = \frac{c_{0i}}{c_{0, tot}}$$

Hence $e_i$ does not take into account the pressure loss in the coolant channels. This is considered in $e_i$ which agrees with the definition given in eqn. (A-2) except that $P_{o,jet}$ is exchanged for the cavity pressure $P_{oc}$.

This parameter $e_i$ is directly related to the "thermodynamic efficiency" $\eta_{th}$ and $\eta_{th}$ of B. Barry and with the "primary-air-efficiency" $\eta_{p}$ of NASA Lewis (21) and it agrees with the definition of $\xi$ of O. Lawaczeck (3). In similar way, $\xi$ of eqn. (A-1) is connected with the "performance efficiency" $\eta_{p}$ of B. Barry and with the "primary-air-efficiency" of NASA. It holds:

$$\text{(A-5)} \quad \xi = 1 - \eta_{th} = \xi$$

$$\text{(A-6)} \quad \xi = 1 - \eta_{p}$$

<table>
<thead>
<tr>
<th>$x$ (mm)</th>
<th>$y_0$ (mm)</th>
<th>$x$ (mm)</th>
<th>$y_0$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1000E 03</td>
<td>0.2240E 01</td>
<td>0.2000E 00</td>
<td>0.4830E 01</td>
</tr>
<tr>
<td>0.3965E 02</td>
<td>0.3170E 01</td>
<td>0.5300E 00</td>
<td>0.3830E 01</td>
</tr>
<tr>
<td>0.3950E 02</td>
<td>0.3900E 01</td>
<td>0.1000E 01</td>
<td>0.3000E 01</td>
</tr>
<tr>
<td>0.9800E 02</td>
<td>0.4380E 01</td>
<td>0.1700E 01</td>
<td>0.2080E 01</td>
</tr>
<tr>
<td>0.9700E 02</td>
<td>0.4890E 01</td>
<td>0.2400E 01</td>
<td>0.1440E 01</td>
</tr>
<tr>
<td>0.9500E 02</td>
<td>0.5280E 01</td>
<td>0.3100E 01</td>
<td>0.9400E 00</td>
</tr>
<tr>
<td>0.9390E 02</td>
<td>0.5900E 01</td>
<td>0.4740E 01</td>
<td>0.2500E 00</td>
</tr>
<tr>
<td>0.9200E 02</td>
<td>0.6580E 01</td>
<td>0.6500E 01</td>
<td>0.0</td>
</tr>
<tr>
<td>0.9100E 02</td>
<td>0.7830E 01</td>
<td>0.7720E 01</td>
<td>0.1400E 00</td>
</tr>
<tr>
<td>0.8053E 02</td>
<td>0.9200E 01</td>
<td>0.9400E 01</td>
<td>0.7600E 00</td>
</tr>
<tr>
<td>0.8400E 02</td>
<td>0.1116E 02</td>
<td>0.1070E 02</td>
<td>0.1580E 01</td>
</tr>
<tr>
<td>0.8081E 02</td>
<td>0.1260E 02</td>
<td>0.1158E 02</td>
<td>0.2190E 01</td>
</tr>
<tr>
<td>0.7800E 02</td>
<td>0.1388E 02</td>
<td>0.1400E 02</td>
<td>0.4300E 01</td>
</tr>
<tr>
<td>0.7446E 02</td>
<td>0.1547E 02</td>
<td>0.1631E 02</td>
<td>0.2500E 01</td>
</tr>
<tr>
<td>0.7200E 02</td>
<td>0.1653E 02</td>
<td>0.1800E 02</td>
<td>0.6040E 01</td>
</tr>
<tr>
<td>0.6902E 02</td>
<td>0.1789E 02</td>
<td>0.2014E 02</td>
<td>0.7000E 00</td>
</tr>
<tr>
<td>0.6600E 02</td>
<td>0.1918E 02</td>
<td>0.2316E 02</td>
<td>0.8170E 01</td>
</tr>
<tr>
<td>0.6316E 02</td>
<td>0.2035E 02</td>
<td>0.2610E 02</td>
<td>0.9090E 01</td>
</tr>
<tr>
<td>0.6000E 02</td>
<td>0.2163E 02</td>
<td>0.2902E 02</td>
<td>0.9790E 01</td>
</tr>
<tr>
<td>0.5733E 02</td>
<td>0.2267E 02</td>
<td>0.3228E 02</td>
<td>0.1031E 02</td>
</tr>
<tr>
<td>0.5400E 02</td>
<td>0.2385E 02</td>
<td>0.3509E 02</td>
<td>0.1063E 02</td>
</tr>
<tr>
<td>0.5123E 02</td>
<td>0.2474E 02</td>
<td>0.3700E 02</td>
<td>0.1078E 02</td>
</tr>
<tr>
<td>0.4900E 02</td>
<td>0.2546E 02</td>
<td>0.3895E 02</td>
<td>0.1081E 02</td>
</tr>
<tr>
<td>0.4695E 02</td>
<td>0.2607E 02</td>
<td>0.4175E 02</td>
<td>0.1081E 02</td>
</tr>
<tr>
<td>0.4382E 02</td>
<td>0.2691E 02</td>
<td>0.4360E 02</td>
<td>0.1070E 02</td>
</tr>
<tr>
<td>0.4105E 02</td>
<td>0.2761E 02</td>
<td>0.4561E 02</td>
<td>0.1058E 02</td>
</tr>
<tr>
<td>0.3723E 02</td>
<td>0.2835E 02</td>
<td>0.4874E 02</td>
<td>0.1030E 02</td>
</tr>
<tr>
<td>0.3410E 02</td>
<td>0.2881E 02</td>
<td>0.5200E 02</td>
<td>0.5910E 00</td>
</tr>
<tr>
<td>0.3260E 02</td>
<td>0.2900E 02</td>
<td>0.5396E 02</td>
<td>0.5630E 01</td>
</tr>
<tr>
<td>0.3053E 02</td>
<td>0.2924E 02</td>
<td>0.5700E 02</td>
<td>0.9100E 01</td>
</tr>
<tr>
<td>0.2900E 02</td>
<td>0.2932E 02</td>
<td>0.5979E 02</td>
<td>0.8670E 01</td>
</tr>
<tr>
<td>0.2717E 02</td>
<td>0.2940E 02</td>
<td>0.6330E 02</td>
<td>0.8100E 01</td>
</tr>
<tr>
<td>0.2600E 02</td>
<td>0.2942E 02</td>
<td>0.6586E 02</td>
<td>0.7520E 01</td>
</tr>
<tr>
<td>0.2358E 02</td>
<td>0.2935E 02</td>
<td>0.6900E 02</td>
<td>0.6880E 01</td>
</tr>
<tr>
<td>0.2200E 02</td>
<td>0.2920E 02</td>
<td>0.7160E 02</td>
<td>0.6200E 01</td>
</tr>
<tr>
<td>0.2028E 02</td>
<td>0.2900E 02</td>
<td>0.7400E 02</td>
<td>0.5300E 01</td>
</tr>
<tr>
<td>0.1800E 02</td>
<td>0.2860E 02</td>
<td>0.7853E 02</td>
<td>0.4750E 01</td>
</tr>
<tr>
<td>0.1617E 02</td>
<td>0.2814E 02</td>
<td>0.8300E 02</td>
<td>0.3680E 01</td>
</tr>
<tr>
<td>0.1400E 02</td>
<td>0.2741E 02</td>
<td>0.8631E 02</td>
<td>0.2880E 01</td>
</tr>
<tr>
<td>0.1193E 02</td>
<td>0.2652E 02</td>
<td>0.9000E 02</td>
<td>0.1960E 01</td>
</tr>
<tr>
<td>0.1000E 02</td>
<td>0.2556E 02</td>
<td>0.9200E 02</td>
<td>0.1470E 01</td>
</tr>
<tr>
<td>0.0960E 01</td>
<td>0.2422E 02</td>
<td>0.9320E 02</td>
<td>0.1160E 01</td>
</tr>
<tr>
<td>0.0640E 01</td>
<td>0.2292E 02</td>
<td>0.9500E 02</td>
<td>0.7100E 00</td>
</tr>
<tr>
<td>0.0470E 01</td>
<td>0.2123E 02</td>
<td>0.9600E 02</td>
<td>0.4500E 00</td>
</tr>
<tr>
<td>0.0380E 01</td>
<td>0.2080E 02</td>
<td>0.9700E 02</td>
<td>0.2200E 00</td>
</tr>
<tr>
<td>0.0281E 01</td>
<td>0.1855E 02</td>
<td>0.9789E 02</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0200E 01</td>
<td>0.1707E 02</td>
<td>0.9895E 02</td>
<td>0.2500E 00</td>
</tr>
<tr>
<td>0.0116E 01</td>
<td>0.1523E 02</td>
<td>0.9940E 02</td>
<td>0.6200E 00</td>
</tr>
<tr>
<td>0.0800E 00</td>
<td>0.1420E 02</td>
<td>0.9952E 02</td>
<td>0.1135E 01</td>
</tr>
<tr>
<td>0.0350E 00</td>
<td>0.1202E 02</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>0.0100E 00</td>
<td>0.9750E 01</td>
<td>d/l = 0.216</td>
<td></td>
</tr>
<tr>
<td>0.0500E 01</td>
<td>0.8770E 01</td>
<td>r_H/l = 0.065</td>
<td></td>
</tr>
<tr>
<td>0.0000E 01</td>
<td>0.6460E 01</td>
<td>r_H/l = 0.0224</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Profile coordinates (nominal)
<table>
<thead>
<tr>
<th>Location</th>
<th>Surface coordinate</th>
<th>Bitangential coordinate</th>
<th>Diameter, width</th>
<th>Pitch</th>
<th>Inclination with respect to chord</th>
<th>Individual mass flow coefficient, nominal</th>
<th>Blade set no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>I.1</td>
<td>0.102</td>
<td>0.073</td>
<td>1.0</td>
<td>3</td>
<td>80.0°</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>I.2</td>
<td>0.056</td>
<td>0.030</td>
<td>1.0</td>
<td>3</td>
<td>52.5°</td>
<td>0.6</td>
<td></td>
</tr>
<tr>
<td>I.3</td>
<td>0.290 2)</td>
<td>0.214</td>
<td>1.0</td>
<td>2</td>
<td>47.5°</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>I.6 Slot</td>
<td>1.000</td>
<td>1.000</td>
<td>1.7</td>
<td>-</td>
<td>160.0°</td>
<td>2.0</td>
<td>I</td>
</tr>
<tr>
<td>I.1</td>
<td>0.790</td>
<td>0.792</td>
<td>1.4</td>
<td>2</td>
<td>143.0°</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>II.1 1)</td>
<td>0.155</td>
<td>0.128</td>
<td>1.0</td>
<td>3</td>
<td>157.0°</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>II.2 1)</td>
<td>0.088</td>
<td>0.060</td>
<td>1.0</td>
<td>3</td>
<td>90.0°</td>
<td>0.4</td>
<td></td>
</tr>
<tr>
<td>II.3 1)</td>
<td>0.018</td>
<td>0.006</td>
<td>1.0</td>
<td>3</td>
<td>24.0°</td>
<td>0.4</td>
<td></td>
</tr>
</tbody>
</table>

1) 45° inclined with respect to turbine axis
2) Suction side, \((s/s_o)_S\)

Table 2: Geometry of holes and slots for simulated cooling

<table>
<thead>
<tr>
<th>Configuration</th>
<th>(o \text{ [mm]})</th>
<th>(\arccos\left(\frac{o}{R}\right))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal</td>
<td>33.66</td>
<td>63.39°</td>
</tr>
<tr>
<td>Solid blade</td>
<td>33.93 ± 0.08</td>
<td>63.14° ± 0.07°</td>
</tr>
<tr>
<td>A</td>
<td>33.91 ± 0.17</td>
<td>63.16° ± 0.15°</td>
</tr>
<tr>
<td>B</td>
<td>33.89 ± 0.16</td>
<td>63.17° ± 0.14°</td>
</tr>
<tr>
<td>E</td>
<td>33.84 ± 0.13</td>
<td>63.22° ± 0.12°</td>
</tr>
</tbody>
</table>

Table 3: Average and standard deviation of throat and gauging angle over four central pitches \((s = 75.1 \text{ mm})\)
Fig. 1. Geometry of cascade

Fig. 2. Investigated configurations in view of cooling simulation

Fig. 3. View of investigated cascade

Fig. 4. Cavity pressure
Fig. 5. Individual mass flow coefficients

Fig. 6. Surface Mach number distributions as computed for the solid blade and measured for the solid blade as well as for configuration A

Fig. 7. Measured surface Mach number distribution for configuration D
Fig. 8 Measured surface Mach number distribution for configuration E

Fig. 9. Base pressure

Fig. 10. Schlieren pictures configuration A

Fig. 11. Schlieren pictures configuration B
Fig. 12. Schlieren pictures configuration Z

Fig. 13. Inviscid calculation isodensity contours, solid blade

Fig. 14. Velocity profiles of the blade boundary layer near the trailing edge

Fig. 15. Momentum thickness and shape factor
Fig. 16. Laminar and turbulent shock-boundary layer interaction on a flat plate with pressure gradient, after Ackeret et al. (17)

Fig. 17. Laminar and turbulent shock-boundary layer interaction on a CAST-profile, after Schieczky and Stanewski (18)

Fig. 18. Pitot surface probe results configuration A

Fig. 19. Pitot surface probe results configuration B
Fig. 20. Pitot surface probe results, configuration E

Fig. 21. Loss coefficients versus total mass flow coefficient

Fig. 22. Exit flow angle versus mass flow coefficient
DISCUSSION

R.Eggebrecht, Co:
Can I conclude from one of your last figures, that configuration A with a properly designed LE coolant ejection and convection cooled TE has no adverse thermodynamic effect at all?

Author's Reply
Due to the particular design of configuration A and due to the investigated range of C_{2,2}, 0 to 4%, no coolant was ejected through the leading edge holes as shown in Figure 5. Trailing edge ejection is favourable in the case of moderate mass flow coefficients.

S.C.Arora, Ca
It is interesting to see that the trailing edge ejection has favourable effect and reduces the overall loss. This confirms the finding of other workers and one of them is by Anderson but not referred to in your work. This work appeared probably in early 70s in ASME or AIAA. You may be interested in looking into this work.

Author's Reply
Thank you for your advice. In fact, trailing edge ejection has a favourable effect on the cascade performance as has been shown in Reference [3] to [59].
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