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Abstract
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Absolute Energies of Impurity Ions and Defects in Non-metals and their Excitation Energies and Ionization Potentials

Introduction

The aim of this research line is to obtain absolute energies of impurity ions or defects, including charged states, in non-metals. In addition, the absolute excitation energies of low lying excited states are studied. These calculations will not simply be of one-electron energies, nor will spectroscopy be obtained by using Koopmans' theorem, but rather by evaluation of total system energies and their differences. These calculations will include electron correlation corrections and multiplet splittings. Due to using differences in total energy to generate spectroscopic information, coulomb-hole attractions will be included directly and not as a perturbation.

Such studies are important in a wide range of applications, such as i) spectroscopic and laser applications, where it is necessary to know about the stability of a promising charge state of a particular impurity in a novel host, ii) solid-state reactions, where gas sensors and oxide reactions serve as examples, in which the impurity acts as a source or sink for electrons, exchanging carriers with other species at the surface or in the bulk, and iii) stability of charged imperfections in or on unstable solids (energetic solids), where local deviations from periodicity may control stability of entire systems, iv) etc.

It is clear that these examples show only a small fraction of
the variety of important properties which depend crucially upon the absolute energy. We observe that calculations of the sort described lead naturally to prediction of a wide variety of related quantities. Charge-state stability, for example, is one aspect of the prediction of photoionization energies, but also can lead to the identification of which of several alternate sites in a complex substance is the stable one, to the identification of charge-compensation mechanisms, and to the prediction of limiting solubilities with greater accuracy than current crude charge and size misfit models.

A second key output of such studies can be the development of interatomic potentials, which have a sound theoretical basis, using the best available current technique. These calculations must therefore include electron correlation explicitly. This aspect shall emphasize those cases for which empirical potentials are problematic. These systems include systems as O²⁻, S²⁻, Se²⁻, Te²⁻, etc. In these cases the free double negative ion is not stable in free space but is only stabilized by its environment. The ionic polarizability of these entities is highly dependent upon the host and perhaps even the local site occupied in the host.

A second category includes systems for which empirical forms are not available. This may be because the species do not occur at the proper separation in well-documented perfect crystals, or because special species are involved, such as F⁻ -F₂⁻ or I⁻ -O²⁻, or because unusual cation - cation interactions occur. The last case is problematic since cations are rarely found close enough to each other to yield more than a very small component of the total
energy of perfect crystals.

A third category includes a wide variety of other cases which include systems in unusual charge states such as Fe$^{3+}$ in SrTiO$_3$ or Fe$^+$ in MgO. Impurity systems in their excited states are also included here, which are not included in traditional approaches.

Any interatomic potentials developed by this project are subject to verification in three ways. These include: i) checks that these potentials provide good values in applications to defect properties (thermodynamic vibrational, lattice expansion, etc.) parallel to similar studies produced previously, ii) checks of predictions over a range of crystals for properties of wider interest, such as electro optic constants in complex oxides, to see if trends are accurately reproduced, iii) checks of transferability for species such as O$^{2-}$ and Mg$^{2+}$ to see to what extent their interatomic potentials are the same in MgO and in complex oxides such as BMAG (Ba$_2$MgGe$_2$O$_7$) or in the bulk and near a surface. This latter study is particularly interesting for the double negative ions in that they are not stable in free space.

These studies are directly applicable to a wide variety of energetic solids including (but not limited to) CH$_4$, (ND)$_2$, Nitromethane, RDX.

Methodology

It is of practical importance to be able to calculate reliably properties of defects in crystalline materials. This work relates to methods developed for point defects in ionic crystals, for which many successful ground state calculations have been performed on the basis of a classical, discrete-ion model:
specifically, using the Harwell HADES [1] or related programs. The classical lattice model is inadequate for electronic properties of defects, arising from excess electrons, holes, or impurities, or from strong perturbation of the electronic structure of the host ions by the defect. In such cases, quantum-mechanical treatment of electrons in the vicinity of the defect/excitation is undertaken by considering the defect to be a molecular cluster, embedded in a weakly perturbed classical lattice. In such an approach, three principal questions arise: a) What boundary conditions are appropriate between quantum and classical regions? b) Are the quantum and classical representations of interionic forces compatible? and c) To what extent are existing computational methods adequate to the demands of the approach we envisage? We report progress on the first and third questions and describe how to approach the second.

In the following we describe our physical model including cluster-lattice boundary conditions, a general computer program for such cluster calculations, results of preliminary calculations, and classical representations.

We define the defect cluster as any excess electrons, and/or those ions/atoms that are significantly perturbed by the defect, and/or regions in which local excitations occur including both perturbations of their electronic structure and displacements of their nuclei. In this work we usually refer to ions but in our context the neutral atom, or even an entire molecule would be equivalent. The surrounding infinite lattice is a perturbed shell-model crystal [2], in which the ions are represented as
dipole polarizable point charges. Each ion is represented as a
point-charge core coupled harmonically (force constant K) to a
uniformly charged (charge Y) massless spherical shell of
indeterminate radius, and ions interact through Coulomb and short-ange shell-model potentials, \( v(r) \). The latter are exemplified by
the Buckingham form:

\[
v(r) = B \exp(-r/p) - (C/r^6) \tag{1}
\]

The use of this form is not essential.

In the defect cluster, excess electrons are treated quantum-
mechanically, usually incorporated with the electrons of some near
neighbour ions. In our work, the electrons of the cluster are
treated in the unrestricted Hartree-Fock (UHF) self-consistent
field (SCF) approximation [3], based on linear combination of
atomic orbital (LCAO) molecular orbitals (MO) corrected for
correlative effects by use of Many Body Perturbation Theory
(MBPT). In most non metals, the electronic structure of the
ions/atoms/molecules is assumed to be well-localized about the
nuclei. However, this will not automatically follow for doubly
negative ions on the outer boundary of a UHF-SCF region unless the
spatial range of the basis AOs is restricted: the Coulomb field
of the surrounding point-charge shell-model lattice does not
impose localization upon the quantum-mechanical region. This
difficulty is currently overcome by associating completely frozen
shell ions or by complete-ion pseudopotentials with ions that
surround the UHF-SCF region, retaining their classical dipole
moments and shell-core interaction energies. A UHF-SCF program
[4] which can incorporate such pseudopotentials (as complete-ions
or as ion cores) is applied in this work. More recent theoretical developments, not yet implemented in computer code, solve the boundary layer problem in a quantum mechanically exact way as detailed at the end of this section.

The defect cluster embedded in a shell-model lattice is described mathematically in terms of lattice (ionic shell and core) coordinates, collectively denoted \( \mathbf{R} \), referred to as the lattice configuration, linear coefficients in the LCAO-MO formulation of the UHF-SCF approximation, collectively denoted \( \xi \), referred to as the electronic configuration, nuclear coordinates (nuclear, pseudopotential, and shell-model) in the defect cluster, collectively denoted \( \mathbf{R}_C \), referred to as the cluster configuration and coefficient \( A \), of excited determinants found by MBPT. (The cluster, and therefore \( \mathbf{R}_C \), may include shell-model ions whose positions are anharmonically perturbed by the defect). The total energy of the defect \( E(\mathbf{R}_C, \xi, \mathbf{R}) \) is minimized with respect to \( \mathbf{R}_C, \xi, \) and \( \mathbf{R} \):

\[
\frac{\delta E}{\delta \mathbf{R}_C} = \frac{\delta E}{\delta \xi} = \frac{\delta E}{\delta \mathbf{R}} = 0, \tag{2}
\]

yielding a variational estimate of cluster (\( \mathbf{R}_C \)), electronic (\( \xi \)), and lattice (\( \mathbf{R} \)) configurations, and of total energy \( E \) and the electronic wave function \( \psi(\xi) \).

These two approaches are merged in such a way that in practice, the excess electrons and UHF and pseudopotential ions are first simulated by fixed point charges, from which HADES determines the polarized, distorted lattice configuration \( \mathbf{R} \), and the total energy \( E \) of the shell-model lattice. The shell-model point charges of the Lattice (\( \mathbf{R} \)), along with the nuclei and pseudopotentials of a fixed cluster configuration \( \mathbf{R}_C \), are now applied as a background potential for the UHF-SCF solution.
\[ \xi, \text{yielding total electronic energy } E_A \text{ and wave function } \psi(\xi). \]

Ideally, the point-charge simulation of the cluster in the HADES calculation should have all its electric multipole moments identical to those of the UHF-SCF cluster, but this is obviously not practical. One therefore matches only a finite set of low-order multipoles. This is accomplished by introducing additional point-charge simulators into the HADES calculation, representing a small dipole, quadrupole, octupole, etc., correcting for the discrepancies between HADES and UHF-SCF up to a given multipole order, and then iterating the HADES/UHF-SCF up to a given consistency. This procedure is repeated for each increment of the cluster configuration, until minimum total energy \( E \) is obtained. This energy is:

\[ E = (E_H - E'_C - E'_S) + (E_A + (E_A + E_C + E_d)), \]  

(3)

where \( E_H \) and \( E_A \) are defined above, \( E'_C \) and \( E'_S \) are the shell-model Coulomb and short-range interactions of the cluster region in the HADES calculation that will be replaced in the UHF-SCF calculation by electronic Coulomb and short-range interactions in \( E_A \) and by nuclear and pseudopotential Coulomb interactions \( E_C' \) and \( E_d \) corrects for the energy of the dipoles from the HADES calculation that become associated with complete-ion pseudopotentials.

In preliminary work, the Lattice includes only ions out to a distance beyond which the defect cluster's electric monopole moment (total charge) dominates, where HADES uses continuum theory to determine the discrete-lattice polarization. Since the potential of such a polarized continuum would be constant within the cluster, as assumed in our calculation, there is a small discrepancy because the medium is in fact discrete. This will be
eliminated as time permits.

The UHF-SCF program [4] used in our work has available a many-body perturbation theory correlation correction [5]. Because UHF-SCF calculations become very time-consuming as the number of electrons rises above 200, the cluster size is somewhat restricted, and correlation correction, which is additionally time-consuming, cannot be applied with abandon. Presently, clusters of more than a few lattice spacings in radius cannot be analysed in this way, and therefore diffuse electronic states of localized defects [6] are not accessible.

The physical model described above has a quantum-mechanical defect region (UHF-SCF with pseudopotentials and correlation correction), with perfect lattice boundary conditions (complete-ion pseudopotentials with dipole correction), embedded in a classical lattice (shell-model), solved variationally by energy minimization with respect to cluster, electronic, and lattice configurations, to finite-order multipole consistency. [Fig. 1]

The computer program is based on HADES [1] and UHF [4] programs, both of which have been extensively tested, refined, and applied. Consequently any point defect configuration in any ionic crystal host lattice geometry can be analysed, provided shell-model parameters and adequate computer time are available. Atomic orbital sets may include s, p, d, and f types (except that the pseudopotential option cannot accept f-type orbitals yet). Either norm-conserving BHS [7] or Phillips-Kleinman [8] pseudopotentials can be used, and correlation corrections can be included in the energy. Octupole consistency is presently available. The program
is currently operating on the Harwell IBM 3081 computer, and the VAX-FPS system at Michigan Technological University.

The dominant computer time bottleneck is in the UHF-SCF process and in application of MBPT. We consider now some computer dependent ramifications of this and indicate approaches to solution.

In all our studies the Unrestricted Hartree Fock (UHF) method is employed as a starting point, as is the normal non-relativistic Hamiltonian. It is assumed the nuclei are infinitely massive and the Born-Oppenheimer approximation is used. Ideally, one would like to solve the n-electron Schrödinger equation. However, exact solutions to (2) are seen as impractical for these systems, and we resort to the UHF approximation. That is, one approximates the solution by a single Slater determinant of one electron orbitals, \( \phi_i^\alpha \). In the UHF approximation, these orbitals are constrained to form an orthonormal set and to be eigenstates of the z component of spin. The orbitals are not constrained to be double occupied or to have well defined symmetry properties. Choosing the orbitals variationally yields the Hartree-Fock equation:

\[
F(p^\alpha_i) \phi^\alpha_i = \varepsilon^\alpha_i \phi^\alpha_i,
\]

(4)

where

\[
p^\alpha(x, \mathbf{x}, \mathbf{x}') = \sum_{i=1}^{n} \phi^\alpha_i(x) \phi^\alpha_i(x'),
\]

(5)
and

\[
F(\rho) = -\frac{h^2}{2m} \nabla^2 - \sum I \frac{1}{|\vec{r} - \vec{R}_I|} + e^2 \int \rho^{\mathbf{a}}(\vec{x}, \vec{x}')/|\vec{r} - \vec{r}'| P(\vec{x}', \vec{x}).
\]

\[\text{(6)}\]

\(P(x', x)\) is the operator which replaces coordinate \(x\) with \(x'\).

For a solid system with low symmetry, such as a solid with a point defect, solutions to even the UHF system of equations are expensive to encompass. It is useful to make use of the arbitrariness of the Fock equation and to rotate to local solutions if possible. The way this is done has been given by Kunz and Klein [33] and further developed by Kunz [5]. This technique is most useful for non-metallic systems such as are studied here. One formally partitions the system into two parts, the cluster to be studied and its environment, which is found using the HADES method. The cluster is solved self-consistently in the field of the environment.

The UHF method omits correlation effects. A brief description of the methods being currently employed is in order. Correlation methods to be used for extended systems are constrained by size consistency considerations [9,10]. Our group has chosen to use those based upon multi-reference many body perturbation theory (MR-MBPT). Let the exact Hamiltonian be partitioned into a "simple Hamiltonian," \(H_0\), chosen to be the sum of the one-body Fock operators for the \(n\)-body system. Thus
Consider the first $n$ eigenstate of $H_0$ separately. There may be no state of $H_0$ degenerate with these $n$-states unless it is also included in the $n$. $P$ is a projector onto the space of these $n$ states and is,

$$P = \sum_{i=1}^{n} |\phi_i><\phi_i|$$

Consider,

$$H \psi = E \psi = (H_0 + V) \psi$$

assume we wish to find state $\psi$, say. Then

$$H_0 \psi = (E - V) \psi$$

and

$$(1 - P) (H_0 - w_1) \psi = (1 - P) (E - w_1 - V) \psi.$$ 

Commuting $(1 - P)$ with $(H_0 - w_1)$ permits one to obtain the formal solution for $\psi$

$$P \psi = \psi - (H_0 - w_1)^{-1} (1 - P) (E - w_1 - V) \psi.$$ 

Now

$$P \psi = \sum_{j=1}^{n} \phi_j <\phi_j|\psi> = \sum_{j=1}^{n} \pi_j \phi_j = \phi.$$ 

$\phi$ is of course unknown. Nevertheless one finds

$$\psi = \Pi \phi,$$

(8)
where

\[ T = \left[ 1 - (H_0 - w_1)^{-1} (1-P) (E - w_1 - V) \right]^{-1}. \]  
(9)

One may obtain the energy from the secular equation:

\[ (E - w_1)\pi_i = \sum_{k=1}^{n} \pi_k \bar{V}_{ik}, \]  
(10)

where

\[ V_{ij} = \langle \phi_i | VT | \phi_j \rangle. \]  
(11)

From a utilitarian point of view these equations, (8) - (11), are not final in that the unknown energy \( E \) occurs in the denominator of Eq. (9), and results in size consistency problems unless treated properly. This difficulty may be circumvented here, as in Rayleigh-Schrodinger perturbation theory, by using the first order approximation to the energy. To do this, and to solve these equations, one expands the inverse in Eq. (9) in a power series

\[ T = 1 + \left[ (H_0 - w_1)^{-1} (1-P) (E - w_1 - V) \right] + \cdots \]  
(12)

In this case the first approximation to \( E \) is found by solving

\[ (E - w_1)\pi_i = \sum_{k=1}^{n} \pi_k \langle \phi_i | V | \phi_k \rangle. \]  
(13)

If this prescription is followed, if \( n = 1 \) for example, one simply recovers ordinary Rayleigh-Schrodinger Perturbation theory.

Further ramifications of the use of MR-MBPT and ordinary MBPT...
have also been given by the group of Bartlett [11, 12].

In this, as in most other numerical studies, the algorithms chosen are designed first to achieve a desired level of precision and only then chosen to maximize efficiency. After all there is little value in achieving incorrect results, no matter how quickly. In these studies, we follow one of the conventional wisdoms of quantum chemistry and expand our orbitals in a basis set of gaussian orbitals. The primitive gaussian orbital is of the form:

\[ X^l_{i j k}(\mathbf{r} - \mathbf{R}_l) = (x \frac{i}{2} b_r^{-1} (1 + i + k)) \exp \left( a_i (\mathbf{r} - \mathbf{R}_l)^2 \right) \]

(14)

This function has the advantage that all necessary integrals over these basis functions can be evaluated in closed form [10]. This allows one to know all integrals to arbitrary precision. Using this set, one may construct a "contracted" set of basis functions, \( j k \), where

\[ \ell_{l i j k}(\mathbf{r} - \mathbf{R}_l) = \sum_\alpha A_{\alpha l} X^l_{i j k}(\mathbf{r} - \mathbf{R}_l) \]

(15)

The \( A \)'s in equation (15) are assumed given. One expands the Fock solutions in terms of these functions,

\[ \phi^\beta_m = \sum_{i, j, k, l} C_{i j k l}^\beta \ell_{l i j k} \]

(16)

The coefficients, \( C_{i j k l}^\beta \), are found using the Roothaan method, which is in reality a simple linear variation [11]. It is this we wish to discuss. The variation is performed by recalling for a particular iteration, the \( \beta^{th} \) say,
\[ \rho(\hat{x}, \hat{x}') = \sum_{m=\text{occ}} \beta^+(\hat{x}) \otimes \beta^+(\hat{x}') \]

The sum over \( m \) is restricted to occupied orbitals and mapping indices \( i j k l \) into an index \( i \), and so forth, so that

\[ \rho(\hat{x}, \hat{x}') = \sum_{ii'} \xi_{ii'}(\hat{x}) \xi^{*}(\hat{x}') S_{ii'}^{\beta \beta^*}, \]  

(17)

where

\[ S_{ii'}^{\beta \beta^*} = \sum_{m} C_{i m}^\beta C_{i' m}^{\beta^*}. \]

Thus only \( S_{ii'}^{\beta \beta^*} \) changes from iteration to iteration.

The Fock-problem then reduces to a matrix problem (for each iteration) of the form

\[ F \dagger = E D \dagger. \]  

(18)

The matrices \( D \) and \( F \) are given as:

\[ D_{ij} = \langle \xi_i | \xi_j \rangle, \]  

(19)
and

\[
F_{ij} = \langle \ell_i | F | \ell_j \rangle
\]

\[
= \frac{1}{\hbar^2} e^z Z_I \frac{e^z}{l^2} - \sum I \frac{e^z}{l^2} - R_I \frac{e^z}{l^2} - |\ell_i \ell_j\rangle
\]

\[
+ \frac{e^z}{l^2} \left( \frac{e^z}{l^2} - |\ell_i \ell_k\rangle \left| \frac{e^z}{l^2} - R_I \frac{e^z}{l^2} - |\ell_j \ell_l\rangle \right) \right)
\]

\[
- \left( \frac{e^z}{l^2} - |\ell_i \ell_k\rangle \left| \frac{e^z}{l^2} - R_I \frac{e^z}{l^2} - |\ell_j \ell_l\rangle \right) \right)
\]

Clearly the needed integrals merely need be evaluated once as they don't change from iteration to iteration. The only iteration dependent quantity is \( S_{kl} \). Let us define:

\[
f = \langle \ell_i | \frac{e^z}{l^2} - \sum I \frac{e^z}{l^2} - R_I \frac{e^z}{l^2} - |\ell_j \rangle
\]

and

\[
g_{ijkl} = \langle \ell_i \ell_k | \frac{e^z}{l^2} - \frac{e^z}{l^2} - \frac{e^z}{l^2} - |\ell_j \ell_l\rangle.
\]

Then

\[
F_{ij} = f_{ij} + \sum_k S_{kl} \left( g_{ijkl} - g_{iklj} \right) S_{kl}.
\]

It is absolutely clear from equation (21) that each iteration is simply now a series of matrix operations followed by a matrix diagonalization.

The next step is to perform the correlation calculation.

Consider the ordinary second order Rayleigh-Schrödinger case here.

The second order correction to the energy is simply:

\[
E^{(2)} = \sum_{i>j=\text{occ.} \text{ and } a>b=\text{virt.}} \left( \frac{e^z}{l^2} \right)^2 \left( \frac{e^z}{l^2} \right)^2
\]

(22)
where

\[ V_{ijab} = \sum_{\beta} \sum_{\gamma} C_i^{\beta} C_j^{\gamma} C_a^{\delta} C_b^{\epsilon} g_{pqrs} \]

\[ e^a = \langle \psi^a | \psi^b \rangle = \sum_{pqrs} g_{pqrs} \psi^a \psi^b \]

(23)

The coefficient \( C_p \) is the coefficient of the basis function in the \( i \)th Fock orbital for the \( P+1 \) configuration. Thus the dominant correlation problem becomes one of rotating integrals over basis functions to integrals over Fock orbitals. This again is simply a series of matrix-like steps. General considerations for programming equation (21), (22) and (23) may therefore be given.

The matrix of integrals over basis functions, \( g_{pqrs} \), is sparse (1\% - 10\% density). The sparseness has two causes, one being symmetry, the second being great separation of basis functions. Both considerations are taken into account before evaluating any integral, thus saving time. Once the integrals are generated one need be more particular in achieving efficiency.

Consider as an example the part of the Fock matrix

\[ F^{(2)}_{ij} = \sum_{kl} g_{ijkl} S_{kl}^{\beta} \]

(22)

or

\[ F^{(2)}_I = \sum_K g_{IK} S_{K}^{\beta} \]

(22b)

In equation (22b) the indices \( i, j \) have been mapped into a single index \( I \) and \( k, l \) have been mapped into a single index \( K \).

Computer type now enters into our consideration. In using vector computers like array processors, Cyber 205's, Cray's or
FPS164's one should avoid logic statements inside inner do loops in most cases. Therefore, the sparseness of the $g$ matrix is of little help. It is of considerable help however, on conventional scalar-computers and one may work directly from equation (22) on such, loading only the non-zero integrals. On a vector machine however, one should use equation (22b) with the null integrals included, as each element of the Fock matrix is as seen a simple vector dot product. It is this operation which is maximally efficient on vector computers in general. Furthermore, the large length of the vector in (22b), typically of length $10^2$ to $10^4$, is ideal for such systems as the Cyber 205 as well as the other vector machines. Finally, this is in good form for processing on machines with parallel architecture such as a Denelcore or FPS164/Max, as one can use the vector $S_k$ as a constant and work on several of the $F_i$'s at one time. Similar considerations apply to the matrix operations in equation (23). Thus code developments are machine specific to ensure maximum efficiency.

Recently the principal investigator has used the method of Kunz and Klein to incorporate exact boundary conditions at the Quantum cluster-Hades interface into the ICECAP formalism. This is accomplished as follows. Assume in the region beyond the Quantum cluster boundary that the first order density matrix for a given ion/atom/molecule is the same as that of the perfect solid. This first order density matrix may be trivially determined by the method of local orbitals. A program to evaluate this first order density matrix, LOPAS, has for a reasonably general case been developed by one of us (ABK) and is well described in the
This then determines the entire first order density matrix in regions outside the cluster. The entire first order density matrix, $\rho$, is formally given as

$$\rho(\mathbf{x}, \mathbf{x}^1) = \sum_{\mu} \rho_{\mu}^{A} (\mathbf{x}, \mathbf{x}^1) \rho^{c} (\mathbf{x}, \mathbf{x}^1) \rho^{z} (\mathbf{x}, \mathbf{x}^1)$$

not in $c$

$$+ \rho_{\mu}^{c} (\mathbf{x}, \mathbf{x}^1) + \sum_{\nu} \rho_{\mu}^{z} (\mathbf{x}, \mathbf{x}^1).$$

Here $\rho_{c}$ refers to the cluster and $n$ or $z$ are ion sites outside the cluster. Cross terms $\rho_{\mu}$, $\rho_{c\mu}$, $\rho_{\mu\nu}$ occur because in Ref. 5 we exploit the generality of the local orbital prescription and use different localizing potentials for different regions. The relevant part here is:

$$\rho_{c} (\mathbf{x}, \mathbf{x}^1) = \sum_{i} \phi_{i} (\mathbf{x}) \phi_{j} (\mathbf{x}^1) S_{ij}^{-1} \sum_{i} \phi_{i} (\mathbf{x}) \phi_{j} (\mathbf{x}^1)$$

$$\rho_{\mu}^{c} = \sum_{i} \phi_{i} (\mathbf{x}) \phi_{j} (\mathbf{x}^1) S_{ij}^{-1}$$

$$\rho_{\mu\nu} = \sum_{i} \phi_{i} (\mathbf{x}) \phi_{j} (\mathbf{x}^1) S_{ij}^{-1}$$

Now consider the general local orbitals equation for defining the $\phi$'s. It is of the form

$$[F + \rho \phi \phi^{\dagger}] \phi_{i} = \epsilon_{i} \phi_{i}.$$  

(25)
the utility of this method. For $\phi_i$ in C we arbitrarily chose

$$W = \rho C V^S E \rho C$$

(26)

Here $\rho C$ is as given above and $V^S E$ is the non ionic part of the potential due to all ions/atom/molecules outside of the cluster. Now since:

$$\rho \rho C = \rho C \rho = \rho$$

one finds

$$[F + \rho \rho C V^S E \rho C] \phi_i = \varepsilon_i \phi_i,$$

(27)

becomes

$$[F + \rho \rho C V^S E \rho C] \phi_i = \varepsilon_i \phi_i$$

(28)

This is exact and defines all $\phi_i$ in the cluster C. Thus the added term $\rho \rho C V^S E \rho C$ in the Fock equation replaces the crystal outside of C. Since the term $V^S E$ is determined in this method self consistently and can contain even the contributions of an infinite crystal, this approach completely solves the problem of the cluster boundary condition. Current efforts are directed at implementing this equation into ICECAP. Preliminary tests of ICECAP on molecular/energetic solids should be made early in 1985.

Some Preliminary Results

F and $F_A$ centre properties (optical absorption, hyperfine constants, and spin polarization) in alkali halides were investigated in 1980 by Kung et al. [13], with a nearest-neighbour UHF-SCF cluster based on free-atom orbitals, neglecting lattice distortion and polarization. For the first time, the $F_A$-centre absorption splitting was described correctly, and other encouraging results were obtained for these electrically neutral
defects, although the smallness of the cluster was recognized as a problem.

Recently, we have analysed the F\textsuperscript{+} centre in MgO [14], a charged defect, including multipole consistency, based on HADES, and using ATMOL [15] rather than Kunz's UHF [4] for the cluster. In the course of this work we came to recognize the need for complete-ion pseudopotentials, or some other form of frozen extended ions, at the cluster boundary. Nevertheless, the crucial importance of correct, consistent treatment of polarization in optical absorption, and of the ion-size effect in emission, were demonstrated, and partial electron transfer (hole trapping) in absorption was illustrated.

These methods apply directly to spectroscopic computation. A recent series of such studies have been made by Goalwin and Kunz [16] for atoms, molecules, and solid excitons. In the case of the excitons, the change in electronic structure in the cluster is of a quadrupole nature and hence outside the cluster the continuum dielectric limit is adequate and included here.

The results of this investigation are tabulated in Table 1. The energy levels calculated in the UHF+MBPT+polarization approximation appear to be within .2 ev. of the experimental levels for all atomic and molecular cases. Singlet-triplet splittings appear to be accurate to within .1 ev.

One point frequently brought up in connection with the UHF method is that triplet wavefunctions are not eigenstates of S\textsuperscript{z}. Our calculated values of the spin in the triplet state were between 1.0000 and 1.0005 for atomic cases, 1.01 for methane, and
between 1.000 and 1.002 for the alkali halides. Since $S_z$ is chosen equal to 1 it seems reasonable to identify these states as triplet, since it is unlikely that a mixture of eigenstates of $S^2$ with substantial contributions from states with eigenvalues of $S^2$ greatly different from 2 would give a value of $S$ so close to the expected value for a pure triplet state. The triplet and contaminated singlet states from VHF form a system which is rediagonalized to permit formation of pure singlet systems here.

The levels hypothesized to be the result of a 3p$^4$s exciton in the alkali halides have energies and singlet-triplet splittings close to the levels theoretically predicted for such states. The shoulder in the NaCl data that peaks at 10.3 ev. could be caused by a 3p$^3$3d exciton, as the theoretically predicted energies for those states lie in the region covered by the shoulder.

The splitting of the calculated energy levels for the 3p$^3$3d exciton in KCl is smaller than in NaCl and the observed peak in KCl is narrower. However, the energy observed is .7 ev to 1.0 ev. higher than the calculated energy. It is possible that this is due to the unusually low correlation energy of about 0.04 Hartrees obtained with this basis set. It would be difficult to increase the size of the basis set and still do the calculation on the computers available to us. It is also possible that the computed 3d level refers to the first d level possible in the excited state as the present use of the variational principle would imply. In such a case, the narrow peak identified as a d-level in the absorption spectra could well be an accumulation point for the p to d transition series limit. It seems to us that the latter explanation is likely.
No variational collapse for the excited states is observed in any of these systems. Our computed value for the He 1s2s singlet energy is 0.7562 Hy. Fraga and Briss [17] obtain .7461 Hy. Other workers [18, 19] have not reported the ground state energy they obtain but give absolute energies for the excited state comparable to our result.

Polarisation and Distortion of the Surrounding Lattice: The HADES Code

The HADES code is based on the general formulation for treating the defective lattice developed by Lidiard and Norgett (20) and Norgett (21). It relies on the idea that the total energy of the system is minimized by a relaxation of the ions surrounding the defect and that this relaxation decreases rapidly as the distance from the defect increases. We may therefore partition the crystal into an inner region I in which the lattice configuration is evaluated explicitly and an outer region II that can be viewed from the defect as a continuum. The total energy of the system may then be written as

\[ E = E_I (x) + E_{\text{int}} (x, \xi) + E_{\text{II}} (\xi) \]

in which \( E_I (x) \) is the energy of the inner region, \( E_{\text{II}} (\xi) \) the energy of the outer region and \( E_{\text{int}} (x, \xi) \) the interaction energy between regions I and II. \( x \) is a vector of the independent coordinates describing the inner region and \( \xi \) is a corresponding vector of the displacements in the outer region. \( \xi \) is both formally distinguished from \( x \) and assumed to be an implicit function of it, though in practice \( \xi \) is usually calculated from the position and charge of the defect using a continuum
approximation.

We may eliminate the outer crystal term $E_{II}(\xi)$ by assuming that the outer region responds harmonically and so $E_{II}(\xi)$ is a quadratic function of $\xi$. Applying the equilibrium condition

\[ \frac{\partial E}{\partial \xi} = 0 \]

then allows us to eliminate $E_{II}(\xi)$.

In principle, we may now find the defect energy by applying a force balance condition to the ions in the inner region i.e.

\[ \frac{\partial E}{\partial \xi} |_{\xi = \text{constant}} = 0 \]

To proceed further we require an explicit representation of the energy $E$. We assume this to be the sum of two-body interactions. Details of how this is implemented in the HADES program and of the minimization procedures used to obtain the force-balance position are given in references (21) and (22).

The HADES code and its extensions have been used as the basis of several hundred papers concerning defect behaviour in ionic crystals. Extensions to treat defects at surfaces and interfaces (like grain boundaries, etc.) already exist, and may be used in later phases.

Some specific progress in implementing these ideas for systems such as CH₄, (NO)₂ and nitromethane has been achieved and will be reported in an interim technical report shortly. Nonetheless, the general thrust of the past year has been directed toward a general implementation of these rather comprehensive ideas for studies on defects and impurities.
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<table>
<thead>
<tr>
<th>MATERIAL</th>
<th>STATE</th>
<th>UHF ENERGY</th>
<th>TOTAL ENERGY</th>
<th>EXPERIMENTAL ENERGY</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>1s2sT</td>
<td>19.04</td>
<td>19.8</td>
<td>19.81</td>
</tr>
<tr>
<td>He</td>
<td>1s2sS</td>
<td>19.88</td>
<td>20.58</td>
<td>20.61</td>
</tr>
<tr>
<td>Be</td>
<td>2s3sT</td>
<td>5.69</td>
<td>6.35</td>
<td>6.46</td>
</tr>
<tr>
<td>Be</td>
<td>2s3sS</td>
<td>6.00</td>
<td>6.56</td>
<td>6.78</td>
</tr>
<tr>
<td>B</td>
<td>2s2p</td>
<td>4.89</td>
<td>4.90</td>
<td>4.96</td>
</tr>
<tr>
<td>B</td>
<td>2s2p</td>
<td>5.92</td>
<td>5.84</td>
<td>6.00</td>
</tr>
<tr>
<td>Ne</td>
<td>2p53sT</td>
<td>15.00</td>
<td>16.44</td>
<td>16.75</td>
</tr>
<tr>
<td>Ne</td>
<td>2p53sS</td>
<td>15.18</td>
<td>16.75</td>
<td>16.84</td>
</tr>
<tr>
<td>Ne</td>
<td>2p53pT</td>
<td>16.78</td>
<td>18.33</td>
<td>18.84</td>
</tr>
<tr>
<td>Ne</td>
<td>2p53pS</td>
<td>17.27</td>
<td>18.56</td>
<td></td>
</tr>
<tr>
<td>CH4</td>
<td>1s3sT</td>
<td>286.68</td>
<td>286.88</td>
<td>287.2</td>
</tr>
<tr>
<td>CH4</td>
<td>1s3sS</td>
<td>287.03</td>
<td>287.27</td>
<td>287.2</td>
</tr>
<tr>
<td>CH4</td>
<td>1s3pT</td>
<td>287.92</td>
<td>288.11</td>
<td>288.3</td>
</tr>
<tr>
<td>CH4</td>
<td>1s3pS</td>
<td>288.06</td>
<td>288.24</td>
<td>288.3</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p54sT</td>
<td>8.33</td>
<td>8.02</td>
<td>7.9</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p54sS</td>
<td>8.51</td>
<td>8.30</td>
<td>8.1</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p53d(xy)T</td>
<td>9.59</td>
<td>10.22</td>
<td>10.3</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p53d(xy)S</td>
<td>9.62</td>
<td>10.26</td>
<td>10.3</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p53d(zz)T</td>
<td>9.23</td>
<td>9.62</td>
<td>10.3</td>
</tr>
<tr>
<td>NaCl</td>
<td>3p53d(zz)s</td>
<td>9.25</td>
<td>9.64</td>
<td>10.3</td>
</tr>
<tr>
<td>KC1</td>
<td>3p54sT</td>
<td>7.84</td>
<td>7.62</td>
<td>7.8</td>
</tr>
<tr>
<td>KC1</td>
<td>3p54sS</td>
<td>7.98</td>
<td>7.76</td>
<td>7.9</td>
</tr>
<tr>
<td>KC1</td>
<td>3p53d(xy)T</td>
<td>8.89</td>
<td>8.86</td>
<td>9.5</td>
</tr>
<tr>
<td>KC1</td>
<td>3p53d(xy)S</td>
<td>8.91</td>
<td>8.82</td>
<td>9.5</td>
</tr>
<tr>
<td>KC1</td>
<td>3p53d(zz)T</td>
<td>8.25</td>
<td>8.54</td>
<td>9.5</td>
</tr>
<tr>
<td>KC1</td>
<td>3p53d(zz)s</td>
<td>8.29</td>
<td>8.64</td>
<td>9.5</td>
</tr>
</tbody>
</table>
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15 July to 15 September, "Centre European de Calcul Atomique et Moleculaire, Workshop on Ab-initio one-electron potentials". Seminar series declined, Orsay, France.

1976


9-13 August, Gordon Conference on Atomic and Molecular Interactions.
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5 November, Midwest Solid State Theory Meeting, Argonne Nat. Lab., declined due to conflict.
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4-18 June, NATO ASI, Excited States in Quantum Chemistry, KOS, Greece.
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17 March, Int. Symp. on Quantum Chemistry, Electronic Properties of CuCl, Palm Coast, Florida.
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15 March, International Sym. on Quantum Chemistry, Recent Developments in CuCl and CdS, Palm Coast, Florida.
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21 January, Workshop on Fundamental Research on Energetic Materials, Finite Cluster Techniques for Modeling Extended
Systems, Berkeley, California.


June, Symposium of NRCC, Los Alamos. Two invited talks:
1. Simulation of Extended Systems by Finite Clusters
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3 October, "The Electronic Structure of Impurities and Defects in Simple Metals", Fall Meeting of the Metallurgical Society and the American Society of Metals.

1984 1-10 March, Sanibel Symposium, Parts I and II, Organizing Committee for Part I and Session Chairman.
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