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Abstract

Previous research has found that when subjects are given cognitive feedback, they reach higher levels of achievement than when they are given outcome feedback. It was hypothesized that this finding was due in part to the predictability of the task environment since outcome feedback is at a distinct disadvantage as a sole means of conveying such information. A study was conducted to compare response and outcome feedback under three predictability conditions. The design included a control group receiving no feedback at all, two response groups differing in precision of feedback information, and two outcome feedback groups differing on a quantity dimension. Task predictability conditions averaged across five learning blocks were high ($\pi = .94$), moderate ($\pi = .87$) and low ($\pi = .71$). The study also attempted to clarify the definition of feedback and to equate the availability of task information in the various feedback conditions that were compared.

Contrary to expectations, the utility of outcome feedback was inferior to that of response feedback under all
three predictability conditions tested. In fact, an interaction revealed that the effect of increased predictability raised rather than lowered the disparity between outcome and response feedback performance. The results also revealed that a control group receiving no feedback at all performed as well as or better than those with feedback when the availability of task information was equated. Moreover, eliminating the memory requirement inherent in the use of outcome feedback only worsened performance. Similarly, adding precision to the response feedback condition beyond the level of mere directional error information did not improve performance.

The principal conclusions to be drawn from these findings are: (a) increasing predictability improves judgment performance but does not enhance the effectiveness of outcome feedback, (b) providing outcome feedback is actually detrimental to performance when the subject is adequately instructed regarding the underlying task structure, and (c) increasing the precision of response feedback beyond mere direction of error is of no apparent value in multiple-cue judgment tasks.
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Introduction

It is now well established that human judgment capabilities are limited, and that decisions based largely on intuition can be seriously biased or flawed (Nisbett & Ross, 1980). Further, people are poor at recognizing the deficiencies in their own performance, and as a result, tend to be over confident (Einhorn & Hogarth, 1981; Slovic et al., 1977). Attempts to improve both performance and awareness through the use of systematic training procedures have met with only limited success (Slovic, 1982).

Naturally, a central feature in most such "debiasing" paradigms is a provision of feedback. Since knowledge of results (or feedback) has long been considered a sufficient—if not necessary—condition for learning (Holding, 1959), the question of why it is not more generally effective in moderating judgment and decision behavior has been of interest for some time (Fischhoff, 1975). Among the conclusions that have emerged are (a) the recognition that in many common judgment situations, feedback is insufficient, irrelevant, or even misleading (Einhorn, 1980) and (b) the observation that only certain types of feedback are useful when the relationships to be learned are probabilistic rather than deterministic (as is usually the case in judgment and decision tasks). More specifically, it has been suggested that the mere knowledge
of the outcomes produced by a judgment or decision process (i.e. their accuracy, level of success, payoff, etc.) is relatively useless or even counterproductive, whereas information regarding the process itself (i.e. the task structure, the ideal response strategy, or both) can produce improvement (Deane et al., 1972; Hammond & Summers, 1965; Hoffman et al., 1981; Summers & Hammond, 1965).

Although considerable evidence has been gathered in support of the above generalizations, the issue of how to structure feedback for purposes of improving and/or sustaining judgment performance is far from resolved. For one thing, the outcome-process distinction is but one of many that have been applied to the feedback concept: feedback can be manipulated in a host of ways, all of which could have implications for judgment performance. For another, it has recently been pointed out that task characteristics in addition to the feedback itself—Independently and in conjunction with feedback—can influence the efficacy of any particular kind of feedback. Adelman (1981), for example, has shown that task congruence, or the degree of correspondence between implied and actual properties of the task environment determine the relative effectiveness of outcome and process (or cognitive) feedback: outcome feedback is not only useful, but as effective as cognitive feedback when incorporated into a highly congruent task. At the risk of oversimplification,
what this means is that a decision maker (DM) can benefit from outcome feedback if he/she has a good conception of the processes by which outcomes are produced; otherwise, such information only leads to confusion. Cognitive feedback, on the other hand, is useful for acquiring that understanding, but redundant once the basic structure is learned. Thus in a congruent task (where DM is already familiar with the basic processes), outcome feedback serves as well as cognitive feedback in maintaining performance.

The present study was designed to explore further the relative efficacy of outcome feedback in judgment as a function of task conditions. In this case, however, every effort was made at the outset to insure that DM was aware of the process or rule by which outcomes (criterion values) were related to the predictive information (cue values). Such conditions would be present in any real-world judgment task where cue-criterion relations were known. The task property of interest here was task predictability, or the extent to which the "process" relating cues to outcomes was reliable. The main issue was whether feedback type would interact with this task feature in a manner similar to that found by Adelman (1981) for congruence. That is, does the effectiveness of outcome (versus cognitive) feedback increase with task predictability as it does when the task becomes more congruent? In a sense, both manipulations could be viewed as ways of making the judgment task easier.
Although several investigations have speculated upon a predictability-feedback interaction (Adelman, 1981; Payne, 1982), none has yet demonstrated it.

Thus the principal hypothesis addressed in the present study was that outcome feedback should become more effective relative to cognitive feedback in shaping and sustaining judgment performance as task predictability increases. Since all subjects were familiar with the task structure (hence "congruence" was fixed at a high level), the cognitive feedback dealt primarily with the appropriate response strategy. That is, DM presumably knew what the cue-criterion relationships were, and thus his/her only concern was how to produce responses in a manner consistent with this structure. The feedback indicated the degree of correspondence between the response strategy evidenced in DM's judgment behavior and the optimal strategy (therefore the cognitive feedback conditions are referred to as response feedback in the remainder of this report).

The task, analytic approach, and interpretations involved in this study, like those of its predecessors, all draw heavily upon the so-called Brunswik Lens Model of judgment (Brunswik, 1952, 1955). Therefore, a brief review of this model is in order.

In essence, the "lens model" (illustrated in Figure 1) separates characteristics of the environment from characteristics of the human judge. The left portion of
Figure 1 represents the environment and illustrates the "true" relationship between the predictive cues and criteria, whereas the right portion represents the judge and illustrates cue-criterion judgment relationships. The left portion, therefore, permits a normative analysis of judgment while the right portion permits a descriptive analysis.

Tucker (1964) suggested that the relationship between the judgments and the criteria could be partitioned into several statistically independent components reflecting: (a) the judge's acquired knowledge of task properties, (b) his/her cognitive control in applying that knowledge, (c) the degree of predictability in the task environment, and (d) the nonlinearity in the judgments. The equation reads as follows:

\[
R_a = G R_e R_s + C \sqrt{1 - R_s^2} \sqrt{1 - R_e^2}
\]  

(1)

where

\( R_a \) = the relationship (correlation) between the judgments and the criteria;

\( G \) = the correlation between the linear predictions of the judgments and the linear predictions of the criteria;

\( R_s \) = the correlation between the judgments and the linear predictions of the judgments;

\( R_e \) = the correlation between the criteria and the
Figure 1: Brunswik's Lens Model
linear predictions of the criteria, a measure which places an upper limit on achievement;

\[ C = \text{the correlation between the variance in the task system and the variance in the response system, a measure which is an indication of nonlinearity in the judge's response strategy.} \]

Hammond and Summers (1972) used the lens model to isolate two of these components—the acquisition of knowledge (G) and the application of knowledge (Rg). They defined acquisition as the extent to which the judge's cognitive system is isomorphic with (in the same form as) the task environment. They defined application, or cognitive control, as the extent to which acquired knowledge is utilized consistently in making judgments. The isolation of these two factors made possible an assessment of how feedback type and other task characteristics affect performance through use of multiple regression analysis.

In this application, regression is used to model the way in which information about the cues is used or should be used to produce a judgment. It accomplishes this by generating, from an intercorrelation matrix of cue dimensions, a linear regression equation that indicates how best to weight each cue dimension. If the cue values are regressed on the "correct" judgments (criteria), the linear model illustrates an optimal weighting strategy (a normative
model of judgment); and if they are regressed on the "observed" judgments, the model illustrates a response weighting strategy (a descriptive model of judgment or the judge's "policy"). If, for example, the weight of a cue dimension was 1.0, it would indicate that the judge has relied completely on that dimension in making his judgments, whereas a zero weight would indicate that he has ignored the dimension completely.

The present research, then, used the lens model and multiple regression analysis to create a theoretical framework for the investigation of the effects of feedback type and task characteristics on human judgment. Since the requisite knowledge (i.e. proper cue-weighting strategy or G) was furnished directly through instructions, any effects of the manipulations were expected to appear in terms of the application of knowledge (i.e. cognitive control or R_s) and the overall achievement index (i.e. R_a).
Method

Subjects and Design

Seventy undergraduate psychology students participated in the research project as judges (subjects) in exchange for extra course credit or $12.00 in cash. Subjects were randomly assigned to five treatment groups defined on the basis of feedback type. They made judgments on three different hypothetical jobs, each representing a different level of predictability. The distinction between these five feedback groups and three jobs is explained in greater detail in the next section.

To control for possible order effects, presentation of the three jobs was counterbalanced; to minimize fatigue effects, each job was presented at a different session. Each session was divided into a warm-up period and five practice blocks. The experimental design, therefore, was a mixed model 5 (feedback type) by 3 (task predictability) by 5 (practice block) factorial with 14 subjects per group.

Task

The judgment task was chosen on the basis of its common usage in human judgment research and the likelihood that it would be meaningful for a wide variety of potential subjects. It consisted of evaluating the overall
suitability of hypothetical job applicants based upon their ratings on three skill dimensions (i.e. the cue values). Using the weighting strategy shown in Table 1, subject were required to integrate the three cue values for each of 320 applicants into a single suitability rating on a scale of 1 (least suitable) to 9 (most suitable). Since this weighting strategy was, by definition, the normatively optimal model of the task environment (left portion of the lens model), it was used to generate the criteria and the criterion predictions characterizing the task. Random error was then added to the criteria to produce the three levels of predictability (one for each job): (a) high, in which \( \xi = .94 \), (b) moderate, in which \( \xi = .87 \), and (c) low, in which \( \xi = .71 \). Therefore, three different sets of criteria were generated and only one set of predictions. In the low predictability condition, 50 percent of the variance

<table>
<thead>
<tr>
<th>Skill Rating</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regression Weight</td>
<td>.50</td>
<td>.30</td>
<td>.20</td>
</tr>
</tbody>
</table>
was due to random error; in the moderate and high predictability conditions, the corresponding error variances were 24 and 12 percent, respectively. These three sets of criteria were used as the basis for generating feedback in all four of the feedback groups.

Each applicant profile (illustrated in Figure 2) contained three skill ratings and a set of irrelevant biographical information. It was presented via a Visual 200 terminal controlled by an Advanced Systems/9000 computer. The skill ratings were generated orthogonally from a normal distribution of numbers ranging from 1 to 9 with a mean of 5 and a variance of 2. Biographical data were randomly selected from the Houston, Texas telephone directory.

The five types of feedback were: (a) no feedback (control), (b) non-historical outcome feedback, (c) historical outcome feedback, (d) comparative response feedback, and (e) exact response feedback. In the control condition (a), the subject was forced to rely entirely upon the strategic information provided by the instructions (see Table 1): there was no opportunity for judgment-to-judgment calibration as in the four feedback conditions. The two outcome feedback conditions (b and c) afforded the subject knowledge of the "correct" response as generated by the environmental model (including the random error component). They differed in that non-historical feedback (b) indicated
Name: Mary Frances Smith  
522 Pontiac Avenue  
Houston, Texas 77024

Telephone No. 567-3443

<table>
<thead>
<tr>
<th>Rating Skill No.</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
</tr>
</tbody>
</table>

Your response is ____.

Figure 2: Profile format.
the correct response for the current applicant only, whereas historical feedback (c) displayed the results for the past 20 applicants as shown in Figure 3. This manipulation was designed to control for the role of memory in any obtained outcome-cognitive feedback difference. That is, if the typical inferiority of outcome feedback is due to the subject's inability to remember how previous responses turned out, as some have suggested, then historical outcome feedback should ameliorate the deficiency.

Finally, the two cognitive (response) feedback conditions (d and e) provided the subject with information on how his cue-weighting policy over the last 20 judgments (right-hand side of the lens model) compared to optimal (left-hand side of the lens model). It was obtained by regressing the actual judgments onto the cue values (ratings) and displaying the resulting beta weights either numerically in comparison to the optimal ones (e above as illustrated in Figure 4), or in comparative terms (d above as illustrated in Figure 5). In the latter case, the "tolerance interval" for a correct response ("OK" feedback) was a captured weight set to within ±.05 units of the optimal weight for a particular cue.

Procedure

All subjects participated in three sessions, each approximately 60 minutes in length and scheduled one week
<table>
<thead>
<tr>
<th>First Skill</th>
<th>Second Skill</th>
<th>Third Skill</th>
<th>Your Response</th>
<th>Correct Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>7</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

*Figure 3: Historical outcome feedback display.*
<table>
<thead>
<tr>
<th>Rating Skill</th>
<th>Optimal Weighting</th>
<th>Your Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.00</td>
<td>.67</td>
</tr>
<tr>
<td>2</td>
<td>.30</td>
<td>.27</td>
</tr>
<tr>
<td>3</td>
<td>.20</td>
<td>.06</td>
</tr>
</tbody>
</table>

**Figure 4:** Exact response feedback display.

<table>
<thead>
<tr>
<th>Rating Skill</th>
<th>Optimal Weighting</th>
<th>Your Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.50</td>
<td>Too high</td>
</tr>
<tr>
<td>2</td>
<td>.30</td>
<td>OK</td>
</tr>
<tr>
<td>3</td>
<td>.20</td>
<td>Too Low</td>
</tr>
</tbody>
</table>

**Figure 5:** Comparative response feedback display.
apart. At the beginning of each session, written instructions were given describing the job, the assessment procedure, the feedback type, and the optimal weighting strategy. To insure full understanding of this information, instructions were augmented by a graphical illustration of how each skill dimension correlated with on-the-job performance. The subjects were also taught how to use the Visual 200 terminal to enter their judgments.

Subjects were told that each session would be devoted to making suitability ratings on applicants for three different jobs. The normality and dependence features of the profiles were also explained so the subjects would not be misled searching for nonexistent profile structures. The actual job titles and skill dimensions, however, were not identified so that subjects would not be influenced by prior knowledge or familiarity with the jobs.

All subjects were paced through 20 warm-up profiles followed by 300 experimental ones with the aid of a tape recording of "beeps" presented at 10-second intervals. Between each set of 20 profiles (a unit) there was a 60-second pause during which the control and non-historical groups rested and the other three groups received their end-of-unit feedback.

**Measures**
The scaled judgments served as the basis for two sets of derived measures: two product measures (hit-rate and achievement) and two process measures (knowledge and cognitive control). The product measures indicated how closely judgment performance approximated the defined optimal while the process measures examined the inferred cognitive elements underlying that performance.

The model adopted for this purpose was the standard linear regression approach commonly used in human judgment research and explained in the Introduction. The optimal weights assigned to the various skill dimensions are shown in Table 1. Hit-rate was simply the proportion of a subject's judgments that matched the output of the "true" or ecologically valid weighting model. Achievement was the correlation between the subject's judgments and the optimal model's "judgments." Knowledge, or the subject's understanding of the optimal weighting strategy, was indexed by the correlation between the criteria produced by the optimal weighting strategy and judgments produced by a model of the subject's weighting strategy. The latter, of course, was derived from the subject's actual judgments through the use of multiple regression analysis to "capture" his policy. Control was indexed by the correlation between judgments predicted on the basis of the subject's captured policy and ones he or she actually produced.
The mathematical relationship between achievement and the process measures (knowledge and control) was discussed in the Introduction. For present purposes, this relationship, which is a mathematical statement of the lens model as set forth in equation 1, is simplified as follows:

\[ R_a = G R_s R_e \]  

(2)

because specification of an optimal weighting strategy makes the criterion as predictable as \( R_e \), and the optimal strategy is linear (eliminating the need for the right-most term in equation 1). The simplified equation renders the distinction among measures used in the present research apparent. The \( R_a \) term represents achievement which can be partitioned into knowledge (\( G \)), control (\( R_s \)), and predictability (\( R_e \)). Judgments are, therefore, accurate (\( R_a \)) to the extent that they correspond with the actual suitability of the applicants as reflected by the substantive properties of the task. It follows, therefore, that a subject can be accurate in his judgments to the extent that he has a predictable task structure (\( R_e \)), he understands the structure (\( G \)), and he is capable of using that understanding consistently (\( R_s \)).

**Analysis**

Product and process measures were determined in
keeping with the definitions just presented. Since task predictability is a component of performance as well as an independent variable in this research, absolute and relative measures of performance were calculated and analyzed. The absolute performance measures were the observed block scores while the relative performance measures were calculated by dividing each observed block score by the optimal block score (obtained by applying the optimal weighting strategy to the cue values). Naturally, the optimal block score declined as predictability was reduced. It also varied somewhat across learning blocks since predictability was not counterbalanced over blocks in this study. Tables 2 and 3 show the optimal block scores used to calculate the relative achievement and hit-rate measures, respectively.

Separate analysis of variance procedures were performed on absolute and relative measures in order to assess the significance of main effects and interactions among the independent variables. Dunnett tests, which compare treatment means to a control group, were also used to compare the effects of each feedback type with the no feedback control. In addition, Newman-Keuls tests of paired comparisons were carried out, when appropriate, to isolate the pattern of significant effects. These tests were performed in a manner described by Winer (1962).
Table 2

Optimal Achievement Scores
Total Job Task Predictability (z)

<table>
<thead>
<tr>
<th>Blocks</th>
<th>High</th>
<th>Moderate</th>
<th>Low</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.83</td>
<td>.87</td>
<td>.72</td>
<td>.81</td>
</tr>
<tr>
<td>2</td>
<td>.95</td>
<td>.91</td>
<td>.80</td>
<td>.87</td>
</tr>
<tr>
<td>3</td>
<td>.97</td>
<td>.87</td>
<td>.61</td>
<td>.82</td>
</tr>
<tr>
<td>4</td>
<td>.98</td>
<td>.92</td>
<td>.78</td>
<td>.90</td>
</tr>
<tr>
<td>5</td>
<td>.96</td>
<td>.86</td>
<td>.64</td>
<td>.82</td>
</tr>
<tr>
<td>Mean</td>
<td>.94</td>
<td>.87</td>
<td>.71</td>
<td>.84</td>
</tr>
</tbody>
</table>
### Table 3

**Optimal Hit-rate Scores**

**Task Predictability Levels (% correct)**

<table>
<thead>
<tr>
<th>Blocks</th>
<th>High</th>
<th>Moderate</th>
<th>Low</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>63</td>
<td>32</td>
<td>65</td>
</tr>
<tr>
<td>2</td>
<td>100</td>
<td>62</td>
<td>40</td>
<td>67</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>50</td>
<td>32</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>100</td>
<td>63</td>
<td>45</td>
<td>78</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>65</td>
<td>50</td>
<td>72</td>
</tr>
<tr>
<td>Mean</td>
<td>100</td>
<td>60</td>
<td>40</td>
<td>67</td>
</tr>
</tbody>
</table>
Results and Discussion

For purposes of clarity in exposition, the principal findings are organized around four major questions addressed by this research: (a) Does task predictability influence performance? (b) Does feedback type influence performance? (c) Does practice influence performance? and (d) Does feedback efficacy differ as a function of task predictability? The data bearing on each of these questions will be preceded by a brief discussion of the expected results and their relevance to human judgment. Findings will be based on analyses of variance performed on the absolute hit-rate ($H_a$), relative hit-rate ($H_r$), absolute achievement ($R_a$), relative achievement ($R_r$), knowledge (G), and control ($R_s$) measures of performance which were described in detail earlier.

Feedback types will be represented by the following abbreviations: (a) T, for the control group which was given only task information, (b) N, for the non-historical outcome group, (c) H, for the historical outcome group, (d) C, for the comparative response group, and (e) E, for the exact response group.

1. Does task predictability influence performance?

Task predictability can have two different types of influence on performance. First, as an independent variable
and means of manipulating a substantive property of the judgment task, predictability can alter the performance of the optimal weighting strategy. A reduction in predictability, therefore, should produce a performance decrement even if the subject makes accurate and consistent usage of the available task information. Second, predictability can have an effect on the way in which subjects process the information presented to them. This, of course, is the more interesting influence from a psychological standpoint. By contrast, the first influence is important in that it serves as an indication of the subject's sensitivity to the manipulation—in essence a method check.

As noted in the Method section, two different kinds of performance measures (absolute and relative) were used to explore the effects of predictability on judgment. The influence of predictability as a manipulator of the task content was investigated by analyzing the absolute hit-rate and achievement measures. A significant effect for these measures would suggest that subjects were trying to use the optimal weighting strategy to make their judgments or at least that they were sensitive to the manipulation. The influence of task predictability as a cognitive component of performance was investigated by analyzing the relative performance measures since they reflect performance after manipulation effects have been removed. Significant
effects for both absolute and relative measures were anticipated.

In general, the predictability manipulation had the desired effect on performance, for as predictability increased, so did performance. Although this finding comes as no surprise, it is nonetheless important because it suggests that subjects were sensitive to this task property and were trying to maximize their performance. As illustrated in Figure 6, both absolute product measures of performance yielded significant effects for task predictability, $\mathcal{F}(2, 130) = 672.15, p < .01$ for achievement, and $\mathcal{F}(2, 130) = 377.70, p < .01$ for hit-rate.

Predictability was also found to have a significant effect on relative performance. The two relative indices did not agree, however, on the nature of this effect. Figure 7 indicates that relative achievement increased with an increase in predictability, $\mathcal{F}(2, 130) = 8.01, p < .01$, and that relative hit-rate decreased with an increase in predictability, $\mathcal{F}(2, 130) = 45.63, p < .01$.

The ambiguity suggested by the relative measures could be an artifact of the way accuracy was defined for hit-rate: only an exact match between the subject's judgment and the value produced by the optimal weighting model was considered a "hit." Consider the optimal hit-rate values shown in Table 3. Under high
FIGURE 6: ABSOLUTE PERFORMANCE BY PREDICTABILITY.
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FIGURE 7: RELATIVE PERFORMANCE BY PREDICTABILITY.
predictability, the model was 100 percent correct by definition. Since even a well-calibrated subject would have trouble approximating this level, given that a judgment had to be perfect to be considered correct, one would expect relative hit-rate to be rather low. Under low predictability, on the other hand, the model was correct only about 40 percent of the time, a considerably easier standard against which to express the subject's performance. Even random responding would have yielded a relative hit-rate of nearly 25 percent under this condition (compared to about 11 percent under high predictability). Had a more lenient criterion been set for the definition of a "hit," such as a one-unit confidence interval around the model's judgments, relative hit-rate might have produced a trend more similar to that of relative achievement.

The process measures, knowledge and control, provide insight into the manner by which cognitive aspects of judgment affect performance. As illustrated in Table 4, they reveal that when predictability is increased from the low to the moderate level, both the understanding and the application of task structure information increases; but when it is increased further to the high predictability level, no additional improvement in cognitive processing occurs. Although small in absolute terms, the difference between low and moderate predictability yielded a significant effect of task predictability for both
TABLE 4

Mean Process Measures under Three Predictability Conditions

<table>
<thead>
<tr>
<th>Predictability Level</th>
<th>Knowledge</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>.88</td>
<td>.86</td>
</tr>
<tr>
<td>Moderate</td>
<td>.89</td>
<td>.87</td>
</tr>
<tr>
<td>High</td>
<td>.89</td>
<td>.87</td>
</tr>
<tr>
<td>Mean</td>
<td>.89</td>
<td>.87</td>
</tr>
</tbody>
</table>
knowledge, $F(2, 130) = 4.92, p < .01$, and control, $F(2, 130) = 3.70, p < .03$. Hence, an increase in task predictability can significantly improve these two aspects of cognition; but if they are already at a limit dictated perhaps by mental capability or capacity, no further improvement will occur.

Task predictability, therefore, had a significant, though very small, effect on judgmental knowledge and control. As predictability increased, so did these aspects of judgment, although perhaps limited by a "ceiling" associated with the particular properties of the task.

2. Does feedback type affect performance?

The present study was designed to control for the typical confounding of task knowledge and feedback type. In previous studies, only subjects receiving cognitive feedback had access to specific (and important) knowledge of the formal task structure. By providing such information to all feedback groups via instructions, the present design permitted a fair comparison of response and outcome feedback conditions. The comparison of each feedback type with a control group receiving no feedback (task information only), therefore, isolated its utility in judgment. In light of recent findings, all feedback types tested were expected to provide some benefit, at least under some conditions, with response feedback generally being more beneficial than
outcome feedback.

The results revealed that the type of feedback presented had a significant overall effect on performance for both absolute indices, $F(4, 65) = 7.82, p < .01$ for achievement and $F(4, 65) = 4.21, p < .01$ for hit-rate. However, contrary to expectations, Table 5 illustrates that the two response feedback groups performed at about the same level as the control group, but all three were better than the two outcome feedback groups. This relationship was supported by the results of Dunnett tests which revealed that for absolute measures, performance under exact and comparative conditions (response feedback) was not significantly different from the control ($p > .05$); but historical and non-historical conditions (outcome feedback) were significantly inferior to the control ($p < .05$). The results of Dunnett tests also revealed that for relative indices, only historical group performance was significantly inferior to the control ($p < .05$). These findings generally challenge the utility of all four types of feedback tested when subjects are informed of the proper weighting strategy prior to their judgments. It does, however, corroborate the evidence that outcome feedback is detrimental to judgment performance.

It is apparent from the relative performance measures that when the effect of predictability as an aspect of task content is removed, the relationships between feedback
Table 5

Mean Product Measures under Five Feedback Conditions

| Measures |
|-----------------|-----------------|
| Absolute | Relative (ratios) |
| $H_a(\%)$ | $R_a(\%)$ | $H_r$ | $R_r$ |

Feedback Types

- **No feedback**
  - Control: 50.76, 0.77, 0.90

- **Outcome feedback**
  - Non-historical: 43, 0.71, 0.69, 0.84
  - Historical: 40, 0.67, 0.66, 0.79

- **Response feedback**
  - Comparative: 47, 0.75, 0.69, 0.88
  - Exact: 50, 0.75, 0.75, 0.88

- **Mean**: 47, 0.73, 0.71, 0.86
types is unchanged. Significant feedback type effects appeared for both relative achievement, \( F (4, 65) = 7.51, p < .01 \), and relative hit-rate measures, \( F (4, 65) = 2.86, p < .03 \).

A comparison of the two types of outcome feedback suggests that preserving historical outcome data (cues, judgments, and criteria for the past 20 profiles) hurts rather than helps the decision maker. This finding was supported by a Newman-Keuls test that revealed a significant difference in absolute achievement between the two outcome feedback groups (\( p < .05 \)). Relative achievement was also lower when a history was available, but the difference was not significant. It will be recalled that this manipulation was introduced in order to determine whether deficiencies of memory could explain the previously reported inferiority of outcome feedback. If the decline was due to failure of memory, performance should have been better with the historical record. Since the trend was in the opposite direction, failure of memory would not seem a reasonable explanation.

The detrimental effect of historical outcome feedback can, however, be explained with reference to the process measures. Inspection of the knowledge and control measures in Table 6 reveals that the subjects receiving a history of their judgments exhibited less control over their response strategies than did those without such a history. A
Table 6

Mean Process Measures under Five Feedback Conditions

<table>
<thead>
<tr>
<th>Feedback Type</th>
<th>Knowledge</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>No feedback</td>
<td>( \frac{90}{92} )</td>
<td>( \frac{90}{92} )</td>
</tr>
<tr>
<td>Outcome feedback</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-historical</td>
<td>( \frac{87}{86} )</td>
<td>( \frac{87}{86} )</td>
</tr>
<tr>
<td>Historical</td>
<td>( \frac{87}{80} )</td>
<td>( \frac{87}{80} )</td>
</tr>
<tr>
<td>Response feedback</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comparative</td>
<td>( \frac{89}{88} )</td>
<td>( \frac{89}{88} )</td>
</tr>
<tr>
<td>Exact</td>
<td>( \frac{90}{89} )</td>
<td>( \frac{90}{89} )</td>
</tr>
<tr>
<td>Mean</td>
<td>( \frac{89}{87} )</td>
<td>( \frac{89}{87} )</td>
</tr>
</tbody>
</table>
Newman-Keuls test supported this conclusion, the mean difference of .06 between these two outcome feedback conditions being highly significant ($p < .01$) for the control index. By contrast, the results for the knowledge index were identical whether or not history was displayed. Thus the decline in performance is clearly attributable to the effect that historical information has on the subject's ability to apply his or her own policy consistently.

Turning to the more constructive feedback types, it appears that feedback with the precision of regression weights leads to no better performance than comparative information based on those regression weights. This is supported by the fact that a Newman-Keuls test yielded no significant difference ($p > .05$) for the two response groups on any of the measures analyzed. Regression weights, therefore, are probably simplified to some extent during cognitive processing. This research does not permit speculation on the degree of simplification that takes place but it does suggest that regression weights are no more useful than comparative information derived from them, at least under the conditions studied here.

In summary, feedback was found not to have the expected positive effect on performance. Response feedback yielded performance similar to no feedback at all, while outcome feedback yielded considerably poorer performance. A principal consequence of outcome feedback was its
detrimental effect on cognitive control, a detriment which was exacerbated by the addition of historical information (i.e. prior outcome data).

3. Does practice influence performance?

Learning a cognitive skill such as the one used in this research has been conceptualized as a three stage mental process (Fitts, 1964). The first stage involves an initial encoding of the skill into a form sufficient to generate the desired behavior to some crude extent (i.e. rule learning). This stage is characterized by rapid learning and sometimes verbal mediation or rehearsal while the task is being attempted. The second or "associative" stage involves the "smoothing out" or perfecting of the skill performance. This stage is characterized by a slowing down of learning while gradually detecting and eliminating errors in the initial understanding of the skill. Concomitantly, there is a dropout of verbal rehearsal. The third or "autonomous" stage involves even slower but continued improvement in performance over a long period of time.

When the subjects in this experiment were presented with an optimal weighting strategy and given an opportunity to practice using it prior to the experimental trials, the intent was to focus on the latter of these stages—eliminating for the most part the early
rule-learning stage which has been the emphasis in most probability-learning research. Therefore, results were expected to reveal a gradual but consistent improvement in performance across blocks, or at the very least sustained application of the rules learned at the outset. The justification for this orientation was the practical consideration that in most real-world decision systems, DM would be appraised of any known cue-criterion relations.

No attempt was made to counterbalance predictability over blocks and, as a result, there was a degree of confounding between these variables, as illustrated in Table 2 (maximum achievement possible). However, average predictability was approximately equal for the three most widely spaced blocks (r = .81, .82, and .82 for blocks 1, 3, and 5, respectively). Consequently, analysis of practice effects was limited to these three blocks in order to control predictability.

Looking first at the achievement index (Figure 8), the results show the anticipated gradual improvement in only three of the five feedback groups: control, non-historical outcome, and comparative response conditions. The historical outcome and exact response groups showed an increase on block 3 and a decrease on block 5. an effect which may have been due to the increased mental load or stress imposed by these feedback conditions. In any case, analysis revealed a significant effect of practice on absolute achievement,
\( F (2, 130) = 5.89, p < .01 \), but mean performance collapsed across the five groups did not suggest a typical learning function (.69, .71, and .70 respectively for the three blocks). Rather, the above-mentioned distinction between feedback type functions was supported by a significant type by block interaction, \( F (8, 130) = 2.19, p < .03 \). The trends for hit-rate (Figure 9) were similar in form to those for achievement, but the feedback type by blocks interaction did not reach significance, \( F (8,130) = 1.15, p < .34 \).

Turning to the component process measures (knowledge and control), improvements occurred only in blocks 1 and 3, and none of the interactions with feedback approached significance. Figure 10 shows that knowledge averaged across groups increased from \( G = .79 \) in block 1 to \( G = .92 \) in block 3 but declined slightly in block 5 (\( G = .90 \)), \( F (2, 130) = 507.32, p < .01 \); Figure 11 shows a less dramatic but still significant trend for control, \( F (2, 130) = 4.95, p < .01 \). The sharp increase in knowledge between blocks 1 and 3 suggests that perhaps the rule-learning stage was not completed in the warm-up period as planned and that subjects were still encoding task structure information to some extent during the early blocks.

Taken together, these results suggest that practice has a significant effect on performance but the nature of the effect is specific to both the feedback type and the
measure used to evaluate it. In addition, early practice influences performance by improving the subject's understanding of task structure (knowledge) more so than his or her application of that knowledge (control).

4. Does feedback efficacy differ as a function of predictability?

It was hypothesized that the difference between the effects of outcome and response feedback would diminish as predictability was increased. Response feedback was expected to yield high performance at all three levels of predictability tested, while outcome feedback was expected to do so only when predictability was high. Therefore, the difference between outcome and response feedback performance was expected to decline as predictability increased, resulting in a feedback type by predictability interaction.

Findings did not support this hypothesis even though a feedback type by predictability interaction was obtained in the absolute hit-rate measure, $F(8, 130) = 4.40, p < .01$. As illustrated on Figure 12, the direction of this interaction effect was exactly opposite that predicted (i.e. the differences among feedback conditions increased with predictability). A similar trend occurred for the absolute achievement measure (Figure 13), but the effect was not significant, $F(8, 130) = 1.57, p < .14$.

The relative measures produced somewhat less consistent
findings than did the absolute measures. Relative hit-rate (illustrated in Figure 14) showed a sharp, negative relation between predictability and performance, whereas achievement (Figure 15) showed a gradual, positive one. Whatever their shape and direction, however, the effects of feedback conditions on these functions were consistent with the absolute measures. Performance was degraded by outcome feedback and the expected interaction did not materialize. Only that for relative hit-rate was significant, $F(8, 130) = 2.42, (p < .02)$. Apparently, the decline in relative achievement for the outcome feedback conditions (Figure 15) was not large enough to cause a feedback by predictability interaction, $F(8, 130) = .58, p < .79$.

Taken together, these results suggest that unlike task congruence, task predictability does not increase the comparability of cognitive (response) and outcome feedback effects. Rather, it would appear that outcome feedback becomes more detrimental to judgment performance as predictability increases, and is generally inferior to no feedback at all, regardless of whether performance is measured in absolute or relative terms.
FIGURE 14: RELATIVE HIT RATE BY BLOCKS.
Conclusions

The present study shows that feedback efficacy is influenced by task predictability, but not in the way suggested by Adelman's hypothesis. Merely knowing the rule by which predictive information is related to consequent outcomes does not insure that DM will make good use of feedback either for applying that rule more consistently or for maintaining a level of performance. In fact, subjects did show improvement over successive trial blocks (largely as a function of improved consistency), but not because of the contribution of feedback: the no-feedback control subjects did equally as well as the best feedback subjects at all levels of predictability.

What feedback did contribute was all negative, and that negative contribution increased as the task became more predictable. In particular, outcome feedback hurt performance and did so more seriously as task predictability increased, much as if the "noise" (or unpredictable) component were amplified by DM relative to the "signal" component as task conditions improved. Preserving records of past outcomes and responses only served to worsen the situation rather than "dampen out" the fluctuations. On the other hand, response (cognitive) feedback produced no decrement regardless of task predictability. Presumably, whatever cognitive representation of the proper weighting
strategy was established at the outset was left undisturbed by both metric and directional feedback. Of course, since neither kind of feedback produced any differential improvement (relative to the control condition), it was clearly not necessary for either the preservation or reinforcement of that cognitive representation.

There remains, then, a discrepancy between the influence of two task properties (congruence and predictability) on the efficacy of feedback in general and outcome feedback in particular. Making DM's task clearer by increasing congruence apparently promotes the usefulness of outcome feedback; doing so by improving the "signal-to-noise" ratio (predictability) only promotes the harmfulness of outcome feedback. Since these generalizations derive from separate studies, the next step toward clarification would seem to lie in the direction of concurrent investigation.
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