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I. INTRODUCTION:

The Army Research Office, under a three-year contract, DAAG29-80-C-0105 began to support our research at Battelle Columbus Laboratories in the fall of 1980. I left Battelle to become professor of Chemistry and Physics at the University of Florida, Quantum Theory Project in August, 1981. Consequently, I submitted a new proposal for the second and third year of the existing contract from the University of Florida. This contract was funded under the number DAAG29-82-K-0034 beginning in January, 1982. Hence, this report covers the three-year period of the initial contract to Battelle and the subsequent two years at Florida. As a part of both of these contracts have supported work involving a strong collaboration between myself and Dr. George Adams of the Army's Ballistic Research Laboratory, Aberdeen Proving Ground, his technical reports may also be consulted for voluminous information pertaining to the ab initio many-body perturbation theory (MBPT) study of flame species. In particular, technical report ARBRL-TR-02240 by Adams and Bent, entitled "Ab Initio Prediction of Thermochemical Parameters for Flame Species," describes our initial MBPT predictions for formaldehyde, H₂CO, the formyl radical, HCO, methanol, H₃COH, and the methoxy radical, H₃CO, at length, including a discussion of our many-body methods.

In section II, I will describe the objectives of our research for ARO, and summarize our progress. A list of papers and presentations supported by ARO is presented in the third section. Our new ARO contract, DAAG29-84-K-0025, will permit us to amplify these earlier advances and use our many-body methods to develop new techniques for the treatment of large molecules. Personnel supported by ARO (9/80-12/83) are listed in section IV. Copies of papers supported by ARO are included in five copies of this report, for more detailed information about the research.
II. SUMMARY OF PROGRESS

There were three main objectives for this research:

(1) Develop new techniques built upon many-body perturbation theory and coupled cluster theory to more accurately describe potential energy surfaces for molecules.

(2) Implement highly efficient computer codes to perform accurate many-body calculations of molecular structures and reaction paths.

(3) Apply these methods to a series of examples pertaining to transient molecules as occur in flames, to identify structures, transition states for reactions, and exothermicities. This information is required in kinetic models of flame systems.

Over the past three year period we have made exceptional progress in all three areas. Some of this progress may be summarized. A more detailed account is available in the published papers.

The equations of many-body perturbation theory (MBPT) and its infinite-order generalizations, coupled-cluster (CC) theory, were derived using diagrammatic techniques[1]. These formulae were found to be well-suited to the new generation of vector computers, since the diagrams may be evaluated as products of row and column vectors of suitably sorted molecular integrals. Codes were implemented to include single, double, and quadruple excitation terms, defining the fourth-order MBPT model (SDQ-MBPT(4)) and its infinite-order, CCD (coupled-cluster doubles) and CCSD (single and double) extensions[1].

A primary advantage of these \textit{ab initio} MBPT/CC models[1] is that they scale properly with molecular size. We call this property size-extensivity[2] since it is the electronic equivalent of extensive properties in statistical thermodynamics. Unlike configuration interaction (CI) this makes many-body methods formally suited to large-molecule applications. It also guarantees an inherent comparative efficiency compared to CI due to the elimination of unlinked diagrams in the MBPT/CC approach.

* References refer to the publications supported by ARO listed in section III.
One other consequence of this property is the very important one that the theoretical heat of formation ($\Delta H_f$) in some reaction $A + B + C + D$, may be simply obtained as $\Delta H_f = \Delta H_f(C) + \Delta H_f(D) - \Delta H_f(A) - \Delta H_f(B)$, just as when using experimental values, when the $\Delta H_f$ of each species is calculated by a many-body method. This is not true in CI. Instead one must compute the super-molecules $A + B$ and $C + D$ infinitely far apart to obtain this information[2]. Clearly, this property is very important in thermochemical studies of flame species.

Among our first applications of these MBPT/CC techniques to flame species were studies of the potential energy surface of formaldehyde, $\text{H}_2\text{CO}$. The ground state of $\text{H}_2\text{CO}$ may decompose via at least three routes: a) $\text{H}_2\text{CO} + \text{H}_2 + \text{CO}$, b) $\text{H}_2\text{CO} + \text{HCO} + \text{H}$, and c) $\text{H}_2\text{CO} + \text{HCOH} + \text{products}$. We studied this potential energy surface using MBPT methods determining transition states and barriers for routes a) and c), with no barrier in b). The exothermicities are quite accurate. Also, we obtained excitation energies from the ground to the low-lying singlet and triplet states. In the case of the triplet state, we predict an excitation energy of 3.12eV while the experimental value is 3.14eV[3].

Our next study dealt with dissociation energies for the series of molecules $\text{CH}_3\text{OH} + \text{CH}_2\text{O} + \text{CH}_2\text{O} + \text{CO}$ [4]. This made use of the size-extensive property referred to above. It also made predictions about the structure and dissociation energy of the methoxy radical, which are not known experimentally. For each species, we obtained its molecular structure using MBPT techniques, showing that bond lengths are typically accurate to 0.01Å and bond angles to less than about 3°[4].

Our study on dissociation energies in the methanol flame was followed by a more detailed study of decomposition pathways for methoxy $\text{CH}_3\text{O}$ and its isomer, the hydroxymethylene radical, $\text{CH}_2\text{OH}$[5]. Transition states and barriers to hydrogen dissociation for methoxy, i.e., $\text{CH}_3\text{O} + \text{CH}_2\text{O} + \text{H}$ and rearrangement, $\text{CH}_2\text{O} + \text{CH}_2\text{OH}$ were determined. The barriers for the two routes are quite close,
suggesting that under some conditions the rearrangement route can compete with direct CH bond fission. These results should have a bearing on kinetics models of the methanol flame[5].

In addition to applications of our MBPT/CC techniques, we proposed to ARO our intention to augment MBPT/CC methods to properly include the effects of triple excitations. Hence, we developed formulae and wrote two separate programs to find an efficient calculational method, since adding the triple excitation terms adds an \( n^7 \) step \( (n=\ # \) of basis functions) to our previously \( n^6 \) MBPT/CC models[6]. We reported our results including comparisons with full CI for a series of molecules, BH, HF, NH\(_3\) and H\(_2\)O, the latter at several geometries[6]. This work demonstrates the high accuracy of the far more efficient MBPT/CC methods compared to the best possible result (i.e. full CI), even for highly difficult cases where the reference function is a poor approximation to the correct solution[6].

Returning to applications, we made a study of methylene amidogen, CH\(_2\)NH[7], which arises as a primary decomposition product of the explosive RDX. It is also expected to be an intermediate in flames oxidized by N\(_2\)O. This work reports a study of five different electronic states and ground state structural parameters[7]. Comparisons are made among different \textit{ab initio} methods reporting complete active space multi-configuration self-consistent field (CASSCF), CI, MBPT and CC results. Except for cases where the reference function is inappropriate the MBPT/CC results are found to be quite accurate[7].

Besides the radicals that occur in hydrocarbon and nitramine flames, are radicals containing halogens. In particular, Y. Lee and co-workers observed the existence of an unexpected inorganic free-radical in the reaction of F\(_2\) + HI + HIF + F. From their experiments, HIF was bound by \( -30 \)kcal/mole relative to HI + F or IF + H yet their experiment could not determine whether the structure of the molecule was HIF, HFI, or HFI? Nor could they determine whether the radical was linear? We undertook this study using MBPT to locate the geometry of
the radical[8]. As might be expected from analogy with interhalogen species, the heaviest halogen (I) is in the middle, but HIF has a bond angle of 84°, showing some interaction between H and F. The barrier to dissociation for HF + I is 12 kcal/mole. Another unusual feature is that HIF also shows a local minimum at a bond angle of 137° which should cause an unusual vibrational spectra[8]. This paper will be finalized shortly. In future work, we expect to predict the vibrational spectra from the potential energy surface we have computed.

Our initial work under ARO support has documented the applicability of high-level, correlated ab initio, many-body techniques for the detailed study of potential energy surfaces for transient molecules. Often, only by such calculations is it possible to obtain structural, spectroscopic and kinetic information for short-lived transient species like CH₃O, HNO, and HCO which have been studied in this effort. The next important development in MBPT/CC is to derive and implement equations for the analytical evaluation of the gradient on a potential energy surface. This problem, as well as the extension of ab initio techniques to much larger molecules is the goal of our new ARO contract.
III. PUBLICATIONS AND PRESENTATIONS SUPPORTED BY ARO

PUBLICATIONS


PRESENTATIONS

(Rodney J. Bartlett, invited presentations at conferences and universities)


* A number of contributed presentations by graduate students and postdoctoral students have been made at the Sanibel-Palm Coast meetings and the Southeastern Theoretical Chemistry conferences, 1982-1984.

IV. PERSONNEL SUPPORTED BY ARO

No students supported by ARO have yet received their degrees, although Mr. Sohrab Zarrabian and Mr. David Magers have been working on ARO projects.

Postdoctoral students who have worked on ARO projects include Dr. George Purvis, Dr. Hideo Sekino, and Dr. S.A. Kucharski. Dr. Purvis who worked on this project at Battelle and Florida, has now become an Associate in Chemistry and Manager of the Quantum Theory Project's computer systems.
INTRODUCTION

Ten years ago in the Annual Review of Physical Chemistry, there was a review article entitled "Many-Body Theories of the Electronic Structure of Atoms and Molecules," by Karl Freed (1). In that article many-body methods were defined to be those techniques which derive their impetus from theories of the N-body problem for which \( N \to \infty \). For the purposes of this review, we further specify these methods as many-body perturbation theory (MBPT) (2–5) and the closely related coupled-cluster methods (CCM) (6–9).

In the ten years since that review appeared, probably no area in theoretical chemistry has undergone more development than has the theory, methodology, and applications of such ab initio many-body methods for...
studies of molecules and their interactions. In Freed's article the question is asked, "Do [many-body methods] provide methods or insights which are useful and/or new?" The answer is a resounding "yes!" Furthermore, these methods should have an increasingly important impact on chemistry over the next few decades, both conceptually and in providing highly accurate theoretical predictions for a constantly expanding array of problems.

In the present review, which is very much directed toward the nonspecialist, I hope to present some of the logic underlying the application of many-body theory for chemistry and to illustrate and call attention to several of the contributions that have been made over the last decade. As in any effort of this type, space limitations prohibit any attempt at completeness, but it is hoped that the essence of the developments in the area will be communicated to the reader, along with an assessment of where many important contributions remain to be made.¹

Besides MBPT/CCM, many-body methods include techniques built upon Dyson's equation and its generalizations, which go under a variety of names such as Green's functions, propagator methods, and equations-of-motion (EOM) techniques. These methods are most often used for obtaining electronic spectra, ionization potentials, electron affinities, and the related transition moments, although they can be used to obtain the total electronic energy of a molecule as well, and thus also potential energy surfaces. In fact, one of the most attractive approaches to excited-state potential surfaces would be to combine EOM methods with ground-state

¹Abbreviations used: ASGD, antisymmetrized Goldstone diagram; CCD, coupled cluster method limited to double excitation operators (this is also known as CPMET, coupled pair many-electron theory); CCM, coupled cluster method; CCSD, coupled cluster method limited to single and double excitation operators; CCD + ST(4) designates fourth-order single and triple excitation contributions added to the CCD result; CEPA, coupled electron pair approximation; CGTO, contracted Gaussian type orbitals; CHF, coupled Hartree-Fock; CI, configuration interaction (CI specified to include various categories of excitations are designated as D-CI, for double excitations, SD-CI for single and double excitations, and SDTQ-CI for single, double, triple, and quadruple excitations); EN, Epstein-Nesbet partitioning in perturbation theory (Ref. 65); EPV, exclusion principle violating; EOM, equations of motion; GVVT, generalized Van Vleck transformation; ICSCF, internally consistent self-consistent field orbitals; L-CCD, linearized coupled cluster double excitation model; MBPT, many-body perturbation theory [MBPT specified to include ASGD corresponding to single, (S), double, (D), triple, (T), and quadruple (Q), excitations are identified as SDTQ-MBPT(4), with the order dependence identified in the designation]; MP, Møller-Plesset partitioning in perturbation theory (Ref. 64); PCILO, perturbed CI with localized orbitals' semiempirical model; PES, potential energy surface; PPP, Pariser-Parr-Pople semiempirical model; RHF, restricted Hartree-Fock; SCF, self-consistent field model; STO, Slater type orbitals; UHF, unrestricted Hartree-Fock; VB, valence bond model.
solutions obtained by MBPT/CCM (10, 11). These EOM and propagator methods use techniques somewhat different than MBPT/CCM, and embrace a very large literature of their own; consequently, they are not discussed here. These approaches are mentioned in Freed's review article, and have been reviewed more recently by Öhrn (12), Simons (13), Jørgensen (14), and Csanak, Taylor & Yaris (15). An excellent text covering this subject is by Linderberg & Öhrn (16).

Besides the review of Freed (1), a number of other reviews of MBPT and CCM have appeared within the last decade. These include papers by Robb (17), Kutzelnigg (18), Paldus & Čiček (19), part of a review by Musher (20), and Čiček & Paldus (21). The latter paper, as well as a review of much of the effort of our group (22), appears in the proceedings of the 1979 Nobel Symposium on Many-Body Theory of Atomic Systems. These proceedings offer a quite up-to-date account of many-body theory in its most comprehensive sense—embracing atoms, molecules, nuclei, and solids—and are highly recommended.

Each of the previous reviews of MBPT/CCM deals with different aspects of the problem. Robb's review focuses on the relationship between MBPT and the electron-pair theories as originally presented by Sinanoglu (23) and Nesbet (24). Another article by Freed also addresses this aspect (25). The paper by Paldus & Čiček presents a functional, very readable account of the detailed MBPT theory. Kutzelnigg's article focuses mainly on the coupled-cluster theory and its coupled electron pair approximation (CEPA) versions (26). Also, the older review by Kelly (5) provides an excellent account of the first MBPT calculations for atoms. The well-known book (27) edited by Sinanoglu & Brueckner brings many of the principal early papers together. The second article by Čiček & Paldus (21) reviews the development of coupled-cluster theory, while the book by Hurley (28) provides a good textbook account of CCM.

Most applications of ab initio MBPT/CCM for molecular problems have only been made in the last five years. Hence, no prior review has covered predominantly numerical results for molecules and some of the implications of these results. This appears to be the natural subject for the present effort. To further restrict the scope of the review, with important exceptions, atomic calculations of the type pioneered by Kelly (5) and semi-empirical molecular calculations also are not considered.

Following a discussion of some of the significant concepts underlying MBPT/CCM, together with a synopsis of the theory, we proceed to some informative numerical illustrations of the techniques, demonstrating the deficiencies and the successes of the many-body methods, while emphasizing profitable future areas for research.
CRITERIA FOR A THEORETICAL MODEL CHEMISTRY

To offer a focus for the subsequent discussion, it is helpful to consider some properties that quantum mechanical methods should attempt to satisfy. In an interesting paper, Pople et al (29) proposed several criteria for approximate numerical applications for molecules, if they are to be suitable as a basis for a "theoretical model chemistry." The definition of the latter is a uniform level of calculation whose effectiveness may be assessed by comparing with experimental data. Considering their suggestions as well as some of our own (31), we think some of the conditions that such a model should satisfy are that it be

1. size-extensive (i.e. scale properly with the size of molecule)
2. generally applicable to a wide class of problems within one framework (i.e. the model should not be dependent on symmetry or specific choices of configurations)
3. invariant to classes of transformations, particularly unitary transformations among degenerate orbitals
4. efficient and cost effective
5. applicable to excited states and open shells
6. able to dissociate a molecule correctly into its fragments.

The best possible solution in a basis set is configuration interaction (CI) with all possible excitations (full CI). Except for efficiency, since full CI is impossible for anything but the smallest molecules, it satisfies all these criteria as well as being variational. However, lacking a coordinate lower bound, a variational upper bound seems to be a less important requirement than it once was in quantum chemistry. There are two primary reasons for this.

First, the quantities that are of interest, such as binding energies—or more generally, the relative energy on a potential energy surface (PES)—and excitation energies, have no variational bounds even if the separate calculations are each variational. In fact, some of the most attractive methods (e.g. EOM and perturbation techniques) for obtaining excitation energies compute the differences directly rather than via two separate calculations, an inherently nonvariational approach. Second, the many-body methods that are routinely used, although nonvariational, usually differ from rigorous variational bounds only in fourth and higher orders of perturbation theory (30). Hence, at least for nonpathological cases for which such higher-order corrections could be important, MBPT/CCM methods as usually employed are quasivariational.
At the current state of development, the first three conditions are easily accomplished by MBPT/CCM. Any approach based upon the linked-diagram theorem is size extensive, as discussed in depth in the next section. A large class of problems can be studied within the general framework of single reference MBPT/CCM calculations, provided that the reference function is an adequate starting point. As long as entire diagrams are evaluated, MBPT is invariant to unitary transformations among degenerate orbitals. CEPA models that include parts of MBPT diagrams usually lack this invariance. CCM models are typically invariant to transformations exclusively among occupied orbitals and among excited orbitals, but not necessarily when the two are mixed.

The efficiency criterion for correlated calculations is very important. To emphasize this aspect, the number of points required to obtain a potential energy surface (PES) rises astronomically with the number of degrees of freedom in the molecule. For a triatomic system, calculations at ten displacements in each degree of freedom require $10^4$ points, but for four atoms, already $10^6$ calculations would be required. Usually far fewer points actually need to be obtained than suggested by such a brute-force approach, but since each calculation still requires significant amounts of computer time, the importance of efficiency cannot be overestimated.

Many-body methods have traits that enable them to offer distinct computational advantages for many problems compared to some other correlated techniques:

1. A simple second-order perturbation result, which only requires a trivial addition to any SCF code, accounts for typically ~90% of the basis set correlation energy and removes most of the SCF error in other properties.
2. MBPT/CCM offer very efficient techniques for incorporating most of the effect of higher than double excitations in CI.
3. Substantial computational efficiency is gained through the fixed computational formulae (at least for a single reference function) of MBPT/CCM, which are also ideally suited to vector-based computations.

Excited states can be handled with other kinds of many-body approaches such as EOM techniques (32) or with CI; while correct separation is currently most easily achieved using CI methods. The MBPT/CCM theory for treating both these problems exists, but has not yet been implemented into a general-purpose molecular problem. Of course, excited states, as long as they are the lowest state of a given symmetry, are routinely studied with unrestricted Hartree-Fock (UHF) based MBPT/
CCM (29, 30). Also, UHF plus MBPT/CCM usually permit smooth separation on a PES, although for some cases the path toward the separated limit is not always accurate (22).

**SIZE-EXTENSIVITY AND THE IMPORTANCE OF HIGHER CI-EXCITATIONS IN THE THEORY OF CORRELATION**

MBPT/CCM are relatively new techniques, compared to configuration iteration (CI), for the determination of electron-correlation effects for molecular properties. MBPT/CCM were originally developed for problems in nuclear and solid state physics, where emphasis on correct size-dependence, which we refer to as "size-extensivity" (22, 30), becomes mandatory. Size-extensivity is guaranteed by the evaluation of terms that the many-body development identifies as linked diagrams, hence the Brueckner-Goldstone (2-4) linked-diagram theorem of MBPT/CCM serves as the cornerstone of the theory. In a solid consisting of an infinite number of atoms, the correct size-dependence is obviously crucial, yet even in molecular problems this is a highly desirable trait for an approximate method to possess.

This term is borrowed from thermodynamics, where an extensive property is one that is proportional to the size of a homogeneous system. Pople et al (29) proposed the term "size-consistency" for a closely related property. A method is considered size-consistent if the energy of a system made up of two subsystems A and B far apart is equal to the sum of the energies A and B computed separately by the same method. For closed-shell systems dissociating to closed-shell fragments, an RHF (restricted Hartree-Fock) reference function is size-consistent, and size-extensivity (or the absence of unlinked diagrams) is then a sufficient condition for size-consistency of a correlated model based upon that reference function. On the other hand, for a single-determinant reference function to be size-consistent when considering open-shell fragments, A and B, a UHF (unrestricted Hartree-Fock) solution will usually be required. Since either an RHF or a UHF function can be used to generate a linked diagram, size-extensive expansion, the condition of size-consistency imposes another requirement on the reference function, in addition to the use of a linked diagram expansion. Hence, some confusion arose over the distinction between proper scaling with size in a homogeneous system ("extensivity") and correct separation of a molecule into its fragments, which is a very different property. Adding to the confusion is the term "separability conditions," which is also sometimes used (18). Hence, we prefer the term size-extensivity to suggest only correct scaling, and discuss correct separation as a second, equally desirable property, to avoid any possible confusion. Although there are fine differences (33), the fundamental element suggested by all three terms is correct scaling with size.

The idea of size-extension is implicit in the work of Brueckner, Goldstone, and co-workers, although Primas was one of the first to emphasize the concept (34). Meyer (26) used this idea as part of the justification of the CEPA models.
Two primary reasons for this are that only approximate methods that scale properly with size are suitable for application to larger molecules, such as those encountered in quantum biochemistry (31); and size-extensivity assists in computing accurate dissociation energies (or, more generally, correct relative energies on the potential surface), which require comparison of a molecule to its smaller fragments (22). The latter aspect is also crucially dependent upon basis set effects and on whether the approximate method being used permits smooth dissociation into the different components, but size-extensivity remains an important aspect. As an added benefit, heats of formation obtained from calculations using size-extensive methods can be added together, just as experimental values are, to obtain the heats of formation of some complex molecules (22), while nonsize-extensive methods, like truncated CI, would normally require "super molecule" calculations to provide these quantities most accurately. This problem is of more than academic interest as pointed out by Ahlrichs (35), since this error is \( \sim 9 \) kcal/mole for \( 2 \text{BH} \rightarrow \text{B}_2\text{H}_6 \) (35) and is \( \sim 15 \) kcal/mole for \( \text{CH}_3\text{F} + \text{F}^- \rightarrow \text{CH}_3\text{F}^- \) (36).

Although full CI has the property of correct size-dependence, the failure of truncated CI models, such as CI limited to all single and double excitations (SD-CI), is related to the neglected contributions of higher excitations in the CI method. The example usually employed to illustrate this deficiency in CI is a lattice of noninteracting electron pair bonds, such as a collection of well-separated \( \text{H}_2 \) molecules or \( \text{He} \) atoms. The exact wavefunction for a single \( \text{H}_2 \) molecule may be written in terms of a complete set of natural orbitals as a reference determinant (i.e. the first natural configuration, which is close to the SCF solution) plus all paired double excitations from that determinant. Two noninteracting \( \text{H}_2 \) molecules would be exactly described by the product of two of these wavefunctions, but the product of the simultaneous double excitations on each \( \text{H}_2 \) molecule results in contributions to the product wavefunction of terms that correspond to quadruple excitations, if the two \( \text{H}_2 \) molecules are treated as a "super molecule" in CI. Similarly, a third \( \text{H}_2 \) molecule requires hextuple excitations, and so forth. However, since the number of configurations is proportional to \( n^l \), where \( n \) is the number of basis functions and \( l \) is the level of excitation, a prohibitive \( \sim 10^l \) configurations would be necessary for \( n = 100 \) to include just the quadruple excitations. The fact that much of the effect of such higher excitation terms is tractably included in many-body theory is one of the principal advantages of these techniques.

Since any large molecule can be viewed, in a first approximation, as a superposition of largely noninteracting electron pair bonds, the idealized
N(H₂) model has some significance for the general description of molecular electronic structure. This model problem has been considered by several authors (37-43). Using very good full CI wavefunctions for H₂ to provide the one parameter required (31), it is possible to solve the model problem exactly for the H₂ lattice problem, and thus to determine the error in D-CI (double excitation CI) for N molecules as a function of N (31). These numbers are illustrated in Figure 1 for H₂ and He lattices.

Unlike a size-extensive correlated model, where

\[ E_{\text{corr}}[N(H_2)] = N[E_{\text{corr}}(H_2)] \]

the correlation energy obtained by truncated CI for the lattice is proportional to \(\sqrt{N} \) as \( N \to \infty \). Even for \( N = 10 \) (twenty electrons), the error for \( N(\text{H}_2) \) amounts to 31 kcal/mole, while for forty-electron systems, which are well within the range of current correlated studies, the error would be about 108 kcal/mole. The differences between the \( N(\text{H}_2) \) curve and \( N(\text{He}) \) curve reflect the difference between inner-shell electron pairs and the pairs in covalent bonds. Although there are other errors in molecular calculations that are equally large, or even larger, it is apparent that size-extensivity has a potentially important effect in ab initio correlated calculations. A statement that size-extensivity is important is equiva-
Also shown in Figure 1 are some results for the effect of quadruple excitations on correlation energies obtained in actual calculations. These quantities are determined by comparing fourth-order MBPT results that include quadruple excitation effects with a fourth-order perturbation approximation to D-CI (22, 30). The core electrons are frozen in these examples, so that the number of electron pairs, \( N \), for each molecule corresponds to the valence electrons only. The calculations for benzene and dimethylnitramine use a double-zeta (DZ) basis, while at least double-zeta-plus-polarization (DZP) sets are employed in the other cases. Typically, a larger quadruple-excitation effect is observed with better basis sets, so the 20% error in the correlation energy in benzene, which amounts to 64 kcal/mole, is likely to be an underestimate of the true effect for this system. The actual calculations tend more nearly to follow the \( N(\text{H}_2) \) curve rather than that for \( N(\text{He}) \), as would be expected for the valence electron bonds.

Although this example pertains to the total energy, while in chemistry we are mainly concerned with energy differences, failure to maintain proper size-dependence has additional consequences. Using the \( \text{H}_2 \) lattice problem, Meunier & Levy (40) demonstrate that the density matrix and electron excitation energies will also be drastically affected if these quantities are computed by truncated CI. In each case, as \( N \to \infty \), the CI density matrix and excitation energies will converge to the values corresponding to the SCF reference function, so that a great deal of effort involved in the correlation treatment for an extended system would be of little value. Even for small molecules, however, the effects of quadruple excitations can have observable consequences, as shown for the geometry and force constants of \( \text{H}_2\text{O} \) (33).

OUTLINE OF MBPT/CCM THEORY

The development of MBPT predates CCM, but the latter possesses some conceptual simplifications that recommend that CCM be treated first, with the various orders in MBPT being obtained from the CCM equations. Although, as illustrated by the \( \text{H}_2 \) lattice, the products of disjoint double-excitation terms that are neglected in CI are fundamentally simple, the standard CI framework cannot exploit this simplicity. Many-body methods accomplish this primarily through the exponential ansatz (6–8), which states that the correct wavefunction may be written in the form

\[
\psi = e^{\tau(\phi)},
\]

1.
where $T$ is an excitation operator which we may define as

$$T = T_1 + T_2 + \ldots + T_n \tag{2.}$$

The subscripts refer to the number of excited electrons. In the occupation number representation,

$$T_n = 1/n! \sum_{\mathbf{p}_1 \ldots \mathbf{p}_n} \epsilon_{\mathbf{p}_1} \ldots \epsilon_{\mathbf{p}_n} \mathbf{X}_{\mathbf{p}_1}^1 \ldots \mathbf{X}_{\mathbf{p}_n}^n \ldots \mathbf{X}_i \mathbf{X}_j, \tag{3.}$$

where $a, b, c, \ldots$ are excited orbitals, while $i, j, k, \ldots$ are orbitals occupied in $\Phi_0$. In Eq. 1, $|\Phi_0\rangle$ is some suitable, size-extensive reference function, and the amplitudes $t_{\mathbf{p}_1 \ldots \mathbf{p}_n}$, which are analogous to CI coefficients, are to be determined. A double-excitation wavefunction of this type for two separate $\text{H}_2$ molecules, referred to as $\text{H}_2^1$ and $\text{H}_2^2$, has the property that

$$\exp (T_1^2 + T_2^2) |\Phi_0\rangle = (\exp T_1^2 |\Phi_0\rangle) (\exp T_2^2 |\Phi_0\rangle) \tag{4}$$

since the cross terms vanish for the noninteracting case.

This approach should be contrasted with the truncated CI technique, for which the D-CI wavefunction for the two $\text{H}_2$ molecules may be written as

$$(1 + T_1^2 + T_2^2) |\Phi_0\rangle \tag{44}$$

$$\times [(1 + T_1^2) |\Phi_0\rangle] \tag{45}$$

since the product term, $T_1^2 |\Phi_0\rangle$ $T_2^2 |\Phi_0\rangle$ is a quadruple excitation and is thus neglected, so that the result is not size extensive.

The exponential form of the wavefunction, Eq. 1, combined with the condition that the $T$ operator in Eq. 2 contains no disconnected parts (i.e. parts which can be resolved into products of two or more lower $T_n$ operators), is sufficient to guarantee that the energy given by

$$E = \langle \Phi_0 | H \Phi_0 \rangle \tag{5}$$

is size-extensive. An alternative expression for the energy is the linked-diagram theorem (1, 2) of MBPT

$$E = \sum_{k=0}^{\infty} \langle \Phi_0 | H[(E_0 - H_0)^{-1}H] | \Phi_0 \rangle \tag{6}$$

which is an expansion of orders in the perturbation $V = (H - H_0)$. When $\Phi_0$ is a self-consistent field (SCF) function, the terms with $k > 0$ represent the correlation energy (45). $H_0$ is a separable $n$-particle Hamiltonian whose eigenfunction (at least in a matrix sense) is $\Phi_0$. The subscript $L$ indicates the limitation to linked diagrams, such as those shown in Figure 2. These topological figures provide a convenient mnemonic device for writing down the contribution of any order of perturbation theory solely
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Figure 2 Antisymmetrized Goldstone diagrams (ASGDs) through fourth order MBPT. A Hartree-Fock reference state is assumed. Orders are distinguished by the number of dashed horizontal interaction lines. Particle (p) and hole (h) states are represented by upward and downward directed line segments, respectively. The excitation level of a diagram is distinguished by the number of p-h pairs intersected by an imaginary central horizontal line. In this manner the diagrams have been labeled and counted as contributions to the correlation energy arising from single (S), double (D), triple (T), and quadruple (Q) excitation types.

in terms of molecular integrals. The rules for interpreting such diagrams have been presented (46). The close relationship between Eqs. 5 and 6 will become more evident below, where the solutions of the CCM equations are considered.

The usual choice for \( \Phi_0 \) is an SCF function of the restricted or unrestricted form. Although this choice is not mandatory, it is computationally simpler, since many terms vanish for this case. For closed-shell systems near equilibrium, a restricted Hartree-Fock (RHF) function is usually a good choice for \( \Phi_0 \). However, it is well-known that such a function will not separate correctly upon dissociation for any molecule that fails to separate into closed-shell fragments. An unrestricted Hartree-Fock (UHF) function will usually, but not always (47), separate correctly. However, such a function may suffer from extensive spin contamination, particularly when a UHF function is used for a multiply bonded
singlet molecule like \( N_2 \) (22). For most open-shell doublets, triplets, etc., UHF functions have only a small amount of spin-contamination, in general, and can usually be employed without excessive error (22). In the UHF or closed-shell RHF case, Brillouin’s theorem eliminates any need to consider non-Hartree-Fock single-particle terms.

It is also possible to treat open-shell problems with Roothaan RHF methods (48,48a), but these do not treat all multiplicities in an equivalent way; they require additional non-Hartree-Fock terms in the summations, and they are not useful for treating entire potential energy surfaces. Multi-reference function methods, which are more appropriate in such cases, are discussed below. For some properties, such as excitation spectra and ionization potentials, open-shell RHF MBPT should be useful.

The CCM theory, built upon Eqs. 1 and 2, originated in nuclear physics primarily through the work of Coester & Kämmel (6,7), with Čízek (8) presenting the theory in a suitable form for quantum chemistry. Čízek, Paldus, and co-workers have made many applications to \( \pi \)-electron systems within the Pariser-Parr-Pople (PPP) semi-empirical framework (9). Paldus, Čízek & Shavitt made the first, and still one of the most informative, ab initio applications in a minimum basis study of BH (49). This paper considers effects of \( T_1, T_2, T_3, T_4 \) in the CCM equations.

Restricting the \( T \) operator just to bi-excitations defines the coupled-cluster doubles (CCD) model, also known as coupled-pair many electron theory (CPMET). The first results from generally applicable computer programs using the CCD model were reported by Bartlett & Purvis (30), Pople et al (50), and Taylor et al (51).

Using the CCD model, equations for the amplitudes can be obtained by back-projecting \( \text{He}^{1}|\psi_0\rangle \) onto the space of double excitations. These lead to a set of nonlinear coupled equations for the amplitudes of the form (8,30)

\[
0 = \langle ab | ij \rangle - D_{ijkl} t_{ij}^{kl} + \sum_{k<l} \langle ab | cd \rangle t_{ij}^{kl} + \sum_{k<l} \langle ke | ij \rangle t_{ij}^{kl} + \sum_{k<l} \langle kb | ij \rangle t_{ij}^{kl}
\]

\[
+ \sum_{k<l} \langle ka | ij \rangle t_{ij}^{kl} + \langle ka | ij \rangle t_{ij}^{kl} + \langle kb | ij \rangle t_{ij}^{kl}
\]

\[
- \langle ka | ij \rangle t_{ij}^{kl} + \sum_{k<l} \langle ke | cd \rangle \{ t_{ij}^{kl} t_{ij}^{kl} - 2(t_{ij}^{kl} t_{ij}^{kl} + t_{ij}^{kl} t_{ij}^{kl})
\]

\[
- 2(t_{ij}^{kl} t_{ij}^{kl} + t_{ij}^{kl} t_{ij}^{kl})\}
\]

The antisymmetrized two electron integrals

\[
\langle pq | rs \rangle = \langle pq | rs \rangle - \langle pq | rs \rangle.
\]
ELECTRON CORRELATION IN MOLECULES

are defined relative to the molecular orbital basis set, while $D_{\text{vab}} = (\epsilon_i + \epsilon_j - \epsilon_a - \epsilon_b)$ is composed of the SCF orbital energies. From the
number of operators involved, the highest terms in the exponential expansion that contribute to these amplitudes are quadratic.

Notice that there are no more amplitudes to determine in the wavefunction $e^{-T}\phi_0$ than in the standard D-CI, yet at the modest cost of solving a nonlinear equation, we now have a size-extensive method and the inclusion of most of the effects of CI quadruple excitations. The latter follows by comparison, since the CI quadruple excitation operator $C_4$ is equivalent to

$$C_4 = T_4 + (1/2) T_2^2 + (1/2) T_1^2 T_2 + T_1 T_2 + (1/4!) T_4.$$  

However, as Sinanoglu observed [23], $T_4$ corresponds to a true four-particle interaction and is very small, while two simultaneous two-particle interactions, which correspond to $T_2^2$, are far more important. This is also supported by the fact that all quadruple excitation terms in fourth-order perturbation theory come from $T_2^2$, with $T_4$ only starting to contribute in fifth-order. Since $T_4 = 0$ for Brueckner orbitals and is usually small for SCF orbitals, the last three terms are normally less important. Hence, with only little more effort than D-CI we obtain a substantial extension of the D-CI theory.

The iterative solution of Eq. 7, which defines several MBPT models, proceeds in the following fashion. Initially all amplitudes are assumed to be zero, giving

$$t_{\text{vab}}^{(1)} = \langle \text{ab} | \text{ij} \rangle / D_{\text{vab}},$$  

with energy

$$E_2 = \sum_{i < j} \langle \text{ab} | \text{ij} \rangle t_{\text{vab}}^{(1)}.$$  

This is the second-order perturbation energy, which corresponds to the antisymmetrized diagram $D_1$ in Figure 2. The next iteration, also only of the linear terms, defines

$$t_{\text{vab}}^{(2)} = \sum_{i < j} \langle \text{ab} | \text{cd} \rangle t_{\text{vbc}}^{(1)} + \sum_{i < j} \langle \text{ke} | \text{ij} \rangle t_{\text{vcd}}^{(1)} + \sum_{i < j} \langle \text{kb} | \text{le} \rangle t_{\text{vke}}^{(1)} + \langle \text{ka} | \text{le} \rangle t_{\text{vbc}}^{(1)} - \langle \text{ka} | \text{le} \rangle t_{\text{vbc}}^{(1)}.$$  

$$E_3 = \sum_{i < j} \langle \text{ab} | \text{ij} \rangle t_{\text{vab}}^{(2)}.$$  

11.  

12.
$E$, is given by the third-order diagrams $D_2$, $D_3$, and $D_4$ (Figure 2). The next iteration of the linear term would be the same as in Eq. 11, except that $r_{ij}^3(2)$ would be used in place of $r_{ij}^3(1)$ to give $r_{ij}^3(3;L)$. However, we show elsewhere (52) that this computation is not necessary, since

$$E^3_0 = \sum_{i \neq j} \langle ab | ij \rangle r_{ij}^3(3;L) = \sum_{i > j} |r_{ij}^3(2)|^2 / D_{aba}. \tag{13}$$

$E^3_0$ corresponds to diagrams $D_5$-$D_{16}$ in Figure 2.

The first nonlinear iteration contributes

$$r_{ij}^3(3;N) = \sum_{k \neq i} \sum_{l \neq j} \langle k \ell | cd \rangle [r_{ji}^3(1)r_{ij}^3(1)] - 2[r_{ij}^3(1)r_{ij}^3(1) + r_{ij}^3(1)r_{ij}^3(1)]$$

$$- 2[r_{ij}^3(1)r_{ij}^3(1) + r_{ij}^3(1)r_{ij}^3(1)] + 4[r_{ij}^3(1)r_{ij}^3(1) + r_{ij}^3(1)r_{ij}^3(1)], \tag{14}$$

which provides the amplitudes for

$$E^3_2 = \sum_{i \neq j} \langle ab | ij \rangle \ r_{ij}^3(3;N) \tag{15}$$

or diagrams $Q_1$-$Q_7$. The superscripts $D$ and $Q$ refer to the two components of fourth-order perturbation theory corresponding to double- and quadruple-excitation diagrams. This defines the perturbation theory model DQ-MPBT(4). A similar consideration of the coupled-cluster single and double excitation (CCSD) wavefunction, $e^{t_1 + t_2} \phi_0$, leads in addition to the fourth-order contribution of single excitations, which we define as SDTQ-MBPT(4). This adds the $S_1$-$S_4$ diagram (Figure 2). The triple excitation diagrams $T_1$-$T_{16}$ (Figure 2) arise from $T_3$ in Eq. 2.

In this manner, each of the terms in the linked-diagram expansion of MBPT, Eq. 6, can be obtained from the general CCM equations. This development emphasizes two alternative viewpoints, the infinite-order summation of selected terms, and the evaluation of all terms at some finite order. When higher-order terms are important, a model like CCSD, which neglects the triple-excitation terms in fourth-order, may well be preferable to SDTQ-MBPT(4) which includes these terms. On the other hand, when good convergence is obtained, SDQ-MBPT(4) $\approx$ CCSD and the largest remaining error will be the fourth-order triple excitation terms. The latter applies to most cases where the reference function $\Phi_0$, as a nondegenerate RHF or UHF function, is adequate for the problem at hand. In such examples DQ-MBPT(4) usually differs from CCD by
<1 kcal/mole (22). For more difficult cases, where a single \( \Phi_0 \) suffers from some near degeneracy, CCD or CCSD might be preferred (30, 52–54).

A number of formal developments in the CCM theory have been made by Paldus, Čiček, and co-workers that deal with open-shell systems (55), excitation energies (11), and the spin-symmetry adapted form of the theory (56). Nakatsuji and co-workers have developed and applied an open-shell symmetry adapted cluster theory (57–59). Harris has also considered excitation energies, grafting EOM techniques onto the CCM equations (10). Other papers by Živković (60) and Živković & Monkhorst (61) discuss excited-state solutions to the CCM equations. Monkhorst also considers CCM predictions of properties other than the energy (62). Freeman succeeded in solving the electron gas problem with CCM (63).

The correlation contributions in Eqs. 9–15 are calculated iteratively solely from a list of transformed molecular integrals and associated denominators composed of orbital energies. Very efficient computer programs for carrying out these computations can be constructed, and such programs are well-suited to vector-oriented computers.

The computational effort of second-order perturbation theory has an approximately \( n^4 \) dependence on the number of basis functions, while third-order and the fourth-order contributions of single, double, and quadruple excitations, as well as the CCD and CCSD models, are asymptotically proportional in effort to \( n^6 \). The quadruple excitation contributions in fourth order and in CCD can be factored, since these correspond to \( T_4 \) rather than \( T_6 \). The latter type of term, which would occur in the most general case, would require an \( n^7 \) procedure. This factorization offers a dramatic gain in efficiency over attempting to include quadruple excitations in a CI procedure. The fourth-order triple excitation terms, on the other hand, correspond to \( T_4 \), rather than \( T_6 \), and hence do not factor, requiring an \( n^7 \) procedure. Perhaps of even greater significance for computational purposes is that, if higher than fourth-order contributions of \( T_6 \) are to be computed, as would be done in a CCM model that includes \( T_6 \), it would be necessary to save the \( t_{\pi 2}^{\alpha \sigma} \) amplitudes, and this would require storage space proportional to \( n^6 \).

Some other CI models use a multireference space instead of a single reference function, and include all single and double excitations relative to the several reference functions. In this case, presumably, the most important triple and quadruple excitations are introduced into the calculation. Although, just like any truncated CI model, this is not rigorously size-extensive, it should be much better than single-reference SD-CI, and may be comparable or even superior to single-reference MBPT/CCM models.
which are rigorously size extensive and incorporate higher excitations. In this review the term CI, when unspecified, means a single-reference, truncated CI model.

Before focusing on MBPT/CCM applications and the individual orders of perturbation theory, it is useful first to recognize some of the flexibility inherent in the MBPT/CCM methodology.

The Jacobi type iterative solution of the CCD equations described above is implicitly of Meller-Plesset (MP) type, since the simple denominators $D_{\alpha \beta}$ are those used by Møller & Plesset in their classic 1934 paper on perturbation theory relative to an SCF reference function (64). Numerous other choices are possible. For example, the “diagonal” terms in the linear summation of Eq. 7, $(ab|ab)$, $(ij|ij)$, $(jb|jb)$, $(ja|ja)$, $(ib|ib)$, and $(ia|ia)$ could be combined with $D_{\alpha \beta}$, with the other summation indices suitably restricted, to provide a different partitioning known as the Epstein-Nesbet (EN) approach (65). In many-body language, such denominator “shifts” are used to sum certain kinds of terms in perturbation theory to all orders. Obviously, this technique will give very different results for equivalent orders in perturbation theory, although at convergence the final results must be the same. Some study of the nonlinear terms will also lead to certain “quasidiagonal” parts that might be incorporated into the denominator of an iterative scheme. In fact, the latter is necessary to make the connection between the rigorous CCD model and the CEPA approximations to it (18, 66).

In addition to the flexibility in the partitioning used in solving the CCD equations, it is also possible to get very different order-by-order results by different choices for the molecular orbitals involved in the calculations (the equations would then include extra terms in the non-SCF case (49)). Alternative choices could be natural orbitals, Brueckner orbitals, modified SCF orbitals proposed by Davidson (termed ICSCF for “internally consistent”) (67, 68), or those obtained by incorporating modified one-electron potentials (e.g. $V^{\alpha-1}$) into the calculation. In the last case, the

To avoid confusion, a point should be made pertaining to the terminology in the field. In the calculations of Pople and co-workers (29, 38, 50) emphasis is placed on the SCF perturbation theory of Møller & Plesset, coupled with the specification of the reference function, rather than on the later MBPT developments employing the diagrammatic theory. This leads to the specification of their models as, for example, UMP3, for third-order Møller-Plesset perturbation theory with unrestricted Hartree-Fock reference function, and UMP4DQ, for fourth-order MB perturbation theory limited to effects of double and quadruple excitations. In our system, $UMP3 = D-MBPT(3)$ and $UMP4DQ = DQ-MBPT(4)$, where the reference function is understood to be UHF for an open-shell case and RHF for a closed-shell case. In most cases MP denominators are used, although Epstein-Nesbet denominators, which are often referred to as “shifted,” have also been employed in some studies (52).
Arnau-Huzinaga (69) and Silverstone-Yin (70) approach provides $V^{N-1}$ modified orbitals, which may be written as a transformation exclusively among the usual virtual SCF orbitals. For this category of transformations, when only excited orbitals are mixed among themselves (and/or occupied orbitals among themselves), the CCD equations are invariant, so again the converged results will be the same, but not the various orders in perturbation theory. The CCD equations are not invariant to more general transformations that mix occupied and excited orbitals together, like natural orbits or Brueckner orbitals, but the full CI or a full coupled-cluster result would be invariant. Insofar as a given model begins to approach the full result, invariance to even very general transformations will begin to be observed.

A third degree of flexibility is the reference function itself. An SCF function is often convenient, but for some applications just a product of bond-functions, as is used in the PCILO (perturbed CI with localized orbitals) semi-empirical perturbation method (72), or even a product of symmetrically orthogonalized atomic orbitals, may be preferable. For example, the latter two reference functions have certain localization characteristics that may be exploited in an extended system like a metal surface or a large biochemical molecule.

The enormous number of possibilities raises the question of what is the best MBPT model. It would be useful to know, for example, what choice of denominators, orbitals, or reference functions would give second-order results that are consistently closest to the basis set limit for the correlation energy or, perhaps, even to experiment. Little work in this area has been done. Papers by Bartlett and co-workers (52, 71, 73) have considered the order-by-order perturbation convergence of the MP and EN partitionings relative to SCF orbitals, with the former found to offer much better convergence than the latter for most systems, since the pair-like terms included in the EN partitioning to all orders tend to be biased toward negative contributions. Similar results have also been found in the direct CI procedures for the solution of the CI eigenvalue problem (74). For the case of Be or LiH, and similar systems in which relatively separated electron pairs are involved, the pair-like terms included in EN do heighten the convergence, making $E^{EN}_f$ a superior approximation compared to $E^{MP}_f$, but for more than four electrons this is seldom the case. [A potential exception would be for localized orbitals (41).] This is due to the pair-pair interactions, as emphasized by Micha (75) and Barr & Davidson (76), that tend to be positive and large for more complicated molecules. In related work Paldus studied the convergence of the CCD equations for Be as a continuous function of a parameter weighting the denominator from MP to EN, finding the best
convergence for a point closer to the EN denominator (77). In all studies of convergence Padé approximants are routinely used to enhance the speed of the convergence (52). The lowest \([N, N - 1]\) approximant is the well-known geometric approximation.

Denominator shifts employing similar “conjoint” (33) (or less appropriately, EPV, for exclusion principle violating) terms that come from the quadratic part of the CCD equations were originally used by Kelly (5). This technique has been found to be important by Freeman & Karplus (78) in obtaining potential curves for diatomic molecules. Prime & Robb discuss a related, but more general type of denominator shift (79), building upon a development by W. J. Taylor (80). An important objection to denominator shifts is that the inclusion of “diagonal” elements of higher order diagrams can result in expressions at a given order that would not be invariant to transformations among degenerate orbitals (81) and may, in fact, give the wrong size-dependence (41).

Different types of basis functions may also be considered. Adamowicz & Sadlej (82) and Pan & King (83) have investigated the use of explicitly correlated Gaussian geminal basis functions in perturbation theory and electron pair theory.

Some work by Silver, Bartlett & Wilson (84) studied the convergence of lower-order perturbation theory with \(V'' - p\) orbitals, for various choices of \(p\). Although second-order results could be quite varied for different potentials, by third-order there is already little difference in the net results in these studies. This problem has also been studied by Hiroike (85).

To the contrary, Lindgren et al found important improvements when using Brueckner orbitals instead of Hartree-Fock orbitals in studies of hyperfine structures in alkali atoms (86). This might be expected due to the importance of single excitation effects for such properties.

The most drastic modification of the theory described above is the generalization to multiple reference functions. Several frameworks for the multireference MBPT/CCM problem have been proposed (87–92), although few applications have yet been made. For many molecular problems it is apparent that multireference techniques will be preferred. This area is discussed in the final section.

However, unlike traditional perturbation methods, in which the perturbation is expected to be small, it should be recognized that single reference MBPT/CCM has been developed from an inherently “infinite-order” perturbation theory viewpoint. [This terminology derives from Löwdin (93).] This means that via the infinite-order CCM models, or by using techniques like denominator shifts to employ geometric series arguments to sum classes (or components) of diagrams to all orders, conver-
gence can often be accomplished even for highly difficult cases. A prime example is found in H\textsubscript{2} at large separation, where the 1\textit{e}^2\textsubscript{g} and 1\textit{e}^2\textsubscript{u} configurations are equally important, and logic would recommend that both functions be included in the reference space. Despite this, a single reference CCD calculation based on the 1\textit{e}^2\textsubscript{g} configuration will give a good potential curve all the way to the dissociation limit (94). Similar studies on Li\textsubscript{2} and N\textsubscript{2} using denominator modifications also illustrate this point (78).

An intermediate level between single-reference and multireference functions in MBPT has been considered by Kirtman & Cole (95). In this study they have proposed that a valence bond (VB) function should be the reference function for a perturbation approach. If this could be accomplished conveniently, one would have the advantage that, unlike an RHF function, the valence-bond solutions would frequently separate correctly, thus leading to a more accurate zeroth-order approximation to a potential energy curve. A UHF function will normally separate correctly, but as illustrated with the N\textsubscript{2} example (22) (described below), the spin contamination becomes too great to give a realistic potential curve in the intermediate range between equilibrium and the separated atom limit. Obviously, when the zeroth-order solution is superior, then equivalent corrections should be obtained in lower orders of perturbation theory.

There are several difficulties with the VB approach, however. The non-orthogonalities that are involved in the original VB theory make the computation time rise as \(N!\) for \(N\) electrons. Hence, it is usually necessary to invoke strong orthogonality conditions in order to obtain the solution (96, 97). However even with such approximations, the different VB orbitals are eigenfunctions of different one-electron Hamiltonians, eliminating the convenient \(N\)-electron Hamiltonian of SCF theory. This feature is also true for Hartree theory and most open-shell RHF-SCF theories, although recent work suggests that a convenient, formal solution to this problem may be found (98). This is an important question, since the elimination of unlinked diagrams is the basis for the size-extensivity of the MBPT/CCM methods, and this elimination is facilitated by the separability of the \(N\)-particle Hamiltonian. Kirtman & Cole resort to a type of exchange perturbation theory to account for the different one-electron Hamiltonians. Second-order results are reported for H\textsubscript{2} and Li\textsubscript{2}.

Although it is important to develop and apply the multireference techniques for open-shell problems, for problems involving near degeneracies, and for the accurate description of bond breaking, the point at which efficiency versus accuracy considerations favor the multireference approach over the single-reference method, or over more general VB-based methods, has not yet been determined.
STUDIES OF MOLECULAR CORRELATION ENERGIES

The first molecular calculations using many-body methods were made by Kelly for H₂ (99) and by Miller & Kelly for H₂O (100), using one-center expansion techniques and numerical methods similar to those used for atoms. Lee, Dutta & Das made similar calculations (101), with recent work by McDowell (102). Although it is highly desirable to develop purely numerical methods for molecules to avoid the limitations inherent in basis set methods, the multicenter nature of molecular charge distributions presently requires the use of conventional finite basis sets of Slater type orbitals (STO) or of contracted Gaussian type orbitals (CGTO). In an interesting series of papers (103), McDowell has discussed the systematic elimination of the basis set error by using MBPT techniques.

Schulman & Kaufman (104) used the formal structure of MBPT and finite basis sets in calculating the second-order correlation energy and polarizability for H₂. These authors also investigated sum rules to assess the accuracy of their basis sets, an idea that should be used more frequently. This was followed by similar studies of molecular correlation energies, but with some consideration of higher-order effects, by Robb (105), Bartlett & Silver (71), and Freeman & Karplus (78). In addition, Kaldor demonstrated the accuracy of finite-basis MBPT calculations by comparing them with Kelly's numerical results for Be (106).

Additional studies without approximation at the full third-order level have been made by Urban, Kelló & Hubač (107), Bartlett et al (73), Pople et al (29), Kvasnicka & Laurinč (108), and Wilson & Silver (109). It should also be noted that when an SCF reference function is used, and until terms beyond the third order in perturbation theory are included, the first two iterations of SCF-based direct CI calculations (110) are equivalent to D-MBPT(3). However, in the process of converging to the D-CI solution, the size-extensitivity of the D-MBPT(3) model is lost because the truncated CI approach incorporates unlinked diagram terms in fourth and higher orders of perturbation theory (30). This results in the paradoxical situation that a second- or third-order perturbation result for the correlation effects is likely to be superior to the converged D-CI or SD-CI model, particularly for extended systems, and often even better for some properties of smaller molecules (33). Approximating these unlinked diagram terms is the basis for the widely used Davidson's (111) approximation for quadruple CI excitations (112-114).4

4Actually, two alternative viewpoints on how to approximate the quadruple and higher excitations in CI have been taken. Bartlett & Shavitt (112) proposed the viewpoint that the unlinked diagrams in fourth-order should be approximated and thereby eliminated from the
In subsequent work, Bartlett & Shavitt computed fourth- and higher-order MBPT contributions due to double excitations (52), and Krishnan & Pople (115), Bartlett & Parvis (30), and Pople et al (50) developed general purpose programs for the computation of fourth-order quadruple- and single-excitation terms. The latter two papers also report CCD results for a series of molecules. The triple-excitation diagrams have now been computed by Krishnan et al (116), Kvasnicka et al (117), and Wilson and co-workers (118, 119). At the level of quadruple and triple excitations, MBPT/CCM offers a great deal of previously unattainable information about the correlation problem for nontrivial molecules.

In a substantial achievement, Saxe, Schaefer & Handy have recently carried out an all-electron full CI calculation for H₂O in a DZ (double zeta) basis set (120). This calculation involved 256,473 configurations and required about six hours on a CDC 7600 computer (H. F. Schaefer, private communication). Since full CI is the best possible solution in the basis set, it is highly informative to compare MBPT/CCM predictions of the correlation energy with the CI results. Table 1 provides this information. Second-order perturbation theory, which is the simplest MBPT approximation, provides 94% of the full CI correlation energy, with the full fourth-order perturbation theory accounting for all but 1 mh, or 99.3% of the correlation energy. The remainder of the full CI result is associated with contributions from higher-order perturbation theory, but most of these are included in the infinite order CCD result.

Since CCD reduces to DQ-MBPT(4) in fourth-order, the difference between the results of these two models provides a measure of the higher order contributions generated by the T₂ operator, which correspond to higher order effects due to even excitations. This difference is 0.668 mh. Adding the fourth-order contribution of single and triple excitations [the latter computed by Wilson & Guest (119)] to the CCD result gives agreement with the full CI to 0.3 mh, or 99.8% of the full CI, and agreement with SDTQ-CI (single, double, triple, and quadruple excitation CI) to 99.96% or 0.06 mh.

When the very good agreement between CCD plus the fourth-order single and triple excitation terms [CCD + ST(4)] is combined with the
Table 1 Comparison of many-body results with full CI

(H$_2$O 14 CGTO-DZ basis set, $E_{\text{HF}} = -76.00984$)

<table>
<thead>
<tr>
<th>Model</th>
<th>Configurations</th>
<th>$\Delta E$ (full CI) (Hartree a.u.)</th>
<th>$\Delta E$ (SDTQ-CI) (kcal/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD-CI</td>
<td>361</td>
<td>-0.14018</td>
<td>4.9</td>
</tr>
<tr>
<td>SDTQ-CI</td>
<td>17,678</td>
<td>-0.14777</td>
<td>0.2</td>
</tr>
<tr>
<td>FULL CI</td>
<td>256,743</td>
<td>-0.14803</td>
<td>0.0</td>
</tr>
<tr>
<td>D-MBPT(2)</td>
<td></td>
<td>-0.13948</td>
<td>5.4</td>
</tr>
<tr>
<td>D-MBPT(3)</td>
<td></td>
<td>-0.14087</td>
<td>4.3</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td></td>
<td>-0.14392</td>
<td>2.6</td>
</tr>
<tr>
<td>DQ-MBPT(4)</td>
<td></td>
<td>-0.14476</td>
<td>2.1</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td></td>
<td>-0.14565</td>
<td>1.5</td>
</tr>
<tr>
<td>SDTQ-MBPT(4)'</td>
<td></td>
<td>-0.14704</td>
<td>0.6</td>
</tr>
<tr>
<td>CCD</td>
<td></td>
<td>-0.14544</td>
<td>1.6</td>
</tr>
<tr>
<td>CCD + ST(4)</td>
<td></td>
<td>-0.14771</td>
<td>0.2</td>
</tr>
</tbody>
</table>

*MBPT/CCM calculations, R. J. Bartlett.

*The CI calculations are by Saxe, Schaefer & Handy (120).

*The triple excitation component of SDTQ-MBPT(4) is computed by Wilson & Guest (119).

fact that these MBPT/CCM calculations require only a few seconds on the CDC 7600, compared to six hours for the full CI or a few minutes for the SDTQ-CI, the potential efficiency and accuracy of the many-body methods is emphasized. Of course, H$_2$O at equilibrium is well-described by a closed-shell SCF reference function, which is clearly the dominant configuration, so MBPT/CCM methods based upon a single reference function are easily applicable. With open shells or near degeneracies, even a single-reference UHF-based MBPT/CCM approach may not be as reliable (30, 120a), and multireference function techniques are sometimes preferred, with a consequent loss in efficiency.

In another calculation on H$_2$O (33), a very good 39 STO basis set is used (121). For this basis the full CI or even SDTQ-CI is out of the question. However, one can still readily carry out SDQ-MBPT (4) and CCD calculations. The inclusion of fourth-order triple excitations, an $n'$ problem, adds a great deal to the time for the calculation (118), but their magnitude in the examples studied is typically of the same order as the other fourth-order components. A suggested rule-of-thumb is that the triple excitation terms are about three times as large as the singles contribution (122). These results are displayed in Table 2. The CCD model with the addition of the fourth-order single and triple excitations is essen-
Table 2. Comparison of many-body results with SD-CI\(^*\)
(H\(_2\)O 39 STO basis set, \(E_{\text{exc}} = -76.06423\))

<table>
<thead>
<tr>
<th>Model</th>
<th>Correlation energy (Hartree a.u.)</th>
<th>(\Delta E) (SD-CI) (kcal/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD-CI(^*) (4,120 configurations)</td>
<td>-0.27558</td>
<td>0</td>
</tr>
<tr>
<td>D-MBPT(2)</td>
<td>-0.28178</td>
<td>-3.9</td>
</tr>
<tr>
<td>D-MBPT(3)</td>
<td>-0.28302</td>
<td>-5.9</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>-0.28934</td>
<td>-8.6</td>
</tr>
<tr>
<td>DQ-MBPT(4)</td>
<td>-0.28614</td>
<td>-6.6</td>
</tr>
<tr>
<td>CCD</td>
<td>-0.28621</td>
<td>-6.7</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>-0.28817</td>
<td>-7.9</td>
</tr>
<tr>
<td>SDTQ-MBPT(4)(^*)</td>
<td>-0.29604</td>
<td>-12.8</td>
</tr>
<tr>
<td>CCD + ST(4)</td>
<td>-0.29611</td>
<td>-12.9</td>
</tr>
<tr>
<td>Exp.</td>
<td>-0.370</td>
<td>-59.2</td>
</tr>
</tbody>
</table>

*The MBPT/CCD calculations are reported by Bartlett, Shavitt & Purvis (33).

*The CI calculation is by Rosenberg & Shavitt (121).

*The triple excitation component is computed by Wilson (118).

Electron correlation in molecules mainly equivalent to SDTQ-MBPT (4) for this system, and accounts for 80% of the estimated total correlation energy of H\(_2\)O. A second-order calculation recovers 95% of this, third-order recovers an additional 1.1%, and fourth-order 3.7%. The fourth-order contributions are -4.3 mh for double excitation diagrams, -2 mh for singles, -7.9 mh for triples, and +3.2 mh for quadruple excitation diagrams.

As measured by fourth-order results, the net effect of quadruple excitations in CI would be about -13.9 mh, or about 4.7% of the computed correlation energy (33). Adding in the triples as well, the higher CI excitations account for 21.8 mh or about 7.4% of the correlation energy, compared to 5.1% in the DZ basis calculation.

In this study of H\(_2\)O a quartic force field was also predicted at several levels of MBPT/CCM approximation, and compared with SCF and SD-CI (33, 125). The SCF predictions of the bond length and angle are within 2% of experiment, while SD-CI is accurate to about 0.5%. The low-order many-body models D-MBPT(2) and D-MBPT(3) give some.

It is important to distinguish between quadruple excitation diagrams and CI quadruple excitations, since the former contain components which derive from double excitations in the CI model (30, 33). These double-excitation terms are responsible for the quadruple excitation diagrams being positive. This also introduces the separation of the renormalisation terms in fourth-order perturbation theory into the "conjoint" (or EPV) and "disjoint" parts mentioned in this review. Hubč and co-workers (123, 124) present a detailed study of these interrelationships.
what better agreement with experiment than SD-CI. The error in CCD is <0.2%, and SDQ-MBPT(4) improves this to <0.1%.

In the prediction of the force constants, the SCF results show errors of more than 30% for even some quadratic constants, while SD-CI is usually fairly close to the various MBPT/CCM results, normally <10% in error. For 4, though, there is about a 16% difference between SD-CI and SDQ-MBPT(4), with the CI result much further from experiment. There are differences between various reported experimentally derived values of the force constants, and to a lesser degree even for the bond length and bond angle, so convergence to a particular set of experimental values cannot be taken as evidence for any general superiority of MBPT/CCM to SD-CI, although one would certainly expect that the higher excitation terms like the quadruples included in SDQ-MBPT(4) and CCD should help in improving the accuracy of the SD-CI calculations. In fact, adding Davidson’s approximation for quadruple excitations to SD-CI significantly improves the results of the model in this example (125), and this is a generally observed phenomenon for highly accurate CI studies (126). What is most important here, however, is that size-inextensive models show some significant differences from SD-CI even for a small molecule like H₂O. We would certainly expect this to be the case for larger systems, but even for H₂O, at the sophistication of current ab initio quantum chemistry, there are observable consequences of size-inextensive models that should be realized and corrected.

The fractions of the correlation energy attained within a given basis set with the MP denominator and ordinary SCF occupied and excited orbitals are presented in several places (22, 29, 30, 33, 50). The typical behavior is illustrated in Table 3 for some molecules we have studied. The higher than fourth-order terms are measured by means of the CCD model, which only includes the T₂ operator in Eq. 2, hence single- and triple-excitation contributions are not included.

The worst case for second-order perturbation theory is BH₃, which reflects the residual degeneracy in this system. However, even though the third-order contribution is comparatively large, the higher-order effects are modest, showing good convergence. The fourth-order single-excitation contribution to BH₃ amounts to only −0.18 mh (30). Diborane shows a somewhat similar behavior, and the single excitations give only −0.14 mh (127). The multiply-bonded molecules CO, CO₂, N₂, HCN, and CH₃CN have a large E₂, with a positive E₁, except for HCN. In a larger basis including double-polarization functions, E₁ for HCN is positive (128). The negative single-excitation contribution for each of these molecules is somewhat larger, being −7, −12, −5, −4, and −5 mh, respectively (30, 22).
Table 3 Percentage of the correlation energy obtained by different orders of perturbation theory

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Second-order</th>
<th>Third-order</th>
<th>Fourth-order (DQ)</th>
<th>Higher order (DQ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BH₄</td>
<td>80.0</td>
<td>16.5</td>
<td>3.0</td>
<td>0.50</td>
</tr>
<tr>
<td>H₂O</td>
<td>97.7</td>
<td>1.5</td>
<td>0.7</td>
<td>0.06</td>
</tr>
<tr>
<td>NH₃</td>
<td>94.3</td>
<td>5.0</td>
<td>0.6</td>
<td>0.12</td>
</tr>
<tr>
<td>CH₄</td>
<td>89.6</td>
<td>9.3</td>
<td>0.9</td>
<td>0.16</td>
</tr>
<tr>
<td>CO</td>
<td>100</td>
<td>-1.6</td>
<td>1.6</td>
<td>-0.09</td>
</tr>
<tr>
<td>CO₂</td>
<td>103.2</td>
<td>-4.1</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>HCN</td>
<td>98.0</td>
<td>0.7</td>
<td>1.0</td>
<td>0.18</td>
</tr>
<tr>
<td>N₂</td>
<td>101.0</td>
<td>-2.2</td>
<td>1.3</td>
<td>-0.11</td>
</tr>
<tr>
<td>HNO</td>
<td>98.9</td>
<td>-0.5</td>
<td>1.9</td>
<td>-0.26</td>
</tr>
<tr>
<td>HCO</td>
<td>99.5</td>
<td>-0.2</td>
<td>0.7</td>
<td>-0.05</td>
</tr>
<tr>
<td>CH₃O</td>
<td>97.7</td>
<td>0.1</td>
<td>2.9</td>
<td>-0.01</td>
</tr>
<tr>
<td>C₃H₆</td>
<td>95.6</td>
<td>0.6</td>
<td>3.8</td>
<td>-</td>
</tr>
<tr>
<td>(CH₂)₂NNO₂</td>
<td>94.1</td>
<td>4.4</td>
<td>1.5</td>
<td>-</td>
</tr>
<tr>
<td>CH₂CN</td>
<td>96.5</td>
<td>-2.2</td>
<td>3.7</td>
<td>-</td>
</tr>
<tr>
<td>B₂H₆</td>
<td>85.2</td>
<td>13.2</td>
<td>1.6</td>
<td>-</td>
</tr>
</tbody>
</table>

*The basis set is at least of double zeta plus polarization quality, except for C₃H₆ and (CH₂)₂NNO₂, where a double zeta basis is used.

The fourth-order DQ contribution is comparable in size to $E_3$, although it can be larger. The usual justification for this is that effects of quadruple excitations are included here for the first time, although it is too much to expect that the perturbation series will be monotonically decreasing. When the DQ terms derived from $T_2$ are included to all orders, as is done in the CCD model, one still generally finds little differences between CCD and DQ-MBPT(4) as shown in Table 3 (22), implying that even though the fourth-order contribution can be larger than $E_3$, there is really no problem with convergence through DQ-MBPT(4) for most cases. When the single-reference function MBPT/CCM method is used for problems where near degeneracies are encountered, convergence can be far worse (30, 129).

Even though the fourth-order DQ contribution can be larger than $E_3$, once fourth-order single and triple excitations are included, the magnitude of the total fourth-order term is even greater, since both these new contributions are negative, thus augmenting the negative DQ component. In the SCF case, due to Brillouin's theorem, this is the lowest order in which these terms can appear, accounting for their significant effect. Since there are only a few examples where higher-order $T_i$ contributions
are considered (49, 129), and only one example that includes T, to higher order (49), less justification for adequate convergence of the SDTQ-MBPT(4) model is available, although it is anticipated that this level should also be well converged.

In addition to the applications made by Battelle's group, very thorough studies of molecular correlation energies are presented by Pople and co-workers in a series of papers (29, 38, 50, 115, 116, 122). In the first major effort (29), Pople et al reported on calculations at the level of second- and third-order perturbation theory for a variety of atoms and hydride molecules, including some considerations of multiplet splittings, dissociation energies, and second-order predictions of bond lengths and angles. For geometries, these authors find that D-MBPT(2) shows a mean difference between theory and experiment of only 0.003 Å, compared to 0.01 Å at the UHF level, while bond angles are accurate to a few degrees. As seen in Table 3, E, is generally sufficient to account for ~90% of the basis set correlation energy and Pople et al show that it also removes at least 50% of the error remaining in the UHF predictions of geometries.

In a subsequent paper (38), Pople and co-workers compared D-MBPT (3) with variational D-CI and SD-CI predictions of correlation energies, dissociation energies, and multiplet separations for the same series of atoms and molecules. At the third-order level there is not much difference between MBPT and the CI results for small molecules, as one would expect from the fact that D-MBPT(3) corresponds to the initial iterations leading to the D-CI result. It is difficult to separate the effects of size-extensivity in D-MBPT(3) versus D-CI from the higher-order contributions included in D-CI, but this paper also considers a size-extensivity correction to D-CI that suggests that there is about a 2 kcal/mole effect in multiplet splittings and dissociation energies for the simple systems studied.

The potentially more significant differences between MBPT/CCM and SD-CI models start to appear at the fourth order of perturbation theory. As described above, the inclusion of most of the effects of CI quadruple excitations in MBPT/CCM via the factorizable T; term enables MBPT/CCM to include such higher-excitation effects comparatively easily, while only for small model problems is it possible to do CI calculations that include the full set of quadruple excitations, as in the work of Saxe et al (120). In fact, a very large number of MBPT/CCM calculations that include quadruple excitation effects have been made for rather complicated systems, and some of the results are shown in Table 3. The general size of the error due to neglect of CI quadruple excitations is illustrated in Figure 1 for a few examples, and ranges up to 20% for benzene.

A paper by Krishnan & Pople (115) reports SDQ-MBPT(4) results for
the same series of molecules studied in their previous papers on SD-CI and second- and third-order perturbation theory. These authors point out that this model, neglecting triple excitation terms, is correct through fourth-order for an assembly of isolated two-electron systems.

Bartlett & Purvis (30) discussed the fourth-order theory and its relationship to CCD, with emphasis on the cancellations in the fourth-order theory that distinguish many-body models from truncated CI. A number of results in DZP or better basis sets for BH1, NH3, CO, HCN, CO2, and N2 are presented at the SDQ-MBPT(4) and CCD levels, showing that DQ-MBPT(4) results are quite close to the CCD values. This paper also points out the convergence problems encountered when one attempts to use an RHF reference function in an MBPT calculation of the N2 potential curve, just beyond the N2 bifurcation into an RHF and a UHF solution. The problem is further considered in another paper (22).

Pople et al (50) reported CCD results and compared these with the linearized (L-CCD) model and DQ-MBPT(4) for their usual set of first-row atoms and hydride molecules. The L-CCD model, which neglects the nonlinear terms in Eq. 7, corresponds to the sum of just the double-excitation MBPT diagrams to all orders, or D-MBPT(∞) (30), and is also known as CEPA(0) (18). Since the nonlinear terms are generally positive, L-CCD results overestimate the CCD correlation energies by as much as 6 mh for some of the molecules studied. However, since the neglected fourth-order single- and triple-excitation diagrams are negative, the errors in L-CCD compensate to some extent for the omission of these terms. These authors also observe the close coincidence of CCD with DQ-MBPT(4) in their applications.

Nakatsuji has applied his symmetry-adapted cluster theories to Be, BH1, and H2O (59), including some study of the excited states.

Krishnan (130) et al defined a new 6-311G** basis set and predicted geometries and atomization energies for a series of small molecules at the D-MBPT(3), DQ-MBPT(4), and SDQ-MBPT(4) levels. Agreement with experimental bond lengths and angles is not substantially improved over the simple D-MBPT(2) predictions for most examples. In particular, SDQ-MBPT(4) tends to increase the bond lengths between first-row atoms due to the effects of the single excitations. The atomization energies at the SDQ-MBPT(4) level are within 5 to 13% of the experimental values. The effect of single substitutions are as large as 3-4 kcal/mole in multiple-bonded systems, but much smaller for hydride molecules.

A large group of molecules with single, double, and triple bonds have been studied with SDTQ-MBPT(4) to assess the effect of the triple-excitation terms (122). These calculations use a 6-31G* basis which, unlike the DZP results in Table 3, do not have polarization functions on the
H atoms. However, the general behavior is quite similar. Using the correlation energy through fourth-order as the reference point, the second-order energy accounts for a low of 79.2% for BH, and 82.5% for B,H₆, to a high of 96.6% for HF and 95.9% for F, Of the twenty-six molecules studied, all but five exceed 90% recovery in second-order. The third-order results have a maximum of 15.9% for BH₃ and 12.8% for B₂H₆, as well as a surprisingly high 10.0% for CH₃, but are less than 10% for all the other molecules. The fourth-order contribution varies from about 2 to 7%. The maximum is given by HCN, CO, N₂, all triple-bonded molecules. As pointed out by Frisch et al (122), the heat of formation of NH₃ from N₂ and H₂ has a contribution of 5.5 kcal/mole solely from triple excitation terms.

Wilson & Saunders (118), have also studied the contribution of triple-excitation diagrams to molecular correlation energies. In applications to Ne, it is found that these terms account for -1.1 mh in the largest basis studied. In H₂O, using the same basis set that had previously been used by Bartlett et al in their MBPT/CCD study for the H₂O quartic force field, the contribution of triple excitations is -7.9 mh. (It should be noted that the original papers had errors that suggested much larger contributions of -9 and -21 mh for the triple excitations in Ne and H₂O, respectively.) Other calculations by Guest & Wilson (131) emphasized that the triple-excitation terms are largest for multiple-bonded systems, including N₂, CO, SiO, and SiS. In addition, it is found that Εₓ changes from -9 mh to -34 mh in a range of internuclear separations for N₂ compared to 4.5 mh to 8.4 mh for Εₓ. This dramatic change is probably partially due to the instability in MBPT treatments of N₂, based upon an RHF reference function at internuclear distances past equilibrium, as discussed previously (22, 30) and in the last section.

CEPA models (18, 26) are basically a modification of SD-CI, which accounts in an approximate way for higher excitations. Ahlrichs (66) has discussed in detail the relationships between CEPA with MBPT and CCD. CEPA models may be derived by making different approximations for the nonlinear term in the CCD equation, which corresponds to the fourth-order quadruple excitation diagrams of MBPT. These models have been extensively applied (18). With the recent SDQ-MBPT(4) and CCD results becoming available, it is now possible to begin to assess the accuracy of the different CEPA models for inclusion of such higher excitation terms. Ahlrichs & Zirz (132) offer a series of pertinent comparisons for the correlation energy. CEPA(1) agrees with the rigorous fourth-order effect of quadruple excitations to within 0.6% for a series of molecules. CEPA(2) usually overshoots by 1-2% and CEPA(0) by 1-3%. However,
since the fourth-order triple-excitation diagrams are negative, the latter two models may actually be closer to reality in many cases.

**DISSOCIATION ENERGIES,**
**POTENTIAL ENERGY SURFACES,**
**AND PROPERTIES OTHER THAN THE ENERGY**

In addition to papers devoted to the theory or to studies of the various components of the correlation energy, MBPT/CCM models are now being used routinely to investigate a variety of chemically interesting questions. Most of the more recent applications involve at least some fourth-order MBPT contributions, and often even CCD as in the quartic force field for H$_2$O (33).

Considering polyatomic systems first, in a series of studies (128, 133), the isomerization energies for the reactions CH$_3$NC$\rightarrow$CH$_2$CN, HNC$\rightarrow$HCN, LiNC$\rightarrow$LiCN, and BNC$\rightarrow$BCN were investigated at the SDQ-MBPT(4) level as well as the activation barriers for the first two isomers. The isomerization energy and activation barrier in the methylisocyanide system are in good agreement with experiment. For the HNC$\rightarrow$HCN isomerization an unpublished experimental value (134) is 10 ± 1 kcal/mole, but these calculations, as well as other MBPT calculations of Pople et al (50) and CI calculations of Pearson et al (135), tend to support a value of 15 ± 2 kcal/mole for this isomerization. The theoretical results seem to be vindicated by a recent, as yet unpublished ion cyclotron resonance experiment of Pau & Hehre, who report 14.8 ± 2 kcal/mole (W. J. Hehre, private communication). Thorough studies of the HCN and HNC potential surfaces near equilibrium have also been made by Taylor et al (51) using CCD and various CEPA models.

CCD and SDQ-MBPT(4) applications have been made by Adams et al (136) in a study of the stepwise decomposition of methyl alcohol, CH$_3$OH$\rightarrow$CH$_2$O$\rightarrow$CH$_2$O$\rightarrow$CHO$\rightarrow$H + CO. This paper reports a series of dissociation energies and predicted geometries for these molecules. The geometries for the known species are typically accurate to <.01 Å for bond lengths and to within a couple of degrees for angles. This work provides a prediction for the experimentally unknown structure of methoxy.

The binding energies for the borane-containing molecules, B$_3$H$_6$, H$_3$BCO, and H$_2$BNH$_3$, have been of substantial interest to chemists for some time. For a long period, different experiments obtained different binding energies for the first two, while the third has yet to be experimentally obtained. Redmon et al (127) studied these molecules with MBPT methods, obtaining exceptional agreement with the now accepted experi-
mental values and making a prediction of the binding energy of borazane. Good agreement with previous CEPA calculations is also observed (35).

In more complete studies of potential surfaces, a reaction path for the unimolecular decomposition of \( \text{HCO} \rightarrow \text{H} + \text{CO} \) has been determined (137, 138) and used to provide a rate constant. Adams et al (138) have also provided reaction paths for the three lowest states of the \( \text{HNO} \) radical. The SDQ-MBPT(4) model was used to provide a global potential energy surface for the \( \text{O}(^3\text{P}) + \text{H}_2\text{O} \) collision in order to predict vibrational excitation cross sections (139). The \( \text{He} + \text{LiH} \) surface has been studied at the D-MBPT(3) level (140).

The reaction path for formaldehyde offers a particularly interesting study. Goddard & Schaefer (141), using SD-CI techniques and Davidson's correction to estimate the effects of quadruple excitations, determined the barriers and dissociation energies for the molecular products \( \text{H}_2 + \text{CO} \), the radical products \( \text{H} + \text{HCO} \), and for the rearrangement to hydroxycarbene. The results of the CI calculations suggest an alternative interpretation (142) of the photodissociation experiments of Houston & Moore (143) for the \( \text{H}_2\text{CO} \rightarrow \text{H}_2 + \text{CO} \) route. This system has since been studied with SDQ-MBPT(4) by Harding et al (144) as part of their \( \text{H}_2\text{CO} \) surface, and by Adams et al (145) at the SDQ-MBPT(4) and CCD level. Although the MBPT/CCM calculations show somewhat better predictions of dissociation energies, in essentials (and with the correct zero-point energy for the hydroxycarbene transition state) the predicted barriers support the CI results of Goddard & Schaefer. However, more recent SDTQ-MBPT(4) results of Frisch et al (145a) obtain a substantial \( \sim 5 \) kcal/mole reduction in the activation barrier for molecular product dissociation due to a change in basis set and another \( \sim 3-4 \) kcal/mole once triple excitation contributions are included, bringing the calculations into agreement with experiment.

Table 4 presents a summary of some of the results obtained in these efforts, compared with SCF, second-order perturbation theory, and experiment. Second-order perturbation theory removes most of the error in the SCF results for these dissociation and isomerization energies, which is an encouraging result for such a simple addition to an SCF calculation.

In addition to their thorough study of the \( \text{H}_2\text{CO} \) surface, Harding et al have investigated the unimolecular decomposition of methanol (146). Pople et al (50) have also studied the 1,2 hydrogen shifts in \( \text{C}_2\text{H}_4 \), HCN, \( \text{CH}_2\text{O} \), and \( \text{N}_2\text{H}_2 \) at the SDQ-MBPT(4) level, finding \( \text{cis} \) and \( \text{trans} \) forms of \( \text{HCOH} \) and \( \text{HNNH} \) that differ by about 6 kcal/mole. A thorough D-MBPT(3) study of the isomers formed by 1,2 and 1,3 intramolecular hydrogen shifts in \( \text{CH}_3\text{NO} \) and their associated transition states was reported by Adeney et al (147).
Table 4 Comparison of thermochemistry results obtained by SCF and MBPT/CCD with experiment (All basis sets are at least DZP quality.)

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Ref.</th>
<th>SCF</th>
<th>$E_2$</th>
<th>Results</th>
<th>Model</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^2$BH, $\rightarrow$ BH,</td>
<td>(127)</td>
<td>18.5</td>
<td>37.5</td>
<td>35.6</td>
<td>SDQ-MBPT(4)</td>
<td>36.6 ± 2°</td>
</tr>
<tr>
<td>BH + CO $\rightarrow$ BCO</td>
<td>(127)</td>
<td>8.0</td>
<td>25.1</td>
<td>20.5</td>
<td>D-MBPT(4)</td>
<td>20.4 ± 2°</td>
</tr>
<tr>
<td>BH + NH$_2$ $\rightarrow$ BHNH,</td>
<td>(127)</td>
<td>20.5</td>
<td>32.0</td>
<td>30.1</td>
<td>D-MBPT(4)</td>
<td>--</td>
</tr>
<tr>
<td>HNC $\rightarrow$ HCN</td>
<td>(128)</td>
<td>10.7</td>
<td>18.0</td>
<td>15.0</td>
<td>SDQ-MBPT(4)</td>
<td>(10.3 ± 1)°</td>
</tr>
<tr>
<td>HNC $\rightarrow$ [H,]^P</td>
<td>(128)</td>
<td>-33.4</td>
<td>-30.1</td>
<td>-29.5</td>
<td>SDQ-MBPT(4)</td>
<td>--</td>
</tr>
<tr>
<td>BNC $\rightarrow$ BCN</td>
<td>(128)</td>
<td>-18.9</td>
<td>-9.8</td>
<td>-12.4</td>
<td>SDQ-MBPT(4)</td>
<td>--</td>
</tr>
<tr>
<td>LNC $\rightarrow$ LCN</td>
<td>(128)</td>
<td>-6.4</td>
<td>-2.3</td>
<td>-3.9</td>
<td>SDQ-MBPT(4)</td>
<td>--</td>
</tr>
<tr>
<td>CH,NC $\rightarrow$ CH,CN</td>
<td>(133)</td>
<td>19.2</td>
<td>26.2</td>
<td>22.8</td>
<td>SDQ-MBPT(4)</td>
<td>23.7 ± 14°</td>
</tr>
<tr>
<td>CH,NC $\rightarrow$ [CH,]^P</td>
<td>(133)</td>
<td>-44</td>
<td>-40</td>
<td>-40</td>
<td>SDQ-MBPT(4)</td>
<td>-38.4°</td>
</tr>
<tr>
<td>H + CO $\rightarrow$ HCO</td>
<td>(137)</td>
<td>4.8</td>
<td>11.8</td>
<td>13.6</td>
<td>CCD</td>
<td>15.7 ± 1.5°</td>
</tr>
<tr>
<td>HCO $\rightarrow$ [HCO]^P</td>
<td>(137)</td>
<td>-12.8</td>
<td>-17.4</td>
<td>-18.1</td>
<td>CCD</td>
<td>--</td>
</tr>
<tr>
<td>HCO $\rightarrow$ H + CO</td>
<td>(145)</td>
<td>-7.2</td>
<td>-3.9</td>
<td>-3.9</td>
<td>CCD</td>
<td>-1.9</td>
</tr>
<tr>
<td>H,C,O $\rightarrow$ H + HCO</td>
<td>(145)</td>
<td>-68.6</td>
<td>-82.8</td>
<td>-86.0</td>
<td>CCD</td>
<td>-86.0 ± 1.0°</td>
</tr>
</tbody>
</table>

*Square bracket indicates a transition state. This result includes a 4 kcal/mole zero point correction for the transition state.
*Square bracket indicates a transition state. This result includes a 4.8 kcal/mole zero point correction for the transition state.
*This result includes a 5 kcal/mole zero point correction for the transition state.
*Ref. (145b).
*Ref. (135). Ref. (128) concludes that this experimental value is in error. The result should be 15 ± 2 kcal/mole.
*Ref. (145c).
*Ref. (145d).
*Ref. (145e).
*Ref. (145f).
*Ref. (145g).

Kenney et al (148) used high-order D-MBPT to study the singlet-triplet separation in the series of compounds H$_2$C., H$_2$CC., H$_2$CCC., predicting a singlet ground state for vinylidene and vinylidene carbene.

Because of its correct size-dependence, one of the natural places to apply MBPT/CCM is in the emerging area of ab initio quantum biochemistry (31). An example of this is the work of Weinstein et al (149) and Osman et al (150), who investigated the stacking of complexes of 5- and 6-hydroxytryptamine with imidazolium (represented by model compounds) to probe receptor sites for hallucinogenes. No doubt many more applications of this type will appear in the next decade.
Earlier studies from the Carnegie-Mellon group used low-order perturbation corrections to study the relative stability of the difluoroethylene isomers (151), the internal rotation of allene (152), the nature of the carbon beryllium bond in \text{CH}_2\text{Be} (153), and a series of highly unusual electron deficient carbon compounds that violate \text{van't Hoff} stereochemistry (154). De Frees et al (155) studied geometries of several complicated species like FOOF at the D-MBPT(2) level.

A number of diatomic potential energy curves have been studied with fourth-order MBPT methods and with CCD. These include Mg, (156, 157), Be, (30, 120a), and N, (22). These calculations offer information concerning the applicability of single-reference MBPT-CCD for entire potential curves. Later work by Chiles & Dykstra (158) studied He, Be, and Mg at the CCD and CEPA levels.

In lower-order studies, Urban & Kellö used D-MBPT(3) for potential energy curves for BH, F, and N, in the vicinity of equilibrium, in order to determine spectroscopic constants and to compare with CI (159). The authors observe a substantial difference between SD-CI and D-MBPT(3) for F, and attribute this to the failure of SD-CI to be size-extensive. CEPA comparisons with D-MBPT(2) were also reported and found to be in very good agreement. Kellö et al have also studied the proton affinity of H\text{O} at the third-order level (160). Hubać & Urban have used D-MBPT(3) to obtain ionization potentials for Ne and H\text{O} (161). Additional third-order near-equilibrium potential curve applications to BH (162), BF, N, CO (163), and CH\text{+} (164) and full curves for He, (165) and Be, (166) have also appeared. D-MBPT(3) computations on He, with the EN denominator are found to have an erroneous behavior as previously observed and explained by Malrieu (41).

Except for the cases of He, and Be, and similar molecules, an RHF reference function cannot provide a potential curve of correct form all the way to separation, and the utility of single-determinant RHF as a basis for D-MBPT(3) for such problems is questionable. Either very high-order theories like CCM need to be used to attempt to overcome the erroneous behavior of RHF at large separations, or a UHF reference function should be employed, when suitable. Ultimately, multireference MBPT approaches should be developed for these categories of problems.

In studying properties other than potential curves, correlation corrections to the coupled Hartree-Fock (CHF) perturbation theory are of substantial interest. A paper by Caves & Karplus has analyzed the problem diagrammatically (167). Numerical MBPT results are now starting to become available.

Adamowicz & Sadlej (168) computed second-order correlation correc-
tions to the CHF polarizability of Be. These authors found a substantial correction of 20% due to this term, which is consistent with other work (169-171). This calculation employed electric field variant Gaussian bases, as proposed by Sadlej (172), which offer an interesting concept for such studies.

Bartlett & Purvis used finite-field methods with SDQ-MBPT(4) to obtain dipole moments, polarizabilities, and hyperpolarizabilities for the HIF molecule (170). In that work particular attention was paid to the choice of basis set required to describe such properties, using numerical Hartree-Fock calculations (173) as a guide. In another effort, these authors applied this technique to H2O (171), including an investigation of the hyperpolarizability as a function of bond stretching and bending. Correlation is found to have a very large effect on hyperpolarizabilities. Implying that CHF perturbation methods cannot adequately treat this problem. Also, the hyperpolarizability tensor elements are quite sensitive to bond stretching.

Nuclear spin coupling constants in H have been studied by Itagaki & Saika (174). Using a large Gaussian basis set and second-order correlation contributions, augmented by some additional terms up to fourth-order, these authors obtained a result within ~10% of the experimental value for the Fermi contact term.

In another study these authors determined the correlation energy and dipole polarizability for H (175). This paper also discussed the decoupling of the energy denominators in MBPT, and employed these techniques to relate the polarizability diagrams of double-perturbation theory to the field dependent energy, as it would be employed in finite-field applications. They have also studied the electric field gradient in the HD molecule with MBPT, obtaining quite good agreement with other very extensive calculations (176).

D-MBPT(2) was used by Yoshioka & Jordan to obtain dipole moments, polarizabilities, and electron affinities for the highly polar LiF and BeO molecules (177). Using a large and flexible basis set, they found that D-MBPT(2) gave almost perfect agreement with experiment for the dipole moments of LiF. There are no experimental values for the other quantities.

The interesting work of Kelly & Carter concerning photoionization cross sections for atoms should also be mentioned (178), because of its implications for molecular studies.

Bent et al have investigated Jahn-Teller distortions in the methoxy radical, coupling MBPT methods with a clever treatment of the dynamic Jahn-Teller effect (179).
Many MBPT finite-field and related studies of electric and magnetic properties, NMR chemical shifts, and spin-spin coupling constants will doubtlessly appear soon in the literature.

MULTIREFERENCE SPACE MBPT METHODS

In order to be able to describe many processes at the level of accuracy required in current quantum chemistry applications, it frequently appears to be necessary to employ multireference determinants in MBPT/CCM. To illustrate the nature of the problem, Figure 3 shows potential energy curves for the ground state of N$_2$ (22). It is evident that RHF-based MBPT calculations follow the experimental curve accurately until about 2.6 a.u., where the erroneous separation of the RHF reference function can no longer be corrected by the D-MBPT(6) procedure. Using the same reference function, but treating correlation at the CCD level, which includes the effects of quadruple excitations, the applicability of the RHF + CCD model is extended to slightly longer bond lengths, where instabilities with solutions of the CCD equations begin to occur (129).

On the other hand, after the bifurcation of the SCF solution for N$_2$ into separate UHF and RHF results, it is also possible to use UHF + MBPT/CCM to obtain potential curves. Unlike the RHF-based models, the UHF solution separates correctly to two 4$^S$ N atoms and, in fact, gives a dissociation energy which is only about 0.6 eV too small, but it is apparent that the path toward dissociation is in error. This is primarily due to a large amount of spin contamination for this singlet state. The N$_2$ UHF multiplicity along the curve is about 3.5, and correlation of the D-MBPT(6) model is unable to introduce a high enough level of correction to improve it. It should be possible to correct this problem partially by annihilating the principal (triplet) component of the spin contamination, although there are problems with this approach as discussed by Rossky & Karplus (180).

Another intriguing potential solution has its impetus in the observation that if the lowest of the various single-reference MBPT/CCD curves for N$_2$ could be connected together smoothly, then it would be possible to obtain a good potential curve solely from a single-reference function. The orbitals in the single reference function MBPT/CCD solution change from RHF to UHF, however. Consequently, this smooth connection could be accomplished systematically by using some variational or stationary principle to obtain the lowest correlated solution as a function of the orbitals. In other words, this would be an MBPT/CCM analogue of multiconfigurational SCF theory (181).
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The minima of the curves are superimposed. The D-MBPT(6) correlated UHF curves are higher in energy than the D-MBPT(6) RHF curves between \( R = 2.0 \) Bohr and \( R = 2.7 \) Bohr. The (RHF)-CCD result extends the reliability of the curve over the (RHF)-D-MBPT(6) approximation to somewhat larger \( R \) values, but ultimately the approximation becomes unstable.

However, the most universal solution to this type of problem is to employ multireference functions that, presumably, include within the reference space all important configurations for correct dissociation. Besides this bond breaking problem, similar difficulties, susceptible to the same approach, may be encountered with open-shell problems and with various treatments of some excited states.

The multireference analogue of the linked diagram theorem has been developed by Brandow (87), with other work by Mukherjee et al (89), Lindgren (88), Levy (91), Hose & Kaldor (90), and Kirtman (92). See also the related CCM work of Banerjee & Simons (182).

Although these developments can have important differences, the basic
structure is similar. The use of more than one reference function requires the consideration of an effective Hamiltonian matrix whose order is the number of reference functions \(|\Phi\rangle = |\Phi_1\rangle|\Phi_2\rangle \ldots |\Phi_n\rangle\). The effective Hamiltonian matrix is represented as a sum of matrices
\[
\hat{H} = \hat{H}_0 + \hat{H}_1 + \hat{H}_2 + \ldots
\]
that correspond to orders in the perturbation, whose diagonalization yields the energies and the “model” functions defined solely within the space of reference functions. This idea is well-known from textbook accounts of degenerate perturbation theory, but now generalized to the nondegenerate case.

One way the effective Hamiltonian is defined in many-body theory is to introduce a wave-operator, \(\Omega\), such that \(\Omega|\Phi_0\rangle = \psi_0\), the correct eigenfunction of the Schrödinger equation. \(\Omega\) is the same for each state so this is not the typical Brillouin-Wigner energy dependent wave operator (93). If one also defines a projector onto the reference space
\[
P = \sum_{\alpha=1}^{m} |\Phi_\alpha\rangle\langle \Phi_\alpha|
\]
it then follows that \(P\psi_\alpha = \psi_\alpha\), where the \(|\psi_\alpha\rangle\) are the “model” functions expressed solely within the reference space. Then with a slight manipulation of the Schrödinger equation, \(\hat{H}\psi_\alpha = \psi_\alpha E_\alpha\), we obtain (88)
\[
\hat{H}\psi_\alpha = \psi_\alpha E_\alpha
\]
for \(\hat{H} = PH\Gamma P\).

From \(PH\Gamma P = |\Phi\rangle\langle \Phi|\) and \(\psi_\alpha = |\Phi\rangle C\), Eq. 16 is regained by expanding the operator \(\Omega\) in powers of the perturbation. The solutions to Eq. 17 provide the exact energies and the model functions. The operator \(\hat{H}\) is nonhermitian so the \(|\psi_\alpha\rangle\) are not necessarily orthogonal, although Hermitian combinations can be constructed (183). From this point a series of equations for the \(\Omega\) operator may be defined recursively from zeroth-order. The existence of a size-extensive connected diagram expansion emerges through the prescription for the different developments for the \(\Omega\) operator, as presented elsewhere (87–91).

Through first order, the effective Hamiltonian matrix of Eq. 16 is Hermitian. Its eigenvalues and eigenvectors correspond to the CI solution in terms of the reference determinants \(|\Phi_\alpha\rangle\), \(\alpha = 1 \text{ to } m\). If this space were chosen to consist of the SCF determinant and all single excitations, the eigenvectors would correspond to the Tamm-Dancoff approximation (32) and the ground-state energy would simply be the SCF result. This usually provides a reasonable first approximation to the electronic excitation spectra. The remaining configurations start to contribute in second order. For the SCF plus all singles choice, double and triple excitations will
begin to mix in at second order, and up to pentuple excitations in third order (184).

On the other hand, if we were interested in the ground-state potential curve of \( \text{H}_2 \), we would want the two configurations \( \Phi_0^0 = A(1\sigma^2) \) and \( \Phi_0^1 = A(1\sigma^2 \tau^2) \) to be in the reference space. These configurations differ by a double excitation. Here the solution through first-order corresponds to the two-configuration CI result, while the additional configurations begin to contribute in second order. In the general (not two-electron) case, any configurations that differ from \( \Phi_0^0 \) or \( \Phi_0^1 \) by two or fewer excitations will contribute in second order, including double excitations from \( \Phi_0^1 \) which are quadruple excitations relative to \( \Phi_0^0 \). A full third-order treatment would involve sextuple excitations relative to \( \Phi_0^0 \). The hope, of course, is that by using both important configurations in the reference space, the remaining effects can be treated adequately by low orders in perturbation theory.

The relatively high levels of excitation encountered in the multi-reference theory, even at low order, recommend the use of many-body, diagrammatic techniques that, in addition to facilitating size-extensivity, are more suited to handling higher categories of excitation than configuration-based schemes. One also hopes that some of the partial summation techniques common to many-body and coupled-cluster theory (88) will be able to sum selectively many of the dominant, physically significant contributions to all orders.

One other comment that is pertinent to the Brandow-stimulated approaches to the multidimensional many-body theory is that the choice of reference space is not as arbitrary as one would like. In their diagrammatic development of the above equations, it turns out that only with specific choices of reference functions does a connected diagram theorem easily emerge. In particular, they require that if the configurations \( A(\sigma^2) \), \( A(\sigma \tau) \), and \( A(\tau^2) \) are important in a problem, then the proper spin-coupled combinations of the configurations \( A(\sigma^2 \tau), A(\sigma \tau^2), \) and \( A(\tau^2 \sigma) \) must also be included in the reference space. Then, instead of nine matrix elements, one must compute four times as many.

The theory of Hose & Kaldor (185) permits the use of an arbitrary reference space at the cost of introducing a certain type of unlinked diagram which, however, does not destroy the size-extensivity of the model.

Another approach pursued by Kirtman (92) and discussed by Brandow (183), is the generalized Van Vleck transformation (GVVT) (186). Although it is ultimately similar to the wave operator approach above (183, 187, 188), the GVVT development generates a Hermitian effective Hamiltonian whose eigenvectors are consequently orthogonal. Full, rather than intermediate normalization is convenient. Furthermore, and potentially
most important, the GVVT method can be developed entirely within a Lie algebraic structure (34), which can ensure a properly size-extensive connected diagram description for general reference spaces.

A very limited number of applications of the multireference MBPT theory have so far been made. Kaldor applied Brandow's method to some excited states of H₂ (189), obtaining good results through third-order. Another paper by Stern & Kaldor studied states of BH (190), including their transition moments.

Lindgren's development using atomic numerical methods has been applied to open shell atoms by Morrison & Rajnak (191) and Morrison & Salomonson (192), while Salomonson, Lindgren & Mårtensson (193) have studied Be and C\(^{2+}\) as an example for cases of two important reference configurations, 1s\(^2\)2s\(^2\) and 1s\(^2\)2p\(^2\), for a closed-shell system. For Be, the second-order two-reference calculation recovers 93.6% of the correlation energy compared to 80.9% for second-order with only the 1s\(^2\)2s\(^2\) configuration as reference.

The work of Hegarty & Robb based upon the Brandow approach should be mentioned (194). Also, the related CI perturbation method of Davidson & Bender for a multireference problem is pertinent (195). In the latter case, these authors used their method to study several states of Mg\(_2\).

Hose & Kaldor applied their new general reference space approach to excited states of He, (185). These authors make the important point that the use of a complete model space of the type required in Brandow's theory spans a very broad energy range, while still leaving out other states within that energy range, which can cause severe convergence problems for perturbation theory ([the problem of intruder states (183, 185)]).

In a somewhat different vein, certain forms of the multireference function theory have also been frequently used in developing effective valence shell or pi-electron theories for molecules. Work of this type is reported by Brandow (183), Freed and co-workers (196). Westhaus and co-workers (197), Baker, Hegarty & Robb (198), and others (199, 200).
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INTRODUCTION

In the application of quantum chemical methods to problems involving biochemical molecules and their interactions, there is a natural progression from empirical or semiempirical models and methods to ab initio self-consistent field (SCF) approaches, and, eventually, to ab initio approaches that properly include the effects of electron correlation. The purpose of this contribution is to discuss the many-body methods \(^1\)–\(^7\) (i.e., many-body perturbation theory, MBPT, \(^1\)–\(^3\) and coupled cluster methods, CCM* \(^4\)–\(^7\)) for including electron correlation. The emphasis is on the advantages that these methods offer over the more traditional configuration interaction (CI) approaches in large molecule applications.

Semiempirical models and methods, which should be used synergistically with experimental results, are most properly employed to investigate trends among a series of similar molecules. Such methods can be used for rather large molecules relatively inexpensively, and are thus finding wide use in biochemistry and particularly in drug design. \(^8\)–\(^30\) On the other hand, ab initio methods can, in principle, provide hard, quantitative results for molecular systems, which can, potentially, be used to complement various experimental methods by providing answers to classes of problems that are not as amenable to experiment. An example would be identifying the transition state and activation barrier in a reaction.

In practice, however, ab initio quantum chemistry suffers from severe limitations, which have permitted highly accurate results to be obtained for only comparatively small molecules. These limitations are basically of three types:

1. The number of degrees of freedom in molecular systems
2. The limited size of the basis set that can be used
3. The required degree of accuracy of the ab initio approach.

The problem in the first category essentially revolves around the Born-Oppenheimer (or fixed nuclei) approximation, since the calculation of the electronic structure and energy must be repeated for each choice of coordinates for the nuclei. Limitations 2 and 3 pertain to each of these calculations. For example, mapping out a potential energy surface for a four-atom system with \(3N - 6 - 6\) degrees of freedom and computing \(10\) points for each degree of freedom would amount to a million calculations. In quantum biochemistry, fortunately, one is not often interested in a complete energy surface, but usually only in a few crucial bond lengths and angles that need to be optimized, but this is still a formidable problem. The development of self-consistent field (SCF)
and correlated gradient methods is a welcome addition to the quantum chemist's repertoire, but even these techniques are only applicable to a few degrees of freedom.

To take an example in quantum biochemistry, consider a solvated molecule in which it is recognized that the solvation characteristics are partially responsible for the conformation of the molecule, which can, in its turn, directly affect a highly specific interaction. The only feasible approach to such a problem at present is to determine analytic model potentials of the Lennard-Jones, generalized Morse, and other types, with parameters determined either empirically or, perhaps, from highly accurate quantum chemical calculations of the component of the dynamical movement of the molecule and solvent, allowing the more accurate quantum chemical methods, augmented by gradient techniques, to focus on the most crucial active site interactions. The results of this procedure, however, are no more accurate than the individual calculations, which are subject to limitations 2 and 3.

In Figure 1 is shown a schematic drawing that illustrates the dependence of an ab initio quantum chemical calculation on basis set and caliber of method. Improving only one of the two is not enough, but rather a systematic improvement in both is required.

First, consider the basis set problem. Depending upon the property of interest, it is a matter of opinion just how many basis functions are required to obtain good SCF results for molecules, but one would certainly want at least a minimum basis set of one Slater orbital (or contracted Gaussian orbital, i.e., SZ—single zeta) for each electron and probably two (DZ, double zeta) or more (DZP, double zeta + polarization). The number of molecular integrals needed to do an SCF calculation rises formally as \( n^6 \), where \( n \) is the number of basis functions, although this dependence can be reduced to \( n^4 \) for sufficiently large molecules. The largest SCF calculations that have been done employ no more than \( \sim 300 \) functions. This imposes a limit of, at most, \( 300 \) electrons or, more realistically, \( \sim 100 \) to \( 150 \) electrons explicitly considered.

The problem is further compounded when electron correlation is included. Except for second-order perturbation theory, which will be considered in more detail below, correlated methods have a dependence on the number of basis functions of \( \sim n^4 \). Again, it is possible to reduce this by perhaps two orders of magnitude for sufficiently large molecules, but it is evident that even fewer problems can be studied at the correlated level than at the SCF level.

No really good idea for eliminating the basis set problem in quantum chemistry has yet appeared. Completely numerical SCF calculations have only been accomplished for a few diatomic molecules and nothing of general utility has yet emerged. At the cost of using unrealistic potentials, the numerical procedures of the type used in MS-X\( _1 \) have had some success. The development of effective potentials for the chemically inert electrons in heavy atom molecules is very useful from the viewpoint of basis set quantum chemical computations. Also, using Gaussian lobe functions to represent the bonds in a molecule rather than locating them on the various atomic centers has reduced the number of basis functions while simplifying the calculations of the integrals. Various integral approximations and other clever schemes can also aid in making
FIGURE 1. An illustration of the dependence of an ab initio calculation on the basis set and on the quality of the theory. SZ, SZP, DZ, and DZP are, respectively, single zeta, single zeta plus polarization, double zeta, etc. Configuration interaction (CI) is usually accomplished by adding single and double excitations. MBPT and CCM, in general, exceed SD-CI in accuracy, since the effects of higher excitations are included to some degree. MR-CCSD indicates a coupled-cluster theory that is limited to e\textsuperscript{T1, T2} but relative to more than one reference function. The best possible solution in a basis set is full CI.

the calculations more efficient, but the basis set problem is still a fundamental limitation.

The third limitation above, illustrated in FIGURE 1, pertains to the degree of accuracy of method that is required for the property of interest; this is the main concern of this article. Generally, SCF theory is considered to be adequate (±10%) for molecular conformations, equilibrium molecular structure, and first-order properties; that is, properties obtained as an expectation value over the
SCF density, such as the electrostatic potential or dipole moments. On the other hand, correlated methods are considered absolutely necessary in predicting electronic and photoelectronic spectra, in studying binding energies and other thermochemical quantities in reactions where bond breaking is occurring, and, in investigating most second and higher order properties, such as polarizabilities, shielding constants, magnetic susceptibilities. Since many questions in quantum biochemistry revolve around one or another of the properties that need an accurate treatment of electron correlation, it is important to consider the characteristics that a correlated method should have if it is to be applied to the large molecules that occur in quantum biochemistry.

A few desirable characteristics for such a correlated approach are that the method should be:

1. Size-extensive (i.e., should scale properly with the size of molecule)
2. Generally applicable to a wide class of problems (i.e., avoid specific formulations or choices of configurations)
3. Efficient and cost-effective (i.e., provide large correlation corrections inexpensively)
4. Applicable to both open-shells and excited states
5. Able to correctly separate a molecule into its fragments.

Another condition that one might expect is that the method be variational, giving an upper bound for the total energy. Lacking a coordinate lower bound, we believe this to be an unnecessary restriction because the quantities of interest in quantum chemistry are, invariably, energy differences like binding energies, which possess no rigorous variational properties even if the individual calculations are variational. Furthermore, except for SCF, full CI, and a few other isolated cases (e.g., generalized valence bond, GVB), a variational requirement is not consistent with the size-extensive condition above, which is felt to be much more important to satisfy for large molecules.

In the present state of the art of correlated theory, the first three conditions are easily accomplished with MBPT. Any approach based upon the linked-diagram theorem is size-extensive. A large class of problems can be studied with single reference MBPT/CCM calculations, provided that RHF (Restricted Hartree-Fock) or a UHF (Unrestricted) open-shell solution is an adequate starting point.

As to the cost-effective property—it will be shown that second order perturbation theory, which is the simplest MBPT approximation, typically accounts for ~90% of the correlation energy in a basis set and significantly improves the SCF predictions of dissociation energies and molecular geometries. Since this requires only marginally more effort than an SCF calculation, is size-extensive and has rather general utility, it is a very attractive lowest-order approximation.

The fourth requirement can be handled with many-body approaches, such as equation-of-motion techniques, or with CI; the fifth is currently most easily achieved using CI methods. The MBPT/CCM theory does exist for this latter problem, but it has not yet been implemented in a general purpose program. In many cases, a UHF reference function will permit correct separation, but the path toward the separated limit is not always accurate.
In the next section, the size extensive property of MBPT/CCM will be discussed in some detail, since this is an extremely important condition for potential applications of correlated methods to large molecules. We will then present a brief discussion of some other concepts in many-body theory that are important for large molecules, while the final section will focus on some applications to benzene in order to demonstrate the nature of correlation effects due to higher excitations in this prototype system. Emphasis will also be placed on the accuracy of the simplest approximation, second order perturbation theory, which typically provides a very large part of the electron correlation effect as an inexpensive by-product of the SCF calculation.

**Size-Extensivity in Molecular Calculations**

Probably the best way to illustrate the importance of quantum mechanical methods that scale properly with the size of a molecule is to consider the model problem of a lattice of separated electron pair bonds, such as $H_2$ molecules, since this serves as a first approximation to any large molecule. This problem has been worked out by several investigators, but it is pertinent enough to the discussion that it is worth presenting a version here.

Assume that the $H_2$ molecules are either sufficiently far apart or separated by barriers so that they can be considered noninteracting. For simplicity's sake, we will further assume that the component set of molecular orbitals for each $H_2$ molecule are natural orbitals so that single excitations in the $H_2$ wavefunction need not be considered. Then the intermediate normalized wavefunction for each molecule, $i$, may be written,

$$\Phi^M(i) = \Phi^0(i) + \chi^M(i).$$  \hspace{1cm} (1)

where $\Phi^0(i)$ is the first natural determinant (close to the Hartree-Fock solution) and $\chi^M(i)$ is the sum of doubly-excited determinants, including their appropriate coefficients. The norm of the function in (1) is $1 + S$, where

$$S(i) = \langle \chi^M(i) | \chi^M(i) \rangle.$$  \hspace{1cm} (3)

$$\langle \Phi^0(i) | \chi^M(i) \rangle = 0.$$  \hspace{1cm} (3)

The wave function for the lattice is

$$\Phi^L = \prod_{i=1}^{N} (\Phi^0(i) + \chi^M(i)).$$  \hspace{1cm} (4)

Antisymmetry is disregarded because the molecules are noninteracting.

With $H^L = \Sigma H(i)$, the energy of the lattice

$$E^L = \frac{\langle \Phi^L | H^L | \Phi^L \rangle}{\langle \Phi^L | \Phi^L \rangle} - NE_{H^M}.$$  \hspace{1cm} (5)

where $E_{H^M}$ is the energy of the $H_2$ molecule. With $\beta = \langle \Phi^0(i) | H(i) | \chi^M(i) \rangle$, which is essentially the correlation energy of the molecule.
A method is said to be "size-extensive" if the total energy calculated by the method is appropriately linear in \( N \), as in (5).

Notice that the product wavefunction in (4) includes quadratic and higher product terms like \( \chi^M(i)\chi^M(j) \), which correspond to simultaneous double-excitations on different centers, but are quadruple and higher excitations in a supermolecule CI description. Since these terms arise from disjoint double-excitations, they are fundamentally simple, but the standard CI framework is not able to exploit this inherent simplicity. This causes an innate error in truncated CI that becomes most important for large molecules.

To investigate this, we can consider a reference wavefunction for the lattice of the form

\[
\Psi^L = \prod_{i=1}^{N} \Phi^M(i),
\]

with energy

\[
E^L = \sum_{i=1}^{N} E^M(i) = N E^M.
\]

Using this reference function, the double-excitation CI (DCI) wavefunction for the lattice is constructed as

\[
\Psi_{\text{DCI}}^L = \Psi^L + \sum_{i=1}^{N} c_i \Psi^4(i)
\]

\[- \Phi(1) \Phi(2) \cdots \Phi(N) + \sum_{i=1}^{N} c_i \Psi^4(i) \Phi^M(i)
\]

\[- \Psi^L + c \sum_{i=1}^{N} \Psi^4(i).
\]

The weighting coefficient, \( c \), is the same for each \( H_2 \) molecule in a noninteracting lattice. Using the expressions

\[
\langle \chi^M(i) | \chi^M(j) \rangle = \delta_{ij} S,
\]

\[
\langle \chi^M(i) | H^4 | \chi^M(j) \rangle = \delta_{ij} [E^M S - \beta],
\]

\[
\Delta E = E^L - N E^M,
\]

it follows that

\[
\langle \Psi^4 | H^4 | \Psi^4(k) \rangle = \beta.
\]

\[
\langle \Psi^4(k) | H^4 | \Psi^4(l) \rangle = \delta_{kl} (N S E^M + (S - 1)\beta).
\]

From these matrix elements, the DCI secular equation becomes

\[
\Delta E = N c \beta = 0,
\]

\[
[\beta - (S \Delta E + (S - 1)\beta)] c = 0.
\]
Solving (13) simultaneously for $\Delta E$ and $c$.

$$\Delta E_{\text{DCI}} = \beta \left[ \frac{(1 - S) \pm \sqrt{(1 - S)^2 + 4SN}}{2S} \right] - \frac{N}{N^2} \beta N \sqrt{N/S}. \quad (14)$$

The positive sign is required, since $\Delta E < 0$ and $\beta < 0$. Since the correct $\Delta E = N\beta$, DCI is not size-extensive.

With the aid of a value for $S$ in (3) and (14), it is possible to get some feel for the size of these effects. From a natural orbital study by Davidson and Jones$^9$ of the 50 term Kohn-Roothaan wavefunction for $H_2$ at $R = 1.40\,\text{a.u.}$, $S$ for $H_2$ is 0.0181. Some representative values are shown in Table 1, along with values for a lattice of He atoms for comparison ($S_{\text{He}} = 0.0083$). It is apparent that the error in the correlation energy as determined by DCI can be significant even for modest numbers of electrons. It is also apparent that the errors are greater for typical covalent bonds than for inner-shell electron pairs, as in He atoms. In fact, we shall find that Table 1 can provide a rather accurate estimate of the effects of higher excitations if one simply counts the number of electrons in covalent bonds and inner-shell electron pairs.

Since the product terms $x^a_i \frac{\langle \lambda | \eta^b \rangle}{\langle \lambda | \eta^b \rangle}$ correspond to quadruple excitations in a supermolecule CI, triple products correspond to hextuple excitations, and so on, the size-extensive property of MBPT/CCM, which is a consequence of the linked-diagram theorem,$^{12}$ is essentially a result of a more proper treatment of quadruple and higher excitations than in CI. Hence, the statement that size extensivity is important in correlated calculations is equivalent to the statement that quadruple and higher excitations are important. Since the number of configurations in CI is proportional to the number of basis functions raised to the level of excitation included, the number of quadruple excitations generated from 100 basis functions would require $\sim(100)^4$, or $10^8$, configurations. Hence, better computational methods for including effects of higher excitations in correlated

<table>
<thead>
<tr>
<th>$H_2$</th>
<th>% Error in Correlation Energy</th>
<th>$\text{He}$</th>
<th>% Error in Correlation Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>$N^2$</td>
<td>$N^2$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.67</td>
<td>1.98</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3.51</td>
<td>3.91</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>5.54</td>
<td>5.77</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7.19</td>
<td>7.56</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>8.77</td>
<td>9.35</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>15.5</td>
<td>17.6</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>32.0</td>
<td>38.2</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>51.0</td>
<td>65.2</td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>209.5</td>
<td>292.2</td>
<td></td>
</tr>
</tbody>
</table>

...
calculations are extremely important. Many-body methods tend to take the intelligent viewpoint that removing the erroneous terms (i.e., unlinked diagrams) in DCI is preferable to a more explicit inclusion of higher excitations. In practice, this viewpoint leads to computationally more tractable equations that are closer to those in DCI. Since the correct density is in error because of the neglect of the product terms in the wavefunctions, further analysis discussed elsewhere demonstrates that the density matrix obtained from a truncated CI reduces to just the density computed from the reference function. If the latter is an SCF function, then we have

$$\lim_{N \to \infty} \rho^{\text{CI}} = \rho^{\text{SCF}}.$$  

Similarly, for an excitation energy:

$$\lim_{N \to \infty} [E_i^{\text{CI}} - E_i^{\text{SCF}}] = E_i^{\text{SCF}}.$$  

Hence, size-extensivity affects more than the total energy.

One additional consequence worth mentioning is that, in a typical reaction,

$$A + B \rightarrow C + D,$$

the heat of the reaction, $\Delta H_{\text{reac}} = \Delta H_f(C) + \Delta H_f(D) - \Delta H_f(A) - \Delta H_f(B)$. However, if these individual quantities are determined by a truncated CI, this simple addition is not entirely justified, since the truncated CI ignores the simultaneous excitations that prohibit $\Delta H_f(C + D)$ at $R_{CD}$ from being $\Delta H_f(C) + \Delta H_f(D)$. In practice, this frequently requires that one compute the supermolecules $C + D$ and $A + B$ in CI to make the energy difference most accurate. This should be contrasted to predictions made with a size extensive method in which a table of results for species obtained at a given level of approximation may be added and subtracted just like the experimental values.

**Synopsis of Many-Body Theory**

MBPT/CCM has been discussed in detail in several places. In particular, Reference 7 provides a fairly detailed mathematical description from the viewpoint taken in this article. The theory, as originally developed, uses second-quantization and diagram techniques, which, being unfamiliar to many quantum chemists, tend to camouflage the important concepts that emerge from the many-body approach. Instead of presenting any detailed mathematical development here, we will sketch the basis for the two significant concepts that emerge from MBPT/CCM, namely the linked-diagram theorem, which guarantees size extensivity, and the cluster decomposition of CI excitations into separate, more physically satisfying pieces that lead to tractable equations that include the effects of higher excitations. Consult Reference 7 for detailed equations and the original references for the complete formal development. For simplicity's sake, we will limit ourselves in the following to a single reference function, such
as an unrestricted Hartree-Fock (SCF) solution. Various versions of the multi-reference function theory are available.

It is well known that one way to solve a CI eigenvalue equation is with perturbation theory. Using the Rayleigh-Schrödinger form, we can separate the Hamiltonian $H = H_{\text{scf}} + V$, where $H_{\text{scf}}$ is the sum of the SCF one-electron Hamiltonians and $V$ is the two-electron part minus the SCF effective one-particle Hamiltonian; we then have

$$H_{\text{scf}} \phi_\text{scf} = E_{\text{scf}} \phi_\text{scf},$$

$$H \phi_\text{n} = E_\text{n} \phi_\text{n} - E_{\text{scf}} - D_{\text{scf}}^{-}, \quad (18)$$

for $\phi_{\text{scf}}$ the SCF solution, and $D_{\text{scf}}^{-}$, the various determinants that can be formed by replacing occupied SCF orbitals with excited SCF orbitals. The CI eigenvalue through the fourth order then becomes

$$E - E_{\text{scf}} + \langle \phi_{\text{scf}} | V | \phi_{\text{scf}} \rangle + \langle \phi_{\text{scf}} | V R_{\text{scf}} V | \phi_{\text{scf}} \rangle + \langle \phi_{\text{scf}} | V R_{\text{scf}} (V - (V) R_{\text{scf}} V | \phi_{\text{scf}} \rangle + \langle \phi_{\text{scf}} | V R_{\text{scf}} (V - (V) R_{\text{scf}} V | \phi_{\text{scf}} \rangle - \langle \phi_{\text{scf}} | V R_{\text{scf}} V | \phi_{\text{scf}} \rangle \langle \phi_{\text{scf}} | V R_{\text{scf}} V | \phi_{\text{scf}} \rangle. \quad (19)$$

The resolvent, $R_{\text{n}}$, has the expression

$$R_{\text{n}} = \langle h | (E_n - H_{\text{scf}})^{-1} | h \rangle,$$

where $| h \rangle$ is composed of all the CI excitations, $D_{\text{scf}}^{-}$. Even though $| h \rangle$ is formally complete, Slater's rules for matrix elements choose from all possibilities only the few that have nonvanishing contributions.

Subject to an SCF reference function, only double excitations can mix across $V$ with $\phi_{\text{scf}}$, so the second and third order terms in (19) involve only double excitations. The first of the two terms in the fourth order, however, can mix single, double, triple, and quadruple excitations at the middle $R_{\text{n}}$, although the second fourth order term (i.e., the renormalization term) still has no contributions, except from double excitations.

From the model problem of separated $H_\text{N}$ molecules presented in the previous section, it is easy to check whether each of the terms in (19) is size extensive. Considering the second order energy of the $H_\text{N}$ lattice

$$E_2^{-} = \langle \phi_{\text{scf}} | V R_{\text{scf}} V | \phi_{\text{scf}} \rangle,$$

as an example, we have, from Slater's rules,

$$E_2^{-} = \frac{1}{4} \sum_{i} \sum_{a} \sum_{b} \sum_{c} \sum_{d} (i \langle i | o c d \rangle)^2 / (i \langle i | o c d \rangle)^2 / l_{i} + e_{i} - e_{c} - e_{d}.$$ 

(21)

The notation $(i \langle i | o c d \rangle) = (i \langle i | o a b \rangle) - (i \langle i | o a b \rangle) - (i \langle a | o b \rangle) - (i \langle b | o a \rangle)$, and $l_{i}$ and $e_{i}$ are the SCF orbital energies for the occupied and excited orbitals, respectively. Using a little algebra,

$$E_2^{-} = 2 \sum_{i} \sum_{a} \sum_{b} (i \langle a | b \rangle)^2 - (i \langle a | b \rangle)^2 / (l_{i} + e_{i} - e_{a} - e_{b}).$$ 

(22)
Since this expression is invariant to any unitary transformation among degenerate orbitals, we may choose the orbitals to be localized on the $H_2$ molecules in the lattice to make the argument most transparent. In this case, the only nonvanishing integrals have the charge distribution $(ia), (jb), (ib), \text{or} (jc)$ on the same $H_2$ molecule. Hence, it follows that

$$E_4^I = NE_4^M$$

and second order perturbation theory is size extensive. It can be similarly shown that this is also true for $E_4$.

We shall now consider the fourth order. The renormalization term is composed of an $E_4$ term and a similar term, $\Delta = \langle \phi_i | V R \phi | \phi_i \rangle$, which differs from $E_4$ only by the squared denominator. Since

$$E_4^L = NE_4^M, \quad \Delta^L = N\Delta^M,$$

the product of the two has an $N^2$ dependence, which is erroneous. If $E_4$ is to be size extensive, then the first term in $E_4$ must also have an equal and opposite $N^2$ dependence to cancel out these uncharacteristic terms. The single, double, and triple excitation contributions to the first part of $E_4$ can be shown to be size extensive. Hence, to resolve the problem, it is necessary to consider the contributions of the quadruple excitations. After a great deal of algebra, the quadruple excitation part, $E_4^Q$, may be written in the form

$$E_4^Q = E_4 \Delta + Q.$$  \hspace{1cm} (26)

where $Q$ is properly size extensive. Hence, $E_4 \Delta$ cancels the renormalization term and, with it, the erroneous $N^2$ dependence. This is the substance of the linked-diagram theorem. The algebraic analysis that leads to (26) represents $Q$ as linked diagrams, while $E_4 \Delta$ corresponds to unlinked diagrams. A similar analysis applies in all higher orders; this is the linked-diagram theorem. This provides the expression for the energy

$$E = E_4 + \sum_{L \rightarrow T} \langle \phi_i | V [(E_4 - H_4)^{-1} V \phi_i] T \rangle.$$  \hspace{1cm} (27)

where $L$ limits the terms to linked diagrams.

It should be evident that if quadruple excitations had not been included in $E_4$, then the $E_4 \Delta$ term with the erroneous $N^2$ dependence would remain. This is exactly what happens when a truncated CI calculation is made. Limiting the configurations to single and double excitations, for example, will necessarily retain these erroneous terms, thus destroying the size extensivity of the method. If quadruple excitations were included in the CI, the result would be size extensive through the fifth order, but would fail in the sixth and higher orders due to hextuple excitations. On the other hand, any approximation to the linked-diagram theorem (equation 27) is size extensive. This means that even second order perturbation theory can be much better than very good CI calculations for sufficiently large molecules.

For small molecules, multireference CI techniques that incorporate at least the most important quadruple excitations as double excitations from a double
excitation reference space will be size extensive for most practical purposes. GVB calculations are size extensive, but GVBCI will be only approximately size extensive unless all excitations into the GVB orbitals are included. Since GVB provides a better choice of orbitals than SCF, and since one includes higher level excitations than is normal for SCF-based CI approaches, GVBCI will usually be more nearly size extensive than other CI methods. An added advantage is that, within the GVB method, it is often possible to ensure correct separation.

The other important idea developed in many-body theory is that of the cluster expansion of the wavefunction. The basic concept is that the correct wavefunction may be written as \( e^{\psi(\phi)} \), where \( T \) is an operator. This form of the wavefunction ensures the linked-diagram, size extensive basis of the theory.

\[ T = T_1 + T_2 + T_3 + \ldots \]  

(28)

where \( T_p, T_n, \ldots \) are one-body, two-body, \ldots cluster operators. The \( T_p \) operator generates double excitations with amplitudes to be determined by the coupled-cluster equations\(^1\) but the exponential form

\[ e^{\psi} = -T + \frac{1}{2}T^2 + \frac{1}{6}T^3 + \ldots \]  

(29)

causes some very different things to happen than in the CI approach. To see this, consider the CI operator for quadruple excitations, \( C_4 \). By equating the CI and coupled-cluster expressions for the quadruple excitations, we have

\[ C_4 = T_4 + \frac{1}{2}T_1^2 + \frac{1}{3}T_1^3 + \frac{1}{6}T_1^4 + T_1T_2 + T_1T_3. \]  

(30)

Physically, what does this mean? Roughly, \( T_4 \) represents an interaction among four electrons while \( T_1^4 \) represents two simultaneous interactions of two electrons. A transformation to Brueckner orbitals makes \( T_1 \) vanish, while \( T_4 \) is usually small, even for SCF orbitals, so the final three terms are negligible most of the time. Since the normal electrostatic Hamiltonian involves only one- and two-electron operators, simultaneous two-electron interactions would seem to be much more frequent in molecules than "true" four-electron interactions. From another viewpoint, the \( \text{NH}_3 \) lattice problem emphasizes the neglect of simultaneous double excitations on different \( \text{H}_2 \) molecules, which is exactly what \( T_4 \) offers. Thirdly, from perturbation theory, it may be shown that all the fourth order quadruple excitation terms arise from \( T_4^1,11 \) with \( T_4 \) only contributing in fifth and higher orders. Consequently, it was suggested by Sinanoglu that \( C_4 = \frac{1}{2}T_1^2 \) is a very good approximation.\(^{14} \) Using this ansatz,\(^{14} \) we have the coupled-cluster doubles (CCD) approximation for the wavefunction, \( e^{\psi(\phi)} \).\(^{14} \) This leads to a set of nonlinear equations for the \( T_p \) amplitudes, but there are only as many of these amplitudes as there are in a DCI.\(^{5} \) This provides the benefit that we have a size extensive method: it is of infinite order, although restricted to \( T_p \), and we have no more amplitudes than in a DCI calculation, even though the effect of quadruple excitations is included. Since, in fourth order perturbation theory, CCD reduces to double and quadruple excitation diagrams, it is straightforward to solve the CCD equations as successive iterations of a fourth order MBPT calculation.\(^7 \) Hence, coupled-cluster methods may be viewed as complementary to MBPT when higher order corrections are needed, as in pathological cases.\(^9 \)
ILLUSTRATION OF MBPT/CCM RESULTS FOR SOME SMALL MOLECULES

The simplest approximation to the correlation energy in MBPT (assuming an SCF reference function for simplicity) is given by the second order perturbation theory expression of (22).

Since the molecular orbitals $i, j, \ldots$ and $a, b, \ldots$ and their orbital energies $e_i, e_j, \ldots$ and $e_a, e_b, \ldots$ are obtained from an SCF calculation, all the necessary information is available for a correlated calculation. The SCF calculation generates a set of two-electron integrals relative to atomic (i.e., primitive) basis functions and, in the general case, either an integral transformation, which depends on the number of basis functions as $n^4$, is required to obtain the integrals relative to the molecular orbitals, i.e., $(ab \parallel cd)$, or, alternatively, a direct calculation of $E_2$ and $E_3$ in terms of the integrals relative to atomic orbitals (probably orthogonalized) is required. In the case of $E_4$, however, only a very small number of integrals are required, since each integral involves only two occupied and two unoccupied orbitals. Consequently, $E_4$ requires no more than $n^4 \leq n^6$ operations; fewer operations than are required in the SCF calculation itself. In a sufficiently large molecule, one in which the primitive integrals $(ab \parallel \gamma \delta)$ vanish unless $a$ and $b$ are in the same neighborhood as $\gamma$ and $\delta$, and unless the charge distributions $(a \alpha)$ and $(b \beta)$ are not too far apart, the SCF calculations go as $-n^4$. In this case, evaluating $E_4$ directly in terms of $(ab \parallel \gamma \delta)$ will permit a similar simplification; hence, $E_4$ can always be evaluated as a by-product of large SCF calculations at negligible additional expense.

This approximation is certainly recommended by convenience, but how reliable an approximation is it for the correlation energy? In Table 2 are shown the fractions of the correlation energy within a basis set given by $E_2$, $E_3$, and the fourth order contributions just from double and quadruple excitation diagrams for a variety of molecules. Using an SCF starting point, $E_2$ and $E_3$ are solely

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Second-Order</th>
<th>Third-Order</th>
<th>Fourth-Order [DQ]</th>
<th>Higher Order [DQ]</th>
</tr>
</thead>
<tbody>
<tr>
<td>BH₄</td>
<td>80.0</td>
<td>16.3</td>
<td>3.0</td>
<td>0.50</td>
</tr>
<tr>
<td>H₂O</td>
<td>97.7</td>
<td>1.5</td>
<td>0.7</td>
<td>0.06</td>
</tr>
<tr>
<td>NH₃</td>
<td>94.3</td>
<td>3.0</td>
<td>0.6</td>
<td>0.12</td>
</tr>
<tr>
<td>CH₄</td>
<td>95.6</td>
<td>0.3</td>
<td>0.9</td>
<td>0.16</td>
</tr>
<tr>
<td>CO</td>
<td>100.0</td>
<td>-1.6</td>
<td>1.6</td>
<td>-0.09</td>
</tr>
<tr>
<td>CO₂</td>
<td>103.2</td>
<td>-4.1</td>
<td>0.9</td>
<td>0.0</td>
</tr>
<tr>
<td>HCN</td>
<td>98.0</td>
<td>0.7</td>
<td>1.0</td>
<td>0.16</td>
</tr>
<tr>
<td>N₂</td>
<td>101.0</td>
<td>-2.2</td>
<td>1.3</td>
<td>-0.11</td>
</tr>
<tr>
<td>C₂H₄</td>
<td>95.6</td>
<td>0.6</td>
<td>3.6</td>
<td>-</td>
</tr>
<tr>
<td>CH₄CN</td>
<td>96.5</td>
<td>-2.2</td>
<td>3.7</td>
<td>-</td>
</tr>
<tr>
<td>B₄H₆</td>
<td>85.2</td>
<td>13.2</td>
<td>1.6</td>
<td>-</td>
</tr>
</tbody>
</table>

*In every example except C₄H₆, the basis set is at least of double zeta plus polarization quality. In C₄H₆, a double zeta basis is used.
determined by double excitations, with single, double, triple, and quadruple excitations appearing in the fourth order, but, in the interest of also comparing the higher order corrections obtained by the CCD (coupled-cluster doubles) approximation, which includes only double excitations and the disjoint (i.e., $T_2$) quadruple excitations to all orders, the single and triple excitation contributions are omitted from Table 2.

It is apparent from the table that the simple second order approximation accounts for the vast majority of the correlation energy obtainable within the basis set. A few generalizations about the results may be made. In multiply bonded systems such as $N_2$, CO, and CO$_2$, $E_2$ tends to slightly overestimate the net correlation energy in the basis set, while, for saturated systems like $H_2O$, CH$_4$, etc., it is more likely to underestimate the effect. HCN and benzene are intermediate. In a case where near-degeneracy plays a role, such as BH$_3$, convergence of the perturbation theory is much slower, making $E_2$ a poorer approximation. No particular differences are observed for open-shell molecules when a UHFSCF instead of an RHFSF solution is used as the unperturbed solution.

On the average, it is clear that $E_2$ accounts for $\sim 90\%$ of the correlation energy obtainable within the basis set. Since these basis sets are good enough that they account for $\sim 70\%$ of the "experimental" valence shell correlation energy, $E_2$ gives $\sim 60\%$ of the experimental valence correlation energy. It is also clear that DQ-MBPT(4) is usually very close to the infinite order CCD model. This is a common occurrence, except in cases where near-degeneracy is a problem.

In Table 3, we show some thermochemical results obtained from $E_2$, compared to higher order correlation approximations. Although $E_2$ predictions are not as good as the better approximations, they are clearly superior to the SCF predictions, as they provide most of the observed correlation corrections.

A similar result can be obtained for second order predictions of molecular structure, where, on the average, $50\%$ of the error in the SCF geometries is removed.

To obtain the exceptional accuracy reflected in Table 3 and elsewhere for various properties of small molecules, it is necessary to go beyond the second order, but, for large molecules, the simplicity and comparatively high accuracy of this approximation demands that it be used to augment any large-scale SCF calculation of biochemical interactions.

Benzene serves as a prototype of many of the large conjugated molecules that occur in biochemistry. As such, it is appropriate to analyze the higher order MBPT/CCM description of electron correlation in benzene to develop some feeling for the effect of quadruple excitations.

The basis set is a standard Dunning double zeta contraction of Huzinaga's 9s5p primitive Gaussian basis for carbon and the two H 1s orbitals corresponding to a Slater exponent of 1.2, giving 72 CGTO (Contracted Gaussian Type Orbitals). The SCF energy of $-230.6369$ differs by 0.113 atomic units (a.u.) from the SCF result for a DZP basis and 0.18 a.u. from the estimated SCF limit. The C(1s)$^2$ electrons are kept frozen at the SCF level so the correlated calculations only pertain to the valence correlation energy. Polarization functions are usually found to be more important for correlation effects than in the SCF calculation itself, so the current DZ predictions should underestimate the magnitude of the
valence correlation energy. Even so, it is apparent from Table 4 that quadruple excitations amount to ~20% of the predicted correlation energy.

In an attempt to study the origin of the quadruple excitation effects, the occupied and excited pi-orbitals were removed and the calculation repeated to give a value for just the sigma framework excited solely into unoccupied sigma orbitals. The same procedure was carried out for the pi-electrons. These results are reported in the second and third columns of Table 4.

**Table 3**

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Method</th>
<th>SCF</th>
<th>MBPT/CCD</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 BH₄ → B₂H₄⁺</td>
<td>SDQ-MBPT4</td>
<td>18.5</td>
<td>37.5</td>
<td>35.6</td>
</tr>
<tr>
<td>BH₃ + CO → H₂BCO</td>
<td>D-MBPT4</td>
<td>6.0</td>
<td>25.1</td>
<td>20.5</td>
</tr>
<tr>
<td>BH₃ + NH₃ → H₂BNH⁺</td>
<td>D-MBPT4</td>
<td>20.5</td>
<td>32.0</td>
<td>30.1</td>
</tr>
<tr>
<td>HNC → HCN⁺</td>
<td>SDQ-MBPT4</td>
<td>10.7</td>
<td>18.0</td>
<td>15.0</td>
</tr>
<tr>
<td>HNC → [H₂⁺]</td>
<td>SDQ-MBPT4</td>
<td>-33.4</td>
<td>-30.1</td>
<td>-29.5</td>
</tr>
<tr>
<td>BNC → B-CN⁺</td>
<td>SDQ-MBPT4</td>
<td>-18.9</td>
<td>-9.3</td>
<td>-9.4</td>
</tr>
<tr>
<td>LINC → LiCNO</td>
<td>SDQ-MBPT4</td>
<td>-1.4</td>
<td>-2.3</td>
<td>-3.6</td>
</tr>
<tr>
<td>CH₂NC → CH₂CN⁺</td>
<td>SDQ-MBPT4</td>
<td>19.2</td>
<td>26.2</td>
<td>22.8</td>
</tr>
<tr>
<td>CH₄NC → [CH₂⁺]</td>
<td>SDQ-MBPT4</td>
<td>-44.4</td>
<td>-40.4</td>
<td>-40</td>
</tr>
<tr>
<td>H + CO → HCO⁻</td>
<td>CCD</td>
<td>-4.8</td>
<td>11.8</td>
<td>13.6</td>
</tr>
<tr>
<td>HCO → [HCO]⁻</td>
<td>CCD</td>
<td>-12.8</td>
<td>-17.4</td>
<td>-18.1</td>
</tr>
<tr>
<td>H₂CO → H₂ + CO⁻</td>
<td>CCD</td>
<td>-7.2</td>
<td>-3.9</td>
<td>-3.9</td>
</tr>
<tr>
<td>H₂CO → H + HCO⁻</td>
<td>CCD</td>
<td>-68.6</td>
<td>-62.8</td>
<td>-66.0</td>
</tr>
</tbody>
</table>

*All basis sets are at least DZP quality.
†Reference 53.
‡Reference 55. The square bracket indicates a transition state. This result includes a 4 kcal/mol zero point correction for the transition state.
§Reference 54. The square bracket indicates a transition state. This result includes a 4.8 kcal/mol zero point correction for the transition state.
||Reference 56.
&&Reference 57.
***Reference 58.
††Reference 59. Reference 55 concludes that this experimental value is in error. The result should be 15 ± 2 kcal/mol.
‡‡Reference 60.
§§Reference 61.
||Reference 62.
&&Reference 63.
***Reference 64.

The sigma framework accounts for over half the net quadruple excitation effect, while the correlation effects of the delocalized pi-electrons are relatively independent of the quadruple excitations. Since the former involves 12 roughly independent covalent bonds, one would estimate, from Table 1 and (14), an effect of ~14%, which is in reasonable agreement with the calculated 12%. The effect of the quadruple excitations on the pi-electron bonds is much smaller, but this is
primarily due to the fact that only three bonds are possible. If the appropriate $S$ for the pi-structure were as small as for He, the estimated effect of quadruple excitations would be 1.6%. The remaining correlation effects come from the sigma-pi interactions. It is interesting that configurations corresponding to excitations of sigma electrons into pi-excited orbitals and vice versa contribute ~13% of the correction energy.

The DZ basis used here is capable of providing only about 49% of the experimental valence correlation energy. Polarization functions would improve this result by about 20%. Since the quadruple excitations are responsible for more than 20% of the correlation energy, the size of error encountered in SDCI is as severe as excluding polarization functions from the basis set. Since the effects of quadruple and higher CI excitations will inevitably increase as molecules larger than benzene are studied, a correlation method that does not account for such effects has little chance of contributing to the investigation of biochemical interactions.

I would like to thank Dr. H. Weinstein and Dr. J. P. Green for the opportunity to speak at this meeting.

### Summary

One of the goals of quantum chemistry in the biomedical sciences is to provide accurate calculations of molecular interactions among biochemical molecules, drugs, carcinogens, etc. In this effort, there is a natural progression

### Table 4

<table>
<thead>
<tr>
<th>Method</th>
<th>All valence electrons</th>
<th>Sigma electrons (only)</th>
<th>Pi electrons (only)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{SCF}}$</td>
<td>-230.6369</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E_1$</td>
<td>-0.4922</td>
<td>-0.3622</td>
<td>-0.0539</td>
</tr>
<tr>
<td>$E_2$</td>
<td>-0.0030</td>
<td>-0.0005</td>
<td>-0.0177</td>
</tr>
<tr>
<td>$S$</td>
<td>-0.0028</td>
<td>-0.0021</td>
<td>-0.0002</td>
</tr>
<tr>
<td>$D$</td>
<td>-0.0272</td>
<td>-0.0123</td>
<td>-0.0079</td>
</tr>
<tr>
<td>$Q$</td>
<td>0.0079</td>
<td>0.0074</td>
<td>0.0012</td>
</tr>
<tr>
<td>$E_{\text{SDQ}}$</td>
<td>0.0239</td>
<td>-0.0070</td>
<td>-0.0069</td>
</tr>
<tr>
<td>SDQ-MBPT (4)</td>
<td>-0.5172</td>
<td>-0.3697</td>
<td>-0.0785</td>
</tr>
<tr>
<td>Experimental Valence Correlation Energy†</td>
<td>(-1.065)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CCD</td>
<td></td>
<td>-0.3671</td>
<td>-0.0850</td>
</tr>
<tr>
<td>SD-RSPT (4) – SD-CI</td>
<td>-0.4160</td>
<td>-0.3259</td>
<td>-0.0774</td>
</tr>
<tr>
<td>Net effect of quadruple excitations</td>
<td>-0.1012 (20%)</td>
<td>-0.0438 (12%)</td>
<td>-0.0011 (1%)</td>
</tr>
</tbody>
</table>

*All energies are in Hartree atomic units.
†Reference 65.
from semiempirical quantum chemistry to ab initio self-consistent field theory to methods that properly include electron-correlation. As ab initio theories continue to develop, many more problems of biomedical interest can be addressed by accurate correlated methods. In this article were discussed many-body approaches to the correlation problem, i.e., many-body perturbation theory and coupled-cluster methods. Unlike most configuration interaction methods, MBPT/CCM offers a number of important features in its extension to larger molecules. These include the proper dependence of the correlated calculation on the size of the molecule (i.e., size extensivity). This has significant consequences for predictions of ground and excited-state properties. These features were illustrated by applications to selected molecules. It was demonstrated that MBPT/CCM offers a natural generalization of SCF theory that is formally suitable for applications to some of the molecules that occur in biomedical studies.
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DISCUSSION

W. GODDARD (California Institute of Technology, Pasadena): That was really great work. I might point out that there is one approach, the generalized valence bond plus CI, which is size extensive and which does go to the right limits.

M. KARPLUS (Harvard University, Cambridge, Mass.): Is the percentage of the correlation energy that you presented calculated with reference to the best that one obtains with the given basis set or does it really refer to the correlation energy of the system?

BARTLETT: The basis set. These are fractions of the total correlation energy determined in a given basis set, usually by coupled cluster calculations. This is the best model we have right now. It's a question of fractions within a basis set.

J. KAUFMAN (Johns Hopkins University, Baltimore, Md.): We're interested in reactive surfaces for large molecules, for which we either have to do configuration interaction or use many-body perturbation theory on multi-reference determinants. Can you give us an estimate of when these methods are going to be usable?

BARTLETT: Within a year, I suspect.

KAUFMAN: How do you think they'll compare to potential energy surfaces obtained from CI calculations?

BARTLETT: We are essentially comparing single reference many-body approaches with single reference CI approaches. But these approaches have advantages of size, extensiveness, etc. The same thing will apply to the multi-reference approaches. There will be a linked diagram theorem, an analogue of the ground state theorem that will apply to excited states. It will eliminate the problem of getting transition energies and excitation energies that go to zero as the number of atoms goes to infinity. You have to use these types of methods because they're formally suitable for larger molecules. It's quite another thing to say that they will be applicable to chlorophyll or something that large because of the basis set problem.

E. CLEMENTI (IBM, Poughkeepsie, N.Y.): Could you compare second order perturbation theory with the density functional approach? In the latter, you could
also get the correlation energy plus or minus 20%. And you'll also have to have more than one reference state. The density functional approach, however, is very cheap: it costs roughly one iteration, and you can go to large molecules.

**Goddard:** There are all sorts of problems with the density functional approach. If you want to look at potential surfaces, you don't necessarily go to the right limits at infinity; you have a bias towards high spin states when you start to break bonds. All sorts of things blow up, although impressive results were obtained for geometries. You don't know what the correlation is in the density functional approach because you don't get correct excitation energies. How can you talk about percentage of correlation there? The real test will come when they actually try open shell systems. Ozone would be a good case. The approach is well known for atoms, and they make errors of one or two eV and also errors in excitation energies.

**Clemente:** I think it's on the order of 0.2 eV from helium to an atomic number of 54.

**Goddard:** At a symposium in Paris a couple of weeks ago, W. L. Jones presented results for some transition metal atoms showing excitation energies and how you get the wrong order for states within an eV.

**J. Schulman (Queens College—CUNY, New York):** Since these errors can be plus or minus relative to the complete many-body result, wouldn't it be rather risky to use second order energies for thermochemistry? It could accentuate, rather than cancel, the error.

**Bartlett:** Our experience is that it does give most of the answer. It's true that you cannot expect, say, the second order energy for BH$_4$ compared with twice the second order energy for BH$_3$ to be as accurate for the dissociation energy as our higher order calculations.

**Schulman:** Suppose that product C and D have greater than 100% error (i.e., 120% correlation), whereas reactants A and B have the lower estimate (i.e., 80%). The total error of reaction is going to be greater, perhaps, than if you did an SCF, isn't it?

**Bartlett:** It could be, but our experience is that the SCF would be much further off. See Table 3.

**Schulman:** Do you ever experience any convergence difficulties?

**Bartlett:** This can happen if you use a single reference function. Then, anytime you have some near-degeneracies, as with beryllium, you would like to use a $1s^22s^2$ configuration and a $1s^22p^2$ configuration in your reference space. If you try to do the problem without the $2p^2$, it will be comparatively slowly convergent; it will converge, however, and you will get a good answer. But you will have to do more work and go to higher order terms and pay a great deal of attention to the coupled cluster type of contributions.

**Schulman:** Do you ever converge to the wrong energy?

**Bartlett:** That could happen, but I don't remember an example. Coupled
cluster theory itself, because it is done in an iterative fashion, can converge to the wrong energy purely for numerical reasons. If you use superior numerical methods (we use something that we call reduced partitioning procedure) then you get much better convergence of the coupled cluster equation.

M. Zerner (University of Guelph, Ontario): You would have trouble with this when there are near-degeneracies between the reference determinant and other states.

Schulman: That's the point I'm making.

Zerner: This happens quite often when you get to things like transition state complexes.

Bartlett: We are now studying insertion of Be into H2. In this case, we have two reference functions in Be that should be important, and we're breaking the H2 bonds so that the (1e)2 configuration will be degenerate with the (1e)2. If we can handle that problem, we think we're in pretty good shape with single reference approaches. But we're also doing that problem with a multi-reference function.

Zerner: In most cases the reference space will not require more than two determinants.

Goddard: There might be some good examples for transition metal atoms. Take the case of nickel with the s^d^4 and the s^d^8 states, which are experimentally degenerate. You get the triplet D states for both configurations. That would be a terrific case to test.

Bartlett: It would be a very difficult problem.

A. Rossi (University of Connecticut, Storrs): How would you calculate a potential energy surface using your method? Would you include correlation at each point on the surface?

Bartlett: Yes. We would do an SCF calculation at each point, UHF if it happened to be an open shell problem, and add on SDQ MBPT or coupled cluster theory at each point.

Goddard: Then, for something like N2, do you use UHF only for part of the way? What happens the rest of the way on the potential surface?

Bartlett: This is a notorious problem. N2 is very well described with an RHF reference function near equilibrium, but, a little beyond equilibrium, there's a bifurcation into a UHF and an RHF solution. You can converge both solutions. If you want it to separate correctly, you'd use a UHF function, but it's very spin-contaminated. If you take the RHF function, the coupled cluster theory will push it even a little bit farther toward dissociation, but it won't take you all the way to the separated nitrogens. This is the worst possible case for something like UHF because you're dealing with a singlet, so it has as much spin contamination as possible from higher states. As long as you have an open shell problem, you do a UHF calculation and the multiplicity will come out correct to a couple of decimal places, so we're willing to use UHF plus correlation to do thermochemi-
cal calculations in which we'd have to compare open shell species with closed shell species. But we cannot do something like $N_2$ well without a superior method.

GODDARD: What kind of error does it actually make in the $N_2$ when you take the coupled cluster?

BARTLETT: In the dissociation energy we are off by about 0.5 eV.

SCHULMAN: At what order would it cease to be worthwhile to do Hartree-Fock at all, and be better to use some linear combination and then do the many-body correction? People have suggested earlier that it might be a relatively low order, that there's a crossing point between the two. Have you looked at that?

BARTLETT: I haven't really looked at that. I would be speculating, but many of the things we can do, such as change our basis sets or sum certain terms to all orders with denominator shifts, become less important after third order in perturbation theory. So you might expect that, if you wanted to do something like what is done in the PGIO method, where they take a bond orbital and perturb from it, you might actually be able to avoid Hartree-Fock if you went to fourth order.

SCHULMAN: I notice that, for acetonitrile, the fourth order correction is larger than the third. Is that correct?

BARTLETT: Yes. Since I was using the coupled cluster method as my reference point for these first several calculations, I limited myself to DQ. This means double and quadruple excitation diagrams. The MBPT quadruples are positive because they involve part of the renormalization term. The magnitude of this number will actually become larger when the singles and triples are added to it, and, in fact, it will generally be bigger than third order. That's to be expected because, if we're starting from the SCF calculation, this is the first time that singles, triples, and quadruples have an opportunity to contribute. However, even if we sum some category of terms to high orders, as we do in CCD, we get no significant change. So we believe the results that we get through fourth order, even if the fourth is bigger than the third. It's asking too much to expect the series to be a monotonically decreasing set of numbers.
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Many-body perturbation theory (MBPT) and coupled-cluster method calculations are reported for the $S_0$ electronic states of formaldehyde. The structural parameters for the $S_0$ minimum ($R_{C-O}=1.102$ A, $R_{C-H}=1.211$ A, $\angle C-H-C=116.2^\circ$) and the $T_1$, minimum ($R_{C-O}=1.085$ A, $R_{C-H}=1.327$ A, $\angle C-H-C=118^\circ$) agree well with experimentally deduced values. The energy barriers for dissociation to molecular products and molecular products agree well with literature values. The energy barriers for dissociation to molecular products and rearrangement to hydroxycarbene are presented. Vertical and adiabatic transition energies are reported for $S_0-T_1$, while a vertical transition energy for $S_0-S_1$ is reported.

I. INTRODUCTION

Formaldehyde is an important and ubiquitous chemical species. In recent years the photochemistry resulting from excitation to the first excited singlet state $S_1$ has been the subject of a number of experimental$^{1-4}$ and theoretical$^{5-17}$ reports which raise a number of important questions about interpretation of experimental data. Formaldehyde also occurs as a crucial species in models that describe the flame-zone chemistry pertinent to the combustion of carbon-containing molecules.$^{18}$ In fact, Fifer concludes that the vapor-phase combustion of nitrate esters is dominated by the reaction sequence that describes the oxidation of formaldehyde by nitrogen dioxide.$^{19}$

Numerous reports of theoretical studies on various electronic states of formaldehyde occur in the literature. Recent papers by Goddard and Schaefer (GS),$^3$ Goddard, Yamaguchi, and Schaefer (GYS),$^{14,15}$ and Bell$^6$ provide excellent results as well as thorough discussions of previous molecular orbital calculations.$^{6,10}$ In particular, the results in the GS paper would support a tunneling mechanism$^{11}$ for the decomposition of H$_2$CO to H$_2$ + CO. However, the question of whether this is required to interpret the experimental results is based upon energy differences of only 4 or 5 kcal mol$^{-1}$. Since the CI calculations of GS$^3$ and GYS$^{14,15}$ estimate the effects of the energy barriers associated with the CI quadrupole excitations by the formula of Davidson,$^{18}$ and since the estimate amounts to approximately 3 kcal mol$^{-1}$ for formaldehyde, it seems pertinent to study the formaldehyde decomposition with many-body methods that properly treat the effects of the excited state.

Consequently, dissociation energies and energy barriers are predicted by MBPT/CCD for the dissociation to radical products

$$\text{CH}_2\text{O} \rightarrow \text{HCO} + \text{H},$$  

molecular products

$$\text{CH}_2\text{O} \rightarrow \text{H}_2 + \text{CO},$$  

and the rearrangement to $\text{CO} + \text{H}_2$ to trans-hydroxycarbene

$$\text{CH}_2\text{O} \rightarrow \text{HCOH}.$$  

Other important questions pertain to the electronic excitations in formaldehyde. Equations-of-motion calculations for a number of excitation energies have been reported.$^{15,16}$ We report here MBPT/CCD calculations for the ground ($X'\Sigma_g^+$, $S_0$) and first excited ($a^2\Pi_g^+$, $T_1$) electronic states of formaldehyde. The results include equilibrium structural parameters for each state, the adiabatic excitation energy for $S_0-T_1$, and vertical excitation energies for $S_0$, $T_1$, and $S_0-S_1$.

II. OUTLINE OF THE CALCULATIONS

For the closed-shell states included in this study, the Hartree–Fock representation of a state is given by a restricted Hartree–Fock (RHF) wave function, whereas open-shell states are described by unrestricted Hartree–Fock (UHF) wave functions. The integrals over atomic functions were computed using Dunning's $4s3p$ contraction of Huzinaga's $9s5p$ Gaussian primitive set for first-row atoms, and Dunning's scaled ($\xi=1.2$) $3s$ contraction of Huzinaga's $4s$ primitive set for hydrogen.$^{19,20}$ A single set of $d$-type polarization functions augments the atomic basis sets for carbon and oxygen, with orbital exponents 0.75 and 0.85, respectively.$^{21}$ A set of $p$-type polarization functions, with $\alpha=1.0$, augments the hydrogen basis set.$^{22}$ Integral calculations for the MBPT/CCD calculations were performed using the MOLECULE integral program$^{23}$; electronic structure calculations were performed using the GRYFFIN and UMBPT programs.$^{24}$

Structural parameters for the formaldehyde conformers were obtained in several ways. Optimal parameters for the equilibrium positions on both the $S_0$ and $T_1$ surfaces were determined by fitting the results...
of frozen-core, double-excitation MBPT (4) calculations. Such a procedure is impractical when seeking transition state structures. Structural parameters for saddlepoints on the S_0 surface resulted from analytic gradient-based calculations. In particular, we used the GRADSCF computer codes.\(^4\) In order to be consistent in computing energy differences on the S_0 surface, equilibrium structural parameters for formaldehyde were also determined using the GRADSCF codes. Finally, vibrational frequencies were estimated using the gradient. The same basis set was used for all calculations. The structural parameters for each configuration are depicted in Fig. 1. Theoretical and experimental structural parameters for each configuration are listed in Table I. We report dissociation energy and energy barrier results for several levels of computation: SCF; fourth-order MBPT including all double-excitation diagrams D-MBPT (4); fourth-order MBPT including all single-, double-, and quadruple-excitation diagrams SDQ-MBPT (4); and coupled cluster double calculations, CCD based upon the wave function exp(T_2)\(\Phi\). Excitation energies are reported at both SCF and MBPT/CCD levels of computation. All reported energies include the core electrons.

To compute dissociation energies and energy barriers requires accurate calculation of energy differences. In addition to the electronic energy, vibrational, rotational, and translational energy differences must be estimated. We assume that the rotational and translational degrees of freedom are classical. Vibrational frequencies for the various formaldehyde conformers were predicted using SCF-gradients calculations.\(^4\)

III. THE S_0 (X^1A_1) STATE OF FORMALDEHYDE

At its ground state equilibrium configuration, formaldehyde possesses C_2v symmetry. The structural parameters obtained by several theoretical calculations are compared with experimentally derived values in Table I. The agreement between theory and experiment is excellent, especially for the CI calculations\(^7\) and the MBPT results.

To determine chemical energy differences requires a high-quality ab initio calculation of the electronic energy of these species involved in the chemical reaction. The results of several levels of electronic structure calculation for the S_0(X^1A_1) state of formaldehyde are listed in Table II. The Hartree–Fock energy for the structure determined using the gradient-based SCF calculations is lower than that corresponding to the structure found by fitting the results of D-MBPT (4) calculations. However, through fourth order, the MBPT calculations yield lower energies for the structure obtained using the D-MBPT (4) structure. In addition, the results of CCD calculations predict a lower energy for the structure determined using the D-MBPT (4) structure. Each of the SCF energies reported here is a few millihartrees lower than the single-configuration DZ + P result reported by Goddard and Schaefer.\(^4\) We expect, therefore, that our basis set is comparable...
MBPT calculations, D-MBPT (4) and SDQ-MBPT (4), agree almost exactly with one another. Clearly the contribution of the single- and quadruple-excitation diagrams almost cancel at fourth order. The fourth-order triple excitation contributions would lower the electronic energies. The CCD calculation, which includes higher order effects of double and quadruple excitations, but neglects single- and triple-excitation effects, predicts a smaller contribution of electron correlation than do the fourth-order MBPT calculations. This is due to the neglect of single- and triple-excitation effects, both of which are negative. Although CCD is not rigorously variational, since the principal terms neglected in the calculation are negative, it is quasivariational and yields the lowest energy to date for the Sₐ state of formaldehyde.

IV. DISSOCIATION REACTIONS OF FORMALDEHYDE

Thermal dissociation of formaldehyde is assumed to produce radical products, hydrogen atom and formyl radical. Interestingly, the dissociation to molecular products H₂ and CO is approximately thermoneutral, while the observed thermal dissociation energy is approximately 88 kcal mol⁻¹.¹ Both sets of products correlate by symmetry with the ground electronic state.

The first singlet excited state of formaldehyde [S₁(A¹Σ⁺)], has an excitation energy threshold lower than the threshold for thermal dissociation.¹ Photochemical studies of reactions subsequent to excitation of formaldehyde to the S₁ state are interpreted in terms of the following three processes:

\[
\begin{align*}
\text{H}_2\text{CO} & \rightarrow \text{H}_2 + \text{CO} , \\
& \rightarrow \text{H} + \text{HCO} , \\
& \rightarrow \text{H}_2\text{CO}(\text{S}₂, \nu') + \nu .
\end{align*}
\]

IV (V) (VI)

Most investigators agree that the formation of molecular products (IV) dominates for excitation energies near the S₁ threshold (3.495 eV, 80.5 kcal mol⁻¹). The importance of the radical products channel (V) increases with increasing excitation energy.¹ For an excitation energy equal to 91.3 kcal mol⁻¹, the sum of quantum yields for processes (IV) and (V) is almost one, with the molecular quantum yield 0.32±0.03 and the radical quantum yield 0.68±0.03.

The crucial datum in understanding the photochemical dissociation of formaldehyde is the energy difference between the S₁ threshold (80.5 kcal mol⁻¹) and the potential energy barrier to the formation of H₂ + CO on the S₂ surface. The appearance of carbon monoxide is much slower than the decay rate for S₁, and the formation of carbon monoxide requires a collision. This behavior suggests that the high-pressure (>0.1 Torr) photochemistry of formaldehyde excited to S₁ involves a transition to an intermediate species or to a different electronic state of formaldehyde. The identity of the intermediate(s) remains a point of contention, but the results of the CI calculations by GS² and GYS¹⁴ implied that the intermediate occurs on the Sₐ surface.

Goddard and Schaefer reported extensive configuration interaction calculations, including all single- and double excitations relative to their reference functions, that elucidated many features of the potential energy hypersurface that pertain to the photodissociation of formaldehyde.¹² Subsequently, GYS¹⁴ re-investigated the S₂ surface using analytic gradient methods that included correlation effects. The calculations addressed reactions (IV) and (V) and the isomerization of formaldehyde to form trans-hydroxycarbene, all on the Sₐ potential energy surface. The SD–CI study provided improved values for energy barriers to photochemical reactions of formaldehyde. A significant result of the study was the prediction that the energy required for isomerization to hydroxycarbene is only slightly greater than the energies needed for radical or molecular photodissociation.³ The SD–CI calculations also predicted a small energy barrier above the S₁ origin to any photochemical reaction of formaldehyde.

In subsequent research Goddard, Yamaguchi, and Schaefer¹⁴ reported features of the formaldehyde potential energy surface using configuration interaction techniques.¹⁴ The results of that research differ little from the results obtained by GS.¹ A noteworthy conclusion of the GYS work is that the results of CI calculations using the SCF optimized geometry differs little from those obtained using the CI determined transition state. For a double zeta plus polarization basis set, the two predictions of the molecular products dissociation barrier differ by only 0.8 kcal mol⁻¹.

Miller¹¹ employed the barrier height and vibrational frequencies predicted by GS² to calculate the collisionless decay rate for S₂ → H₂ + CO as a function of energy. The results of Miller’s analysis suggest that S₂ can decay rapidly to molecular products even at energies as much as 10 kcal mol⁻¹ lower than the barrier height. Since that analysis, however, additional studies of the S₂ surface by Harding et al.,²⁹ Goddard et al.,¹⁴ and this work have modified the original estimate of the vibrational frequencies for the rearrangement transition state. The effect of these studies is to reduce the barrier height for the rearrangement of formaldehyde to trans-hydroxycarbene relative to the barrier for molecular products dissociation.

A. CH₂O→CHO+H

The theoretical investigation of the formyl radical using MBPT and CCD has been published.¹¹ We report in Table III the results of those calculations that pertain to the study of the dissociation of formaldehyde. The experimental zero-point vibrational energies of formaldehyde and formyl radical are 16.2³² and 7.8 kcal mol⁻¹.

<table>
<thead>
<tr>
<th>Table III. Electronic structure results for HCO(A¹Σ⁺).¹³</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>Energy</td>
</tr>
</tbody>
</table>

Notes: hartree.

Units: hartree. Goddard and Schaefer computed the zero-point energies using vibrational frequencies derived from force constants predicted by \textit{ab initio} SCF calculations. Although the magnitude of individual frequencies differed from the experimental values, the zero-point energy difference determined from SCF theory differs little from the experimental value.

A series of computed dissociation energies is presented in Table IV. Our self-consistent field calculations predict a dissociation energy (68.6 kcal mol\(^{-1}\)) that is much lower than the experimental values\(^{1,2}\) listed in the table. The two MBPT results (D-MBPT(4), 86.4 kcal mol\(^{-1}\); SDQ-MBPT(4), 85.0 kcal mol\(^{-1}\)) and the CCD result (86.1 kcal mol\(^{-1}\)) agree well with the experimental values,\(^{2,3}\) while the GS–CI calculations predict a dissociation energy of approximately 70 kcal mol\(^{-1}\).\(^{1}\) The present MBPT/CCD calculations employ UHF reference functions for the radical products, while the SD–CI calculations\(^{2}\) use a two-configuration RHF–SCF root function. In the latter calculation, an estimate of higher excitation effects is obtained by using a two-configuration modification of Davidson’s formula,\(^3\) although the justification for using such a formula with a two-configuration reference is not clear.\(^{2}\) For formaldehyde the net effect is less than 1 kcal mol\(^{-1}\) in any event. The linked diagram and SD–CI results together demonstrate that high quality theoretical calculations can predict energy differences with good accuracy.

**B. CH\(_2\)O \(\rightarrow\) H\(_2\) + CO**

Since MBPT/CCD results are size-extensive, dissociation energies may be obtained without requiring supermolecule calculations. Table V contains a summary of electronic energies for the supermolecule H\(_2\) ⋅ ⋅ ⋅ CO obtained by addition. The zero-point energy change, computed with experimental frequencies is \(-7.1\) kcal mol\(^{-1}\). Predicted heats of reaction, for \(T = 0\) K, are gathered in Table VI. The experimental value \((-1.9\) kcal mol\(^{-1}\)) corresponds to the value derived from heat-of-formation data suggested by Benson,\(^3\) corrected to zero degrees. The SCF results yield a heat of reaction that is more negative than that obtained from either of the MBPT or the CCD calculations. The MBPT and CCD calculations predict a heat of reaction that is less than that estimated from the thermochromical data.

In both dissociation energy estimates described here, the high-quality (DZP) \textit{ab initio} electronic structure calculations predict dissociation energies that are below the experimentally obtained values. Since the experimental studies for these two reactions have good precision, it seems relevant to inquire whether theory will generally underestimate dissociation energies. One aspect of the computations suggests that theory will generally underestimate the change in electronic energy in going from reactant to dissociation products. The reason for this is that the finite basis sets used in the molecular calculations should be better suited to computations on the smaller product fragments than on the reactant molecule.\(^{17}\) In a future article describing a series of hydrogen–dissociation reactions, we will report results that suggest that MBPT calculations of the quality used here predict dissociation energies that are generally low by about 1–5 kcal mol\(^{-1}\).\(^{38}\) In each case reported, however, the zeroth-order reference function was well-represented by a single determinant.

**V. MOLECULAR PRODUCTS TRANSITION STATES**

The dissociation of formaldehyde to form molecular products may occur by one of several proposed competing pathways. Two possible reaction channels were studied by Goddard and Schaefer, leading to the identification of two reaction intermediates.\(^1\) One of these intermediates, represented schematically in Fig. 1(b), occurs on the \(S_p\) potential surface in the channel leading to the direct formation of molecular products. The other intermediate, represented schematically in Fig. 1(c), occurs on the \(S_p\) potential surface in the channel leading to formation of the metastable species, hydroxycarbene. Because the dissociation energies pre-

### Table IV. Heat of reaction for the dissociation of formaldehyde to radical products.\(^{a}\)

<table>
<thead>
<tr>
<th>Level of calculation</th>
<th>(\Delta E_{21})</th>
<th>(\Delta E_v)</th>
<th>(\Delta E_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>77.0</td>
<td>-8.4</td>
<td>68.6</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>94.8</td>
<td>-8.4</td>
<td>86.4</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>83.4</td>
<td>-8.4</td>
<td>85.0</td>
</tr>
<tr>
<td>CCD</td>
<td>94.5</td>
<td>-8.4</td>
<td>86.1</td>
</tr>
<tr>
<td>SD-CI + QC(^b)</td>
<td>87.4</td>
<td>-8.3</td>
<td>79.1</td>
</tr>
<tr>
<td>Experiment: Ref. 3</td>
<td></td>
<td>86.0 ± 1.0</td>
<td></td>
</tr>
<tr>
<td>Experiment: Ref. 27</td>
<td></td>
<td>86.7 ± 1.5</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Units: kcal mol\(^{-1}\).

### Table V. Summary of electronic structure results for H\(_2\) ⋅ ⋅ ⋅ CO.\(^{a}\)

<table>
<thead>
<tr>
<th>Level of calculation</th>
<th>Total energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>-113.8977</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>-114.2762</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>-114.2780</td>
</tr>
<tr>
<td>CCD</td>
<td>-114.2709</td>
</tr>
</tbody>
</table>

\(^{a}\)Units: hartree.

### Table VI. Predicted and experimental values for the dissociation of formaldehyde to molecular products.\(^{a}\)

<table>
<thead>
<tr>
<th>Level of calculation</th>
<th>(\Delta E_{21})</th>
<th>(\Delta E_v)</th>
<th>(\Delta E_R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>0.1</td>
<td>-7.1</td>
<td>-7.0</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>4.4</td>
<td>-7.1</td>
<td>-2.7</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>3.1</td>
<td>-7.1</td>
<td>-4.0</td>
</tr>
<tr>
<td>CCD</td>
<td>3.9</td>
<td>-7.1</td>
<td>-3.2</td>
</tr>
<tr>
<td>Experiment: Ref. 36</td>
<td></td>
<td>-1.9</td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)Units: kcal mol\(^{-1}\).
dicted by the fourth-order MBPT and the CCD calculations differed by several kcal mol\(^{-1}\) from the dissociation energy predicted by the SD–CI calculations, it is important to determine whether the same difference occurs for energy barrier predictions.

The calculations reported in Tables VII and VIII refer to structural parameters determined at the SCF level using the GRADSCF computer codes.\(^{24}\) As noted by GYS,\(^{7(a)}\) the results of the barrier predictions should not be greatly affected by use of structural parameters determined from SCF results, since the transition states are well described by a single determinant wave function. The vibrational frequencies for the three formaldehyde structures, determined using our (431/31) basis set, are presented in Table IX, along with experimental values\(^{39}\) and several other theoretical estimates.\(^{10(a), 40}\) All calculations were done using basis sets that included polarization functions. Although the vibrational frequencies predicted using correlated wave function calculations agree better with experimental harmonic frequencies than do the SCF-level estimates, none of the theoretical methods succeeds in obtaining good agreement with experimental values. Yamaguchi et al.\(^{7(a)}\) suggest that the effects of higher excitations, perhaps unlinked cluster contributions, have a significant effect on the theoretical computation of frequencies. A study by Pople et al.\(^{41}\) supports that conclusion. Calculations for 12 vibrational frequencies using second-order Moller–Plesset theory, with a molecular basis that includes polarization functions on heavy atoms, yield results that differ, on the average, from experimental harmonic frequencies by 47.7 cm\(^{-1}\), or 2.5%.\(^{41}\)

It is more germane to the study of the barriers on the \(S_0\) surface, however, to note the variation in zero-point energy differences occasioned by the different levels of theory. The results reported by GYS\(^{7(a)}\) clearly demonstrate that the zero-point energy differences shift little when different levels of theory are used. For the two barriers reported in this study, the SCF and CI calculations based upon the DZ–P basis lead to vibrational energy correction differences of 0.4 and 0.2 kcal mol\(^{-1}\). Larger differences occur between the SCF and CI for the calculations that did not include polarization functions. Since our basis set is of the same quality as the DZ–P basis used by GYS\(^{7(a)}\) the zero-point energy difference predicted by our SCF calculations should be as accurate as those obtained by those authors. The zero-point energy differences were computed using the frequencies presented in Table IX. The vibrational correction for the molecular products dissociation is -5.7 kcal mol\(^{-1}\), and that for the rearrangement reaction is -4.3 kcal mol\(^{-1}\). These values agree well with those determined by GYS\(^{7(a)}\) and Harding et al.,\(^{39}\) irrespective of the theoretical method used to estimate the frequencies.

Table X contains a summary of the predicted energy barriers for the formaldehyde reactions. We report the results of SCF, fourth-order MBPT calculations including double-excitation diagrams, and including all single-, double- and quadruple-excitation diagrams that contribute at that order, and CCD calculations. These results may be compared to the CI results,\(^{7(a)}\) the Moller–Plesset results of Harding et al.,\(^{39}\) and to the predicted dissociation energy for the formation of radical products. In each case, the SCF calculations predict barriers that exceed those predicted by the correlation methods. Further, the correlated calculations agree well with one another in the prediction of the barrier heights.

Isomerization of formaldehyde to form hydroxycarbene exemplifies the 1,2-hydrogen shift, an important class of chemical reactions. A recent review by Schaefer elucidates the features of this reaction and provides a review of the experimental literature.\(^{42}\) The energy barriers predicted by the various correlated methods range from 85.7 (SDQ–MBPT) to 88.2 kcal mol\(^{-1}\) (SD–CI).\(^{7(a)}\) Each theoretical technique predicts that the barrier to formation of molecular products exceeds the rearrangement barrier. However, the correlated predictions for this barrier range from 88.0 (RMP-4)\(^{39}\) to 92.8 kcal mol\(^{-1}\) (SD–CI),\(^{7(a)}\) with the difference in the barrier heights equal to approximately 3.0 kcal mol\(^{-1}\).

### Table VII. Electronic structure calculations for the molecular products transition state.\(^{8}\)

<table>
<thead>
<tr>
<th>Theoretical method</th>
<th>Electronic energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>-113.7319</td>
</tr>
<tr>
<td>DZ + P</td>
<td>-113.7205</td>
</tr>
<tr>
<td>DZ + P CI</td>
<td>-114.0391</td>
</tr>
<tr>
<td>D-MBPT(4)(^{a})</td>
<td>-114.1231</td>
</tr>
<tr>
<td>D-MBPT(4)(^{a})</td>
<td>-114.1210</td>
</tr>
<tr>
<td>SDQ–MBPT(4)(^{a})</td>
<td>-114.1231</td>
</tr>
<tr>
<td>CCD(^{a})</td>
<td>-114.1241</td>
</tr>
<tr>
<td>CCD(^{a})</td>
<td>-114.1230</td>
</tr>
</tbody>
</table>

\(^{a}\)Units: hartree.
\(^{b}\)Reference 7(a).
\(^{c}\)Structural parameters, Ref. 5.
\(^{d}\)Structural parameters, this work.

### Table VIII. Electronic structure calculations for the rearrangement transition state.\(^{8}\)

<table>
<thead>
<tr>
<th>Theoretical method</th>
<th>Electronic energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>-113.739</td>
</tr>
<tr>
<td>DZ + P</td>
<td>-113.7366</td>
</tr>
<tr>
<td>DZ + P CI</td>
<td>-114.0481</td>
</tr>
<tr>
<td>D-MBPT(4)(^{a})</td>
<td>-114.1365</td>
</tr>
<tr>
<td>D-MBPT(4)(^{a})</td>
<td>-114.1345</td>
</tr>
<tr>
<td>SDQ–MBPT(4)(^{a})</td>
<td>-114.1280</td>
</tr>
<tr>
<td>CCD(^{a})</td>
<td>-114.1293</td>
</tr>
<tr>
<td>CCD(^{a})</td>
<td>-114.1295</td>
</tr>
</tbody>
</table>

\(^{a}\)Units: hartree.
\(^{b}\)Reference 7(a).
\(^{c}\)Structural parameters, Ref. 5.
\(^{d}\)Structural parameters, this work.

### TABLE IX. Vibrational frequencies: CH₂O(S₂).

<table>
<thead>
<tr>
<th>Equilibrium structure mode</th>
<th>( \nu_1 (\alpha') )</th>
<th>( \nu_2 (\alpha') )</th>
<th>( \nu_3 (\alpha') )</th>
<th>( \nu_4 (\beta_2) )</th>
<th>( \nu_5 (\beta_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment(^a)</td>
<td>2944</td>
<td>1764</td>
<td>1563</td>
<td>1151</td>
<td>3009</td>
</tr>
<tr>
<td>Experiment(^b)</td>
<td>2792</td>
<td>1746</td>
<td>1500</td>
<td>1167</td>
<td>2943</td>
</tr>
<tr>
<td>SCF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>3191</td>
<td>2004</td>
<td>1659</td>
<td>1343</td>
<td>3113</td>
</tr>
<tr>
<td>Ref. 7(b)</td>
<td>3149</td>
<td>2006</td>
<td>1656</td>
<td>1335</td>
<td>3226</td>
</tr>
<tr>
<td>Ref. 40</td>
<td>2571.2</td>
<td>1882.6</td>
<td>1600.1</td>
<td>1501.4</td>
<td>3070.6</td>
</tr>
<tr>
<td>DZ + PCi (Ref. 7(b))</td>
<td>3074</td>
<td>1869</td>
<td>1596</td>
<td>1243</td>
<td>3155</td>
</tr>
<tr>
<td>CEPA</td>
<td>2925.6</td>
<td>1797.2</td>
<td>1580.9</td>
<td>1220.9</td>
<td>3032.3</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rearrangement transition state</th>
<th>( \nu_1 (\alpha') )</th>
<th>( \nu_2 (\alpha') )</th>
<th>( \nu_3 (\alpha') )</th>
<th>( \nu_4 (\alpha') )</th>
<th>( \nu_5 (\alpha''') )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>3155</td>
<td>2306</td>
<td>1637</td>
<td>1408</td>
<td>2645(^{f})</td>
</tr>
<tr>
<td>Ref. 7(b)</td>
<td>3199</td>
<td>2832</td>
<td>1639</td>
<td>1408</td>
<td>2650(^{f})</td>
</tr>
<tr>
<td>DZ + PCi</td>
<td>3057</td>
<td>2748</td>
<td>1512</td>
<td>1356</td>
<td>2356(^{f})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Molecular products transition state</th>
<th>( \nu_1 (\alpha') )</th>
<th>( \nu_2 (\alpha') )</th>
<th>( \nu_3 (\alpha') )</th>
<th>( \nu_4 (\alpha') )</th>
<th>( \nu_5 (\alpha''') )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>3259</td>
<td>2101</td>
<td>1494</td>
<td>819</td>
<td>2295(^{f})</td>
</tr>
<tr>
<td>Ref. 7(b)</td>
<td>3243</td>
<td>2092</td>
<td>1526</td>
<td>829</td>
<td>2305(^{f})</td>
</tr>
<tr>
<td>DZ + PCi</td>
<td>3263</td>
<td>1939</td>
<td>1555</td>
<td>876</td>
<td>2124(^{f})</td>
</tr>
</tbody>
</table>

\(^a\)Reference 39(a).
\(^b\)Reference 39(b).
\(^c\)Reaction coordinate.
\(^d\)Estimated.

The MBPT/CCD results suggest that the energy requirements for all three unimolecular processes are approximately equal. Since it is often assumed that even good correlated wave function calculations overestimate barrier heights and underestimate dissociation energies, the MBPT/CCD results imply that the rearrangement to hydroxycarbene is the energetically favored reaction pathway. Such a result agrees with the conclusions of Goddard et al. This work changes and the inclusion of triple excitation diagrams may change this result.

It is interesting to note the substantial difference between the energy difference obtained from correlated calculations and the results obtained using just SCF calculations. As stated, the results obtained with MBPT, CCD, and SC-CI imply that the energy requirements for all three reaction pathways are almost equal. The SCF calculations predict that the barriers for dissociation to molecular products (95.7 kcal mol\(^{-1}\)) and the barrier for rearrangement to \( \text{trans} \)-hydroxycarbene (99.2 kcal mol\(^{-1}\)) differ by a relatively small amount of energy. However, the SCF results imply that each of these barriers is much larger than the barrier for dissociation to radical products (88.6 kcal mol\(^{-1}\)). These energy differences demonstrate the importance of including

### TABLE X. Predicted energy barriers for formaldehyde reactions.\(^a\)

<table>
<thead>
<tr>
<th>Theoretical method</th>
<th>1, 2-shift</th>
<th>Molecular products</th>
<th>Radical products</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>95.7</td>
<td>99.2</td>
<td>68.6</td>
</tr>
<tr>
<td>Ref. 7(a)</td>
<td>95.2</td>
<td>100.2</td>
<td>85.0</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>86.9</td>
<td>89.0</td>
<td>86.4</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>85.7</td>
<td>88.4</td>
<td>85.0</td>
</tr>
<tr>
<td>CCD</td>
<td>87.6</td>
<td>90.3</td>
<td>86.1</td>
</tr>
<tr>
<td>CI [Ref. 7(a)]</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SD-CI</td>
<td>88.2</td>
<td>92.8</td>
<td>80.0</td>
</tr>
<tr>
<td>SD-CI - QC(^b)</td>
<td>85.9</td>
<td>88.9</td>
<td>78.1</td>
</tr>
<tr>
<td>RMF4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ref. 30</td>
<td>86.2</td>
<td>88.0</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Units: kcal mol\(^{-1}\).
\(^b\)No comparable SCF results reported.
\(^c\)Includes correction for quadruple excitations based upon Davidson's formula.

correlation energy effects to obtain chemically accurate results.

An additional result of the configuration interaction study was that each decomposition reaction possesses an energy barrier relative to the $S_1$ band origin. To determine whether the linked-diagram related methods will also predict the existence of this barrier, we must consider the first excited state of formaldehyde.

VI. THE $a^3A''$ STATE OF FORMALDEHYDE

The ultraviolet absorption spectrum of formaldehyde vapor consists of two band systems: a strong band with apparent origin at 3530 A (3.454 eV) and a weak band with apparent origin at 3960 A (3.124 eV). Walsh predicted that these states would have nonplanar structure, and this was verified for both the singlet and the triplet states. Jones and Coon derived experimental structures for the excited states, including a specification of the out-of-plane bending angle by a distribution function for each vibrational level of the bending mode.

Recent theoretical studies of the excited states include ab initio calculations by Garrison, Schaefer, and Lester, Bell, and Goddard and Schaefer, as well as equations-of-motion calculations of the vertical excitation energies.

This report complements and extends Bell’s work.

Recent calculations used excited state structural parameters determined by optimizing the electronic energy at the SCF level. This study reports structural parameters for the $a^3A''$ state determined by optimizing the energy at the correlated level. Fourth order, double-excitation MBPT calculations, with core orbitals frozen, were performed for structures obtained by varying the CH and CO bond lengths, the HCH angle, and the out-of-plane bending angle. The CH bond length and the HCH angle were reoptimized after determination of the optimal out-of-plane bending angle. We report the optimal structural parameters in Table XI.

The carbon-hydrogen bond length (1.085 A) reported here is slightly less than the experimental value (1.0962 A) while the carbon-oxygen bond length (1.327 A) exceeds the experimental value (1.307 A). The optimal HCH and out-of-plane bending angles (118° and 37°12') agree well with the experimental values (118° and 37°54'). Comparison of these theoretical results with Bell’s structure shows that the inclusion of correlation effects improves the agreement between theory and experiment.

We report, in Table XII, three theoretical results for the adiabatic excitation energy corresponding to $S_0 - T_1$. Both the D-MBPT(4) and SDQ-MBPT(4) calculations yield 72.5 kcal mol$^{-1}$ for the excitation energy, while the CCD calculations yielded a value of 71.3 kcal mol$^{-1}$. These results may be compared to the near Hartree-Fock value, 50.3 kcal mol$^{-1}$, and the two SD-CI values 77.4 kcal mol$^{-1}$ and 68.9 kcal mol$^{-1}$, and a value obtained by including the unlinked cluster correction of quadruple-excitation effects 69.5 kcal mol$^{-1}$. All the theoretical values compare well with the experimental value 71.9 kcal mol$^{-1}$. None of the theoretical values, however, include any correction for zero-point energy differences that may contribute to the observed value.

Although no effort has been made to determine the structure of formaldehyde in the $A^1A''$($S_1$) state, vertical excitation energies are computed for both the $S_0 - S_1$ and $S_0 - T_1$ transitions. Since the UHF wave function for the $S_1$ state was contaminated by higher-order spin states, particularly $T_1$, the computed excitation energy for this state is expected to be less accurate than that for the $T_1$ state. Nonetheless, vertical excitation energies for both transitions are presented in Table XIII, along with other theoretical predictions and experimental estimates. The excitation energy for $S_0 - T_1$ is less than that for $S_0 - S_1$, although the latter is probably lower than would be obtained were the ref-

---

**TABLE XI. Formaldehyde structural parameters, $a^3A''$ state.**

<table>
<thead>
<tr>
<th></th>
<th>r$_{OH}$</th>
<th>r$_{CO}$</th>
<th>HCH</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>1.0962</td>
<td>1.3069</td>
<td>118'</td>
<td>37°12'</td>
</tr>
<tr>
<td>D-ZP-SCF</td>
<td>1.0779</td>
<td>1.3404</td>
<td>119.67'</td>
<td>38°30'</td>
</tr>
<tr>
<td>D-MBPT(4) - FC</td>
<td>1.0948</td>
<td>1.3171</td>
<td>118'</td>
<td>37°12'</td>
</tr>
</tbody>
</table>

* Units: angstroms.

**TABLE XII. Adiabatic excitation energies, $S_0 - T_1$.**

<table>
<thead>
<tr>
<th></th>
<th>$\Delta E$ (eV)</th>
<th>$\Delta E$ (kcal mol$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment*</td>
<td>3.124</td>
<td>71.9</td>
</tr>
<tr>
<td>D-MBPT(4)</td>
<td>3.1455</td>
<td>72.5</td>
</tr>
<tr>
<td>SDQ-MBPT(4)</td>
<td>3.1456</td>
<td>72.5</td>
</tr>
<tr>
<td>CCD</td>
<td>3.093</td>
<td>71.3</td>
</tr>
<tr>
<td>SD-CIP</td>
<td>3.01</td>
<td>69.5</td>
</tr>
<tr>
<td>SD-CIP</td>
<td>2.664</td>
<td>61.4</td>
</tr>
<tr>
<td>SCI*</td>
<td>2.103</td>
<td>56.3</td>
</tr>
<tr>
<td>SCI, this work</td>
<td>1.912</td>
<td>44.1</td>
</tr>
</tbody>
</table>

* Reference 32.

**TABLE XIII. Vertical excitation energies for formaldehyde.**

<table>
<thead>
<tr>
<th></th>
<th>$S_0 - T_1$</th>
<th>$S_0 - S_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-MBPT(4)</td>
<td>84.2</td>
<td>89.3</td>
</tr>
<tr>
<td>MRD-CIP</td>
<td>78.6</td>
<td>87.9</td>
</tr>
<tr>
<td>EOM*</td>
<td>79.8</td>
<td>93.2</td>
</tr>
<tr>
<td>Experiment*</td>
<td>83.0</td>
<td>98.2</td>
</tr>
</tbody>
</table>

* Reference 50.

---

erence function not spin-contaminated. The difference in the excitation energy predictions is much less than the difference obtained from the equation of motion calculations\(^1\) or estimated from experimental data.\(^1\) However, it should be noted that MRD–CI calculations predict a significantly smaller excitation energy difference (9.3 kcal mol\(^{-1}\))\(^2\) than is estimated by Chatjian (15.2 kcal mol\(^{-1}\)).\(^1\) Since the difference between the two adiabatic excitations is 8.1 kcal mol\(^{-1}\), it seems best to conclude that the \(S_2 - S_1\) vertical excitation energy remains uncertain.

### VII. DISCUSSION

The present calculations demonstrate that linked-diagram related computational methods predict relative energies of small molecular systems to high accuracy. For the results that can be compared with experiment, the dissociation energy for formation of radical products and the \(S_2 - T_1\) adiabatic excitation energy, the SDQ–MBPT(4) and the CCD results agree well with the experimental values.

It is instructive to review results pertinent to photochemical dissociation and rearrangement of formaldehyde. We collect, in Table XIV, the excitation energy, dissociation energy \(D_0\), and reaction barrier \(E_r\) results obtained in this study and in work by Goddard and co-workers.\(^3\) Note that the values for \(S_2 - S_1\) are estimates based on the theoretical results for the \(S_2 - T_1\) excitation energy, and the observed \(T_1 - S_1\) separation. In analyzing the CI results, the authors noted that high level theoretical calculations underestimate dissociation energies and slightly overestimate rearrangement barriers.\(^4\) If it is assumed that the CI calculations underestimate the dissociation energy by 3 to 5 kcal \(\times\) mol\(^{-1}\), and overestimate the energy barriers by a similar amount, then the CI results imply that the energy requirements for the radical products and molecular products dissociation pathways are similar.\(^1\) Furthermore, the energy requirements suggest that the hydroxycarbene intermediate cannot be ruled out. The subsequent analytic gradient CI calculations support these results, but each of the energy barriers increases slightly.\(^4\) Finally, those authors noted that the barriers exceed the estimated adiabatic excitation energy for \(S_2 - S_1\). Thus, there are small barriers above the \(S_1\) origin to all three photochemical processes.

Examinations of the SDQ–MBPT CCD results reveal no significant difference from the results of the CI calculations, even though our basis set is somewhat larger than the GS DZ + P basis. However, our SCF result for the molecular products transition state shows an energy lowering of 3.4 kcal mol\(^{-1}\) compared to the DZ + P results, suggesting that basis set changes may still be significant in this problem. We cannot make realistic estimates of the errors associated with the barrier calculations, since we have no data for comparison. We assume that these calculations overestimate the energy barriers by 2 to 4 kcal mol\(^{-1}\). With these assumptions, the results of these calculations lead to the same conclusions obtained by GS\(^1\) and Goddard et al.\(^3\) However, recent work by Friach et al.\(^4\) suggests that basis set effects and triple excitations lower the computed barriers by ~8 kcal mol, which is below the origin of the \(\text{H}_2\text{CO}\) excited singlet state.

### Table XIV. Energy prediction comparisons for photochemical processes.

<table>
<thead>
<tr>
<th></th>
<th>Reference 5</th>
<th>Reference 7(a)</th>
<th>SDQ–MBPT(4)</th>
<th>CCD</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_2 - T_1)</td>
<td>69.5</td>
<td>72.5</td>
<td>71.3</td>
<td>71.9(^*)</td>
<td></td>
</tr>
<tr>
<td>(D_0)</td>
<td>~79</td>
<td>~79</td>
<td>86.1</td>
<td>86.0 (\pm 1)</td>
<td></td>
</tr>
<tr>
<td>(E_r) ((\text{H}_2\text{CO}))</td>
<td>87.5</td>
<td>86.9</td>
<td>88.4</td>
<td>90.3</td>
<td></td>
</tr>
<tr>
<td>(E_r)</td>
<td>83.9</td>
<td>85.7</td>
<td>87.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(S_2 - S_1)</td>
<td>79(est.)</td>
<td>81.0(est.)</td>
<td>79.9(est.)</td>
<td>80.5</td>
<td></td>
</tr>
</tbody>
</table>

\(\text{Reference 32.}\) 
\(\text{Reference 3.}\) 
\(\text{Reference 1.}\)

---

On the other hand, basis set superposition effects tend to act in the opposite direction. However, these effects are usually important only for van der Waals molecules.

The program **GROMOS**, written by G. D. Purvis, does SCF iterations and integral transformations. The program **EMP**, written by R. J. Bartlett and G. D. Purvis, does MBPT, CCD, and CI.
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Dissociation energies for the step-wise removal of hydrogen from methanol, \( \text{CH}_3\text{OH} \rightarrow \text{CH}_3\text{O} \rightarrow \text{CH}_2\text{O} \rightarrow \text{CHO} \rightarrow \text{CO} \), are obtained by many-body perturbation theory. The heat of formation of \( \text{CH}_3\text{O} \) is predicted as \( 2 \pm 3 \text{ kcal mol}^{-1} \). Computed geometries are in excellent agreement with experiment, where available, and provide a prediction for \( \text{CH}_3\text{O} \).

1. Introduction

A major task for theoretical chemists is the development of methods to predict energy differences with chemical accuracy. Most quantum chemists agree that accurate prediction of relative energies requires application of theories that include electron correlation effects, effects not treated in self-consistent-field (SCF) calculations [1-4]. Estimates of molecular correlation energy have been obtained by using the method of configuration interaction to improve the wavefunction obtained from an ab initio SCF calculation. Recently, however, theoretical techniques based upon the linked-diagram theorem have been extended to molecular applications [1,2,4], and these methods provide an alternative approach to the correlation problem. Several comparisons of the various theoretical methods have appeared [1,2,4].

This report describes the application of many-body perturbation theory (MBPT) to predict the dissociation energies for a series of reactions that occur in flame zone combustion models. The reaction set comprises the unimolecular reactions that oxidize methanol to carbon monoxide:

\[
\begin{align*}
\text{CH}_3\text{OH} & \rightarrow \text{CH}_3\text{O} + \text{H}, \\
\text{CH}_3\text{O} & \rightarrow \text{CH}_2\text{O} + \text{H}, \\
\text{CH}_2\text{O} & \rightarrow \text{CHO} + \text{H}, \\
\text{CHO} & \rightarrow \text{CO} + \text{H}.
\end{align*}
\]

Reactions (1) and (2) involve the methoxy radical. Since heat of formation data are available for the other moieties in those two reactions, accurate predictions of the dissociation energies for these reactions will enable us to predict the heat of formation for the methoxy radical.

The theoretical techniques used are outlined in section 2, and the results for the series of dissociation reactions follow in section 3.

2. Outline of the computations

For the closed-shell molecules included in this study, a restricted Hartree–Fock (RHF) wavefunction represents the ground state, whereas unrestricted Hartree–Fock (UHF) wavefunctions represent the ground state for open-shell molecules. The integrals
over atomic functions were computed using Dunning's 4s3p contraction of Huzinaga's 9s5p gaussian primitive set for first-row atoms, and Dunning's scaled ($\delta = 1.2$) 3s contraction of Huzinaga's 4s primitive set for hydrogen [5,6]. A single set of d-type polarization functions (gaussian) augments the atomic basis sets for carbon and oxygen, with exponents 0.75 and 0.85 respectively [7]. A set of p-type polarization functions (gaussian), $\alpha = 1.0$, augments the hydrogen basis set. All integral calculations were performed using the MOLECULE integral program [8].

The total energy reported for each molecule pertains to structural parameters that have been optimized relative to double-excitation, frozen-core, fourth-order MBPT calculations. The structural parameters optimized for each molecule are defined in fig. 1. Computed structural parameters are compared with available experimental values in table 1. In the absence of experiment, we offer a prediction of the methoxy structure which we estimate to be accurate to 0.01 Å in bond length and 2–3° in bond angles.

We report dissociation energy predictions for three levels of calculation: SCF, fourth-order MBPT including all double-excitation diagrams, DMBPT(4), and fourth-order MBPT including all single-, double-, and quadruple-excitation diagrams that contribute at that order, SDQ MBPT(4).

The prediction of dissociation energies requires

---

**Table 1**

Optimized structural parameters for molecules included in this study

<table>
<thead>
<tr>
<th>Parameter</th>
<th>This work</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH$_3$OH b)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td>1.093</td>
<td>1.0937</td>
</tr>
<tr>
<td>$r_2$</td>
<td>1.093</td>
<td>1.0937</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$108^\circ$ 9'</td>
<td>$108^\circ$ 32'</td>
</tr>
<tr>
<td>methyl tilt</td>
<td>$2^\circ$ 12'</td>
<td>$3^\circ$ 12'</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>1.432</td>
<td>1.4214</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.963</td>
<td>0.963</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$107^\circ$ 2'</td>
<td>$108^\circ$ 2'</td>
</tr>
<tr>
<td>CH$_3$O</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td>1.085</td>
<td></td>
</tr>
<tr>
<td>$r_2$</td>
<td>1.081</td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>$108^\circ$ 42'</td>
<td></td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>$112^\circ$ 12'</td>
<td></td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>$103^\circ$ 48</td>
<td></td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>$111^\circ$ 30</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.405</td>
<td></td>
</tr>
<tr>
<td>CH$_2$O c)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td>1.102</td>
<td>1.099</td>
</tr>
<tr>
<td>$r_2$</td>
<td>1.211</td>
<td>1.203</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$116^\circ$ 11'</td>
<td>$116^\circ$ 30'</td>
</tr>
<tr>
<td>CHO d)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$r_1$</td>
<td>1.111</td>
<td>1.125</td>
</tr>
<tr>
<td>$r_2$</td>
<td>1.188</td>
<td>1.175</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>$124^\circ$ 2'</td>
<td>$124^\circ$ 57'</td>
</tr>
<tr>
<td>CO e)</td>
<td>2.125</td>
<td>2.127</td>
</tr>
</tbody>
</table>

* The program GRNFNC, written by G.D. Purvis, does SCF iterations and integral transformations. The program UMBPT, written by R.J. Bartlett and G.D. Purvis, does MBPT, CCD and VP CI.

---

**Fig. 1.** Definition of bond lengths and of bond angles for CH$_3$OH, CH$_3$O, CH$_2$O, and CHO.
Accurate computation of energy differences. In addition to the change in the electronic energy, vibra-
tional, rotational, and translational energy differences must also be obtained. We assume that rotational and
translational energy effects are well approximated by the equipartition of energy among those degrees of
freedom. Since vibrational frequencies are established for all the molecular species addressed in this study
except the methoxy radical, empirical zero-point energy changes are used for these cases.

Characterization of the methoxy radical was the most difficult problem encountered in this study.
Bent et al. [9] obtained optimal structural parameters for the Jahn–Teller distorted ground-state confor-
mation after extensive D MBPT(4) calculations. An analysis of the potential energy function obtained in that
study provided guidelines to estimating the vibrational frequencies for the e modes. Engelsing et al.
[10] and Inoue et al. [11] have published experimental values for several frequencies. By combining
theoretical predictions and experimental data with observations on similar molecules, such as CH$_3$F, we
assign the following values to the vibrational eigenvalues for the methoxy radical (directly observed
values are underlined): 3006 (e), 2930 (a$_1$), 1380 (e), 1325 (a$_1$), 1090 (a$_1$), 890 cm$^{-1}$ (e).

These frequencies correspond to a methoxy radical zero-point vibrational energy equal to 22.1 kcal mole$^{-1}$.

3. Dissociation energy predictions

Because linked-diagram derived methods are size extensive [2], the electronic energy change for a dis-
sociation reaction, $A + B + C$, may be written

$$\Delta E_{el} = E_{el}(B) + E_{el}(C) - E_{el}(A).$$

Since each of the reactions considered here contains the hydrogen atom as one of the products, $\Delta E_{el}$
requires a correlated calculation for only the reactant and the molecular product. Table 2 contains predicted
electronic energies for methanol, CH$_3$OH, methoxy radical, CH$_3$O, formaldehyde, CH$_2$O, formyl radical,
HCO, carbon monoxide, CO, and the SCF energy for the hydrogen atom. Table 2 also contains the zero-
point vibrational energy for each molecule in the study [10–15].

The information summarized in table 2 is sufficient to determine the zero-degree heat of reaction for each of the four reactions included in this study. We summarize the values for each of the molecules in the third row of table 3. For most molecules, there is no experimental data available to compare with the predicted $\Delta E_R(0 \text{ K})$ values. An exception is formaldehyde. Reilly et al. [16] have confirmed that the threshold energy for the dissociation of formaldehyde to radical products is 86.0 ± 1.0 kcal mole$^{-1}$. The SDQ MBPT(4) calculations predict that the threshold energy equals 85.0 kcal mole$^{-1}$. In this case, the agreement between theory and experiment is very good.

In addition to the experimental data of Reilly et al. [16], experimental values for room-temperature
heats of reaction are available for methanol [17], formaldehyde [18] and the formyl radical [19]. To compare the theoretical predictions with these heat of reaction data, we must estimate the effect of the rotational and translational degrees of freedom, and the effect of the $pV$ work term must be included.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Electronic energy (hartree)</th>
<th>Zero-point energy (kcal mole$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF (UHF)</td>
<td>D MBPT(4)</td>
<td>SDQ MBPT(4)</td>
</tr>
<tr>
<td>CH$_3$O</td>
<td>-114.4532</td>
<td>-114.8246</td>
</tr>
<tr>
<td>CH$_2$O</td>
<td>-113.8974</td>
<td>-114.2832</td>
</tr>
<tr>
<td>CHO</td>
<td>-113.2769</td>
<td>-113.6343</td>
</tr>
<tr>
<td>H</td>
<td>-0.49778</td>
<td></td>
</tr>
</tbody>
</table>
Table 3

Dissociation energies predicted by SDQ MBPT(4) results (in kcal mole\(^{-1}\))

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Predicted (\Delta E_R)</th>
<th>Experiment</th>
<th>SDQ MBPT(4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_3)OH</td>
<td>107.3</td>
<td>100.2</td>
<td>99.8</td>
</tr>
<tr>
<td>CH(_3)O</td>
<td>26.6</td>
<td>23.1</td>
<td>22.2</td>
</tr>
<tr>
<td>CH(_2)O</td>
<td>93.4</td>
<td>86.4</td>
<td>86.5</td>
</tr>
<tr>
<td>CHO</td>
<td>16.4</td>
<td>12.9</td>
<td>12.9</td>
</tr>
</tbody>
</table>

\(^a\) We estimate this value based upon the \(\Delta E_R\) value of 86.0 \(\pm\) 1 [16].

\(^b\) Translational and rotational energy contributions are estimated by assuming that each degree of freedom contributes \(1/2 kT\). Thus, for \(T = 300\) K, each degree of freedom contributes \(\approx 0.3\) kcal mole\(^{-1}\). The translational and rotational energy changes for each reaction are listed in table 3. Combining these contributions with the zero-degree dissociation energy, we obtain the energy of the reaction for \(T = 300\) K. Finally, we assume that \(pV = \Delta n(RT)\), and add this contribution to \(\Delta E_R(300\) K) to obtain predicted values for the heat of reaction, \(\Delta H^\theta_R(300\) K), which are listed in the last line of table 3.

Table 4 contains a comparison of the heats of reaction predicted by our SDQ MBPT(4) calculations with experimental values. Several conclusions may be gleaned from the theoretical results summarized in table 4. First, the inclusion of correlation effects is necessary to predict dissociation energies with chemical accuracy. Ab initio self-consistent-field calculations predict dissociation energies substantially different from experimental values. Each of the correlated treatments, D MBPT(4) and SDQ MBPT(4), predicts dissociation energies that agree well with experiment. There is little reason to prefer the more expensive SDQ MBPT(4) calculations to the D MBPT(4) calculations for these examples. In each case reported here, the contributions of the single- and quadruple-excitation diagrams at fourth order almost cancel. This is not always the case, so there are instances where SDQ MBPT(4) is preferred. The fourth-order triple excitations can also be important for some examples [20]. Finally, in each case where theoretical predictions can be compared with experimental results, the predicted dissociation energy is less than the experimental value. This is not surprising. The finite basis sets used in molecular calculations describe the product molecules better than they describe the reactant. This characteristic implies that the electronic energy difference between products and reactant usually will be too low. Reliable estimates of the magnitude of this error are not available, but our experience [21-24] suggests that dissociation energies predicted by MBPT, for breaking a single bond in a polyatomic molecule, and for the quality of basis set used in these calculations, typically underestimate experiment by 1-3 kcal mole\(^{-1}\). On the other hand, atomization energies are much poorer due to the limited basis sets [21].

4. Heat of formation of the methoxy radical

Two experimental values for the heat of formation
Table 5
Heat of reaction for H₂ elimination from CH₃O

<table>
<thead>
<tr>
<th></th>
<th>CH₃O</th>
<th>CHO</th>
<th>H₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>electronic energy a)</td>
<td>-114.8232</td>
<td>-113.6363</td>
<td>-1.1656</td>
</tr>
<tr>
<td>( \Delta E_E ) b)</td>
<td>(0.0213 b))</td>
<td>13.4 b)</td>
<td>6.2 [15]</td>
</tr>
<tr>
<td>zero-point energy b)</td>
<td>22.1</td>
<td>7.8</td>
<td>6.2</td>
</tr>
<tr>
<td>( \Delta E_P ) b)</td>
<td>-8.1 b)</td>
<td>5.3 b)</td>
<td>0.6</td>
</tr>
<tr>
<td>rotational energy (300 K) b)</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>( \Delta E_R(300 K) ) b)</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>translational energy (300 K) b)</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>( \Delta E_{T,300} ) b)</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
</tr>
</tbody>
</table>

a) In hartree. b) In kcal mole⁻¹.

of the methoxy radical have been reported recently [10,17]. Batt and McCulloch [17] derived a heat of formation equal to 3.9 kcal mole⁻¹ using parameters obtained from chemical kinetic data. Engelking et al. [10] measured the electron affinity of the methoxy radical, and estimated the heat of formation for methoxy to be 0.7 kcal mole⁻¹. Since our calculations predict heats of reaction for two processes that include the methoxy radical, by combining these results with published heat of formation data we can obtain a heat of formation for CH₃O. We assume the following heats of formation: CH₂OH, -48.0 kcal mole⁻¹; CH₂O, -26.0 kcal mole⁻¹; H, 52.1 kcal mole⁻¹ [25]. Combining the dissociation energy of methanol with the heats of formation of methanol and hydrogen, we predict the methoxy heat of formation to be -0.3 kcal mole⁻¹. On the other hand, combining the methoxy radical dissociation energy with the heats of formation for formaldehyde and hydrogen, we predict the methoxy heat of formation to be 3.9 kcal mole⁻¹.

In addition to the two hydrogen elimination reactions already considered, the heat of formation for CH₃O can be obtained by considering the elimination of the hydrogen molecule from the methoxy radical, giving the formyl radical and H₂ as products. The pertinent information needed to estimate the heat of reaction for this process is summarized in table 5. The results of SDQ MBPT(4) calculations predict a classical dissociation energy \( D_E \) equal to 13.4 kcal mole⁻¹. Combining the estimated frequencies for the methoxy radical with empirical values for the formyl radical and H₂, we estimate a zero-point energy change of -8.1 kcal mole⁻¹ for the reaction. When rotational and translational energy effects and our estimate of the \( pV \) terms are included, we obtain a value for the heat of reaction equal to 7.4 kcal mole⁻¹. Assuming that \( \Delta H_f^{0,300} \) for the formyl radical is 9.0 kcal mole⁻¹ [25], we predict that the heat of formation for the methoxy radical is 1.6 kcal mole⁻¹.

The lack of agreement among the predicted values for the heat of formation is not surprising. It is apparent from the results of this work and the results of theoretical studies using alternative methods [1,3] that theoretical calculations underestimate dissociation energies. For the H-dissociation reactions reported here, and in other work done using these methods [21,26], our dissociation energy errors range from 1 to 3 kcal mole⁻¹. Considering the sign of this error, it is reasonable to suggest that the heat of formation of the methoxy radical should be greater than -0.3 kcal mole⁻¹ and less than 3.9 kcal mole⁻¹. The heat of formation obtained by studying the hydrogen molecule elimination reaction of CH₂O suggests a heat of formation for the radical of 1.6 kcal mole⁻¹ that lies between the two extreme values. Taking the likely errors into account we suggest a value equal to 2.0 ± 3.0 kcal mole⁻¹.
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Recent experiments suggest that the isomerization reaction CH₃O → CH₂OH may compete with the hydrogen dissociation reaction CH₃O → CH₂O + H. We report correlated many-body calculations of barrier heights for these reactions and other decompositions of CH₃O and CH₂OH. The barriers for isomerization and dissociation are similar, while the reaction CH₃O → HCO + H₂ has a higher energy barrier.

1. Introduction

The methoxy radical CH₃O is thought to play an important role in hydrocarbon oxidation processes relevant to combustion and photochemical air pollution [1]. Recently, Radford [2] has suggested that the unimolecular isomerization of methoxy to form the hydroxymethylene radical,

CH₃O → CH₂OH,

followed by the fast reaction

CH₂OH + O₂ → CH₂O + HO₂,

may provide an alternate route for the oxidation of methyl radicals. Subsequently, Batt et al. [3] pointed out that although the isomerization reaction should be competitive with the hydrogen-dissociation reaction of the methoxy radical,

CH₃O → CH₂O + H,

neither reaction should occur quickly enough to compete with other faster reactions of the radical that are important in atmospheric chemistry. However, at the higher temperatures encountered in combustion processes, the unimolecular reactions may be more significant.

Here we report computed classical barriers for several unimolecular reactions of CH₃O and CH₂OH. In addition to (1) and (3), we also discuss the hydrogen-dissociation reactions of hydroxymethylene,

CH₂OH → CH₂O + H,

and the hydrogen molecule elimination reaction of methoxy,

CH₃O → CHO + H₂.

2. Outline of the calculations

For each of the open-shell species in this study an unrestricted Hartree–Fock (UHF) wavefunction is chosen for the ground electronic reference state. The structural parameters for the reactants and the various transition states are determined using the analytic gradient based GRADSCF codes [4] and a 6-31G** basis set.
The many-body perturbation theory (MBPT) calculations use double zeta-quality basis sets augmented with polarization functions on all atoms. Since self-consistent-field calculations provide poor estimates of energy differences, the electronic energy is determined using MBPT [7]. In particular, fourth-order MBPT calculations that include all single-, double-, and quadruple excitation diagrams [SDQ MBPT(4)] are reported.

3. Equilibrium configurations for methoxy and hydroxymethylene

The structural parameters determined for the methoxy and hydroxymethylene radicals are shown in fig. 1. Our SCF calculations predict structural parameters for CH3O that agree closely with those of Yarkony et al. [8]. Each of the SCF calculations, however, disagrees somewhat with the results of our previous correlated D MBPT(4) calculation for this radical [9]. In that study, Bent et al. showed that the C3v symmetry axis is broken by a reduction in the in-plane OCH bond angle, while, to the contrary, the SCF calculations predict that the symmetry changes via an increase of the in-plane OCH bond angle. A correlated calculation of the CH3O, CH3OH, CH2O, and HCO structures has also been published [10]. Since the structures of the radicals and transition states described in this work are determined using UHF calculations, for consistency, all energy differences for the methoxy reactions are computed at the structural parameters determined in the UHF calculations.

The electronic energies for the two radicals, including both the UHF and SDQ MBPT(4) results, are reported in table 1. Interestingly, the UHF calculations suggest that the methoxy radical CH3O is more stable than the hydroxymethylene radical CH2OH. The energy difference equals 4.07 kcal/mole. On the other hand, the correlated SDQ MBPT(4) calculations predict that the hydroxymethylene radical is more stable, by 3.90 kcal/mole. Experimental studies [11,12] indicate that hydroxymethylene is 5-10 kcal/mole more stable than methoxy, although a more recent experimental [13] determination of the heat of formation of the methoxy radical would reduce this range by 3 kcal/mole. Our result of 3.90 is in good agreement with this lower (2-7 kcal/mole) estimate.

4. Isomerization and dissociation reactions

The isomerization reaction that converts methoxy to hydroxymethylene belongs to the reaction class identified as 1,2-hydrogen shifts. A recent review by Schaefer [14] discusses this class of reactions. The transition state identified for the isomerization reaction is shown in fig. 2. Such isomerizations are often ignored in chemical kinetic models, since it is assumed that the potential energy barrier for the reaction is large. As the results in table 1 show, however, the electronic energy for this transition state does not differ significantly from those values calculated for the two hydrogen-dissociation reactions.

In particular, as summarized in table 2, the classical barrier for the isomerization, reaction (1), is 35.6 kcal/mole (39.5 kcal/mole for the reverse reaction) with the competing H-dissociation, reaction (3), having a 35.2 kcal/mole barrier. The UHF transition state structures are shown in fig. 2. Since the 1,2 shift transition state has a more compact structure, one would expect that the zero-point vibrational energy differences would re-
The reaction of methoxy to produce the formyl radical and hydrogen molecule is similar to the molecular products reaction channel of formaldehyde [16–22]. Like formaldehyde, the methoxy radical has a hydrogen-dissociation channel, an isomerization channel, and an H\(_2\)-elimination channel. Recent MINDO/3 results suggest that the dominant dissociation of the radical is the H\(_2\)-elimination reaction [23]. Furthermore, those results suggest that the isomerization reaction and the H\(_2\)-elimination reaction have nearly the same activation energy.

We have made numerous efforts to locate the H\(_2\)-elimination reaction saddle point using the GRADSCF computer codes. The structure shown in fig. 2 corresponds to a structure for which the norm of the gradient satisfies a stringent convergence criterion. Proper identification of a saddle point, however, requires the calculation of the vibrational frequencies for the structure. If one of the vibrational frequencies is imaginary, then the structure corresponds to a saddle point. The structure shown in fig. 2 fails this test, because the vibrational analysis yields two imaginary frequencies. Additional study of the hypersurface in this region, however, suggests that the second imaginary frequency is ruled out since its energy barrier is greater than 85 kcal/mole [15–17].

The saddle-point structure for (4) is shown in fig. 2. SDQ MBPT(4) calculations at the UHF determined geometries suggests a barrier of 47.8 kcal/mole for (4). Consequently, it would appear that the preferred unimolecular reaction of CH\(_2\)OH is the isomerization to CH\(_3\)O.

### Table 2

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Barrier height (kcal/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_3)O → CH(_2)O + H</td>
<td>35.2</td>
</tr>
<tr>
<td>CH(_3)O → CH(_3)OH</td>
<td>35.6</td>
</tr>
<tr>
<td>CH(_2)OH → CH(_3)O</td>
<td>39.5</td>
</tr>
<tr>
<td>CH(_3)OH → CH(_2)O + H</td>
<td>47.8</td>
</tr>
</tbody>
</table>

\( \text{a) All barrier heights are classical. No attempt has been made to correct for differences in the zero-point vibrational energies.} \)

5. The H\(_2\)-elimination reaction of methoxy

The reaction of methoxy to produce the formyl radical and hydrogen molecule is similar to the molecular products reaction channel of formaldehyde [16–22]. Like formaldehyde, the methoxy radical has a hydrogen-dissociation channel, an isomerization channel, and an H\(_2\)-elimination channel. Recent MINDO/3 results suggest that the dominant dissociation of the radical is the H\(_2\)-elimination reaction [23]. Furthermore, those results suggest that the isomerization reaction and the H\(_2\)-elimination reaction have nearly the same activation energy.

We have made numerous efforts to locate the H\(_2\)-elimination reaction saddle point using the GRADSCF computer codes. The structure shown in fig. 2 corresponds to a structure for which the norm of the gradient satisfies a stringent convergence criterion. Proper identification of a saddle point, however, requires the calculation of the vibrational frequencies for the structure. If one of the vibrational frequencies is imaginary, then the structure corresponds to a saddle point. The structure shown in fig. 2 fails this test, because the vibrational analysis yields two imaginary frequencies. Additional study of the hypersurface in this region, however, suggests that the second imaginary frequency is ruled out since its energy barrier is greater than 85 kcal/mole [15–17].

The saddle-point structure for (4) is shown in fig. 2. SDQ MBPT(4) calculations at the UHF determined geometries suggests a barrier of 47.8 kcal/mole for (4). Consequently, it would appear that the preferred unimolecular reaction of CH\(_2\)OH is the isomerization to CH\(_3\)O.

### Table 2

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Barrier height (kcal/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH(_3)O → CH(_2)O + H</td>
<td>35.2</td>
</tr>
<tr>
<td>CH(_3)O → CH(_3)OH</td>
<td>35.6</td>
</tr>
<tr>
<td>CH(_2)OH → CH(_3)O</td>
<td>39.5</td>
</tr>
<tr>
<td>CH(_3)OH → CH(_2)O + H</td>
<td>47.8</td>
</tr>
</tbody>
</table>

\( \text{a) All barrier heights are classical. No attempt has been made to correct for differences in the zero-point vibrational energies.} \)
restricted Hartree-Fock calculation. This calculation also converged, in forty-eight function evaluations, to a structure with no plane of symmetry. The bond lengths and bond angles predicted in that calculation are close to those predicted by the UHF calculations. Furthermore, when force constants for the structure are calculated at the RHF level, we still obtain two imaginary frequencies. Thus there is no substantial difference between the RHF and UHF predictions.

In sum, our calculations to date demonstrate that the transition state does lead to the hydrogen molecule product. The calculations do not conclusively demonstrate the existence of a double-minimum potential well about the transition state. To determine whether this potential is, as we believe, an artifact of the SCF level calculations requires a re-examination of this transition-state region using a theoretical method that includes correlation effects. We anticipate reporting such calculations soon.

The electronic energy including the correlation energy for this transition state is \(-114.6732\) au, and the reaction barrier, \(55.8\) kcal/mole, can be compared with the other reaction barriers in table 2. The barrier for the \(\text{H}_2\)-elimination reaction exceeds the barriers determined for the other methoxy radical reactions by more than \(20\) kcal/mole.

6. Discussion and conclusion

The energy barrier results determined by these calculations and summarized in table 2 support Radford's contention that the hydrogen-dissociation and isomerization reactions of methoxy radical could compete favorably under appropriate conditions. In addition, these results suggest that for hydroxymethylene, the isomerization reaction should be faster than the hydrogen-dissociation reaction. Finally, our preliminary results indicate that the \(\text{H}_2\)-elimination reaction of the methoxy radical has a much larger energy barrier than either of the other methoxy reactions considered here. In all cases, the calculations do not consider the sometimes important effect of the fourth-order triplet-excitation diagrams \([22,24,25]\) and are limited to UHF determined structures. For example, the triple-excitation contribution in \(\text{H}_2\text{CO} \rightarrow \text{H}_2 + \text{CO}\) reduced the barrier by \(\approx 3\) kcal/mole \([22]\) and it is possible to obtain similar changes by using better, correlated structures. The spin contamination present in UHF calculations can sometimes cause additional problems. For the \(\text{H}_2\)-elimination pathway, the UHF multiplicity is 2.013 and SDQ MBPT(4) improves this. We expect that a correlated determination of the (5) transition state should eliminate any possible artifacts with the SCF transition state.
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Abstract

\( \text{Ab initio} \) electronic structure calculations are reported for five electronic states of the methylene amidogen radical. Structure parameters for the ground electronic state are predicted by RHF and D-MBPT (4) calculations. Vertical excitation energies were determined using four different theoretical chemical models: complete active space (CAS) MCSCF, CAS/MCSCF plus singles and doubles CI, fourth-order many-body perturbation theory SDO MBPT(4), and coupled-cluster theory.

1. Introduction

Experimental study of the spectra and properties of molecules allows the accurate determination of the structural parameters, electronic state separations, and the distribution of electrons in the molecule. However, not all molecular species are susceptible to detailed experimental study. Some free radicals possess such short lifetimes that even the demonstration of existence may challenge the most sophisticated experiment. Other radicals, such as methylene amidogen, have been experimentally detected [1–6], but enjoy such a transient existence that the structure and properties have not been determined. As noted by Schaefer [7], theory may play an important role in the study of evanescent species, since the tools used by the electronic structure theorist are equally applicable to stable well-characterized molecules and transient radical species. Results obtained via theoretical methods should be as accurate for a short-lived radical, such as \( \text{CH}_2\text{N} \), as those obtained for a molecule such as formaldehyde. This works, provided that the method used accounts properly for open-skill character. We present here the results of \( \text{ab initio} \) electronic structure calculations on the methylene amidogen radical \( \text{CH}_2\text{N} \).

The first experimental evidence for the \( \text{CH}_2\text{N} \) radical was provided by the ESR spectrum of Cochran, Adrian, and Bowers [1]. Subsequent work by Banks and Gordy
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confirmed the identification and provided a qualitative description of the molecular orbital occupied by the unpaired electron. The ESR experiments, and the issue of hyperconjugation, spawned a series of self-consistent field molecular orbital calculations, culminating in Hinchliffe's recent report [8-10].

The electronic spectrum of methylene amidogen was first described by Ogilvie and Horne [3]. Subsequently, Horne and Norrish published a detailed electronic spectrum of this radical [4]. Their spectrum consisted of a diffuse absorption with a maximum intensity at 280.8 nm and a second, weaker absorption in four diffuse bands with intensity maxima at 284.5, 284.75, 285.0, and 285.4 nm. Ogilvie interpreted the spectrum of CH2N to be due to two different electronic transitions originating in the ground state, and he reiterated the validity of his maximum absorption coefficients [5].

Methylene amidogen was identified by Morgan and Beyer as a primary decomposition product of the 1,3,5,7-tetranitro 1,3,5,7-tetrazocyclooctane (HMX) molecule [6]. The radical has been suggested to play a role in the reaction of H atom with HCN [11], and has been suggested as an intermediate in flames oxidized by N2O. The interest of flame diagnosticians spurred this study of the electronic structure and the excitation energy spectrum of this radical. A recent report by So [12] reports structural parameters for two electronic states of CH2N. Here we report structural parameters for the ground electronic state of this radical, as well as a series of calculations designed to elucidate the details of the observed absorption spectrum of this radical. Furthermore, the calculations provide an interesting comparison of results obtained by application of MCSCF CI methods with those obtained using two linked cluster methods MBIPT and CCM.

2. Description of Theoretical Methods

All the calculations reported here were performed using basis sets of double-zeta plus polarization quality. Those many-body perturbation theory (MBPT) calculations performed to determine the structural parameters for the ground electronic state of methylene amidogen were performed using Dunning's [13] double-zeta contractions of Huzinaga's [14] 9s5p primitive set for carbon and nitrogen and the double-zeta contraction of the 4s primitive set for hydrogen. A single set of d-type polarization functions [15] augments the basis for the first row atoms, while the hydrogen basis set includes a single set of p-type functions [15]. All other calculations reported here use the 6-31G** basis set proposed by Hariharan et al. [16]. These include the RHF predictions of structural parameters for the ground electronic state of CH2N, and all the vertical excitation energy calculations.

In its ground electronic state, methylene amidogen has C3v structural symmetry. The unpaired electron occupies an in-plane nitrogen orbital; thus the ground state has B2g symmetry. The orbital occupation is (1a1)²···(5a1)²·(1b1)²(2b2)(1b3)². This state is represented by the orbital diagram [Fig. 1(a)]. Figures 1(b) to 1(d) represent electronic excited states formed by excitations involving the 5a1, 2b2, and 1b1 orbitals; the excitations lead to the 1B1g, 1B2g, and 2B1g electronic states. The calculations described here refer to vertical excitations from X2B2 to each of these excited states, plus the excitation to the lowest quartet excited state (4B1).
The application of MBPT has been described in a series of papers by the present authors and others [17–19]. A recent review paper by Bartlett [20] offers a description of the methods, summarizes recent results, and provides many references. The MBPT calculations for methylene amidogen include results through fourth order; the fourth-order calculations include all single-, double-, and quadruple-excitation diagrams which contribute.

The coupled-cluster method calculations reported here use the computational procedures described by Purvis and Bartlett [21]. In particular, the cluster operator includes the single- and double-excitation operators, viz.,

\[ T = T_1 + T_2 \]

The particulate Ansatz described by Purvis and Bartlett includes both single- and double-excitation cluster effects, as well as disconnected triple excitations (\( T_3 \)) and quadruple excitations (\( T_4, \frac{1}{2}T_4, \frac{1}{3}T_4, \frac{1}{4}T_4 \)).

Finally, the states in question were characterized at the MCSCF CI level using a procedure originally applied to describe the low-lying states of MgO [22]. Using an active space comprising five molecular orbitals (5a1, 1b1, 2b1, 1b2, and 2b2), complete active space comprising five molecular orbitals (5a1, 1b1, 2b1, 1b2, and 2b2), complete active space (CAS) MCSCF calculations were performed for the five electronic states discussed here. In each case, the CAS space was reduced to a compact configuration with excited states greater than 0.075 in the CAS MCSCF. The resulting compact CAS descriptions (see Table 1), provide a qualitatively accurate description of these states and the reference space for a single- and double-excitation CI (SIXCI) described below.

3. Structure of the \( X^2B_1 \) Ground State

While spectroscopic data demonstrate that methylene amidogen exists as a stable species with two equivalent hydrogen atoms, no empirical structural parameters have been derived for this radical. As a part of this study, we obtained optimal structural parameters for the ground electronic state of this radical using the OHBRT analytical gradient driven SCF-MCSCF programs [23]. These results may be compared with
TABLE I. MCSCF expansions.

<table>
<thead>
<tr>
<th>State</th>
<th>Label</th>
<th>Electron Occupations</th>
<th>Dimension of SD-CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Unselected</td>
</tr>
<tr>
<td>$1^2B_2$</td>
<td>A</td>
<td>$4a_1^25a_1^21b_2^21b_1^22b_2$</td>
<td>16879</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4a_1^25a_1^21b_2^22b_1^22b_2$</td>
<td></td>
</tr>
<tr>
<td>$1^2B_1$</td>
<td>B</td>
<td>$4a_1^25a_1^21b_2^22b_2^21b_1$</td>
<td>16965</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4a_1^21b_2^22b_2^21b_1^22b_1$</td>
<td></td>
</tr>
<tr>
<td>$1^3A_1$</td>
<td>C</td>
<td>$4a_1^21b_2^22b_2^21b_1^25a_1$</td>
<td>16760</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4a_1^21b_2^22b_2^22b_1^25a_1$</td>
<td></td>
</tr>
<tr>
<td>$1^4B_2$</td>
<td>D</td>
<td>$4a_1^25a_1^21b_2^22b_21b_12b_1$</td>
<td>18219</td>
</tr>
<tr>
<td>$1^4B_1$</td>
<td>E</td>
<td>$4a_1^25a_1^21b_2^22b_2^21b_1$</td>
<td>33852</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4a_1^21b_2^22b_2^21b_1^22b_1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$4a_1^25a_1^21b_2^22b_2^22b_1$</td>
<td></td>
</tr>
</tbody>
</table>

* Fully occupied $1a_1, 2a_1, 3a_1$ orbitals are omitted for clarity.

results obtained in an earlier study using fourth-order many-body perturbation theory calculations [24]. Both sets of structural data are presented in Table II, along with the results of previously published SCF calculations [10,12]. The notable result is that each of the methods predicts the ground state to have $C_2$ structural symmetry. The modestly larger basis sets used in Ref. 10 and these MBPT calculations do not lead to results startling in their diversity, although the C—H bond length predicted in Ref. 10 is longer than normally observed for such a bond, while the bond angle predicted

TABLE II. Structural parameters for CH$_3$N.

<table>
<thead>
<tr>
<th></th>
<th>$R_{C-N}$</th>
<th>$R_{C-H}$</th>
<th>$\angle$ HCN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference 12</td>
<td>1.078</td>
<td>1.263</td>
<td>110.23</td>
</tr>
<tr>
<td>Reference 10</td>
<td>1.14</td>
<td>1.24</td>
<td>119</td>
</tr>
<tr>
<td>This work</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCF</td>
<td>1.08</td>
<td>1.24</td>
<td>114.2</td>
</tr>
<tr>
<td>MBPT</td>
<td>1.095</td>
<td>1.23</td>
<td>117</td>
</tr>
</tbody>
</table>

* Units: bond lengths, angstroms, angles, degrees.
in our own SCF calculations is significantly outside the range of the other three predictions.

One other detail of the calculations should be noted. The MBPT and CCSD calculations employ single-determinantal unrestricted Hartree–Fock wave function as a reference function. This does not imply a lack of generality of these methods, but identifies a restriction on the application of these techniques. Since UHF wave functions are not constructed to be eigenfunctions of the total spin, there is the possibility that the reference function may contain contributions from wave functions of higher spin, than the state under consideration. In this study of CH₂N, both the ground electronic state, \( X^2B_2 \), and the first excited state of \( A_1 \) symmetry have spin multiplicities much greater than two (see Table III). Thus, some caution should be exercised in interpreting energy differences that include these two states. As noted by Adams et al. [25], spin contamination in reference functions degrades the accuracy of MBPT/CCM calculations, thus affecting the computed electronic excitation energy results.

4. Vertical Excitation Energies of Methylene Amidogen

As noted in Section 1, the observed electronic spectrum of CH₂N comprises two diffuse absorptions; a strong, diffuse band with a maximum intensity at 280.8 nm (35612.5 cm\(^{-1}\)) and a weaker, absorption in four diffuse bands, with maximum intensities at 284.5 nm (35149.3 cm\(^{-1}\)), 284.75 nm (35118.5 cm\(^{-1}\)), 285.0 nm (35087.0 cm\(^{-1}\)), and 285.4 nm (35038.5 cm\(^{-1}\)) [4]. Ogilvie assigns the two absorptions to separate electronic excitations originating in the \( X^2B_2 \) ground state, but he makes no assignment of the upper states [5]. Here we present two distinct sets of quantum chemical calculations that provide a reasonable explanation of the electronic spectrum of this radical. All of these calculations were performed using the structural parameters predicted by the present RHF calculations. Thus, the carbon–hydrogen bond length is 1.08 Å, the carbon–nitrogen distance is 1.24 Å, and the HCH bond angle is 114.2°.

All MBPT and CCSD calculations were performed relative to single determinant reference functions. The UHF wave functions for the \( X^2B_2 \) and \( B^2A_1 \) electronic states

| Table III. UHF spin multiplicities for methylene amidogen. |
|-------------------|-------------------|
| \( 1^2B_2 \)     | 2.178             |
| \( 1^2B_1 \)     | 2.004             |
| \( 1^2A_1 \)     | 2.116             |
| \( 2^2B_2 \)     | 2.011             |
| \( 1^4B_1 \)     | 4.000             |
had spin multiplicities 2.178 and 2.216, respectively. These results suggest the occurrence of at least one low-lying quartet state. The UHF wave functions for the four states studied had the orbital occupations

\[ \begin{align*}
1^2B_2 & \quad (1a_1)^2 \cdots (5a_1)^2(1b_1)^2(1b_2)^2(2b_2)^2, \\
1^2B_1 & \quad (5a_1)^2(1b_1)(1b_2)(2b_2)^2, \\
1^4A_1 & \quad (4a_1)(5a_1)(1b_1)^2(1b_2)^2(2b_2)^2, \\
2^2B_1 & \quad (5a_1)(2b_1)(1b_2)^2(1b_2)^2, \\
1^4B_2 & \quad (5a_1)^2(1b_1)(2b_1)(1b_2)^2(2b_2). 
\end{align*} \]

The excitation energies predicted by the UHF results are collected in Table IV. At this level of theory, the excitation to the quartet state exceeds the lowest excitation energy by less than 1000 cm\(^{-1}\). Thus, a low-lying quartet state has, apparently, been located. In addition, the UHF results predict that the excitations to the \(1^2A_1\) and the \(2^2B_1\) states differ by only 299 cm\(^{-1}\), suggesting the relatively small observed separation in the absorption spectrum (ca. 520 cm\(^{-1}\)). However, the results of the UHF calculations for the \(2^2B_1\) state do not yield an upper bound to the electronic energy, so we assume a substantial error in the calculation of the corresponding excitation energy, even improved by the MBPT and CCSD calculations. The excitation energy must be too low.

The results obtained from the MBPT and CCSD calculations are presented in Tables IV and V. Both of these methods predict a large increase in the excitation energy for the quartet state relative to UHF results. Furthermore, the calculations agree well with one another on the excitation energy for the \(X^2B_2 \to 1^2A_1\) process: MBPT, 36,064 cm\(^{-1}\) and CCSD, 36,024 cm\(^{-1}\). However, the MBPT calculations predict a much larger difference between the first and second excitation energies than do the CCSD calculations, while predicting a smaller difference between the second and third excitation energies. Were one to attempt to assign the absorption spectrum based upon the results of the MBPT calculations, it would be tempting to assign the processes as \(1^2B_2 \to 1^2A_1\) and \(1^2B_2 \to 2^2B_1\). Such an assignment, however, seems unlikely if one recalls

<table>
<thead>
<tr>
<th>State</th>
<th>UHF</th>
<th>MBPT (4)</th>
<th>CCSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1^2B_2)</td>
<td>-93.42539</td>
<td>-93.70776</td>
<td>-93.71196</td>
</tr>
<tr>
<td>(1^2B_1)</td>
<td>-93.29176</td>
<td>-93.59530</td>
<td>-93.59641</td>
</tr>
<tr>
<td>(1^4A_1)</td>
<td>-93.27023</td>
<td>-93.54350</td>
<td>-93.54992</td>
</tr>
<tr>
<td>(2^2B_1)</td>
<td>-93.20097</td>
<td>-93.54003</td>
<td>-93.54533</td>
</tr>
<tr>
<td>(1^4B_2)</td>
<td>-93.26009</td>
<td>-93.51508</td>
<td>-93.52191</td>
</tr>
</tbody>
</table>

* Units: hartree.
that the higher energy absorption is significantly stronger than the diffuse, longer wavelength transition. Since a \( B_2 \rightarrow B_1 \) transition is symmetry forbidden, intensity arguments lead us to reject this proposed assignment.

The only significant difference between the MBPT and CCSD calculations is the spacing of the \( 2^2A_1 \) state relative to the two \( 2^2B_1 \) states. The CCSD results reduce the energy gap between the \( 1^2B_1 \) state and the \( 1^2A_1 \) state while increasing the gap between the \( 1^2A_1 \) and \( 2^2B_1 \) states. The predicted \( 1^2B_2 \rightarrow 1^2A_1 \) separation is almost equal to that predicted by the MBPT calculations. These results do not lend credence to the MBPT based interpretation of the experimental spectrum, nor do they provide an alternative suggestion. An analysis of the results of the MBPT and CCSD calculations reveals the importance of single- and double-excitation contributions involving the \( 1b_1 \) and \( 2b_1 \) molecular orbitals. The reasons for this dominance will become apparent as we discuss the results of the MCSCF calculations for this radical.

The results of the MCSCF calculations are summarized in Tables VI and VII. Note that of the two CSF expansions \( B \) and \( E \) reported for the \( 2^2B_1 \) states, expansion \( B \) is appropriate for a description of the \( 1^2B_1 \) state relative to the \( 1^2B_2 \) and \( 2^2B_1 \) states, while expansion \( E \) is required to treat the \( 1^2B_1 \) and \( 2^2B_1 \) states in an even-handed manner. Those results presented in Table VI show that the \( 1^4B_2 \) state is well

### TABLE V. Excitation energies for CH\(_2\)N: UHF, MBPT, and CCSD results.\(^a\)

<table>
<thead>
<tr>
<th>Excitation</th>
<th>UHF</th>
<th>MBPT</th>
<th>CCSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 1^2B_2 ) ( + 1^2B_1 )</td>
<td>31534</td>
<td>33513</td>
<td>34146</td>
</tr>
<tr>
<td>( 1^2B_2 ) ( + 1^2A_1 )</td>
<td>36239</td>
<td>36064</td>
<td>36024</td>
</tr>
<tr>
<td>( 1^2B_2 ) ( + 2^2B_1 )</td>
<td>36538</td>
<td>36882</td>
<td>37192</td>
</tr>
<tr>
<td>( 1^2B_2 ) ( + 1^4B_2 )</td>
<td>32465</td>
<td>41449</td>
<td>41917</td>
</tr>
</tbody>
</table>

\(^a\) Units: cm\(^{-1}\).
described by a single reference CSF, the \(1^2B_1\) and \(1^2A_1\) states have appreciable multiconfigurational character, while the \(1^2B_1\) state has slight multiconfigurational character. The results gathered in Table VII show that the \(2^2B_1\) state has substantial multiconfigurational character; these results also indicate that the attribute "multiconfigurational" depends upon the method used to derive the corresponding MCSCF expansion. This is exemplified by the results for the \(1^2B_1\) state presented in Table VII, wherein the state has more multiconfigurational character than indicated by the data presented in Table VI.

The MCSCF wave functions comprise the basis for the construction of extended CI wave functions for these electronic states. Initially all CSF's which are single- or double-excitations away from any of the reference states were included in the expansion. The \(K\) shells of carbon and nitrogen were kept fully occupied in this procedure. This expansion was reduced by an a priori selection procedure which approximates the Hartree--Fock interacting space for geneologically coupled CSF's [26].

The dimension for each SDCI space is presented in Table I. Since the CSF space describing the \(1,2^2B_1\) states is almost twice as large as any of the other expansions in the table, it is clear that these roots must be treated in a manner distinct from that appropriate to the treatment of the lowest root of each symmetry.

The results of the SDCI calculations are presented in Tables VI and VIII. Table IX summarizes the excitation energy results. These results provide an obvious interpretation of the absorption spectrum. The low-energy weak absorption with appreciable fine structure corresponds to the \(1^2B_2 \rightarrow 1^2B_1\) transition. Its weak intensity and structure are attributed to the transition being vibronically allowed by electroncally forbidden in \(C_{2v}\) symmetry. The strong absorption about 500 cm\(^{-1}\) to the blue is assigned to the symmetry allowed \(1^2B_2 \rightarrow 1^2A_1\) transition. The position of the \(2^2B_1\) state, 6100 cm\(^{-1}\) to the blue of the \(1^2B_1\) state, is reassuring, since this eliminates the state as a possible participant in the absorption spectrum. This result is significant.
since the agreement of the SDC1 excitation energies with the experimental values must be regarded as fortuitous.

The lack of agreement between the SDC1 results and the MBPT/CCSD results could have been anticipated on two grounds. There is no adequate single CSF description for the $2^2B_1$ state, so one expects that a substantial error should occur in treating both of the $2^2B_1$ states. Furthermore, spin contamination of the $2^2A_1$ and $2^2B_2$ wave functions suggests a contribution to the UHF wave function that is not ignorable. That both the MBPT and CCSD methods predict the excitation energy for the $1^2B_2 \rightarrow 1^2A_1$ transition as does the SDC1 technique is both intriguing and mystifying.

5. Summary

We have reported an extensive set of electronic structure theory calculations for several excited states of the methylene amidogen radical. The results of MCSCF/SDCI calculations permit the assignment of the observed electronic absorption spectrum for the radical. A comparison of the results of MCSCF/SDCI calculations with those obtained using the MBPT and CCSD techniques show reasonable agreement for several excitation energies, but poor agreement when considering excitations to two $2^2B_1$ excited states. It seems clear that the single reference CSF's used as reference functions in the MBPT/CCSD calculations are not adequate descriptions of the $2^2B_1$ electronic states. Several other sources of error should be noted. None of the theoretical methods considered the major triple excitation contributions to the correlation energy. Further, the atomic orbital basis set should have included diffuse functions to provide a better description of the $2^2B_1$ state.

<table>
<thead>
<tr>
<th>Transition</th>
<th>(1^2B_2 \rightarrow 1^2B_1)</th>
<th>(1^2B_2 \rightarrow 1^2A_1)</th>
<th>(1^2B_2 \rightarrow 2^2B_1)</th>
<th>(1^2B_2 \rightarrow 1^4B_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBPT</td>
<td>33513</td>
<td>36064</td>
<td>36862</td>
<td>41449</td>
</tr>
<tr>
<td>CCSD</td>
<td>34146</td>
<td>36034</td>
<td>37192</td>
<td>41917</td>
</tr>
<tr>
<td>SDCI</td>
<td>35525</td>
<td>36024</td>
<td>41643</td>
<td>42903</td>
</tr>
</tbody>
</table>
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Results from full fourth-order perturbation theory [SDTQ MBPT(4)], and the coupled-cluster single- and double-excitation model (CCSD), are compared with recent full CI results for BH, HF, NH₃, and H₂O. For H₂O, studies include large symmetric displacements of the OH bonds, which offer a severe test for any single-reference MBPT/CC method. In every case, CCSD plus fourth-order triple-excitation terms provide agreement with the full CI to < 2 kcal/mole. SDTQ MBPT(4) has an error 10 kcal/mole for displaced H₂O.

1. Introduction

Recently, a series of full CI calculations on molecules with small basis sets have become available [1,2]. Such calculations provide interesting benchmark results that may be compared with results from different methods for electron correlation. The first calculation of this type was for H₂O in a double-zeta (DZ) basis set reported by Saxe et al. [1]. Comparison many-body perturbation theory (MBPT) and coupled-cluster doubles (CCD) results have been reported by Bartlett [3], and coupled-cluster singles and doubles (CCSD) results by Purvis and Bartlett [4]. Comparison MBPT and CCSD results in a crude localized-orbital basis set have now been added to this list [5]. The MBPT/CC results are in excellent agreement with the full CI for these examples. However, H₂O at its equilibrium geometry is well described by a single SCF reference function. This determinant has a coefficient of 0.975 in the full CI wavefunction, built upon the usual SCF orbitals. Consequently, this is not a difficult case for single-reference-function-correlated methods like MBPT/CC.

Harrison and Handy [2] have now extended this study of DZ H₂O to large symmetric displacements of the OH bonds, extending to twice the equilibrium distance. For such displacements other single and double excitations in the CI wavefunction are of comparable importance to the SCF determinant. Consequently, these displaced geometries offer a far more stringent test of the applicability of single-reference MBPT/CC methods. In particular, one would expect the infinite-order summations of correlation corrections that are built into coupled-cluster methods to be more important than in the case at the equilibrium geometry [6].

In addition to DZ H₂O at displaced geometries, Harrison and Handy have also reported full CI results for BH, HF, and NH₃. In the following, we report full fourth-order MBPT, and CCSD results for all of these examples. In the case of H₂O displaced from equilibrium, we have also considered the differences in the results of MBPT/CC calculations based upon restricted (RHF) and unrestricted (UHF) reference functions [6,7].

2. Theory

There are three currently popular approaches to the accurate inclusion of electron correlation effects in molecules; configuration interaction (CI) [8,9],
many-body perturbation theory (MBPT) [10,11], and coupled-cluster (CC) methods [12,13]. These differ in how the approximations are introduced, which, in turn, result in different properties for the calculations. For example, truncated CI results are variational but not size-extensive while MBPT and CC methods are not variational but scale correctly with size [3,14]. The full CI, where all possible $N$-tuple excitations are included for $N$ electrons, is both variational and size-extensive and also separates correctly into fragments when a bond is broken.

The CI wavefunction relative to some single-determinant reference function $\Phi_0$ (often the SCF determinant) may be written (intermediately normalized) as

$$ \psi_{CI} = \Phi_0 + \sum_{n} c_n |\Phi_0\rangle. $$

$$ \hat{c}_n = \sum_{i<j<k<...} c_{ijkl...} a_i^* b_j^* c_i^* k_i^* \ldots \quad (n = 1, 2, 3, ... N), $$

where $(n)$ indicates the level of excitation and $N$ is the number of electrons. The operators and indices $i, j, k, ...$ represent orbitals occupied in $\Phi_0$ while $a, b, c, ...$ are excited orbitals, and the coefficients $c_{ijkl...}$ are to be determined for each $n$ variationally. If all possible excitations are included, i.e., $n = N$, we obtain the full CI result. Except for small problems, the CI wavefunction must be truncated. For many years, the level of all single and double excitations from $\Phi_0$, i.e., CISD, has been routinely applicable to realistic problems. For example, truncated CI includes all single and double excitations from that entire space.

The fundamental formula of MBPT is the linked-diagram theorem [10], which gives the wavefunction and energy as

$$ \psi_{MBPT} = (1+V)\Phi_0 + \sum_{k=1} E_k (E_0-H_0)^{-1} V^k |\Phi_0\rangle_L. $$

$$ E = E_0 + \sum_{k=0} \langle \Phi_0 | V (E_0-H_0)^{-1} V^k | \Phi_0 \rangle_L. $$

The subscript $L$ indicates the limitation to linked diagrams. Although various categories of infinite-order summations are obtainable from eq. (4), the method is usually limited by terminating at some order of perturbation theory. The most attractive current MBPT model is the complete fourth-order result, which consists of all single-, double-, triple- and quadruple-excitation terms [18]. Because of the contribution of triple and quadruple excitations, this model should exceed CISD in accuracy. Of course, any linked-diagram approximation is size extensive [3].

The coupled-cluster theory uses the ansatz [12,13] for the wavefunction

$$ \psi_{CC} = \exp(T) |\Phi_0\rangle, $$

$$ T = T_1 + T_2 + T_3 + ... $$

$$ T_n = \sum_{i<j<k<...} (n) \hat{c}_{ijkl...} a_i^* b_j^* c_i^* k_i^* \ldots \quad (n = 1, 2, 3, ... N), $$

Essential approximations are introduced by restricting $T$ to some categories of excitation. The current state of the art is CCSD [4], where

$$ \psi_{CCSD} = \exp(T_1 + T_2) |\Phi_0\rangle $$

and

$$ E = \langle \Phi_0 | V | \psi_{CCSD} \rangle. $$

Since the complete solution to $\psi_{CCSD}$ includes all powers of $T_1$ and $T_2$ and their coupling, a comparison with CI demonstrates the inclusion of large parts of higher excitation terms. For example,

$$ C_4 = {1 \over 2} T_2^2 + {1 \over 2} T_3 + {1 \over 2} T_2 T_3 + {1 \over 2} T_3^2 + T_4, $$

hence by including non-linear $T_2$ and $T_3$ terms most of the quadruple contribution is obtained without requiring explicit evaluation of $T_4$, e.g. refs. [6,7]. The MBPT linked-diagram expansion can be obtained by iteratively solving the CC equations. All single, double and quadruple terms that arise in fourth-order MBPT (the SDQ MBPT(4) model) come from low-order iterations of CCSD. However, the fourth-order triples arise from the first contribution of $T_3$ to the CCSD equations. Coupled-cluster theory is clearly size-extensive as guaranteed by the exponential ansatz, and unlike MBPT, it is an infinite-order method. MBPT/CC methods using a multi-reference space are also possible but are not discussed here [19].
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3. Boron hydride

In table 1 we present results for the BH molecule, at the experimental equilibrium in a double-zeta plus polarization (DZP) basis set. The basis set and geometry are the same as Harrison and Handy [2]. Results are compared including the core-correlation effects, and with the 1s electrons unexcited.

The BH molecule exhibits slower convergence than average in MBPT calculations [6,20] due to the near degeneracy of the 2p and 2s orbitals. This is reflected in table 1 by the better convergence of the infinite-order CCSD model compared to its fourth-order MBPT approximation, SDQ MBPT(4). The best agreement of the many-body methods with the full CI is given by CCSD + T(4), where the fourth-order triple excitation terms that are neglected in CCSD are added (see ref. [21] for the method for including the triple-excitation contributions). For this example, these terms amount to 0.4 kcal/mole.

The best agreement of the MBPT/CC methods compared to full CI for the dissociation energy is also obtained by the CCSD + T(4) model, which is within 0.2 kcal/mole of the full CI result. Since B is an open-shell atom, the MBPT/CC calculations for the atom are based upon an unrestricted Hartree–Fock (UHF) reference function. In this example, as is usually the case for open-shell problems, the computed CCSD multiplicity is quite accurate (see ref. [22] for the procedure for evaluating $S^2$), giving 2.000016, compared to 2.00505 for the UHF reference function.

4. Hydrogen fluoride

The HF molecule serves as a second example of MBPT/CC comparisons with full CI within a DZP basis set. These results are in table 2. Unlike BH, HF exhibits good convergence. In BH there is a 2.4 kcal/mole energy correction for higher than fourth-order terms obtained by comparing CCSD to its fourth-order approximation, SDQ MBPT(4), while in HF, this difference is only 0.3 kcal/mole, but with an opposite sign. The triple-excitation contribution is 1.8 kcal/mole in HF compared to 0.4 for BH, causing SDTQ MBPT(4) to be lower than the full CI in this example.

<table>
<thead>
<tr>
<th>BH (core + valence correlation)</th>
<th>BH (valence correlation, au)</th>
<th>BC (core + valence correlation)</th>
<th>BC (valence correlation, au)</th>
<th>D_e (kcal/mole)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>25.125260</td>
<td>64.2</td>
<td>55.1</td>
<td>24.529577 (UHF)</td>
</tr>
<tr>
<td>D MBPT(2)</td>
<td>25.198988</td>
<td>18.0</td>
<td>17.2</td>
<td>24.579623</td>
</tr>
<tr>
<td>D MBPT(3)</td>
<td>25.216566</td>
<td>6.94</td>
<td>6.89</td>
<td>24.593577</td>
</tr>
<tr>
<td>D MBPT(4)</td>
<td>25.228217</td>
<td>3.02</td>
<td>3.01</td>
<td>24.599104</td>
</tr>
<tr>
<td>SD MBPT(4)</td>
<td>25.231215</td>
<td>2.83</td>
<td>2.83</td>
<td>24.599309</td>
</tr>
<tr>
<td>SDQ MBPT(4)</td>
<td>25.221940</td>
<td>3.57</td>
<td>3.54</td>
<td>24.598446</td>
</tr>
<tr>
<td>SDTQ MBPT(4)</td>
<td>25.222567</td>
<td>3.18</td>
<td>3.18</td>
<td>24.59781</td>
</tr>
<tr>
<td>CCSD</td>
<td>25.225834</td>
<td>1.13</td>
<td>1.04</td>
<td>24.601545</td>
</tr>
<tr>
<td>CCSD + T(4)</td>
<td>25.226461</td>
<td>0.73</td>
<td>0.67</td>
<td>24.601870</td>
</tr>
<tr>
<td>CISD</td>
<td>25.222417</td>
<td>3.27</td>
<td>2.57</td>
<td>24.600618</td>
</tr>
<tr>
<td>CISD+TQ</td>
<td>25.227600</td>
<td>0.02</td>
<td>0.00</td>
<td>24.602641</td>
</tr>
<tr>
<td>full CI</td>
<td>25.227627</td>
<td>0.00</td>
<td>0.00</td>
<td>24.602641</td>
</tr>
</tbody>
</table>

- a) All results for total energies are in hartree and are negative.
- b) CI results are taken from ref. [21].
- c) Valence correlation energy is defined by freezing the B(1s) electrons and dropping the corresponding virtual orbital.
- d) CI results are based upon a RHF solution for B(2p).
- e) MBPT/CC results for $D_e$ are based upon an UHF solution for B(2p). $E(H) = -0.497639$ au.
This should also estimate. As usual, the unlinked portion of the quadrupole diagram values, which is automatically eliminated from the linked-diagram expansion of MBPT/CC, is the dominant part, in this case being 113% of the value. This should also apply to higher categories of excitations, and this part (the unlinked part of the hextuple, octuple, and higher excitations) is automatically eliminated from the linked-diagram expansion. Harrison and Handy's statement that hextuples would be difficult to include in MBPT/CC should be qualified to read that the hextuples from \(T_3\) or any hextuple combination of \(T_4\) and \(T_5\) are included in CCSD. Furthermore, all unlinked hextuples that would contribute to CI hextuples, which are probably the dominant part, are appropriately eliminated, via the linked-diagram theorem. The remaining hextuples from \(T_5\), \(T_7\), \(T_9\), etc. would, indeed, be very difficult to include.

5. Ammonia

The \(\text{NH}_3\) results of Harrison and Handy employ an unscaled, double-zeta basis set. In MBPT/CC there is usually better convergence for larger basis sets, since once polarization functions are included, there is a better representation of low-lying virtual orbitals. Previous work has compared the convergence of MBPT/CC in different basis sets [7]. In comparing \(\text{NH}_3\) (DZ) with \(\text{HF}(\text{DZP})\) (see table 3) it is clear there is a larger residual error at second-order and between

---

**Table 2**

<table>
<thead>
<tr>
<th>Correlation corrections for hydrogen fluoride (DZP basis; (R = 1.732) bohr)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(-E)nergy (au)</strong></td>
</tr>
<tr>
<td>SCF</td>
</tr>
<tr>
<td>D MBPT(2)</td>
</tr>
<tr>
<td>D MBPT(3)</td>
</tr>
<tr>
<td>D MBPT(4)</td>
</tr>
<tr>
<td>SD MBPT(4)</td>
</tr>
<tr>
<td>SDQ MBPT(4)</td>
</tr>
<tr>
<td>SDTQ MBPT(4)</td>
</tr>
<tr>
<td>CCSD</td>
</tr>
<tr>
<td>CCSD + 7(^a)</td>
</tr>
<tr>
<td>CISP(b)</td>
</tr>
<tr>
<td>CISD(b)</td>
</tr>
<tr>
<td>CISD(b)</td>
</tr>
<tr>
<td>CISD(b)</td>
</tr>
</tbody>
</table>

\(^a\) Valence correlation energy is defined by freezing the \(\text{F}(11)\) electrons at the SCF level and dropping the corresponding virtual orbital.

\(^b\) CI results are from ref. [2].

CCSD is slightly higher than its fourth-order, SDQ MBPT(4) approximation, reflecting the residual positive character of the non-linear contributions of \(T_1\) to the CCSD result [4].

By comparing CISP and CISD with CISDTQ, the contributions of CI triple excitations are 1.4 kcal/mole, and quadruple excitations, 4.2 kcal/mole. The triples number compares well with the fourth-order MBPT values of 1.8 kcal/mole. To obtain the fourth-order MBPT value for CI quadruple excitations, it is necessary to add the quadruple diagram values \(E_\text{4Q}\) and the value due to the unlinked quadruple diagrams, which is \(E_\text{4Q} \Delta\), where \(\Delta = \langle \phi_1 | \phi_1 \rangle\) is the overlap of the first-order perturbed wavefunction. This value is 4.6, again in good agreement with the CI quadruple estimate. As usual, the unlinked portion of the quadruples, which is automatically eliminated from the linked-diagram expansion of MBPT/CC, is the dominant portion, in this case being 113% of the value. This should also apply to higher categories of excitations, and this part (the unlinked part of the hextuple, octuple, and higher excitations) is automatically eliminated from the linked-diagram expansion. Harrison

**Table 3**

<table>
<thead>
<tr>
<th>Correlation corrections for ammonia (DZ basis; (R = 1.91165) bohr, (\phi = 106.7^\circ))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(-E)nergy (au)</strong></td>
</tr>
<tr>
<td>SCF</td>
</tr>
<tr>
<td>D MBPT(2)</td>
</tr>
<tr>
<td>D MBPT(3)</td>
</tr>
<tr>
<td>D MBPT(4)</td>
</tr>
<tr>
<td>SD MBPT(4)</td>
</tr>
<tr>
<td>SDQ MBPT(4)</td>
</tr>
<tr>
<td>SDTQ MBPT(4)</td>
</tr>
<tr>
<td>CCSD</td>
</tr>
<tr>
<td>CCSD + T(4)</td>
</tr>
<tr>
<td>CISD(b)</td>
</tr>
<tr>
<td>CISD(b)</td>
</tr>
<tr>
<td>CISDQ(b)</td>
</tr>
<tr>
<td>full CI(b)</td>
</tr>
</tbody>
</table>

\(^a\) Valence correlation energy is defined by freezing the \(\text{N}(1s)\) electrons at the SCF level and dropping the corresponding virtual orbital.

\(^b\) CI results are from ref. [2].
the fourth-order SDQ MBPT(4) and CCSD results. Again CI triples amount to 0.8 kcal/mole and compare well with 0.7 from $E_{4T}$, while CI quadruples at 2.5 kcal/mole are well approximated by $E_{4Q} + E_2^\Delta = 3.0$. Only in very small basis sets is $E_{4Q}$ computed to be negative [7], as in this example. Again the unlinked diagram part, $E_2^\Delta$ amounts to 95% of the total CI quadruple excitation contribution.

6. Water

The most interesting example in this study is the H$_2$O molecule in a DZ basis set, which has been subjected to a symmetric OH stretch to 1.5R and 2.0R, where R is the equilibrium bond distance (see table 4). Most previous comparisons of full CI with MBPT/CC have been for geometries near equilibrium, where a single RHF reference function is a good approximation to the correct wavefunction. For example, at equilibrium, the RHF function has a coefficient of $C_0 = 0.975$ in the full CI, while at 1.5R, $C_0 = 0.923$, and at 2.0R, $C_0 = 0.764$. Consequently, any single-reference-function procedure suffers from a much poorer starting point. However, with some reservations, even very difficult cases can often be described by CCSD [23].

Comparing DZ NH$_3$ with DZ H$_2$O at equilibrium, by third order the convergence is very similar. Comparison with CI triples gives 0.85 kcal/mole from $E_{4T}$ and 0.72 from CI. Similarly, quadruples from CI are 4.0 kcal/mole and $E_{4Q} + E_2^\Delta = 4.1$, of which the linked part is only 0.5, with 88% from $E_2^\Delta$. The higher than fourth-order corrections are only 0.3 kcal/mole.

Once we consider displaced geometries, the convergence is much worse. The infinite-order corrections at 1.5R are 2.8 kcal/mole, closer to that observed in BH, increasing to 12 kcal/mole at 2.0R. The CI triples vary from 0.7 at R to 2.3 at 1.5R and 6.7 at 2.0R. These may be compared to the corresponding $E_{4T}$ numbers of 0.9, 2.5 and 7.6 kcal/mole which show some overestimate in fourth order as in HF.

$E_{4T}$ is sufficiently large at 2.0R to cause the straightforward addition of $E_{4T}$ to CCSD to exceed the full CI result. Presumably, higher-order contributions of triples, either introduced directly or via allowing $T_3$ to affect the $T_1$ and $T_2$ amplitudes, would reduce the net effect of triples to be more in line with the CI value. The quadruple excitations have an even more dramatic dependence on geometry, varying from 4.0 to 11.0 to 28.5 kcal/mole in CI compared to 4.1, 10.6, and 25.8 as measured in fourth order.

At large displacements, unrestricted Hartree–Fock

<table>
<thead>
<tr>
<th>$R$</th>
<th>1.5R</th>
<th>2.0R (RHF)</th>
<th>2.0R (UHF)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>76.009836</td>
<td>92.9</td>
<td>75.803529</td>
</tr>
<tr>
<td>D MBPT(3)</td>
<td>76.149315</td>
<td>5.4</td>
<td>75.994577</td>
</tr>
<tr>
<td>D MBPT(3)</td>
<td>76.150707</td>
<td>4.5</td>
<td>75.989393</td>
</tr>
<tr>
<td>D MBPT(4)</td>
<td>76.153790</td>
<td>2.6</td>
<td>76.000665</td>
</tr>
<tr>
<td>SD MBPT(4)</td>
<td>76.154698</td>
<td>2.0</td>
<td>76.004625</td>
</tr>
<tr>
<td>SDO MBPT(4)</td>
<td>76.155513</td>
<td>1.5</td>
<td>76.004668</td>
</tr>
<tr>
<td>SDTQ MBPT(4)</td>
<td>76.156876</td>
<td>0.6</td>
<td>76.008395</td>
</tr>
<tr>
<td>CCSD</td>
<td>76.156076</td>
<td>1.1</td>
<td>76.008931</td>
</tr>
<tr>
<td>CCSD + T(4)</td>
<td>76.157439</td>
<td>0.3</td>
<td>76.012858</td>
</tr>
</tbody>
</table>

Table 4

Correlation corrections for H$_2$O as a function of symmetric bond displacement (DZ basis set; $R = 1.84345$ bohr, $\theta = 110.5^\circ$) a)

<table>
<thead>
<tr>
<th>$\Delta$ (result - full CI) (kcal/mol)</th>
<th>$\Delta$ (result - full CI) (kcal/mol)</th>
<th>$\Delta$ (result - full CI) (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCF</td>
<td>75.801918</td>
<td>64.8</td>
</tr>
<tr>
<td>D MBPT(3)</td>
<td>75.852461</td>
<td>33.1</td>
</tr>
<tr>
<td>D MBPT(3)</td>
<td>75.834803</td>
<td>44.2</td>
</tr>
<tr>
<td>D MBPT(4)</td>
<td>75.871252</td>
<td>21.3</td>
</tr>
<tr>
<td>SD MBPT(4)</td>
<td>75.885014</td>
<td>12.7</td>
</tr>
<tr>
<td>SDO MBPT(4)</td>
<td>75.876785</td>
<td>17.9</td>
</tr>
<tr>
<td>SDTQ MBPT(4)</td>
<td>75.888867</td>
<td>10.3</td>
</tr>
<tr>
<td>CCSD</td>
<td>75.895913</td>
<td>5.9</td>
</tr>
<tr>
<td>CCSD + T(4)</td>
<td>75.907997</td>
<td>-1.7</td>
</tr>
</tbody>
</table>

a) All total energies are in hartree and are negative. b) CI results are from ref. [2].
(UHF) results might be preferred, in order to enable the molecule to separate correctly into O(32P) plus 2H(2S) atoms. However, in any UHF calculation, one has to be careful to obtain the correct UHF solution of the plethora of possibilities. Although the UHF results reverse the trend that the RHF energy is progressively farther from the correct answer due to its inability to separate correctly, the convergence toward the correct answer is not very good. This is largely due to the fact that only one of the several almost orthogonal and equivalent UHF configurations is used as a reference function for H2O, introducing the effects of the remaining equivalent configurations from the complementary space painfully slowly. After an excessive number of CCSD iterations the CCSD + T(4) result gains 11.8 kcal/mole over the fourth-order value, to give 89% of the full CI correlation energy result. Unlike the RHF case, the fourth-order triplet excitations are only 0.5 kcal/mole and quadruples are 0.7.

Using UHF to correctly separate a singlet molecule into open-shell atoms is probably the worst possible application of the method. In true open-shell systems, the UHF + CCSD multiplicity is nearly always a pure doublet, triplet, etc., to 4 decimal places, as in the B(2P) atom discussed above. However, for a singlet case it is very difficult to eliminate higher contaminating multiplicities. Straightforward spin annihilation of the reference function can be introduced, but this introduces some formal questions about how spin annihilation is preserved throughout the iterations of the CCSD equations. Alternatively, spin-adapted cluster methods as developed by Nakatsuji [24] could be appropriate. However, the ultimate resolution of bond breaking problems would seem to require a multi-reference function MBPT/CC approach [25].

To summarize, CCSD + T(4) provides 99.7, 99.2 and 101.2% of the full CI correlation energy as a function of displacement in H2O. In each case, the variational CISD TQ gives, respectively, 99.8, 99.5 and 99.0%. In both cases, the error is non-uniform, oscillating to within 2 kcal/mole for CCSD + T(4) and 3 kcal/mole for CISD TQ. Multi-reference-function CI, MBPT or CC techniques potentially offer smoother behavior as a function of displacement. In most examples, the fourth-order triple- and quadruple-excitation effects overestimate those measured by CI. This suggests that higher-order coupling involving triples and quadruples would tend to slightly reduce the net effect of such terms.
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