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1. INTRODUCTION

This is the final report for the project entitled "Computer Tomography for Interferometric Aerodynamic Measurements" sponsored in the Department of Mechanical Engineering and Applied Mechanics at The University of Michigan by the Army Research Office during the period 20 October 1980 through 31 December 1983 under Contract Number DAAG29-81-K-0015.

2. PROBLEM STATEMENT

Under this research program we have studied and developed several topics associated with the use of multidirectional holographic interferometry with data analysis by computer tomography for application to complex aerodynamic flows. In this technique, interferometric data are recorded virtually instantaneously by pulsed laser holographic interferometry and later are read out photometrically, digitized, and then processed by a computer to produce density maps in a set of planar cross sections of a three-dimensional flow. This program has included development of computer tomography codes of a new type, development of a microcomputer-controlled system for scanning interferograms and preprocessing the data, initial development of a new (non-holographic) hybrid optical/digital technique for recording information equivalent to that normally recorded on an interferogram of a flow, the execution of a simple prototype experiment, and considerable progress toward development of instrumentation for three-dimensional density measurement in a low-speed wind tunnel.
This program has been developed on the premise that experimental fluid dynamics will be dominated by methods which combine laser diagnostics with computer control and analysis. To date most work in the field has emphasized local, time-resolved techniques such as laser doppler velocimetry and various types of spectroscopy which have high accuracy but do not yield understanding of global features of flows except by collection of vast amounts of data from repeated experiments. The current research project has been devoted to the development of techniques which provide instantaneous, whole-field measurements of aerodynamic density, generally with lower accuracy and spatial resolution than the local techniques. Techniques of these two types are thus complementary, although the whole-field techniques are in great need of basic development. Although we have considered very general aspects of the problem of measurement of three-dimensional density fields, the work we have conducted is believed to have relevance to efforts such as that at the Army Aeromechanics Laboratory to use holographic interferometry to study the aerodynamics of compressible flow near helicopter blades.

Holographic interferometry is the interferometric comparison of two optical waves, at least one of which has been recorded holographically. This technique can be used to produce interferograms which can be viewed from several different directions. These interferograms can be recorded in approximately 20 ns using a pulsed laser, and they can be viewed,
manipulated and analyzed after the flow experiment has been completed. Computer tomography is a technique for computationally reconstructing two- or three-dimensional objects from measured projections, or line integrals through them. In this case, the data are line integrals of fluid refractive index determined by examining the holographic interferogram from several different directions. The result of such a computer tomographic analysis is a map of the density distribution in any cross sectional plane of the flow.

Key topics which we believed at the outset needed research in order to fully develop the potential of these techniques were augmented during the research by other tasks whose importance became apparent during the program. These topics can be categorized as Interference Fringe Scanning and Processing, Tomographic Algorithm Development, Alternate Technique for Wavefront Recording, and Experimentation.

3. SUMMARY OF IMPORTANT RESULTS

In this section we outline the key results obtained during the research program. In most cases, these results have been fully documented in journal articles, which are referenced in the text of this report.

3.1 Interference Fringe Scanning and Processing

3.1.1 Scanning System

We have constructed a system to record the irradiance distribution (fringe pattern) of the waves of laser
light reconstructed using holograms of aerodynamic flows. The system can be used to directly view the reconstructed waves without the need for extra viewing optics. The image is recorded on a CID array solid state video camera in a 128 x 128 pixel format. The camera can be translated through the image field under computer control by stepping-motor driven precision translation stages. The irradiance data can be stored on a floppy disk and displayed as an image on a CRT. The irradiance data from each pixel can be directly addressed and analyzed by FORTRAN programming. An LSI 11/23 microcomputer is used for all control, recording and processing functions. The system permits one to calibrate the camera pixel by pixel, and the computer will then automatically adjust each irradiance value accordingly when recording data. A calibration scheme was formalized, and a technical manual for the system was written. The software and hardware for interfacing and controlling the camera, displaying an image and enabling processing of the data all were developed by graduate students under the sponsorship of this ARO contract.

3.1.2 Fringe Analysis

Interferograms of aerodynamic flows are likely to have two undesirable characteristics: They may be noisy, i.e. contain extraneous irradiance variations and laser speckle, and they often may contain regions in which fringes are few in number and therefore broad and difficult to interpret. Because the irradiance is accurately known at a large number of closely-spaced points in the field, we developed a fringe analysis scheme
to optimize the use of the data to produce accurate phase data even in the presence of considerable noise. The technique is based on the use of nonlinear regression analysis to fit irradiance data along a line to a curve of the form

\[ I(x) = B(x) + E(x) \cos[P(x)], \]

where \( B(x) \) represents the variation of background irradiance, \( E(x) \) represents the envelope function of the fringes and \( P(x) \) is the phase variation, i.e. \( P(x) \) is the data needed for analysis of the density field. Although the approach is quite general, polynomials with unknown coefficients were used represent \( B(x) \), \( E(x) \) and \( P(x) \) in most of our work. The nonlinear regression algorithm used was based on Powell's method.

Although the nonlinear regression analysis requires rather sophisticated programming and searching, the approach of curve fitting may appear somewhat old fashioned in comparison with digital filtering techniques; however, we used this approach because it recognizes that, physically, the fringe pattern must have an irradiance distribution of the form indicated above. We verified experimentally that the technique can be used to interpret extremely noisy interferograms with "subfringe" accuracy. The results of this investigation have been presented in a journal article referenced below.

### 3.2 Tomographic Algorithm Development

We considered two topics in the development of computer tomographic algorithms for analysis of holographic
interferograms. The first work deals with the effects of strong refraction and was only partially sponsored by this contract. The second deals with a new iterative convolution technique.

3.2.1 Reconstruction of Strongly Refracting Fields

This work is mentioned here briefly because much of it was carried out under different sponsorship; however, it was completed under this project and has strong relevance to it. Virtually all computer tomography algorithms are based on the assumption that the probing rays are straight lines through the unknown field so that the data represent line integrals. When a fluid under study by interferometry has strong density gradients, the assumption that the rays are straight lines may not be reasonable. An example of such strong gradients would be a shock wave. We have developed a basic algorithm for dealing with this case. It involves an iterative process. An initial estimate of the field is made by reconstruction from the data without accounting for ray bending due to strong gradients. Path integrals through the estimated field are then computed by numerical ray tracing. The values of these path integrals are then compared with the measured experimental data. Based on the difference between the measured and calculated data, the estimate of the field is revised. This process continues iteratively until an acceptable reconstruction of the field is obtained. Details of this work are reported in a journal article referenced below.
Most well-established algorithms for computer tomography assume that data are complete. In this case "complete" means that projections (interferograms) are available over the entire 180° range of viewing directions, even though they may be available only at discrete intervals. "Complete" also means that no opaque objects are present in the field to block portions of the projections. Both of these conditions are likely to be violated in aerodynamic experiments. Physical constraints may make it impossible to view a region such as the test section of a wind tunnel from a complete range of viewing directions. Furthermore, an object such as the aerodynamic model under test is likely to block a substantial region of the field of interest. We therefore were particularly interested in developing algorithms that would work even when the data are incomplete in either of the senses noted above.

The most popular algorithm for tomographic reconstruction probably is the convolution backprojection algorithm (termed the convolution method here). The theory of operation of this algorithm is well understood, and it runs rapidly and efficiently on a computer and places relatively modest demands on storage. The basic reason for its simplicity of operation is that it operates in the object domain. Unfortunately, it requires that data be complete and available at equally spaced intervals; hence, it is not directly useful for the analysis of most aerodynamic data.

As part of this project we attempted to develop an algorithm that would retain many of the positive attributes of the
convolution method, but which could be used to analyze incomplete data from aerodynamic experiments. We were partially, but not completely, successful in this attempt.

The algorithm we developed is called the Iterative Convolution Method. It operates by iteration between the object and projection (Radon Transform) domains. It begins by examining the projections (fringe data) and filling in missing data according to some specified criteria. For example, the "artificial data" used to fill in missing projections can be forced to have known mathematical characteristics of Radon transforms, such as integrals which must be the same in each projection. Other constraints such as known bandlimits can also be applied at this stage. Once this has been done, the field can be reconstructed by the efficient convolution method. New projections are then computed as line integrals across this estimated reconstruction. Constraints such as finite spatial extent can be applied at this stage. These computed projections are replaced by measured values everywhere real data are available. A new reconstruction is then made by the convolution method and the process continues iteratively.

We have written several codes based on this general algorithm and have tested them with both simulated and actual experimental data. Our results were mixed. When data are incomplete because the entire range of viewing directions is not accessible, the algorithm did not produce reconstructions as accurate as those produced by other applicable methods based on series expansions of the unknown field. When data are incomplete
because an opaque object such as an aerodynamic test model blocks part of the projections, the algorithm appears to work reasonably well. It must be noted that this algorithm is nonlinear and is being used to obtain an approximate solution to a problem which is mathematically ill-posed. Its convergence behavior when the data is substantially incomplete is interesting. It generally converges toward an accurate reconstruction for several iterations and then diverges. We were able to empirically establish criteria for stopping the algorithm at, or very near, the iteration in which the most accurate estimate is produced.

After initial development and testing under this program, further work was done on this algorithm, including applying it to wind tunnel data by a post doctoral researcher sponsored by NASA. Details of the algorithm and an analysis of it are presented in a journal article currently under review.

3.3 Experimentation

We have been involved with experiments using holographic interferometry with analysis by computer tomography in three ways. First, a simple small scale experiment was carried out at an early stage to illustrate the principle. Second, we have been working toward conducting a low-speed wind tunnel experiment to measure the density distribution in a jet inserted into a cross flow. Third, we have maintained an active interest in, and discussion of, large-scale experiments being developed at Ames Research Center. The first two of these will be described briefly here.
3.3.1 Demonstration Experiment

At an early stage in this program we conducted a feasibility experiment to show that the technique could be used to reconstruct a density field that was geometrically similar to that anticipated in rotating aerodynamic fields such as the transonic flows near helicopter rotors. The actual test object was the temperature field above a curved heated wire mounted on a rotating table submerged in water. Data were recorded by holographic interferometry at each of several rotational positions of this object, as would be the case in an experiment in a rotating system. The data were then used to reconstruct the temperature field by using the convolution method described above. The results were qualitatively correct, and gave us confidence to proceed as planned.

3.3.2 Wind Tunnel Experimentation

Although we have made considerable progress toward conducting an in-house wind tunnel experiment, it was not brought to completion during this contract period. The problem we are working on is the insertion of a high-density gas jet into an orthogonal cross flow. The desired result is a mapping of the density distribution in crosssections of the jet as it bends and expands. This case has interest and relevance to problems such as injection cooling of turbine engines, and at the same time has many features in common with compressible aerodynamic flows. For example, it has been predicted that the jet will develop a double vortex structure as it bends.
We have decided to create the high-density jet by cooling a gas such as Carbon dioxide or Nitrogen to a low temperature. We have experimented with various systems for doing so, such as heat transfer from packed beds of dry ice or heat exchange with boiling liquid Nitrogen.

We have begun experimental work to record interferograms with a pulsed ruby laser, and have been working on a scheme to use reflection holography to record appropriate holograms in the confined test space around the tunnel. This work is continuing under a new ARO contract.

3.4 Hybrid Processor for Wavefront Recording

Although holography has many advantages over other techniques for making optical measurements of aerodynamic flows, it also has certain drawbacks, primarily based on the necessity to record two sequential exposures. Therefore there would be advantages to a technique that could accurately record quantitative data about an optical wavefront that has been distorted by passage through a flow without the need for two recordings. We therefore explored the use of hybrid processing, i.e. the combining of optical and computer processing of optical data.

The system we developed is based on the use of a simple, well-known technique of optical Fourier processing. The wavefront to be studied enters a processor that consists of two lenses separated axially by the sum of their focal lengths. At the back focal plane of the first lens the resulting irradiance pattern is known to represent the Fourier transform of the
entering wave. In this transform plane we place a filter that differentiates the signal, i.e. the output of the second lens is the derivative of the input wave. This system is very similar to a classical schlieren system with laser illumination, except the filter is more complicated than a knife edge.

The output of the optical processor is recorded by a solid state array camera and stored in a computer where it is integrated to give the phase distribution across the field. This phase distribution is the information we normally would record by interferometry. The processing described so far is straightforward and well known. However, such coherent optical processing is notoriously noisy, so much so that it is not very useful for practical applications to flow visualization and measurement. We have developed a technique for greatly improving it. In our technique, the computer records three different outputs from the optical processor. Each corresponds in essence to a slightly different position of the filter in the Fourier plane. When these three signals are combined in a particular algebraic manner in the computer, most of the noise, including that caused by nonuniform background illumination and much of the speckle noise are eliminated. We believe that this hybrid processing technique is a potentially important flow diagnostic tool. This work is described in detail in a journal article referenced below.
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Hybrid processing for phase measurement in metrology and flow diagnostics

Ivan Prikryl and Charles M. Vest

A hybrid-optical-digital processing scheme for measuring phase distributions is described and demonstrated. It is intended to be an alternative to interferometric methods of measuring optical path length changes in fluid dynamics, and can also be used as a flow visualization technique. The processing scheme enables one to make accurate measurements of phase at arbitrary points in the image plane. The system is based on a simple coherent optical Fourier processor but incorporates three separate measurements and postdetection digital processing to eliminate extraneous parts of the signal. The addition of a holographic filter to the system enables one to measure deformation or displacement or du to phase changes in objects. The technique is demonstrated by using it to visualize the flow of an expanding compressible gas jet and to measure the optical path length through a heated plume of air.

I. Introduction

Many physical measurement techniques require the determination of the spatial distribution of phase of coherent light in some plane. Because detectors are not capable of responding at optical frequencies, phase distributions must be coded into irradiance distributions which can be detected or recorded by square-law detectors such as photosensors or photographic film. The most common technique for such encoding is interferometry, whereby the phase distribution is displayed as a fringe pattern. From such a pattern, relative phases at the center of fringes can be determined. However, when accurate measurements must be made at other points, such as on a uniform grid of points which do not coincide with fringe centers, additional effort is required. For example, a heterodyne system can be used,\(^1\) or irradiance measurements at the points can be determined by interpolation.\(^2\) This interpolation is not straightforward because the desired phase distribution is the argument of a fringe function, most often sinusoidal.

In automated systems, irradiance distributions can be recorded directly using vidicons or solid-state detector arrays, thus bypassing the intermediate step of photographing fringe patterns. In this paper we point out that, when the capability of accurately and rapidly recording irradiance distributions exists, it may be desirable to reconsider other ways of mapping phase distributions into irradiance variations, namely, coherent optical Fourier processing and related filtered schlieren and shearing interferometric techniques. In particular, we discuss ways of recording phase gradients, which can be integrated, if necessary, to determine phase distributions. We first describe the approach in a form suitable for applications in which a plane object wave has been slightly distorted by passage through a transparent medium or reflected by a specular surface. This would be applicable to wind tunnel diagnostics, heat transfer studies, plasma diagnostics, etc. An extension of the technique will then be described in which a holographic filter can be used to measure phase differences due to distortion or motion of diffusely scattering surfaces.

II. Method

In the proposed method the phase distribution of a slightly distorted plane wave of coherent light is measured by passing the wave through a simple optical processor which performs a total differentiation. The output of the processor is recorded with a vidicon or solid-state array camera and subsequently analyzed further by a digital computer. It will be demonstrated that this hybrid approach alleviates many of the practical difficulties associated with coherent optical processing. Such a system is shown in Fig. 1.

Let

\[ \Phi(x, y) = \text{constant} \]

be the complex amplitude in a plane. \( \Phi(x, y) \) is the phase of the wavefront. The optical processor is a simple coherent optical Fourier transform (COFT) processor. The output of the processor is a complex amplitude which is a function of the phases of the object wave and the illuminating wave. The processor is shown in Fig. 1.
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interest. Our objective is to determine \( \phi(x, y) \). As shown in Fig. 1, the processor consists of a Fourier transforming lens, a Fourier filter in its back focal plane, and a second lens which reforms the processed wave front so that its irradiance distribution can be recorded photographically or electronically. The Fourier filter used in the current study is designed so that the processor forms the total differential of the input signal.

Now suppose that the filter that performs the differential operation is translated laterally (parallel to the \( X \) axis) a distance \(-f/k\), where \( f \) is the focal length of the transform lens and \( k = 2\pi/A \) is the wave number. The translated filter will differentiate the function

\[
u(X, Y) = \exp(-i\lambda X)
\]

instead of the function (1) and simultaneously will multiply the differential by the value \( \exp(-i\lambda X) \). The output of the processor will be

\[
du(X, Y) = \frac{\partial u(X, Y) + \partial u(X, Y)}{\partial X} \cdot \exp[i(\lambda X)]
\]

where

\[
\begin{align*}
\partial u(X, Y) &= \frac{\partial \phi(X, Y)}{\partial X} + \frac{\partial \phi(X, Y)}{\partial Y} \\
\partial u(X, Y) &= \frac{\partial \phi(X, Y)}{\partial X} \cdot dX + \frac{\partial \phi(X, Y)}{\partial Y} \cdot dY.
\end{align*}
\]

The irradiance distribution of the output would be

\[
I(X, Y) = |du(X, Y)|^2 + e^{-i\lambda} \cdot |du(X, Y) + \partial u(X, Y)|^2.
\]

This irradiance distribution is recorded electronically and stored in the memory of a digital computer for subsequent additional processing.

The total differential \( d\phi(X, Y) \) which we desire to measure is present in this expression for the irradiance \( I(X, Y) \) but must be separated from the effects of \( g^2(X, Y) \) and \( [g(X, Y)]^2 \). Such a separation can be made if three different irradiance measurements are made, each corresponding to a different position of the filter. In particular, let the measurements \( I_0(X, Y) \), \( I_1(X, Y) \), and \( I_2(X, Y) \) correspond to values \( \epsilon = 0 \), \( \epsilon = -\delta \), and \( \epsilon = \delta \), respectively. From Eq. (6) it is easily shown that

\[
do(X, Y) = \frac{1}{2} \cdot \frac{I_0(X, Y) \cdot I_2(X, Y) - I_1(X, Y)}{I_0(X, Y) + I_1(X, Y) - 2I_2(X, Y)}.
\]

Note that the denominator of Eq. (7) equals \( 2g^{-2}(X, Y) \) which is nonzero as long as \( u(X, Y) \) and \( \phi_0 \) are nonzero. We note that the use of three measurements to remove ambiguity and to remove extraneous components of the irradiance distribution is conceptually similar to certain techniques of two-reference beam holographic interferometry, real-time holographic interferometry, and interferometric real-time phase measurement.

Having determined the total differential \( d\phi(X, Y) \) over the \( X-Y \) plane by using Eq. (7), the phase \( \phi(P) \) at any point \( P \) can be found by path integration along any curve which connects \( P \) and any point \( P_0 \) where the phase has a known value \( \phi(P_0) \):

\[
\phi(P) = \int_{P_0}^P d\phi(P') + \phi(P_0).
\]

Such integration of optically differentiated phase distributions has been reported by Sprague and Thompson who used an optical integration technique.

If the wave front under consideration contains an aberration \( \phi_0(X, Y) \) whose order does not exceed that of the variation \( \phi(X, Y) \) under study the technique can still be used. In this case the complex amplitude Eq. (1) contains the \( \phi(X, Y) + \phi_0(X, Y) \) as its phase term, where \( \phi_0(X, Y) \) may be due to misalignment, imperfect optical elements, or low quality test section windows. If \( \phi_0(X, Y) \) does not change with time, two sets of three exposures can be recorded—one set before the change \( \phi(X, Y) \) is introduced and one set after it is. Because the computed phases are stored in a computer, they can be subtracted to give information only about \( \phi(X, Y) \). This is illustrated experimentally in Sec. IV.

III. Differential Filters

We mention here two types of filter which could be used in the optical processor described in the previous section. The first is the ideal Fourier filter for forming a differential, and the second is a composite grating that approximates the desired filter.

The ideal filter to perform a differentiation is based on the differentiation theorem of Fourier transforms.

\[
\frac{d}{dX} \cdot F(u, v) = -i2\pi uv \cdot F(u, v), \quad \frac{d}{dY} \cdot F(u, v) = -i2\pi uv \cdot F(u, v),
\]

where \( F(u, v) = F[f(X, Y)] \) is the 2-D Fourier transform of \( f(X, Y) \). For our purposes, \( f(X, Y) \) represents the complex amplitude of the input field to the processor. The first lens of the processor produces the Fourier transform of this field in its back focal plane. If \( \xi \) and \( \eta \) are the physical coordinates in this plane, the complex amplitude there is

\[
F[\hat{k} \xi + i\hat{k} \eta \phi],
\]

where \( k = 2\pi/A \) and \( f \) is the focal length of the transforming lens.

According to Eqs. (9) the filter must have an amplitude transmittance which varies linearly in the transform plane and must produce a phase shift to simulate negative values of \( u \) and \( v \). Hence the filter must have the following intensity transmittance:

\[
T(\hat{k} \xi + i\hat{k} \eta) = |\hat{k} \xi + i\hat{k} \eta \phi|^2.
\]
and have a \( \lambda/2 \) thin film layer in the region \((k / f) (\xi + \eta) < 0\) in order to introduce the phase shift \( \eta \):

\[
\eta = \begin{cases} 
0 & \text{for } (k / f)(\xi + \eta) \geq 0, \\
\pi & \text{for } (k / f)(\xi + \eta) < 0.
\end{cases}
\]  

(12)

The constant \( C \) should have a value such that the intensity transmittance is unity at the outer edge of the filter:

\[
C(k^2 f^2 + \xi^2 + \eta^2)^{-1/2} = 1.
\]  

(13)

The processor using this filter will produce a single output wave of the form of Eq. (3) where the parameters in Eqs. (3)-(5) must be interpreted as follows:

\[
u(x, y) = e^{-i(\alpha x + \beta y)} (\Delta x + \epsilon \Delta x) + c,
\]

(14)

Then Eqs. (6) and (7) are also valid if we take

\[
u(x, y) = e^{-i(\alpha x + \beta y)} (\Delta x + \epsilon \Delta x) + (x + y).
\]

(15)

One possible realization of the ideal filter for 1-D differentiation has been used by Cody\(^7\) to visualize gradients in compressible flows. In his experiments two separate filters were used—one with a quadratic intensity transmittance and one with a step change of phase. These filters were placed at conjugate planes of an additional lens in the processor.

Other ways of forming differentials without using a \( \lambda/2 \) thin film have been investigated. Usually some compensation must be used to correct for nonlinear relationships between the detected irradiance and the derivative of the phase. This compensation may involve heavy postdetection electronic processing,\(^8\) strong predetection biasing,\(^9\) or the use of a square root filter rather than a linear filter.\(^10\)

A composite grating can be used as a Fourier filter to perform the operation in Eq. (3) on a more approximate basis.\(^11\) An appropriate composite grating can be produced very easily, and one was used in the illustrative experiments described in Sec. IV.

We first consider a composite grating filter which performs an approximate differentiation in one dimension. It consists of two superimposed sinusoidal gratings which have slightly different frequencies and which are shifted by half a period relative to each other. Each grating will produce three component waves in the Fourier plane—the central order and two diffracted orders. The propagation angle of the diffracted waves is proportional to the grating frequency. Hence each diffracted order leaving the composite grating will contain a pair of waves having slightly different propagation directions and a relative phase shift of \( \pi \). Correspondingly, in the output (inverse Fourier transform) plane each order will consist of two slightly sheared and shifted waves. Hence the processor with this filter acts as a modified shearing interferometer. If \( T \) is the period of one grating and the period of the other grating is \( T + \Delta T \), the shear will be

\[
\Delta x = \alpha \Delta T / (2T).
\]

(18)

where \( f \) is the focal length of the first lens of the processor.

Stated differently, the impulse response of the processor is

\[
\delta(x) \ast (\Delta X, Y) = \delta(x, y),
\]

(19)

where \( \delta \) is the Dirac delta function. (In this discussion we assume that the origin of the coordinate system has been shifted to the center of one of the diffracted orders.) So, if \( u(x, y) \) is the input signal, the output is

\[
u(x, y) = u(x, y) \ast (\Delta X, Y) - u(x, y).
\]

(20)

If \( \Delta X \) is sufficiently small to express the difference in Eq. (18) using only the first two terms of a Taylor series, we see that the output is approximately

\[
\Delta x \Delta X
\]

(21)

If the wave having complex amplitude \( u(x, y) \) given by Eq. (2) is acted on by this processor, the output will be

\[
\Delta u(x, y) = \left[ \frac{\partial u}{\partial X} + \frac{\partial u}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y} \right] + i \left[ \frac{\partial u}{\partial X} + \frac{\partial u}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y} \right] - \frac{\partial u}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y}
\]

(22)

The corresponding irradiance distribution is

\[
I(x, y) = \delta(x, y) + \frac{\partial u}{\partial X} + \frac{\partial u}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y}
\]

(23)

Finally, if the operation described in Sec. II were carried out, the expression corresponding to Eq. (17) would be

\[
\tan \left( \frac{\Delta X}{\Delta Y} \right) = \frac{1 - \cos \Delta Y}{\sin \Delta Y} I(x, y) = \frac{1}{I(x, y)} = \frac{1}{I(x, y)} - 2I(x, y).
\]

(24)

Hence if \( \Delta X \) and \( \epsilon \Delta X \) are sufficiently small, then

\[
\frac{\partial u}{\partial X} \frac{\partial X + \epsilon \Delta X}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y} = \frac{1}{I(x, y)} - 2I(x, y)
\]

which is of the desired form (in one dimension). In particular, \( \Delta X \) must be small enough so that

\[
\lim_{\Delta X \to 0} \frac{\partial u}{\partial X} \frac{\partial X + \epsilon \Delta X}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y} \to 2I(x, y)
\]

(25)

throughout the field for Eq. (22) to be valid.

As would be expected on physical grounds, Eq. (22) will be unambiguous only if

\[
\epsilon \Delta X > 2 \frac{\partial u}{\partial X} \frac{\partial X + \epsilon \Delta X}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y}.
\]

(26)

Hence

\[
\Delta X > 2 \frac{\partial u}{\partial X} \frac{\partial X + \epsilon \Delta X}{\partial Y} \frac{\partial X + \epsilon \Delta X}{\partial Y}.
\]

(27)

is a criterion which must be met by the processor in order to use Eq. (22). Analysis also indicates that the angle \( \epsilon \) in Eq. (22) must be chosen such that
Preferably, the value of $\phi_0 \Delta X$ should be chosen to be $\pi/2$. If simultaneously we choose a value of $\Delta X$ close to the limit in Eq. (26), we obtain the maximum possible difference between the intensities $I_2$ and $I_1$. This difference varies from zero (for $\phi_0 = 0$) to the maximum intensity which can be reached by constructive interference in the instrument. The best value for $\phi_0$ is

$$\phi_0 = \pm 1|\phi_0 \Delta X|_{\text{max}}.$$  

To form an approximate total differential as required in Eq. (74), the composite grating can consist of three sinusoidal amplitude gratings which yield the impulse response

$$\phi_0 = \pm 1|\phi_0 \Delta X|_{\text{max}}.$$  

This filter will be subject to restrictions analogous to Eq. (24). Also, the radius $R$ of the filter, which should also be the aperture stop of the processor, is such that

$$f \leq R \gg X - \Delta X, + Y.$$  

where $f$ is the focal length of the transforming lens. Condition (30) permits the impulse response to be approximated by delta functions as in Eq. (29).

Note that if composite grating filters are used they must be designed so that in a given experiment $\Delta X$ and $\Delta Y$ will meet the criteria which depend on the maximum value of the phase distribution $r(X,Y)$.

**IV. Experimental Results**

Two experiments were conducted in order to demonstrate this technique. In the first, the optical processor was used to visualize a compressible gas jet. In the second, the hybrid processor was used to measure the temperature-dependent optical path length distribution across a natural convective plume. In the latter case the ability to remove the effects of wave front aberrations was also demonstrated.

Both experiments were carried out using a composite grating filter constructed by recording interference patterns on a holographic plate. The grating performed an approximate 1-D differential operation. It produced a background wave and two composite diffracted waves traveling at angles of $\pm 15^\circ$ with respect to the $z$ axis and having linear shears $\Delta X = 0.2$ mm in object space. The impulse response of either off-axis component is given by Eq. (17).

In the first experiment the object was a jet of compressed nitrogen gas flowing from a nozzle. In this case the output of the optical processor was recorded photographically. Figure 2 is a photograph of the nozzle with no flow. Note the bright lines which form because of the steep horizontal gradients in the image at the vertical edges of the nozzle. The width of these lines is defined by the shear $\Delta X = 0.2$ mm. Figure 3 is a photograph recorded while the gas jet was present. The edges of the jet and its periodic structure are clearly visible.

In the second experiment the output of the optical processor was recorded by using a solid-state CID array camera with 128 x 128 pixels. The images recorded by the camera were stored in and processed by a microcomputer. The processing consisted of two parts. First, each signal was averaged over a few pixels in the vertical direction to suppress noise introduced by the photographic grating. Second, after the three required images were recorded, Eq. (22) was evaluated. Finally,
The required holographic system is shown in Fig. 5. The diffuse object surface is imaged onto a recording medium. In the recording plane \( z' = 0 \), the complex amplitude of the object wave is

\[
u(x', y') = a_r \exp[\phi(x', y')] \tag{11}
\]

An off-axis image plane hologram is recorded by adding to \( \nu(x', y') \) a reference wave

\[
u_r(x', y') = a_g \exp[\phi(x', y')] \tag{12}
\]

This hologram is developed in place or is developed and precisely replaced in the system after development. It has an amplitude transmittance of the form

\[
t(x, y) = \exp[-\Phi(x, y) + \omega(x, y)]
\]

The disturbance of interest is then introduced so that the object wave at the hologram plane becomes

\[
u(x, y) = a_r \exp[\phi(x, y)] \exp[-\Phi(x, y) + \omega(x, y)]
\]

where the distribution of phase change \( \omega(x, y) \) is the quantity to be measured.

If \( \nu_r(x', y') \) alone illuminates the hologram described by Eq. (13), the output of the hologram will be

\[
u(x, y) = a_r \exp[\phi(x, y)] \exp[-\Phi(x, y) + \omega(x, y)]
\]

Equation (15) indicates that the wave traveling away from the hologram in the same direction as the original reference wave has the desired phase structure and can serve as the input wave for the hybrid processor (see Fig. 5). The complicated phase structure \( \Phi(x, y) \), which remains constant between exposures, has been removed from this wave. Note that, if the \( z \) axis of the coordinate system used in writing Eq. (11) is taken to be in the propagation direction of the holographic reference wave (c2), the last term in Eq. (15) is identical to that in Eq. (11) with

\[
\phi(x, y) = \omega(x, y)
\]

If the motion or phase disturbance creates a system of fringes localized on the surface of the object under study, the imaging system should be focused on the region of localization. If the aperture must be sufficiently small to form a well-defined structure of phase difference \( \omega(x, y) \) on the hologram plane. By placing the aperture stop in the focal plane of the imaging lens it can be insured that the surface of localization is on the object surface.

If necessary, the wave leaving the holographic filter can be recorded at any instant of time on a second off-axis hologram. This wave can be reconstructed at any later time and processed.

V. Application to Complicated or Diffuse Waves

In Secs. II–IV we have considered the application of a hybrid processor to measure the phase distribution of a relatively simple wave front, e.g., a plane wave which has traversed through a wind tunnel test section or has been distorted slightly by a reflective or refractive optical element. If the wave of interest is diffused prior to passing through a transparent object or is scattered by a diffuse opaque object whose deformation is to be measured, the system can be used if a holographic filter is added to it.

The light wave was tilted slightly in order to introduce an extraneous phase shift which was considered to be noise in the signal. Figure 4 is a plot of the optical path length distribution measured in this way. The dashed curve is the optical path length distribution due to the sum of the noise and the heated plume. The solid curve is the distribution after the noise was filtered out by subtracting the measurement made without the heated plume from that made with the plume.

V. Application to Complicated or Diffuse Waves

In Secs. II–IV we have considered the application of a hybrid processor to measure the phase distribution of a relatively simple wave front, e.g., a plane wave which has traversed through a wind tunnel test section or has been distorted slightly by a reflective or refractive optical element. If the wave of interest is diffused prior to passing through a transparent object or is scattered by a diffuse opaque object whose deformation is to be measured, the system can be used if a holographic filter is added to it.
this technique relative to interferometry include the ability to make accurate phase measurements at arbitrary points (not just at fringe centers) and the ability to make such measurements without ambiguity in sign of phase change. The technique uses digital processing to remove much of the optical noise associated with coherent optical processing.

The authors wish to acknowledge the assistance of John B. Schemm who developed the camera/computer system used to perform the digital processing. This work was sponsored by the U.S. Army Research Office.
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Fringe pattern recognition and interpolation using nonlinear regression analysis

John B. Schemm and Charles M. Vest

Least-square error criteria are used to fit 1-D interference fringe pattern irradiance data to a physically meaningful function of the form \( f(x) = B(x) + E(x) \cos[\pi x] \), where \( B(x) \), \( E(x) \), and \( P(x) \) are low-order polynomials. This procedure is intended to complement digital fringe recognition by providing a method for smoothing and interpolating among fringe position data when the number of fringes is small, there are more than ten irradiance measurements per fringe, and accurate phase values are needed at arbitrary locations in the field.

I. Introduction

Accurate digital recognition and interpolation of interference fringe patterns in the presence of laser speckle and extraneous slowly varying background irradiance are important for development of automated systems for interpreting interferograms. The information of interest for quantitative analysis of an interferogram is the phase distribution encoded in the fringes or a derivative of this phase at arbitrary positions within the fringe pattern. If fringe spacing is large, it is necessary to interpolate among fringe position data to find this phase or its derivatives at such arbitrary positions. It is frequently necessary to smooth the fringe position data (particularly if there is noise such as speckle) to achieve accurate results. In this paper we present a method for performing this smoothing and interpolation that is intended to complement digital fringe recognition.

Fringe recognition generally involves locating the centers of dark and light fringes. Recently, various researchers have developed schemes to automate this process. Video or solid state array cameras provide irradiance measurements on a matrix of points (pixels) over the interferogram. Image enhancement, level slicing, edge detection, and related processing techniques are then used to locate fringe centers and to track them along continuous fringes (see e.g., Ref. 1).

The authors and their colleagues frequently work with holographic interferometry of transparent media. In this work, and in many other applications of interferometry, the number of fringes in a pattern may be very small. In such cases there is frequently not enough information for accurate evaluation of the phase distribution. There are not enough fringe centers, and their positions are not known with sufficient accuracy.

However, each individual irradiance measurement carries information about the phase of the fringe at its position. The method reported in this paper uses all the information available in the irradiance measurements to smooth and interpolate the phase of the fringes accurately. This is accomplished by using nonlinear regression analysis to fit an algebraic expression to the full irradiance field.

To develop this technique, 1-D fringe patterns were digitized as sets of values of irradiance measured at equally spaced intervals. Least-square error criteria were used to fit these measured values to a function of the form

\[
L(x) = B(x) + E(x) \cos[\pi x],
\]

where \( B(x) \), \( E(x) \), and \( P(x) \) are low-order polynomials. \( B(x) \) describes the variation of the background irradiance due to such things as nonuniform object illumination. \( E(x) \) is an envelope function related to the visibility of the fringes. \( P(x) \) is the phase of the fringes and is usually the quantity of interest.

This method is intended to circumvent some of the problems encountered by most fringe recognition schemes due to the undesirable characteristics of irradiance measurements. Two particular problems are noise and nonuniform illumination. Noise may be due to laser speckle or thermal and electrical effects in the sensor system. Fringe brightness and visibility may vary across the image because of fringe localization, nonuniform object illumination or reflectivity, a nonuniform holographic reconstruction wave, a nonuniform holographic reconstruction wave, or any combination of them.

II. Discussion

Automated fringe pattern recognition systems have tended to copy the operation of the eye. Such systems recognize fringes and represent them in binary form as bright or dark regions. Variations in brightness and visibility generally are ignored. This makes accurate estimates of the phase distribution across fringes difficult.
When two monochromatic linearly polarized wave fronts with complex amplitudes $U_1$ and $U_2$, interfere, the irradiance $I(x)$ along a line through the field

\[ I(x) = |U_1(x)|^2 + |U_2(x)|^2 \]

has the form of Eq. (1). When one is describing the form of interference fringes it is common to assume that $B(x)$, the background irradiance, and $E(x)$, the envelope function, are constant and equal. This is not a reasonable assumption for automated digital processing of interference fringes.

Computerized video systems measure irradiance $I$, at a large number of positions $x$. The irradiance measurements $I(x)$ have optical and electrical noise that make it difficult to evaluate the phase of interference fringes directly from them. In our approach an algebraic expression $I(x)$ is fitted to the set of irradiance measurements by least-square error methods. A physically meaningful form for $I(x)$,

\[ I(x) = B(x) + E(x) \cos[P(x)] \]

has been used with low-order polynomials for $B(x)$, $E(x)$, and $P(x)$. If $e$ is the difference between an irradiance measurement and its fitted value,

\[ e = I(x) - I(x) \]

and the sum of the squares of the errors is denoted by $E$.

\[ E = \sum e(x)^2 \]

the coefficients in the estimate $I(x)$ are selected to minimize $E$.

In this manner the phase function $P(x)$ is approximated by the function $P(x)$ with the constraint that $I(x)$ describes the modulated cosine fringe function expected on physical grounds. The phase function is then available for interpolation, calculating derivatives, or any other type of evaluation.

III. Difficulties

The two major drawbacks of this method are both related to use of nonlinear regression analysis and suggest that it must be applied with great care. All nonlinear regression algorithms are iterative. As such they require significant amounts of computer time. Also, unlike linear regression analysis, they require initial guesses of the values of all coefficients.

Nonlinear regression analysis algorithms converge to the local minima of $E$ nearest the initial guess. This may not be the correct solution. In the present application the irradiance estimate is sufficiently nonlinear that there can be a large number of these local minima. For the procedure to converge to the correct description of the fringe pattern the algorithm must have very good quality initial guesses.

Good initial guesses can be made by using a fringe recognition scheme to locate approximately the position and magnitude of the fringe maxima and minima. The fringe-order number can then be fitted to these positions using linear regression analysis. This provides an initial guess for the phase function estimate $P(x)$.

Linear regression analysis may also be used with the position and magnitude of the fringe maxima and minima to find initial guesses for the background and envelope function estimates $B(x)$ and $E(x)$, respectively.

Many nonlinear regression analysis algorithms are based on linearization of the problem in a local area. Although an extensive evaluation of different algorithms has not been made, we found that a Gauss-Newton (linearization) method from the IBM SSP package failed to converge to a valid solution in tests with fringe data. It seems that the irradiance distribution may be sufficiently nonlinear that algorithms based on linearization are not useful. An optimized iterative search technique suggested by Powell \cite{powell} has been used successfully. It is described in some detail in the Appendix.

IV. Example

Here we present an example which demonstrates the evaluation of a double-exposure holographic interferogram of a simply loaded aluminum beam. A system of lenses was used to form a full size real image of the aluminum beam from the reconstructed holographic image. A microcomputer was used to record irradiance measurements from a photometer connected to a 60-um fiber-optic probe. The probe scanned a 1-cm straight path in the plane of the real image of the beam. There were 197 irradiance measurements taken at approximately uniform intervals along the path.

The particular data set presented here is for a region which includes the maximum deflection of the beam. The fringes are not localized near the surface of the beam. Fringes to the left of the maximum deflection are localized behind the surface of the beam. Fringes to the right are localized in front of the beam. The imaging system used a small entrance pupil so that the fringes on both sides of the image are visible. This introduced a large amount of speckle noise into the image. Figure 1 shows the measured irradiance data for this image.

The positions of fringe centers (both maxima and minima) were estimated visually from Fig. 1. The position irradiance and relative phase at the fringe centers are listed in Table I. Linear regression analysis was used to fit a third-order polynomial to describe the phase of the fringes as a function of position. This provided the initial guesses for the phase function:

\[ P(x) = a_3 x^3 + a_2 x^2 + a_1 x + a_0 \]

Figure 2 shows a plot of this initial guess phase distribution together with the fitted points.

To estimate the background and envelope functions, a straight line was fitted through the irradiance at the left and right fringe maxima to describe the amplitude...
select the set of coefficients that yield the minimum sum of errors squared. Figure 3 shows the irradiance distribution that resulted from this process superimposed on the original irradiance data.

The phase function as determined by the nonlinear regression analysis is

\[ \phi(x) = 2.46 + 36.2x - 17.0x^2 + 1.93x^3 \] (11)

Figure 4 shows this phase function from the nonlinear regression analysis compared with the initial guess phase function from analysis of fringe center positions. The maximum difference between the two estimates is \( \pi/3 \) rad.

In conventional fringe recognition, fringes are considered to be binary—they are either bright or dark. Using this convention, the center fringe in this example, which represents the maximum deflection of the beam, is considered a bright fringe. Our method based on nonlinear regression analysis is capable of recognizing that only a fractional fringe shift has occurred.

In this example application, as well as others we have studied, the numerical values of the sums of squared errors indicate that nonlinear regression significantly improves the description of the phase distribution over the initial guess. The initial guess irradiance description has a sum of squared errors of \( E = 3.15 \). If the background and envelope functions \( \hat{B}(x,n) \) and \( \hat{E}(x,n) \) are optimized by regression analysis while the phase function \( \hat{\phi}(x,n) \) retains its initial guess values, the sum of

![Graph of measured irradiance vs position for the fringe pattern evaluated in the example.](image1)

![Graph of initial guess for the fringe pattern phase distribution.](image2)

![Table 1. Irradiance in Arbitrary Units and Phase in Radians at Fringe Centers.](image3)

<table>
<thead>
<tr>
<th>Position</th>
<th>Irradiance</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.20</td>
<td>3.142</td>
</tr>
<tr>
<td>0.13</td>
<td>0.02</td>
<td>6.283</td>
</tr>
<tr>
<td>0.29</td>
<td>0.17</td>
<td>9.425</td>
</tr>
<tr>
<td>0.50</td>
<td>0.54</td>
<td></td>
</tr>
<tr>
<td>0.73</td>
<td>0.19</td>
<td>9.425</td>
</tr>
<tr>
<td>0.99</td>
<td>0.51</td>
<td>6.283</td>
</tr>
</tbody>
</table>

![Graph of irradiance distribution function that resulted from the nonlinear regression analysis superimposed on the measured irradiance data.](image4)

![Graph of fringe pattern phase function that resulted from the nonlinear regression analysis compared with the initial guess phase function that was based on fringe center position data.](image5)
squared errors is reduced to $E = 2.71$. After optimization of the full irradiance description the sum of squared errors is reduced to $E = 2.13$.

V. Applicability

Evaluation of the fringe pattern described in this example and several other 1-D fringe patterns has led to some understanding of when this method will and will not contribute to evaluation of a fringe pattern. This method is most useful when there are only a few fringes in the image and when there are many irradiance measurements per fringe.

If there are more than a few fringes in a fringe pattern, there is probably sufficient information in the fringe position data to allow accurate evaluation of the phase function. However, even in a fringe pattern with many fringes it may be desirable to use this method in local sections of the fringe pattern, particularly if the data are noisy.

If there are only a few irradiance measurements per fringe, the information content of all the irradiance measurements may not be much greater than the information content of the fringe position data. In this case regression analysis will not provide a significantly more accurate estimate of the fringe phase.

For simple fringe patterns like the one in this example, with 200 or fewer data points and 10 or fewer coefficients, an LSI 11/23 microcomputer has been used to perform the calculations for this method. More complex problems have required use of a larger and faster computer.

In closing, we note that a variety of other techniques have been suggested for determining phase distributions from fringe data. The work of Brandt and Taylor is of particular relevance as it deals with problems of the type discussed in the present paper through an iterative technique to fit spline functions. Solid fitted 2-D surface deformation patterns to Bezier polynomials. A referee has pointed out that several schemes based on linear regression analysis have been developed for interferometric testing of optical elements.

Appendix: Numerical Method

We solved for all the coefficients in $B(x_i)$, $E(x_i)$, and $P(x_i)$ using a nonlinear regression analysis algorithm proposed by Powell. Powell's algorithm is an optimized version of a type in which one variable at a time is changed.

Consider the coefficients of $B(x_i)$, $E(x_i)$, and $P(x_i)$ to be renamed as $n$ coefficients $x_i$ of the sum of squares of errors function $E$. The object of regression analysis is to find the values of the $n$ parameters $x_1, x_2, \ldots, x_n$ so that the values of the sum of squares of errors $E(x_1, x_2, \ldots, x_n)$ is a minimum. Consider $x_1, x_2, \ldots, x_n$ to be directions in an $n$-D space. These directions are probably not the optimum ones in which to search for the minimum of $E$. Powell describes a method and rationale for selecting vector combinations of parameter directions that can be expected to be better for searching for the minimum of $E$. He also provides a criterion for selecting which search direction to replace with a new search direction and a criterion for deciding whether to actually make the replacement.

An iteration of Powell's algorithm starting from point $p_0$ consists of the following five steps:

Step 1: A search along $n$ direction vectors $X$. For $r = 1, 2, \ldots, n$ calculate $\lambda$, so that $E(p_{n-1} + \lambda X_r)$ is a minimum and define $p_r = p_{n-1} + \lambda X_r$.

Step 2: Determine which search gave the largest reduction in $E$. Find the integer $1 \leq m \leq n$, so that $|E(p_{n-1}) - E(p_m)|$ is a maximum, and define $\Delta = |E(p_{n-1}) - E(p_m)|$.

Step 3: Calculate $E_1 = E(2p_n - p_0)$ and define $E_1 = E(p_0)$ and $E_2 = E(p_n)$.

Step 4: Determine whether to replace the vector $X_m$ with a new vector. If $E_1 \geq E_2$ and/or $(E_1 - 2E_2 + E_0) \cdot (E_1 - E_2 - \Delta)^2 \geq \Delta (E_1 - E_2)^2$, use the old directions $X_1, X_2, \ldots, X_m$ for the next iteration and use $p_n$ for the next iteration.

Step 5: Calculate the direction for a new vector $X$. Define $X_0 = p_n - p_0$. Search along this new vector for the new minimum. Calculate $\lambda$ so that $E(p_0 + \lambda X)$ is a minimum. Replace the vector $X_m$ with $X_n$ for use in future iterations and let $p_n = p_n + \lambda X$ be the new starting point for the next iteration.

The search directions for the first iteration are the parameter directions themselves.

Although the Powell algorithm has been found to be satisfactory for this application, there is no sense in which it is known to be the best method for fringe interpolation.

The coefficients of $B(x_i)$ and $E(x_i)$ are linear with respect to the irradiance distribution function $\ell(x_i)$. It should be mathematically much more efficient to find values for these coefficients with linear regression analysis. Only the coefficients of $P(x_i)$ should be found with a nonlinear regression analysis algorithm such as that of Powell.

This work was sponsored by the U.S. Army Research Office.
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Tomographic reconstruction of strongly refracting fields and its application to interferometric measurement of boundary layers

Soyoung Cha and C. M. Vest

An iterative algorithm for tomographic reconstruction of refractive-index fields from measured values of path integrals along rays which have been bent by refraction is presented. The behavior of the algorithm is studied by applying it to path length data obtained by computer simulation of experiments in which holographic or Mach-Zehnder interferograms of the field are recorded for several different viewing directions. A special form of the algorithm is also used to measure concentration profiles in the boundary layer formed at the cathode of an electrolytic cell containing ZnCl₂. The Appendix contains a discussion of series expansion techniques for reconstructing object fields from measured values of line integrals through the field.

1. Introduction

The problem of reconstructing a refractive-index field from measured values of path integrals through it is of interest in optical interferometry and computer-assisted ultrasonic tomography. In this paper we address this problem in the context of measurement of fields in which refraction causes significant bending of the probing rays. Such strong refraction abrogates the direct applications of analytical and algebraic reconstruction techniques normally used for computer-assisted tomography because they are based on the assumption of straight probing rays. We present here an iterative scheme, outlined in a previous Letter, for reconstructing strongly refracting refractive-index fields from data obtained by multidirectional holographic interferometry. The technique is based on ray optics and involves use of an imaging system during formation of the interferogram. Other authors have recently reported iterative schemes based on ray optics and algebraic reconstruction techniques for applications to computer-assisted ultrasonic tomography. The ultrasonic techniques reported to date differ substantially from the optical methods discussed herein because no imaging is used. In fact, some of the most detailed work dealing with strong ultrasonic refraction involves the use of a transmitter-receiver pair, which scans laterally with the two elements fixed relative to each other as if mounted on a rigid bar. McKinnon and Bates have shown that this data recording format can result in large areas within the object being inaccessible to tomography when refraction is significant.

In multidirectional interferometry, either a holographic or Mach-Zehnder interferometer is used to record interferograms of some object field from a variety of viewing directions. Path length differences are measured by analyzing the fringe pattern formed when an optical wave that has passed through the test region interferes with some reference wave. In the case of double-exposure holographic interferometry, this reference wave is one that passes through the same test region in the absence of the object field. In the case of Mach-Zehnder interferometry, the reference wave is a plane wave, which spatially bypasses the object field before being recombined with the object wave. The following discussion applies to either case.

Figure 1 is a schematic diagram showing the formation of an interferogram. An imaging system, represented here by a single thin lens, is used to form a real image of a plane in the object defined by the coordinate r₁. The object refractive-index field is assumed to be within a circular region. Two rays intersect and interfere at a typical point P in the image plane. One is the straight ray DEF through the undisturbed medium with refractive index n₀. This ray is defined by its distance ρ from the optical axis. The other ray AB is curved due to refraction by the refractive-index field n(r, θ). This ray is located by projecting the emerging...
In this paper a scheme for approximate inversion of the path length transform $P$ is presented. To date no analytical inversion of $P$ is known for the general asymmetric case. Although such an inversion is known for the case of strongly refracting radially symmetric object fields $n(r)$. An extensive literature dealing with inversion of the line integral transform exists because it forms the basis of computer-assisted tomography.

In Sec. II we present an iterative scheme for reconstruction of a strongly refracting refractive-index field from measured values of its path length transform. In Sec. III we present measurements of mass concentration boundary layers which were obtained by applying the iterative reconstruction scheme to data obtained by holographic interferometry. The Appendix contains a discussion of the application of series expansion methods to inversion of the line integral transform: these methods are utilized as part of the iterative scheme.

II. Iterative Reconstruction of Strongly Refracting Fields

Appreciable errors may result if data representing the path length transform of a strongly refracting field are reconstructed by inversion codes designed for the ordinary case of tomography in the refractionless limit. We have used an iterative procedure for computational inversion of the path length transform. The method is based on successive estimation of the deviation function defined by:

$$\Delta T_{\mu,m} = \Delta T_{\mu,m} - \Delta T_{1}$$

It is assumed here that the domains of definition of $\Delta T_{\mu,m}$ and $\Delta T$ are the same. In some applications this is not the case, and a transform termed the $T$ transform $T(\Delta T_{\mu,m})$ must be introduced to make the domains of definition identical.

The iterative algorithm is as follows:

1. Make an initial estimate of the deviation function $D_{\mu,m}$, where $\epsilon = 0$.

2. Calculate the corresponding estimate of the line integral transform, i.e., the refractionless path length transform

$$\Delta \tilde{T}_{\mu,m} = \Delta \tilde{T}_{\mu,m} - D_{\mu,m}$$

3. Approximately reconstruct the field by computational inverse line-integral transformation:

$$n(r, z) = P^{-1} \Delta \tilde{T}$$

4. Using computational ray tracing, calculate the path length transform of the estimated field:

$$\Delta T_{\mu,m} = P(n(r, z))$$

5. Calculate a new estimate of the deviation function:

$$D_{\mu,m} = \Delta T_{\mu,m} - \Delta T$$

6. Return to step (2) and continue the iterative procedure until the change of some measure of $D_{\mu,m}$.
or of the difference between two successive reconstructed fields, is minimized or smaller than some predetermined value.

To implement this algorithm, we expressed the line-integral transform, which must be inverted in step (3), as a Fourier series within the circular domain \( \rho / R \leq 1 \):

\[
\Phi(\rho, \theta) = \sum_{m} \sum_{n} A_{mn} g_{mn}(\rho) \exp(n \theta)
\]

where \( g_{mn}(\rho) \) is the product of an orthogonal polynomial and an envelope function whose specific forms are discussed in the Appendix. A finite number of coefficients \( A_{mn} \) are calculated by fitting them to the known discrete values of the line-integral transform \( \Phi(\rho, \theta) \). In theory this could be done by the usual methods of Fourier analysis. In practice, redundant data were recorded in an attempt to suppress amplification of input errors, that is, a number of coefficients \( A_{mn} \) less than the number of given values of \( \Phi(\rho, \theta) \) were calculated by solving the overdetermined system of algebraic equations

\[
\Phi(\rho, \theta) = \sum_{m} \sum_{n} A_{mn} g_{mn}(\rho) \exp(n \theta)
\]

in the least squares sense using the subroutine DLSQ18 based on an algorithm due to Golub.17 Once the coefficients \( A_{mn} \) have been calculated, the reconstructed distribution of change of refractive index, \( f(\rho, \theta) = m_1 g_{mn}(\rho) - n_0 \), can be represented by a Fourier series within the circular domain \( \rho / R \leq 1 \):

\[
f(\rho, \theta) = \sum_{m} \sum_{n} A_{mn} g_{mn}(\rho) \exp(n \theta)
\]

Appropriate functions \( g_{mn}(\rho) \) and \( f_{mn}(\rho) \) which are line-integral transform pairs are discussed in the Appendix and in more detail in the thesis of Cha.17

We chose the approach of series expansion of the field and its transform because it is convenient for accurate and efficient computational ray tracing and because the fields to which we intend to apply the code have relatively smooth structures. The series expansion approach used in our investigations yielded a relatively efficient reconstruction code, and the matrix of the equations for \( A_{mn} \) is relatively sparse. The only nonzero coefficients \( A_{mn} \) are those for which

\[
m = n, n+1, n+2, \ldots
\]

\[
n = |m| + 2,
\]

\[
x = n, 2n, 3n, \ldots
\]

In step (4) of the algorithm, the path length transform of an estimated refractive-index field must be computed. Because the refractive-index distribution is expressed in analytical form, namely, by a series as in Eq. (14) rather than by values at discrete points, we found it convenient to base the ray tracing procedure on the use of Hamilton's equations18 rather than on Snell's law or direct integration of the ray equation. Indeed a modified form of Hamilton's equations can be obtained by decomposing the ray equation [Eq. (2)] into an equivalent set of first-order equations. There are advantages in terms of accuracy and computation time to such decomposition.19 In Cartesian coordinates, the equations are

\[
\frac{dx}{d\tau} = \sin \gamma, \quad \frac{dy}{d\tau} = \cos \gamma
\]

\[
\frac{d\gamma}{d\tau} = -\frac{m_0 - n_0 \tan \gamma}{n_0} \frac{1}{n_0}
\]

where \( \Delta \gamma \) is the angle between the tangent to the ray and the \( x \) axis. \( \Delta E \) is the optical path length of the ray, which, when evaluated as the ray exits the circular region \( r / R \leq 1 \), is the value of the integral appearing in the path length transform, Eq. (1). The corresponding system in polar coordinates is

\[
\frac{d\phi}{d\tau} = \tan \alpha, \quad \frac{d\tau}{dr} = \frac{1}{r} \frac{m_0 - n_0 \tan \gamma}{n_0} \tan \alpha
\]

\[
\frac{d\Delta E}{d\tau} = \frac{n_0 - m_0}{n_0}
\]

where \( \phi \) is the polar angle from the \( x \) axis to the radial position vector of a point on the ray, and \( \alpha \) is the angle between the tangent to the ray at that point and the radial position vector. After testing several numerical integration schemes with regard to computational efficiency for this application, we chose to use the subroutine package DRIVE20 to integrate Eqs. (18) or (19). A variable-order variable-step-size differential equation solver of the Adams type based on Gear's subroutine DIFSUB21 was used. The path length transforms required in step (4) were computed in this manner for sets of equally spaced parallel rays entering the region \( r / R \leq 1 \). Cubic spline interpolation was used to estimate \( \Delta \Phi(\rho, \theta) \) corresponding to other ray paths through the field.

The path length transform depends in part on the object plane selected by the observer when the image of the interference pattern is formed. The importance of the selection of this plane is evidenced by the fact that if the object field is radially symmetric, the deviation function can be experimentally reduced nearly to zero by focusing on the center plane of the object.21 A similar effect occurs in boundary layer-type fields around objects of length \( L \) if one focuses a distance \( L \) from the exit plane.22 If the object field is asymmetric, the observer should select an object plane in which no apparent ray crossing occurs and in which the fringe spacing across the interferogram is fairly uniform.

During operation of the algorithm, crossing of computed rays through the estimated field can occur. The computer code should include logic to recognize such occurrences and discard the corresponding computed values of \( \Delta \Phi \).

The behavior of the algorithm was studied by applying it to data generated by numerical simulation of interferometry experiments. Discrete values of the
Fig. 1. Reconstruction of the axisymmetric refractive-index distribution described by Eq. (11); a) field and its reconstruction; b) reduction of error by iterative reconstruction.

path length transform were generated by computational ray tracing through test object fields expressed in analytical form. The transform was computed for several different object planes, from which one was selected using the criteria noted above. After each iteration the current estimate of the object field was recorded, and the maximum error and average error over the field were computed as percentages of the maximum refractive-index change. In all cases, \( n_0 = 1 \).

Figure 2(a) is a plot of the absolute value of an asymmetric object field expressed as

\[
\Delta n - n_0 = -0.06[1 - (r/R)^4](r/R + 1.5)^2. \tag{18}
\]

The simulated data consisted of thirty-one equally spaced values of \( \Delta n \) for each of eight viewing directions spaced at equal angular intervals over a 180° range of viewing directions. This field refracts quite strongly, bending some rays by as much as 27°. The reduction of maximum and average errors by the iterative procedure is shown in Fig. 2(b). In this figure, and in those that follow, iteration 1 refers to reconstruction by assuming that \( \Delta \Phi = \Delta \Phi_i \), i.e., refraction is neglected.

Figure 3 shows the results of reconstructing a radially symmetric distribution which has a single maximum and decays gently to \( n_0 \) at \( r = R \):

\[
n(r) - n_0 = 0.01 \exp[-4(r/R)^2] \tag{19}
\]

Although our study of performance of the algorithm was limited in scope, some conclusions can be drawn. Care must be exercised in selecting parameters such as the position of the object plane (\( r_f \) in Fig. 1), the number of terms in the series used to represent the object field and its transform, and the number of rays traced to calculate estimates of the path length transform. The principal factor in determining computation time is the number of terms in the series, because the series must be evaluated many times during ray tracing. One way of reducing the number of terms is to use an envelope function whose form is generally similar to the expected form of the field being measured. This concept is described in the Appendix, and its application is illustrated in the next section. Although we have demonstrated successful reconstruction of fields with multiple maxima and quite steep gradients, there are surely limitations to the complexity of fields which can be accurately reconstructed using limited data and com-

Fig. 2. Reconstruction of an asymmetric object field: a) plot of the absolute value of the refractive-index distribution described by Eq. (18); b) reduction of error by iterative reconstruction of this field.
Computing power. Such limitations are probably set by excessive ray crossing and oscillation of estimated ray paths near closely spaced peaks and valleys in the refractive-index distribution.

III. Application to Measurement of Mass Transfer Boundary Layers

A specialized computer code based on the algorithm presented in Sec. II was written for use in measuring strongly refracting boundary layers. It was applied to interferometric measurements of the concentration boundary layer on the cathode of an electrolytic cell filled with ZnCl₂. Figure 5 is a schematic diagram of a test cell in which a boundary layer is formed on the surface of some opaque object. The refractive index within the boundary layer varies rapidly and monotonically in the direction normal to the object surface but does not vary appreciably parallel to the surface. The refractive index of undisturbed fluid in the cell is \( n_0 \); the refractive index of air outside the cell is \( n_a \); and the refractive index of the window is \( n_w \).

We assume that the interferogram is formed by two-exposure holography. During the first exposure the fluid has a uniform refractive index \( n_0 \), and during the second exposure the boundary layer, whose refractive index \( n(x) \) is to be determined, is present adjacent to the opaque surface. The thickness of the boundary layer is \( \delta_b \). Optical rays which are near the outer edge of the boundary layer, \( x \approx \delta_b \), are nearly undeflected, but those which enter adjacent to the surface, \( x = 0 \), are strongly refracted. Hence, in the interferogram, the object surface will appear to be displaced as shown in Fig. 5. The amount of displacement depends on the choice of object plane. If the opaque surface is physically present during both holographic exposures the observer must focus on the one object plane in which both images of the surface appear to coincide; however, apparent ray crossing or diffraction patterns may make the interferogram difficult to read near the object surface. An alternative is to remove physically the opaque surface during the first holographic exposure. In this case, which is optically equivalent to Mach-Zehnder interferometry, the observer is free to choose an arbitrary object plane in which no apparent ray crossing occurs and in which the fringes are more numerous and more uniformly distributed. We assume this latter case in the following discussion since it is general.

The path length transform is

\[
\bar{P}(\delta_b, y) = \int_0^{\delta_b} n(x) s(x) dx + \int_0^{\delta_b} n(x) \bar{H}_a - x \bar{y} - \bar{p} dx
\]

where \( x \) is the coordinate measured from the apparent location of the opaque surface. \( P \) is defined over a region of width \( \delta_b \), the apparent boundary layer thickness, but \( \bar{P} \) is defined over a region of width \( \delta_b \). To apply the algorithm, the coordinates must therefore be stretched by applying what we term the \( T \) transform:

\[
P[\delta_b, y] = p \bar{P}(\delta_b, y/p)
\]

where \( p = \delta_b/\delta_b \). The line-integral transform was expanded in a polynomial series multiplied by an envelope function.
Prior to experimental work, several computer simulations were carried out. One example is the test model:

\[
\Delta \text{Fr} = \text{erfc} \sum_i \eta_i \delta_i
\]

Here \( \text{erfc} \) denotes the complimentary error function. Figure 6(a) shows the iterative improvement of the reconstruction when the plane is chosen so that \( \rho = 2.05 \). Similar results are shown in Fig. 7 for the case of \( \rho = 1 \), i.e., when the two images of the surface coincide. In both cases, ten simulated fringe readings were used, the approximating series had five terms, and a linear envelope function \( c(x) = 1 - x \), \( \delta \), was used. The simulations indicate good accuracy and convergence.

The test cell used in the mass transfer experiments was a Plexiglas tank with flat quartz windows. The dimensions of the cell were selected on the basis of the results of simulated experiments. During the experiments, natural convection was induced by differences in concentration of \( \text{ZnCl}_2 \) across the 3-mm wide gap between the cathode and a flat porous graphite diaphragm. The cathode was an accurately machined graphite bar, and the anode was a zinc rod inserted into the \( \text{ZnCl}_2 \) solution on the other side of the diaphragm. Some physical properties and dimensions were

![Fig. 6. Reconstruction of a boundary layer with refractive index \( \rho \), \( n \), \( \eta \), and \( \delta \) chosen so that \( \rho = 2.05 \) for distribution and its reconstruction, the reduction of errors by iterative reconstruction.](image)

![Fig. 7. Reconstruction of the same boundary layer as in Fig. 6, but in a case where \( \rho = 1.0 \), for distribution and its reconstruction, the reduction of errors by iterative reconstruction.](image)

![Fig. 8. Interferogram of a portion of the cathode boundary layer.](image)
formed by two 628-mm lenses. The interferograms were then enlarged by a factor of ~14. Fringe positions in the enlarged photographs were measured with a micrometer-driven translating microscope. Interferograms recorded with cathodic current densities third to fifth order were measured with a microscope. The notation \( n = m \cdot 2 \) indicates that \( n \) increases in increments of 2 from a lower limit \( m \), i.e., only about a third of the coefficients in the series are nonzero.

The inverse transform can be found on a term-by-term basis using the following relation among the inverse Radon transform and the Hankel transform of order \( m \).

\[
R^{-1}(r_1) = \int_{r_0} f_{i-1}(r) \exp(\pm i m \phi) \, dr 
\]

where \( J_m(r) \) is the Bessel function of the first kind of order \( m \). The following three expansions and their inverses are typical results of this approach:

1. Let the envelope function \( e_I(r/R) = 1 \) on the disk \( r/R \leq 1 \), then the expansion of the transform \( e_I(r_1) \) is

\[
e_I(r_1) = \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi). \tag{15} \]

2. If we choose \( \phi = r \) and let \( g(r, \theta) \) denote the field to be reconstructed and let \( f(r, \theta) \) denote its line-integral transform, the objective is to expand \( g(r, \theta) \) in a Fourier series and then invert that series term by term to obtain \( f(r, \theta) \). In practice \( g(r, \theta) \) is obtained by physical measurements, in this case by interferometry. To speed convergence of the series and consequently decrease computation time we found it convenient to introduce the concept of an envelope function \( e_I(r/R) \), which is a function having roughly the same radial shape as \( f(r, \theta) \). Similarly \( e_I(r/R) \) has roughly the same radial shape as \( g(r, \theta) \). It is not difficult to choose an appropriate \( e_I(r/R) \) by examining the data. We now show how an appropriate series can be chosen and inverted once \( e_I(r/R) \) has been selected.

Let \( D \) be the space of all functions in 2-D space which have support, are continuous, and are bounded in \( |r| < R \). Furthermore, let \( D_{<R} \) be the space spanned by functions in \( D \) multiplied by \( e_I(r/R) \), which is assumed to be an even function which has support, is continuous, and is Lebesgue integrable in \( |r| < R \).

Using results set forth by Ludwig and the envelope function concept, it can be shown that the necessary and sufficient conditions for \( g(r, \theta) \) to be the 2-D Radon transform of \( f(r, \theta) \) in \( D_{<R} \) are that

\[
\begin{align*}
1. & \quad g(p, \theta) \text{ is a function in } D_{<R} \text{ for } |p| > R^2; \\
2. & \quad g(p, \theta + 2\pi k) = g(p, \theta) \text{ for arbitrary } k; \\
3. & \quad \int g(p, \theta) \exp(\pm i m \phi) \, dp \, d\phi = 0 \text{ if } m > k \text{ for arbitrary } k \geq 0.
\end{align*}
\]

The line-integral transform of any function in \( D_{<R} \) can be expanded in a series of circular harmonics and orthogonal polynomials. If we choose orthogonal polynomials \( q_m(p/R) \) with weight function \( e_I(r/R) \) and an Hankel transform of order \( m \), we have

\[
R^{-1}(r_1) = \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi). \tag{15} \]

where \( f_{i-1}(r) = J_m(r |f_{|m}|) \). Here the definitions of the transforms are

\[
H_m(f_{i-1}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{i-1}(r) R_j \, dr \, d\theta, \quad A_m = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_j \exp(\pm i m \phi) \, dr \, d\phi, \quad f_{i-1}(r) = \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi). \tag{15}
\]

The notation \( n = m \cdot 2 \) indicates that \( n \) increases in increments of 2 from a lower limit \( m \), i.e., only about a third of the coefficients in the series are nonzero.
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Appendix

We utilized a series expansion method to invert the line-integral transform, i.e., the 2-D Radon transform of fields defined within a circular domain \(|r| < R\). For simplicity, let \( f(r, \theta) \) denote the field to be reconstructed and let \( g(r, \theta) \) denote its line-integral transform. The objective is to expand \( g(r, \theta) \) in a Fourier series and then invert that series term by term to obtain \( f(r, \theta) \). In practice \( g(r, \theta) \) is obtained by physical measurements, in this case by interferometry. To speed convergence of the series and consequently decrease computation time we found it convenient to introduce the concept of an envelope function \( e_I(r/R) \), which is a function having roughly the same radial shape as \( f(r, \theta) \). Similarly \( e_I(r/R) \) has roughly the same radial shape as \( g(r, \theta) \). It is not difficult to choose an appropriate \( e_I(r/R) \) by examining the data. We now show how an appropriate series can be chosen and inverted once \( e_I(r/R) \) has been selected.

Let \( D \) be the space of all functions in 2-D space which have support, are continuous, and are bounded in \(|r| < R\). Furthermore, let \( D_{<R} \) be the space spanned by functions in \( D \) multiplied by \( e_I(r/R) \), which is assumed to be an even function which has support, is continuous, and is Lebesgue integrable in \(|r| < R\).

Using results set forth by Ludwig and the envelope function concept, it can be shown that the necessary and sufficient conditions for \( g(r, \theta) \) to be the 2-D Radon transform of \( f(r, \theta) \) in \( D_{<R} \) are that

\[
\begin{align*}
1. & \quad g(p, \theta) \text{ is a function in } D_{<R} \text{ for } |p| > R^2; \\
2. & \quad g(p, \theta + 2\pi k) = g(p, \theta) \text{ for arbitrary } k; \\
3. & \quad \int g(p, \theta) \exp(\pm i m \phi) \, dp \, d\phi = 0 \text{ if } m > k \text{ for arbitrary } k \geq 0.
\end{align*}
\]

The line-integral transform of any function in \( D_{<R} \) can be expanded in a series of circular harmonics and orthogonal polynomials. If we choose orthogonal polynomials \( q_m(p/R) \) with weight function \( e_I(r/R) \) and an Hankel transform of order \( m \), we have

\[
R^{-1}(r_1) = \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi) \tag{15}
\]

where \( f_{i-1}(r) = J_m(r |f_{|m}|) \). Here the definitions of the transforms are

\[
\begin{align*}
H_m(f_{i-1}) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{i-1}(r) R_j \, dr \, d\theta, \\
A_m &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_j \exp(\pm i m \phi) \, dr \, d\phi, \\
f_{i-1}(r) &= \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi). \tag{15}
\end{align*}
\]

The notation \( n = m \cdot 2 \) indicates that \( n \) increases in increments of 2 from a lower limit \( m \), i.e., only about a third of the coefficients in the series are nonzero.

The inverse transform can be found on a term-by-term basis using the following relation among the inverse Radon transform \( R^{-1} \), the 1-D Fourier transform \( F \), and the Hankel transform of order \( m \).

\[
R^{-1}(r_1) = \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi) \tag{15}
\]

where \( f_{i-1}(r) = J_m(r |f_{|m}|) \). Here the definitions of the transforms are

\[
\begin{align*}
H_m(f_{i-1}) &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_{i-1}(r) R_j \, dr \, d\theta, \\
A_m &= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_j \exp(\pm i m \phi) \, dr \, d\phi, \\
f_{i-1}(r) &= \sum_{m=-\infty}^{\infty} A_m J_m(r_1 R) \exp(\pm i m \phi). \tag{15}
\end{align*}
\]

The notation \( n = m \cdot 2 \) indicates that \( n \) increases in increments of 2 from a lower limit \( m \), i.e., only about a third of the coefficients in the series are nonzero.
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The following expansion of the transform that introduces the additional constraint that $A_{nM}$ reported in See.

\[
\frac{1}{\pi R(1 - (r/R)^2)^{1/2}} \sum_{m=-\infty}^{\infty} A_{m,n} \exp \left( \frac{i \phi}{R} \right) \left( \frac{r}{R} \right)^{m-\frac{1}{2}} \left( \frac{1 - r^2}{R^2} \right)^{1/2} \left( \frac{1 - r^2}{R^2} \right)^{1/2} \times \left[ 1 - \left( \frac{r}{R} \right)^2 \right] ^{1/2} \exp \pm im \phi. \tag{A6}
\]

This expansion was first presented by Cha.15

(1) Let the envelope function $v(p/R) = [1 - (p/R)^2]^{-1/2}$ on the disk $p/R \leq 1$; then the expansion of the transform $g(p,0)$ is

\[
v(p,0) = \frac{1}{2R} \sum_{n=-\infty}^{\infty} A_{n,n} \exp \left( \frac{-i \phi}{p} \right) \left( \frac{p}{R} \right)^{n-1} \left( \frac{1 - p^2}{R^2} \right)^{1/2} \left( \frac{1 - p^2}{R^2} \right)^{1/2} \times \left[ 1 - \left( \frac{p}{R} \right)^2 \right] ^{1/2} \exp \pm in \phi. \tag{A7}
\]

where $U_{n}(p)$ is the Chebyshev polynomial of the second kind of degree $n$. The inverse transform is

\[
\frac{1}{\pi R} \sum_{m=-\infty}^{\infty} A_{m,n} \exp \left( -i \phi \right) \left( \frac{p}{R} \right)^{m-1} \left( \frac{1 - p^2}{R^2} \right)^{1/2} \left( \frac{1 - p^2}{R^2} \right)^{1/2} \times \left[ 1 - \left( \frac{p}{R} \right)^2 \right] ^{1/2} \exp \pm im \phi. \tag{A8}
\]

where $P_{n}^{(m)}(p)$ is the Jacobi polynomial of degree $n$. This expansion and inverse were derived by Cormack.20

(2) Let the envelope function $v(p) = \exp (-i \phi p^2)$ and let $f$ and $g$ be defined on the entire plane; then the expansion of the transform $g(p,0)$ is

\[
g(p,0) = \frac{1}{2\pi} \sum_{n=-\infty}^{\infty} A_{n,n} H_{n}(p) \exp \pm in \phi. \tag{A9}
\]

where $H_{n}(p)$ is the Hermite polynomial of degree $n$. Its inverse transform is

\[
f(p,0) = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} A_{m,n} H_{m}(p) \exp \pm im \phi. \tag{A10}
\]

where

\[
trm, = 1. \tag{A11}
\]

\[
omo = a + (a + 2n + 2, n + a + n - 2n + n - 1). \tag{A12}
\]

The inverse transform is

\[
f(p,0) = \frac{1}{2\pi} \sum_{m=-\infty}^{\infty} A_{m,n} H_{m}(p) \exp \pm im \phi. \tag{A12}
\]

Equation (A12) has been presented in a form, which, although cumbersome, is suitable for computation and which explicitly indicates that this approach results in the envelope function $[1 - (r/R)^2]^{-1/2}$.
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