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extended to correct the acoustic spreading by using a holographic element. For a 12-channel Bragg cell operating over an 80 MHz bandwidth, the usable aperture was increased from 10% to 100%; the number of channels increased by a factor of four. An adaptive optical processing technique has been developed to overcome the bandwidth limitations of digital systems. These Bragg cells, used in an interferometer, provide the signal to be convolved as well as the tap weights. Extensive computer simulations of the performance of the system, given the finite integration times imposed by the Bragg cells, show that notch depths of 30-40 dB can be achieved for a system having at time-bandwidth product of 2000.
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1.0 INTRODUCTION

As the bandwidth of signals increase and as the electromagnetic environment becomes increasingly dense, processing operations such as convolution, spectrum analysis, correlation, ambiguity function generation and filtering become computationally intensive operations. Optical systems have the capability to perform a large number of complex multiplications and additions per unit time. As the bandwidth increases, the number of computations increase as the square of the bandwidth because the degrees of freedom of the signal is linearly proportional to bandwidth and the allowable computational time interval is inversely proportional to bandwidth. Optical processing provides high-speed, parallel computations so that digital post-processing techniques can be used for lower-speed, serial computation.

The research effort described in this report has resulted in several innovative optical processing techniques for improved performance; it covers the three-year period from 1 October 1980 to 30 September 1983. The major accomplishments can be divided into three areas: (1) interferometric spectrum analyzers, (2) acoustic spreading in both single and multichannel Bragg cells, and (3) adaptive optical processing based on transversal filtering with feedback. In the following paragraphs, we summarize the key results in each area; further details can be found in the referenced journal articles that have been published.
2.0 INTERFEROMETRIC SPECTRUM ANALYZERS

A conventional Bragg cell power spectrum analyzer that measures the instantaneous frequency content of a wideband signal generally has a dynamic range of 25-30 dB. We developed an interferometric spectrum analyzer technique that uses a unique reference wavefront which serves as a distributed local oscillator. As a result, the photodetectors measure the instantaneous amplitude of the frequency content rather than the instantaneous power. The dynamic range is thereby doubled in dB so that, for an equivalent set of system parameters, the dynamic range is 50-60 dB.

In addition to providing a significant increase in the dynamic range, the distributed local oscillator provides a fixed offset temporal frequency at each photodetector position. The post-detection circuitry for each photodetector element is therefore identical; furthermore, both the amplitude and phase of the instantaneous spectrum can be measured if desired. Because the scattered light is not frequency shifted, the system is much less sensitive to scattered light. Another advantage of this technique is that short pulses, such as those from radar systems, can be detected even though their duration is less than the Bragg cell transit time.

Further details are provided in Reference 1 in which the results of the analytical effort was published. Since that time, Harris has completed a feasibility study and prototype development effort for AFAL. The experimental results are in excellent agreement with the theory.
3.0 ACOUSTIC SPREADING IN BRAGG CELLS

An acousto-optic device operated at high RF frequencies is often called a Bragg cell. A piezoelectric transducer is bonded to a suitable interaction medium to convert an electrical into a traveling acoustic pressure wave. This pressure wave, in turn, causes an index of refraction change that modulates the light in space and time. The acoustic wave, as it propagates away from the transducer, spreads in much the same way as does light from a small source. We analyzed the effects that this acoustic spreading has on some optical processing operations.

For a single transducer Bragg cell, the principal effort of acoustic spreading is a curvature of the Fourier spectral components. The locus of this curve is a parabola whose vertex is at the position corresponding to the RF frequency and whose focus is at the optical axis. The degree of curvature is dependent on the anisotropic nature of the interaction medium; a special case is an isotropic medium for which the parabola degenerates into a circular function.

The effects of this curvature on spectrum analysis is a function of the size of the photodetector in a direction orthogonal to that of the acoustic propagation. For a photodetector having a very large size (one which would be acceptable if the curvature were not present) the effect is to cause the peak value of the diffraction pattern to move toward the optical axis by 4% of its main lobe width, to increase the main lobe half power points by 3%,
and to increase the sidelobe levels by 5 dB on the side of the main lobe
toward the optical axis. Analysis shows that these effects can be
controlled by reducing the size of the photodetector with a penalty in the
light collecting power of about 10%. Further details of this analysis and
experimental results are given in a paper which was published in Applied
Optics (Reference 2).

The acoustic spreading manifests another problem in Bragg cells having
multiple transducers. The phenomena is that the spreading acoustic wave from
a given transducer overlap with waves from adjacent transducers. An
analysis of this phenomena showed that the optical effects of acoustic
spreading can be compensated by a holographic optical element placed in a
combination image/Fourier plane. At an image plane of the Bragg cell, we
find that the corrected light distribution is constrained to lie within
channels whose height is nearly equal to that of the transducer. We
demonstrated that, for a 12-channel Bragg cell operating over an 80 MHz
bandwidth, the usable aperture (defined as that region for which the channel
information does not overlap) could be increased from 10% to 100%.
Furthermore, the channel packing density can be increased by a factor of
four. Details of this analysis and the supporting experiments will be
published in the December 1983 issue of Applied Optics (Reference 3).

4.0 ADAPTIVE OPTICAL PROCESSING

The transversal filter is widely used in digital data processing. An
even wider range of applications are possible when feedback loops are used;
we have developed a method for implementing such operations optically. The
basic concept is to consider a Bragg cell as being equivalent to a delay
line which can be tapped optically instead of electrically. In this
fashion, very wide bandwidth signals can be processed.
Fundamental to the notion of transversal filtering is the need to produce the appropriate tap weights. An innovative way to produce them optically is to use two orthogonally oriented Bragg cells arranged so that they are mutually imaged at a given plane. We show that if the light in this plane is integrated along one of the diagonals, the tap weights are produced. A convenient way to perform the integration is to create the two-dimensional Fourier transform of the tap weight image plane and to evaluate the transform along a line normal to the diagonal over which the integration is to be made.

The processing is completed by interferometrically adding the Fourier transform of the signal to be processed to the Fourier transform of the tap weights. This total light distribution is then square-law detected by a single element photodetector to produce an estimate of the received signal. Depending on the application, the estimate is further processed electronically and the difference between it and the received signal provides the feedback signal. Thus, the system adapts to a changing signal environment.

The chief advantage of this optical processing technique is that transversal filtering concepts can now be applied to signals having bandwidths in the 50 MHz to 500 MHz range. The system has an excellent dynamic range because it is interferometric in nature and is linear in light amplitudes. The tap weights contain both amplitude and phase information which provides for increased computational accuracy. Scattered light from the undiffracted beam does not affect the performance of the system. Details of this concept are contained in a paper published in Applied Optics (Reference 4).

The finite length of the Bragg cells impose a constraint on the number of signal components that are integrated to produce the tap weights. We
performed several computer simulations of the adaptive filtering system to characterize and determine the performance due to this limitation (digital systems can integrate signal contributions for an indefinite period). The application we chose to illustrate these effects is that of notch filtering or frequency excision. We found that we can improve the performance of the system significantly if the tap weight plane is tapered so that the readaptation phenomena is minimized as signal components leave the tap weight plane (the accumulator). In principle, the performance could be improved if the taper were extended to also weight the signal components as they enter the accumulator; this was not tested in the simulations. The taper is equivalent to using a "leaky" integrator in conventional analog systems.

The simulations show that the performance improves as the number of tap weights increase; this argues for using Bragg cells having a large time-bandwidth product. We also found that the system adapts rapidly so that notches can be quickly formed to track agile jammers. Notch depths of the order of 30-40 dB were obtained, depending on the time-bandwidth product and the number of taps used. Since the time-bandwidth product of Bragg cells are exceptionally high, a much larger number of tap weights are available as compared to digital processing systems. The results show that the finite length of the accumulators is not a serious drawback for many applications, particularly those in which the system must operate in a rapidly changing signal environment. The performance of the system then approaches that of one having an infinite accumulator and the feedback gain value needed to give equivalent tracking performance. Details of these simulations are given in a paper that has been accepted for publication by Optical Engineering (Reference 5). A paper summarizing these results was given at the SPIE Conference on Advances in Optical Information Processing in January 1983 at Los Angeles. A short paper also appears in the conference proceedings (Reference 6).
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Interferometric spectrum analyzer

A. Vander Lugt

Dynamic range is a key performance parameter for spectrum analyzers. The dynamic range of a Bragg cell power spectrum analyzer is generally limited by the dynamic range of self-scanned photodetector arrays. Interferometric techniques can be used to increase the dynamic range; but it is at the expense of increasing the number of photodetectors required, when the interference is introduced in the spatial domain, or a large photodetector bandwidth, when the interference is introduced in the temporal domain. In this paper we describe an interferometric approach wherein a second Bragg cell generates a spatially modulated reference waveform to produce an interference term that has a constant temporal frequency for all spatial frequencies. The advantages of this approach are lower photodetector bandwidth, improved dynamic range, improved cross talk suppression, more efficient use of the Bragg cell time–bandwidth product, immunity to scattered noise, and improved short pulse detectability. The chief disadvantage is the need for a discrete element photodetector array; when such arrays become available in hybrid or integrated packages, an additional advantage will be that of parallel postdetection processing.

I. Introduction

Optical processing techniques can be used to produce the instantaneous spectrum of wide bandwidth signals. Lambert describes acoustooptic Bragg cells that can be used to convert an electrical waveform \( f(t) \) to an optical waveform that is a function of both space and time. If the cell is coherently illuminated, the optical system displays the Fourier transform of that segment of the waveform present within the cell. The complex valued Fourier transform can be described as

\[
F_T(\omega, t) = \int_{-T}^{T} f(u) \exp(-j\omega u) \, du. \tag{1}
\]

where \( T \) is the processing time of the cell and \( \omega \) is a temporal radian frequency. Generally, \( F_T(\omega, t) \) is called the instantaneous spectrum of the input waveform \( f(t) \); we note that it is a function of the present time \( t \) as well as a segment of its past history.

A photodetector array at the Fourier plane senses the instantaneous energy spectrum \( |F_T(\omega, t)|^2 \); such a system is generally called a power spectrum analyzer. A key performance parameter of any spectrum analyzer is the achievable dynamic range which is a function of the laser power, the dynamic ranges available from the Bragg cell and the photodetector array, the time–bandwidth product, and the overall efficiency of the system. Power spectrum analyzers that use self-scanned photodetector arrays are generally limited to a 25–35-dB dynamic range due to the squaring operation on \( F_T(\omega, t) \) and the inherent dynamic range limitation of the array. As the photodetector dynamic range improves, the laser power is the next important limitation to achieving a large dynamic range since Bragg cells have been developed having very large dynamic ranges.

One method for increasing the dynamic range is to use an interferometric spectrum analyzer whose output is proportional to the instantaneous magnitude spectrum \( |F_T(\omega, t)| \). King et al. describe heterodyning techniques for recovering both the amplitude and phase information in a light distribution. In their system the interference of an unmodulated reference beam with \( F_T(\omega, t) \) produces a temporal frequency proportional to the input signal frequency \( \omega \). Since the fractional bandwidth of the input signal is usually ~50%, centered on a frequency of several hundred megahertz, the interference term occurs at a rather high frequency that varies as a function of the spatial frequency.

In this paper, I describe an interferometric spectrum analyzer in which a spatially modulated reference beam is used to reduce the temporal interference frequency to a small and fixed value over the entire spectrum. Discrete element photodetectors having a small bandwidth and a low noise equivalent power can then be used; an additional benefit of discrete detectors is that the postprocessing operations are more flexible and can be performed in parallel to reduce the output data rate.
Self-scanned arrays cannot be used with this technique because they integrate over a time period large compared with $2\pi/\omega$, and the information contained in the interferometric output is lost. Turpin and Bader describe interferometric spectrum analyzers which produce a spatial fringe structure instead of a temporal write structure; self-scanned arrays can be used in such systems, but the number of elements must be increased to resolve the spatial fringes. Although discrete photodetectors are not the most elegant for use in systems having a large time–bandwidth product, fairly large arrays have been implemented, and advanced photodetector fabrication techniques may produce integrated devices having attractive operational features.

Some additional advantages of interferometric spectrum analysis are improved cross talk rejection, immunity to scatter noise, short pulse detectability, and uninterrupted evaluation of the spectrum. In Sec. II we describe the basic theory of the interferometric spectrum analyzer and establish the required characteristics of the reference beam. In Sec. III we determine the photodetector geometry and postdetection bandwidth required to achieve a given frequency resolution. In Sec. IV we analyze and compare the performance of candidate reference-beam waveforms. In Sec. V we compare the laser power required and the dynamic range obtained by this interferometric method with those of a power spectrum analyzer.

II. Basic Theory

Consider the interferometric system shown in Fig. 1; this system does not suggest how a practical spectrum analyzer would be configured but is used to explain the theory of operation. The two Bragg cells are illuminated by a collimated source of monochromatic light at the Bragg angle. The signal waveform $f(t)$ is applied to the transducer of the Bragg cell located in the lower leg of the interferometer at plane $P_1$. Lens $L_2$ produces the Fourier transform of the complex light amplitude $a_1(x,t)$ leaving the cell: for a low modulation index we have a series expansion for the signal given by

$$a_1(x,t) = A_1[1 + jm_1(t - x/v) \cos[\omega_c t - x/v] + H.O.T.]$$  

where $m_1$ is the modulation index, $v$ is the velocity of the acoustic wave within the cell, and $\omega_c$ is the center frequency of the applied rf signal. The higher order terms can generally be neglected if the fractional bandwidth is $<\delta\omega_c$. Further, we are usually interested in only the positive diffracted order so that the constant as well as the negative diffracted order, which is highly suppressed by the Bragg mode of operation, can be ignored. A fraction $\alpha$ of the laser power $P$ is directed into the signal beam so that the amplitude factor $A_1$ is equal to $(\alpha P/L)_{1/2}$, where $L$ is the length of the cell. The effects of weighted illumination and optical losses will be considered later.

The amplitude light distribution for the first diffracted order, if we ignore a time delay $T/2$, is

$$A_1(p,t) = jm_1 A_1 \int_{-L/2}^{L/2} f(t - x/v) \exp[i\omega_c(t - x/v)] \exp(-ipx)dx.$$  

(3)

where $p$ is a radian spatial frequency variable related to a physical distance $\xi$ in plane $P_2$ by $p = 2\pi \xi/\lambda F$. $\lambda$ is the wavelength of the source, and $F$ is the focal length of lens $L_2$. Through a change of variables, we can rewrite Eq. (3) as

$$A_1(p,t) = -jm_1 A_1 \exp(-i\omega_c t) \int_{-T/2}^{T/2} f(u) \exp[i\omega_c(p - \rho_1)u]du.$$  

(4)

The integral portion of Eq. (4) is similar to Eq. (1) except that it is centered at a position corresponding to $\rho_c$ in plane $P_2$, and the limits of integration are slightly different because we ignored a time delay equal to $T/2$ in the representation given by Eq. (2). The exponential phase factor shows that the light frequency is shifted linearly as a function of $p$. Since $\rho_c = \omega_c$, the light diffracted by any continuous waveform has the same temporal frequency as the signal component.

Suppose that the input signal waveform has a cw component of frequency $\omega_k$ and amplitude $C_k$. The light distribution in plane $P_2$ can then be calculated from either Eq. (3) or (4):

$$A_1(p,t) = jm_1 A_1 L_2 \exp(-i\omega_k t) \sin[(p - \rho_k)L/(2\pi)]$$  

(5)

which reveals that the spectrum of a sinusoidal input is a $(\sin xx)/xx$ function, centered at $\rho_k$, whose amplitude is proportional to $C_k$. The entire function (including the sidelobes) is multiplied by a phasor of frequency $\omega_k$. Equation (5) further shows that the frequency resolution is $2\pi v/L$ if we use the Rayleigh criterion for resolution. We will use the function $A_1(p,t)$ as given by Eq. (5) extensively in subsequent analyses; first, however, we consider the spectrum of short pulses whose duration may be less than or equal to the processing time of the cell.

Consider the case of a pulse having a duration $T_0$ less than or equal to $T$ and having a carrier frequency $\omega_k$. Let the time of arrival be at $t = 0$; at some later time $t$, the leading edge of the pulse will have moved to a position $-T_0/2 + vt$. Consider the output for the time interval $0 < t \leq T_0$ so that the trailing edge of the pulse has not yet entered the cell; we have that

$$A_1(p,t) = jm_1 A_1 \int_{-L/2}^{T_0/2} \exp(-i\omega_k t - x/v - T_0/2)dx$$  

$\times \exp(-ipx)dx,$  

(6)

where we have now included the delay factor $T^2/2$ in the integral. After a change of variables, we find that
This result shows that the spectrum of the pulse is centered at \( p_k \) and that as \( t \) increases, the amplitude of the sinc function increases while its width decreases. We are particularly interested in the temporal frequency behavior of this function. Note that at \( p_k \), the centroid of the sinc function, the temporal frequency is \( \omega_k \) which is the frequency of the carrier. In contrast to the case of a cw signal, however, the sidelobes of the sinc function have a frequency \( (p + p_k)T/2\pi \) which varies continuously as \( p \) varies. In particular, note that at some spatial frequency \( p_k + \Delta p \), the temporal frequency is \( \omega_k + \Delta \omega/2 \).

The last situation we consider is that of a pulse whose leading and trailing edges are both within the aperture of the Bragg cell. Let \( t = 0 \) be the time at which the trailing edge of the pulse has just entered the cell; then, for \( 0 < t < (T - T_0) \), we have

\[
A(t,p) = jm_A \int \frac{e^{-jpt}}{W_{t0}} \left[ \exp(-j\omega t - j\phi) \right] \exp(-jpt) dx
= jm_A e^{j\omega T_0} \int \left[ e^{-j\omega t - j\phi} \right] \exp(-jpt) dx

\times \text{sinc}(p - p_k T/2\pi). \tag{8}
\]

We see that the sinc function has an amplitude and a width that are determined by \( \nu T_0 \). The frequency of the sidelobes at some spatial frequency \( p = p_k + \Delta p \) is equal to \( \omega_k + \Delta \omega/2 \).

We can now summarize the three cases discussed so far. In each case, the temporal frequency at the centroid of the sinc function is \( \omega_k \). At some incremental spatial frequency \( \Delta p \) away from the centroid, we find that the temporal frequency of the sidelobes differs from that at the centroid by zero for a cw signal (or a very long pulse), by \( \Delta \omega/2 \) for a pulse with only its leading edge in the aperture, or by \( \Delta \omega \) for a pulse with both leading and trailing edges within the aperture. The explanation for this phenomenon is that in the first case neither edge defining the pulse moves in time since it is the aperture of the Bragg cell that determines the signal length. In the second case one edge moves, but the other is stationary; in the third case, both edges move at the same velocity. The temporal frequencies in the sidelobe structure, then, contain the information about where the centroid of the pulse is located within the Bragg cell. For example, if we collect the terms in \( p \) from Eq. (8), we have a term

\[
\psi(p) = \exp(-j(p - L/2 + ct + \nu T_0/2)), \tag{9}
\]

which shows that the centroid of the pulse is at \(-L/2 + ct + \nu T_0/2\); the centroid moves at the velocity of the acoustic wave. The residual phase term in Eq. (8) is then \( \exp(jp_k T/2\pi) \) which is a constant; the argument \( p_k T/2\pi \) is equal to one half the number of carrier cycles contained in the pulse. A similar calculation for the case of a pulse with only the leading edge in the aperture is obtained from Eq. (7) which shows that the centroid of the pulse, located at \(-L/2 + ct/2\), is moving at one half the acoustic velocity. The number of cycles in the pulse is \( p_k T/2\pi \) which increases as the effective pulse width increases. For a very long pulse the centroid is fixed at the optical axis and the number of cycles in the pulse is fixed at \( p_k T/2\pi = p_k L/2\pi \).

We now turn our attention to the question of generating a reference beam that will produce an interferometric fringe structure having a fixed temporal variation at all spatial frequencies. A spatially modulated reference beam will produce a fixed offset frequency because the light distribution at the Fourier plane will have a temporal and spatial frequency relationship similar to that of the signal spectrum. The reference distribution must, however, be displaced in plane \( P_2 \) relative to the signal spectrum so that the spatial displacement does not affect the temporal frequency distribution. The spatial displacement can be achieved by rotating the combining beam splitter through a small angle or by placing a prism immediately after the reference-beam Bragg cell. In either case, the reference-beam waveform would be displaced to produce a fixed frequency offset over the entire spectrum as we shall now show.

We denote the bandwidth of the Bragg cell by \( W \) so that the time-bandwidth product is \( TW \). We begin by choosing a reference-beam waveform that is a pulse of unit amplitude and length \( L/TW \). Such a signal is equivalent to one resolution element at the plane of the Bragg cell. The Fourier transform of this narrow pulse can be obtained directly from Eq. (8) if we replace \( \nu T_0 \) by \( L/TW \) and replace \( \rho \) by \( \rho + p_d \), where \( p_d \) represents the small displacement between the reference and signal beams at plane \( P_2 \). The reference-beam distribution in plane \( P_2 \) then becomes

\[
A_{ref}(p,t) = j m_A e^{j\omega t} \exp(-j\nu T_0) \int \left[ \exp(-j\omega t - j\phi) \right] \exp(-jpt) dx

\times \text{sinc}(p + p_d - L/2\pi T/2\pi), \tag{10}
\]

where \( \omega \) is a phase term that is not a function of time and \( p_d \) is the same center frequency as that used in the signal beam Bragg cell. The envelope of the reference beam is not, of course, constant in \( p \) as we desire, but is a sinc function that is a factor of \( T/2 \) broader than the signal distribution. For the moment, we shall assume that the reference beam is constant over the frequency band.

The intensity at plane \( P_2 \) is given by the squared magnitude of the sum of the signal and reference-beam distributions:

\[
I(p,t) = |A_{ref}(p,t) + A_{sig}(p,t)|^2 \tag{11}
= |A_{ref}(p,t)|^2 + |A_{sig}(p,t)|^2 + 2 \text{Re}(A_{ref}(p,t)A^*_p(p,t)), \tag{12}
\]

where *denotes complex conjugate. Each photodetector will integrate light over an interval \( p_d \) to \( p_d + \Delta p \) where \( p_d \) denotes the center position and \( 2\Delta p \) the width of the photodetector. Let \( \gamma \) be one half the ratio of the width of the photodetector to the spacing between the photodetectors, so that \( \Delta p = 2\pi \gamma L \). The integrated intensity for the first term of Eq. (12) is calculated by using Eq. (15):
In Fig. 2 we show the light distribution in the Fourier plane caused by two cw signals that are just resolved by the Rayleigh criterion. For sake of clarity, only the central lobe of the sinc functions as given by Eq. (5) are shown; we can also represent the signals by sinc(f/T) which show that the signals are separated by 1/T Hz. The reference beam is shown as a uniform amplitude light distribution whose temporal frequency is offset by a fixed amount from that of the central frequency of the sinc(f/T) functions. That is, if f is the temporal frequency of a cw signal, the reference-beam frequency at the centroid is f_0 = f + f_a, where f_a = p_dv/2\pi.

If we have R photodetectors per resolvable frequency, the center spacing is 1/R, and, if the duty cycle is 0 < d < 1, the width of each photodetector is d/R. Suppose that the postdetection bandwidth is a rectangular function of width b/T centered at f_d. The effect of the postdetection bandwidth is to accept light if the difference frequency between the cw signal and the reference beam falls within the bandpass and to reject it otherwise. As an example, suppose that the cw signal has a frequency of 300 MHz and that the reference-beam frequency is adjusted geometrically so that it is 310 MHz. The interference beat frequency will then be f_d = 10 MHz, and the narrowband postdetection filter will accept all the light near the centroid of the sinc function associated with the signal. As noted in Sec. II, the entire sinc function oscillates at a temporal frequency of 300 MHz so that, as we move the photodetector away from the 300-MHz position, we continue to collect light until the difference between the reference and signal frequency exceeds f_d ± b/2T. For example, if the frequency resolution of the system is 1/T' = 3 MHz and if b is chosen to be 1, we find that when the photodetector is placed at a position corresponding to 301.5 MHz (or 298.5 MHz), the output of the narrowband filter rapidly falls to a low value.

The narrowband filter is therefore highly effective in reducing cross talk in the spectrum analyzer. The sidelobe levels decay rather slowly so that, in the absence of filtering, they contribute to an erroneous measurement of the true signal levels at nearby frequencies. Since the filter can suppress out-of-band signals by 30–40 dB in addition to the inherent roll-off of the sidelobes, it is not necessary to control the sidelobe levels by input aperture weighting.

The postdetection filtering does not, however, prevent the detection of narrow pulses. In Sec. II we showed that the spectrum of a pulse whose duration is <<T' is a sinc function whose sidelobes oscillate at a frequency proportional to their distance from the centroid. The interference frequency is therefore fixed over a large spatial range so that any photodetector within the sinc function envelope will respond with the proper output. This result can be seen by noting that Eq. (8) contains a term exp(-j\pi t) that, when multiplied by the term exp(+j(p + p_d)\omega t) from the reference beam as given by Eq. (10), produces a fixed interference frequency.

A second benefit of narrowband filtering is in resolving two signals closely spaced in frequency. As shown in Fig. 2, two received signals spaced by 1/T Hz
may occur at any position relative to a set of photodetector elements. We must ensure that the response from a photodetector is sufficiently high when it is sampling the light at the centroid of any sinc function to provide accuracy and sufficiently low at the midpoint between sinc functions to provide resolution. Since the received signals may occur at any position relative to the photodetectors, we must find a way to relate the number of photodetectors per frequency, the spatial duty cycle, and the postdetection bandwidth to the required dip between resolvable frequencies.

The first step is to determine the response of a fixed photodetector to a cw signal as a function of its frequency. The output of the photodetector will be the convolution of a sinc(t) function with the rectangular function of width d/RT (representing the photodetector), followed by a multiplication with the bandpass filter function. The postdetection filter function is approximated by a uniform response for |f| ≤ b/2T and a linearly decreasing response from |f| = b/2T to |f| = q/2T as shown in Fig. 3. This function is, aside from passband and stop-band ripple, similar to that produced by an elliptic filter. Since the convolution is nearly constant over the defined range of frequencies, the net result can be represented by

\[ C(f) = \frac{d}{RT} \quad 0 \leq |f| \leq b/2T, \]

\[ = \frac{d}{RT} \frac{2d}{R(q-b)} (f-b/2T); \quad b/2T \leq |f| \leq q/2T, q \neq b. \]

\[ = 0; \quad f \geq q/2T. \]  

(17)

The smallest dip between two frequencies occurs when the midpoint between the frequencies falls between two photodetectors. This condition is shown in Fig. 4 where we show C(f) centered at the positions corresponding to two resolvable frequencies. Since we have already accounted for the convolutional effects introduced by photodetectors having a finite size, we can now determine the response from a given photodetector by using the value of C(f) at a point corresponding to the center of the photodetector. The output of the photodetector nearest the center of C(f) is equal to C(f). The largest possible value of |f_0| is 1/2RT, and we require that the output be constant for any frequency less than |f_0|. By referring to Fig. 3, we see that this condition is satisfied if

\[ R \leq \frac{1}{b}. \]  

(18)

The outputs from the two photodetectors symmetrically positioned about the midpoint are equal and have values given by C(f_1). The second relationship can then be obtained by requiring that

\[ C(f_1) \leq hC(f_0), \]  

(19)

where 0 < h < 1 is the desired dip between the two frequencies. Since f_1 = 1/2T - 1/2RT, we use Eqs. (17) and (19) to obtain the relationship that

\[ R \geq \frac{1}{1 - q/2 - b/2}. \]  

(20)

The inequalities as given by Eqs. (19) and (20) must be satisfied to achieve a given dip between frequencies as well as to ensure that the magnitudes of the frequencies are accurately measured. In the limit as the slope of the filter becomes very high, we have that q = b and Eq. (20) reduces to R ≥ 1/(1 - b). If Eq. (18) is also satisfied, we find that R = 2 is the minimum number of photodetectors per resolvable frequency.

For h = 0.5, which corresponds to a 3-dB dip between frequencies, Eq. (20) becomes

\[ R \geq \frac{1}{1 - q/2 - b/2}. \]  

(21)

Again, if we use the equality from Eq. (18), and let q = 2b, we have that b = 0.4 and R = 2.5.

One of the key advantages of using narrowband postdetection filtering, then, is to provide the necessary dip between cw signals with a number of photodetectors per frequency that is close to the theoretical limit. The natural dip between the two Rayleigh resolved frequencies will vary from zero to 1.3 depending on the relative phases of the two spectral components. Equation (20) shows that a fixed dip of value h can be achieved independently of the phase relationship without increasing the length of the Bragg cell to separate physically the spectral components.

We now calculate the relationship between R and the Bragg cell length for a power spectrum analyzer. Gaussian illumination is generally used to control the sidelobe levels to meet the cross talk requirements. This, in turn, causes a loss in resolution which must be restored by increasing the Bragg cell length. We denote the increased cell length by L_ı so that the input aperture illumination function, in terms of amplitude, is given by
where \( T_1 \) is a truncation ratio whose value is chosen to control the sidelobe level.\(^7\) The intensity response of the system to a cw input frequency is then obtained by squaring the Fourier transform of \( a(x) \):

\[
l(p) = \exp(-p^2 L^2 / 8T^2).
\]

By following the same procedure as before, we find that the convolution of \( l(p) \) with a small photodetector of width \( d/RT \) yields a normalized result that is very close to being Gaussian:

\[
C(f) = \frac{d}{RT} e^{-\frac{4\pi^2 L^2}{80^2 T^2}} f^2,
\]

where we have replaced \( p/2 \) with \( 2\pi f \). The worst-case condition for resolving two frequencies occurs when the midpoint between those frequencies lies at the midpoint between two photodetectors. Since the intensities add, the relationship that must be satisfied is

\[
C(0) + C\left(\frac{1}{RT}\right) \leq hC(0),
\]

where \( f_1 = (R-1)/2RT \) and the maximum value of \( |f_0| \) is \( 1/2RT \) as before. For a dip of \( h = 0.5 \) between frequencies, we find that Eq. (25) is satisfied when

\[
L_1 = 0.767L\sqrt{L/(R-1)}.
\]

Suppose we set \( R = 2.5 \) for comparison purposes and set \( T_1 = 1.7 \) which ensures that the maximum sidelobe is down by at least 40 dB.\(^7\) We then find that \( L_1 = 2.15L \) which shows that the length of a Bragg cell used in a power spectrum analyzer must be more than twice as long as that required for an interferometric spectrum analyzer. The impact of the larger aperture required in a power spectrum analyzer is significant since the increased length translates directly into the need for an increased time–bandwidth product to achieve equivalent performance.

Another advantage of the interferometric approach is that any scattered noise caused by stationary elements in the system is rejected by the narrowband filter because it does not interfere to produce in-band components. This feature also causes the light distribution at the optical axis to be rejected.

We conclude this section by calculating the value of the parameter \( \beta \) which is equal to one half of the ratio of the width of the photodetector \( d/RT \) to the spacing \( 1/T \) between resolvable frequencies. We choose \( d = 0.7 \), which, for \( R = 2.5 \), gives a value for \( \beta \) equal to 0.14; this value justifies several assumptions made in Sec. II in connection with deriving Eq. (16).

IV. Reference Waveforms

In Sec. II we used a narrow pulse as the reference-beam waveform to develop the basic theory of a fixed offset frequency interferometric spectrum analyzer. The narrow pulse approximates a delta function that provides most of the desired properties of the reference waveform in the Fourier plane which are that (1) the amplitude should be uniform in spatial frequency; (2) the spatial and temporal frequencies should be coupled so that, with a geometric displacement of the reference waveform, a fixed offset frequency is produced at each photodetector location; (3) the amplitude should not be a function of time; (4) the duty cycle should be high so that short duration signals are not missed; and (5) the light is efficiently used. The major drawback to the use of a narrow pulse as the reference signal is that a fraction of only \( 1/7T \) of the light at the Bragg cell is intercepted by the pulse.

An equivalent way to generate a traveling pulse is to use a chirp waveform to activate a Bragg cell situated so that the focused beam scans across plane \( P_3 \). If we project the rays produced by a traveling impulse from plane \( P_3 \) toward the source, we find that the Bragg cell must have a length equal to \( 2L \), given that the chirp rate is equal to the bandwidth of the signal divided by the processing time \( T \). The focal length of the chirp is then equal to \( L^2/\lambda TW \), which is of the order of several meters for typical values of these parameters. The advantages of this approach are that sharply formed impulses are produced at plane \( P_3 \) and that the resultant reference beam in the Fourier plane is a plane wave. The disadvantages are that a Bragg cell of twice the time–bandwidth product is required and the length of the optical system is excessive.

Another way to generate the reference beam is to drive the Bragg cell in plane \( P_1 \) with a chirp directly.\(^8\) Lens \( L_1 \) then focuses the chirp at plane \( P_3 \) so that, at the Fourier plane, the expanding beam covers the signal spectrum. The chirp waveform can be represented by

\[
r(t) = \cos(\omega_0 t + \pi W t^2 - \pi^2 t^2)
\]

for a chirp of increasing frequency on a carrier \( \omega_0 \). The Fourier transform of the chirp, valid over the spatial frequency range corresponding to the bandwidth of the signal, is

\[
A_2(p, t) = im_2 A_2 \int_{-L_2}^{L_2} \exp \left[ -\left( \omega_0 + \pi W T \right) (t - T - t') \right] \times \left( (t - T - t') \right) \exp \left( -\frac{\pi W p_1 x}{2} \right) dx
\]

\[
\times \exp \left( -\frac{\pi W p_1 x}{2} \right) \exp \left( -\frac{\pi W p_2 x}{2} \right)
\]

\[
\times \exp \left[ -\frac{\pi W p_2 x}{2} \right] dx
\]

where \( 2\pi W \) is the bandwidth of the rf signal and the chirp rate is \( 2\pi W/T \). We see that Eq. (27) is similar to Eq. (10) but with two notable differences: (1) the amplitude is larger by \( \sqrt{\pi W} \), which increases the efficiency of the system; and (2) the sinc function envelope is replaced by a Fresnel amplitude diffraction pattern.

Figure 3(a) shows the focused spot at plane \( P_3 \) for the instant in time when the Bragg cell is just filled with one chirp function. At plane \( P_3 \), the spatial extent of the reference beam is equal to that of the signal spectrum: the amplitude is uniform except near the edges of the spectrum where the ripple effects of the Fresnel diffraction pattern are evident. At a time \( T/2 \) sec later, the reference waveform consists of parts of two chirp functions that produce two focused spots in plane \( P_3 \) as
shown in Fig. 5(b). Each spot has increased in width by a factor of 2 but each expands to cover only one half of the spectral range. Thus, as the chirp waveforms move through the Bragg cell, the reference waveform in the Fourier plane will generally consist of two segments of Fresnel patterns which move at the same velocity. If the chirp duty cycle is not 100%, there will be a small gap between segments which should not adversely affect the performance of the system.

When the chirp waveform is used, the integrated intensity of the desired output term is similar to Eq. (15), except that \( TW \) is replaced by \( \sqrt{TW} \), and the chirp produces a residual spatial fluctuation that is a potential source of time–amplitude modulation on the output current of the photodetector. Since the Fresnel pattern travels at a high velocity, the modulation is well outside the postdetection bandwidth so that there is no temporal modulation on the output due to spatial fluctuations.

A second type of time–amplitude modulation of the reference function at the Fourier plane arises from the movement of the input chirp waveform under the Gaussian input illumination. A frequency \( \omega_j \) within the bandwidth of the chirp will appear at a fixed position \( p_j \) in the Fourier plane; its amplitude as a function of time, however, is determined by its position in the input plane. Since a severe truncation of the Gaussian illumination is not needed to control the sidelobe levels, we can reduce the amplitude variation at the expense of some loss of light. A reasonable compromise is to truncate the Gaussian illumination at the \( \exp(-1/2) \) points at the edges of the aperture which leads to a \( \pm 25\% \) variation in the output current over the time interval \( T \). This time–amplitude modulation is not a concern because it can be eliminated by the bandpass filter if \( f_0 \ll 1/T \). The chirp reference waveform therefore satisfies most of the requirements set forth at the beginning of this section.

An alternative reference-beam waveform that is continuous in time is a pseudonoise sequence (PNS) whose Fourier transform also satisfies many of the stated requirements. These sequences and similar codes have been studied for applications such as generating random phase masks for holography, recovering imagery from coded aperture systems, and spectral shaping. Generally, only the spatial properties of these codes have been considered; we are interested in both the spatial and temporal properties of their Fourier transforms to determine whether they are better than those of a chirp waveform.

A shift register sequence is one whose period, or frame length, is \( N \leq 2^r - 1 \), where \( N \) is the number of elements in the frame and \( r \) is an integer. If the period is equal to \( 2^r - 1 \), the sequence is said to have maximal length and has the properties (1) that in every period the difference between the number of +1's and -1's is equal to one; (2) that in every period the longest run of +1's and -1's is equal to \( r \), and for each run of length \( m \) + 1 there are two runs of length \( m \); and (3) that the autocorrelation function has only two values. Such sequences can be produced by an \( r \)-stage linear shift register having the appropriate feedback.

Figure 6 shows the magnitude of the Fourier transform of an \( N = 2^6 - 1 = 31 \) element sequence at time \( t = 0 \) and \( t = T/31 \); that is, in a time interval corresponding to one shift position of the PNS in the input plane, the magnitude changes by the amount shown. At the integer frequencies the normalized magnitude is exactly equal to one for any shift position. The Fourier transform is symmetric about the spatial frequency \( N/2 \); in an optical system the sequence modulates a carrier so that the spectrum is centered at \( p_c \). In practice the input waveform will consist of a sequence of narrow pulses so that the spectrum must be shifted and multiplied by a sinc function as given by Eq. (10).

As shown in Sec. III, we need at least 2.5 photodetectors per resolvable frequency which means that some photodetectors will be located where the spectrum is not uniform in either space or time. Further, since photodetectors of finite size must be used to collect optical

![Fig. 5. Chirp reference beam: (a) Bragg cell with one chirp segment, and (b) Bragg cell with one half of two chirp segments.](image)

![Fig. 6. Magnitude of the Fourier transform of a pseudonoise sequence for two adjacent shift positions.](image)
power efficiently, we investigated the spatial and temporal variations in amplitude for finite photodetectors. Figure 7 shows the magnitude variation as a function of shift position (equivalent to time) for a photodetector whose width is \( d/RT = 0.28 \), centered at four different spatial frequencies. The variation in magnitude as a function of time is of the order of \( \pm 15\% \), which is caused by using a Gaussian input illumination beam truncated at the \( \exp(-1/2) \) points in amplitude at the edges of the sequence. We note that the functions are the sums of sinusoidal functions whose frequencies are \( 1/T \) and multiples thereof; these components can also be removed by the narrowband filter. As noted before, the instantaneous output of a spectrum analyzer is generally integrated for at least \( T \) sec. Figure 8 shows the average value of the amplitude as a function of spatial frequency for a full frame of the PNS. Except at zero spatial frequency, where the magnitude is low because the average value of the sequence is low, the average magnitude varies by \( \pm 5\% \). These variations, along with others such as Bragg cell frequency roll-off and the sinc function weighting, can be compensated when the system is calibrated.

The question of whether the temporal frequencies of these candidate waveforms are continuous functions of the spatial frequency variable depends on the waveform and the postdetection process. Equations (8) and (27) suggest that the spectrum of a moving impulse or a chirp waveform is indeed continuous so that the theory is valid if the output is sampled, after narrowband filtering and envelope detection, once for each time period \( T \). The results are less clear for the PNS because the Fourier transform cannot be calculated in the same way. Some insights can be gained for the case of longer observation times such that the reference waveform is repetitious with period \( T \).

Let \( f(x) \) represent the amplitude of the reference beam over the time interval \( T \) and let \( F(p) \) be its Fourier transform. Suppose that this distribution is repeated at intervals of \( L \) and that the entire distribution moves with velocity \( \nu \). The Fourier transform of the extended signal \( g(x) \) is then

\[
G(p) = \nu \exp(-j\nu T) F(p) \frac{1}{T} \sum_{n=-\infty}^{\infty} \delta(p/2\pi - n/T). \tag{28}
\]

We now account for the finite aperture in the input plane by convolving \( G(p) \) with the aperture function \( A(p) = L \text{sinc}(pL/2\pi) \) to get

\[
G(p) = \sum_{n=0}^{\infty} F\left(\frac{2\pi n}{T}\right) \exp(-j2\pi nx/T) \text{sinc}(pT/2\pi n). \tag{29}
\]

Equation (29) shows that the Fourier transform consists of a set of sinc functions spaced at intervals of \( 2\pi/L \), which is consistent with our notion of the spatial resolution of the optical system. These sinc functions take on the sample values \( F(2\pi n/T) \) and oscillate at a temporal frequency of \( 2\pi n/T \). The final step is to multiply \( G(p) \) by \( \text{sinc}(pL/2\pi TW) \) to account for the finite duration of each pulse in the PNS or by a rectangular function for the case of a chirp.

If we observe the output of a given photodetector for a long time period \( T' > T \), we will see the discrete nature of the temporal spectrum of the reference beam. Furthermore, if we increase the frame length of the PNS so that it is greater than \( T' \) but less than \( T \), we will note that the discrete temporal frequency resolution will increase whereas the spatial frequency resolution is fixed. The exact nature of the output for the candidate waveforms and an observation time of the order of \( T \) will be deferred to a later paper where we will discuss the experimental results.

V. Laser Power and Dynamic Range

The current produced by a photodetector is given by Eq. (16); the values of \( A_1 \) and \( A_2 \) are given by

\[
A_1 = \frac{\alpha P}{L}, \quad A_2 = \left(1 - \frac{\alpha}{L}\right)^{1/2}, \tag{30}
\]

where \( P \) is the power of the laser and \( \alpha \) is the fraction of the power directed into the signal beam. The output current can then be arranged in the form

\[
\text{Magnitude averaged over a frame period as a function of spatial frequency.}
\]
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After some algebraic manipulations, we find that the sensors given.

Fig. 9. Dynamic range for interferometric and power spectrum analyzers.

\[ (i(t) = i_1 + i_2 + i_3(t) \]

\[ = aP(1 - \alpha) + bP\alpha + cP(\alpha(1 - \alpha))^{1/2} \cos(\omega_d t + \phi). \]  

(31)

where the coefficients \( a, b, \) and \( c \) contain the values of parameters associated with various system components. Equation (31) represents the general form of the output of any interferometric system, and the SNR is given by the ratio of the output signal power to the sum of the shot noise and thermal noise powers:

\[ \text{SNR} = \frac{\langle i^2(t) \rangle R}{2eB(i_1 + i_2 + i_3)R + 4kTB}. \]  

(32)

where the brackets denote time average, \( R \) is the load resistance of the photodetector, \( e \) is the charge of an electron, \( B \) is the bandwidth, \( i_d \) is the photodetector dark current, \( k \) is Boltzmann's constant, and \( T \) is the equivalent system temperature in degrees kelvin. By using Eq. (31) in (32), we obtain

\[ \text{SNR} = \frac{0.5eP[\alpha(1 - \alpha)]}{D[\alpha P(1 - \alpha) + bP\alpha] + F}. \]  

(33)

where \( D = 2eB \) and \( F = (2eB\alpha_i + 4kTB)/R \).

We want to find the minimum laser power required to achieve a given dynamic range. The procedure is to solve Eq. (33) for the laser power required to produce a detectable signal (a SNR of 1) when \( c \) has its minimum value as determined from the required dynamic range. After some algebraic manipulations, we find that the minimum laser power is obtained when

\[ \alpha = \frac{g + 1}{2g + 1}. \]  

(34)

where \( g = (Fe^2/2D^2\alpha^2)^{1/2} \). The minimum laser power is then

\[ P_{\text{min}} = \frac{2D(2g + 1)}{c^2}. \]  

(35)

We are now in a position to make some numerical calculations using Eq. (16) as our basis for determining the values of the constants in Eq. (31). We will assume that the efficiency of each optical path is \( \epsilon = 1/2 \).

that the sensitivity of the photodetector is \( S = 0.5 \text{ A/W} \), and that \( \beta = 0.14 \). The modulation indices \( m_1 \) and \( m_2 \) are chosen to keep the intermodulation products at an acceptable level. If we require the third-order two-tone intermodulation products to be down by at least 50 dB when 20% of the possible cw signals in the Bragg cell are saturated, we must keep the diffraction efficiency per frequency to \(< 0.01 \). Since the modulation index is equal to the square root of the diffraction efficiency, we have that \( m_1 = 0.1 \). The diffraction efficiency of the reference beam can be much higher because intermodulation products are not a factor; we choose \( m_2 = 0.7 \). We will also use a time–bandwidth product of \( TW = 100 \), and, if we use the chirp reference-beam waveform, we replace \( TW \) by \( \sqrt{TW} \) in Eq. (16) so that

\[ i(t) = i_1 + i_2 + i_3(t) \]

\[ = 7(10^{-4})C_P \]

\[ + 3.5(10^{-4})P(1 - \alpha) + 9.8(10^{-4})C_P(\alpha(1 - \alpha))^{1/2}. \]  

(37)

from which we note that \( a = 3.5(10^{-4}), b = 7(10^{-4})C_P, \) and \( c = 9.8(10^{-4})C_P \).

The value of \( g \) is a function of the parameters associated with the photodetector elements and the required dynamic range. A dynamic range of 60 dB in terms of input signal power yields a minimum value of \( C_P = 10^{-3} \). from which we have that \( c_{\text{min}} = 9.8(10^{-7}) \). We chose a photodetector having a dark current of \( i_d = 10^{-9} \), a bandwidth of \( B = 1 \text{ MHz} \), and a load resistance value of \( R = 50 \Omega \). From these parameters we calculate that \( g = 7.2 \) and, from (35), that the minimum laser power is \( P = 3.2 \text{ mW} \).

We now calculate the dynamic range produced by a power spectrum analyzer that has the same system parameters. The SNR for a power spectrum analyzer can be given in a form similar to Eq. (32):

\[ \text{SNR} = \frac{\langle i^2(t) \rangle R}{2eB(i_1 + i_2)R + 4kTB}. \]  

(38)

where \( i_1 = 7(10^{-4})C_P \); we have set \( \alpha = 1 \) because all the laser power can be directed into the signal beam. The dynamic range can be found by setting the SNR = 1; we then have

\[ DR_p = 10 \log[7(10^{-4})P/\sqrt{P}], \]  

(39)

which, for a laser power of 3.2 mW, gives a dynamic range of 33 dB. We find that the interferometric spectrum analyzer provides 27 dB more dynamic range than a power spectrum analyzer for the set of parameters given.

It is frequently cited in the literature that an interferometric spectrum analyzer provides twice the dynamic range in decibels as that produced by a power spectrum analyzer. We now examine in more detail the relationships between the interferometric and power spectrum analyzer dynamic ranges. In Fig. 9 we graph the output signal power, as given by the numerators of Eqs. (32) and (38), as a function of the rf input signal power. The noise floor is established by the noise equivalent power of the photodetector, except at high input signal levels where the system has a slightly higher noise floor caused by signal dependent shot noise.
As expected, the output vs input line for a power spectrum has a slope of two, whereas the slope is one for an interferometric spectrum analyzer. For a given laser power, the vertical axis intercept point is lower for the interferometric spectrum analyzer because (1) half of the laser power is lost by the recombining beam splitter, and (2) the reference-beam power is spread over a larger range of spatial frequencies so that the reference-beam amplitude at any particular photodetector is low.

The dynamic range is determined by the points at which the two input/output lines intercept the noise floor. A relationship between the interferometric dynamic range ($DR_I$) and the power dynamic range ($DR_P$) can be obtained by substituting the laser power, as given by Eq. (35), required to provide a given $DR_I$ into Eq. (39). We can simplify Eq. (35) for the case of $g$ very much greater than one to the form

$$P = \sqrt{\frac{c}{g}}$$

Since $DR_I = 20 \log(C_T)$ and $c = 9.8(10^{-4})C_T$, we can rearrange Eq. (39) in the form of

$$DR_I = 2DR_P - 10 \log(TW/25).$$

This result shows that, in the limit of small time-bandwidth products, the interferometric system does provide twice the dynamic range in decibels as expected. A small time-bandwidth product has the effect of closing the gap between the vertical axis intercept points shown in Fig. 9 so that the superior performance of the interferometric approach is evident at higher input signal levels. We also note from Eq. (41) that the improvement factor asymptotically approaches two as the absolute performance level increases for a fixed value of $TW$.

VI. Summary and Conclusions

The dynamic range of a power spectrum analyzer is generally limited by the dynamic range available from self-scanned photodetector arrays. Furthermore, the output current is proportional to the input rf power so that a significant amount of laser power is needed to achieve a high dynamic range. Interferometric spectrum analyzers produce an output that is proportional to the input rf magnitude and generally provide more dynamic range for a given laser power.

In this paper a technique is described wherein the reference beam is spatially modulated and geometrically shifted so that the interference temporal frequency is constant over the entire spectrum. This fixed frequency offset permits a narrowband postdetection filter to separate the signal term from the bias terms at the output. Furthermore, the filter rejects sidelobe contributions from nearby cw signals so that reduced cross talk levels can be achieved without the need to weight the input illumination. A more uniform input illumination, in turn, leads to better short-pulse detectability because the pulse amplitude is more constant over the processing time of the cell. A further advantage of the interferometric technique is that scattered light does not contribute to the output because it falls outside the bandwidth of the filter.

Two types of reference-beam modulation have been studied. A chirp waveform, having the same bandwidth at the rf signal, provides a continuum of spatial and temporal frequencies at the output plane and, for most applications, has adequate amplitude stability as a function of space and time. We also investigated the properties of pseudonoise sequences; the same postdetection filtering techniques apply, and, for very short-pulse or cw signals, the results are similar to those obtained from the chirp waveform except that the sidelobe suppression effect may not be as strong as with the chirp waveform. A potential advantage of the pseudonoise sequence waveform is that it can be recirculated through the Bragg cell and provides phase continuity at the output of the system. The choice of which reference-beam modulation to use is dependent on the application.

We have also determined the minimum laser power required to achieve a given dynamic range and compared the performance of an interferometric and a power spectrum analyzer having the same operating parameters. The dynamic range of the interferometric system is, in the limit of small time-bandwidth products, a factor of 2 larger in decibels than that of a conventional system. The improvement in the dynamic range is a function of the time-bandwidth product and the absolute dynamic range obtained.
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Bragg cell diffraction patterns

A. VanderLugt

The 2-D diffraction patterns produced by fully illuminated Bragg cells can be characterized by curved singularity functions. The degree of curvature is related to the optical wavelength, the acoustic wavelength, and the degree of anisotropy of the interaction material. Analytical expressions are derived for the singularity functions, and the impact of the nonideal diffraction pattern in certain signal processing problems is calculated. The most notable effect is an increase in the side-lobe levels and a slight loss in resolution when Bragg cells are used in spectrum analyzers. Truncation of the diffraction pattern or the use of the line illumination, when possible, reduces the degradation of the diffraction pattern.

I. Introduction

Bragg cells are widely used as modulators, beam deflectors, and analog or digital delay lines for signal processing. In each case light waves interact with sound waves, produced by an electrical/acoustic transducer, so that the light is modulated in space and time. The quality of the optical wave front is particularly important in applications such as spectrum analysis, wherein the resolution of the system is significantly reduced if the wave front is distorted.

One method for testing the optical quality of a wave front is to use Fourier analysis techniques which give a direct measure of performance. We examined the Fourier transforms of various Bragg cells operating in the longitudinal wave mode. The diffraction pattern was the expected 2-D sinc function, except that in one dimension the function was curved toward the optical axis.

The purpose of this paper is to analyze this phenomenon for both isotropic and anisotropic interaction materials, to illustrate the phenomenon for certain types of Bragg cells, and to calculate its effect on the performance of some optical processing systems.

II. Theory

One way to visualize the optical wave front produced by a Bragg cell is through use of a schlieren imaging technique. Figure 1 shows a schlieren image of a lead molybdate (PbMoO₄) device operated in the longitudinal mode at a 400-MHz frequency. In the near field of the transducer, the acoustic waves interfere to produce an intricate pattern that has been studied by Cook et al. A null is formed at a distance ~H²/8λ from the transducer, where H is the height of the transducer and λ is the acoustic wavelength. As the distance from the transducer increases, the acoustic waves diverge to produce the far-field interference pattern. Several studies have been made in which the sound pressure fields have been calculated and measured by optical probing techniques. These analyses begin with the observation that the transducer is equivalent to an optical source so that the sound field can be calculated by using the Huygens-Fresnel diffraction formula. The excitation produced by a finite source is decomposed into a family of plane waves, and the far-field pattern is generally expressed in terms of an angular spectrum.

We take a related approach in which we start with the sound field produced by a transducer of infinitesimal height and account for its finite height after we find the Fourier transform of the coupled optical waveform. Our model for the acoustic wave front is described with reference to Fig. 2. The Bragg cell is located in plane P₁, having coordinates x and y, which lies in the front focal plane of a lens having focal length F. The Bragg cell has length L in the x direction; the transducer has a height H in the y direction and a width W in the direction of the optical axis. The cell is illuminated by a uniform collimated beam of monochromatic light. The acoustic wave produced by a wide transducer having a very small height can be represented as cylindrical sheets that diverge in the y direction as they propagate in the x direction. We shall assume that the width of the transducer is nearly equal to the width of the Bragg cell and ignore effects due to reflections.
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Fig. 1. Schlieren image of a lead molybdate Bragg cell (400 MHz).
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\[ A(\alpha, \beta) = \int_0^L \int_{-\pi/2}^{\pi/2} \frac{1}{\sqrt{2\pi}} \exp(-i2\pi/\Lambda) \exp(-\epsilon r) \times \exp\left[-i \frac{2\pi}{\lambda} (\alpha x + \beta y)\right] dx dy, \quad (2) \]

where \( \alpha = \arctan(\xi/F) \) and \( \beta = \arctan(\eta/F) \); the variables \( \xi \) and \( \eta \) are the physical coordinates in the Fourier transform plane. We now change to polar coordinates by letting \( x = r \cos \theta \) and \( y = r \sin \theta \) so that Eq. (2) becomes

\[ A(r, \theta) = \int_0^L \int_{-\pi/2}^{\pi/2} \frac{1}{\sqrt{2\pi}} \exp(-i2\pi/\Lambda) \exp(-\epsilon r) \times \exp\left[-i \frac{2\pi}{\lambda} (\alpha \cos \theta + \beta \sin \theta)\right] r dr d\theta, \quad (3) \]

where the region of integration extends over the semi-circle in the right-hand plane of the Bragg cell. It is also convenient to convert the coordinates in the Fourier plane to the polar form; that is, let \( \alpha = \sigma \cos \gamma \) and \( \beta = \sigma \sin \gamma \). Considering the integration on \( \theta \) first, we have

\[ G(r, \sigma, \gamma) = \int_{-\pi/2}^{\pi/2} \frac{2\pi}{\lambda} \exp\left[-i \frac{2\pi r}{\lambda} \cos(\gamma - \theta)\right] d\theta, \quad (4) \]

which is independent of \( \gamma \) and equal to

\[ G(r, \sigma) = 2\pi J_0(2\pi r \sigma/\lambda), \quad (5) \]

where \( J_0(z) \) is the zeroth-order Bessel function of the argument \( z \). We now use \( G(r, \sigma) \) in Eq. (3) to obtain

\[ A(\sigma) = \int_0^L \frac{2\pi}{\lambda} J_0(2\pi r \sigma/\lambda) \times \exp\left(-i2\pi r/\Lambda\right) \exp(-\epsilon r) dr, \quad (6) \]

We can extend the upper limit to infinity if we multiply the integrand by \( \text{rect}(r/L - \frac{1}{2}) \), and, after Eq. (6) has been solved, we account for the finite length of the Bragg cell through a convolution in \( \sigma \) with a function \( W(\sigma) \), which is the Fourier transform of the product \( \text{rect}(r/L - \frac{1}{2}) \exp(-\epsilon r) \). The solution to Eq. (6) is given by the relationship

\[ \int_0^\infty \exp(-at) dt = \frac{1}{a} \left[ -e^{-at} \right]_0^\infty = \frac{1}{a}, \]

\[ \int_0^\infty \exp(-at) t^n dt = \frac{n!}{a^{n+1}}. \]
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Fig. 3. Phase vector $\mathbf{K}(\phi)$ and Poynting vector $\mathbf{K}(\chi)$ plotted for $s = -\frac{1}{2}$. Both vectors follow the dashed circle for isotropic materials ($s = 0$).

where $F(\cdot)$ is the hypergeometric function. For our application, we have $v = 0$ and $\alpha = 3/2$ so that

$$A(\sigma) = \frac{2\pi \Gamma(3/2)}{\sqrt{\Lambda} \Gamma(1/2 + b)\Gamma(1/2)} F\left(-1/4,3/4;1;\frac{b^2}{a^2}\right),$$

(8)

where $a = j2\pi/\Lambda$ and

$$b = 2\pi \sigma/\Lambda.$$  

Since $A(\sigma)$ is the Fourier transform of a (nearly) cophasal optical wave front over the infinite half-plane, we expect $A(\sigma)$ to be a singularity function that behaves as a $\delta$ function.\(^{\dagger}\) A singularity function in $\sigma$ results if $b^2 = -a^2$, provided that $a \neq 0$ and that $F(-1/4,3/4;1;1)$ is finite. If $b^2 = -a^2$, we use Eq. (9) to obtain

$$\sigma^2 = a^2 + b^2 = (\Lambda/\lambda)^2,$$

(10)

which is a valid solution because $a \neq 0$, and we have that\(^{\dagger}\)

$$F(-1/4,3/4;1;1) = \frac{\Gamma(1)\Gamma(3/2)}{\Gamma(5/4)\Gamma(1/4)} \approx 0.54,$$

so that the hypergeometric function is finite. The equation of the singularity function as given by Eq. (10) is that of a circle having a radius $\Lambda/\lambda$ centered on the optical axis. As the acoustic wavelength changes for different rf drive frequencies, the singularity function is always a circle centered on the optical axis, but its radius varies inversely with the wavelength.

To complete the analysis for isotropic crystals, we now consider the effect of the Bragg angle matching the energy velocity in which

$$\frac{\Delta v}{v} = \frac{\phi^2}{2} \frac{c_{44} - c_{44}}{(c_{13} + c_{13})/2},$$

(12)

where $c_{ij}$ are the elastic constants, $\rho$ is the density of the crystal, and $\phi$ is shown in Fig. 2. For small values of $\phi$ we can write Eq. (12) as $\Delta v = -s\phi^2 v$, so that the phase velocity at an angle $\phi$ is

$$v(\phi) = v(1-s\phi^2).$$

(13)

We use a negative sign in the relationship for $\Delta v$ to be consistent with Papadakis\(^{\dagger}\) and Cohen.\(^{\dagger}\) Since the acoustic wavelength is $\Lambda = 2\pi v/\omega$, where $\omega$ is the acoustic frequency, the wavelength dependence on $\phi$ has the same form as Eq. (13).

We are now in a position to see how the solution to the isotropic case can be modified to account for the anisotropy of certain materials. The coupling of the optical and acoustic wave fronts requires that we first find the acoustic pressure field within the cell. In Fig. 3 we show the acoustic $K$ vector associated with the phase velocity of a propagating wave. The magnitude of this vector at an angle $\phi$ is given by

$$K(\phi) = \frac{\omega}{v(\phi)} = \frac{2\pi}{\lambda(-1-s\phi^2)}.$$

(14)

The acoustic energy in an anisotropic material propagates at an angle $\chi = \phi + \psi$. Auld\(^{\dagger}\) derives a relationship between the magnitudes of the phase velocity and the energy velocity in which $v(\chi) = v(\phi)/\cos \chi$, where $\psi$ is the angle between the phase vector and the energy (Poynting) vector. Furthermore, Papadakis\(^{\dagger}\) shows that $\psi = -2s\phi$ so that

$$v(\chi) = v(1 - s\phi^2),$$

(15)

which is valid to terms of the order of $\chi^2$. The magnitude of the acoustic $K$ vector associated with the energy flow is then

$$K_\alpha(\chi) = \frac{\omega}{v(\chi)} = \frac{2\pi}{\lambda(-1-\chi^2+2s)}.$$

(16)

The scalar product of the Poynting vector and a distance vector defines the pressure at each point within the cell. The scalar product is
and use this value for $\delta$ in the expression for $\alpha$. For the negative diffracted order, we have

$$\beta^2 = -\frac{\lambda(\alpha + \lambda/\Lambda)}{\Lambda(\beta^2 - \alpha)}.$$  

(19)

The parabolic form of the singularity function can also be obtained from Eqs. (20) if we note that $\delta = \lambda/\Lambda$ and use this value for $\beta$ in the expression for $\alpha$. For the negative diffracted order, we have

$$\alpha = -\frac{\lambda}{\Lambda}[1 - (s - \frac{1}{2})(\delta^2/\Lambda^2)] = -\frac{\lambda}{\Lambda}[1 - (s - \frac{1}{2})(\delta^2/\Lambda^2)],$$  

from which we get the result that

$$\beta^2 = \frac{\lambda(\alpha + \lambda/\Lambda)}{\Lambda(\beta^2 - \alpha)}$$  

(21)

in agreement with Eq. (19).

In Fig. 4 we show the singularity function of anisotropic materials for several values of the parameter $s$. For $s = 0$, the singularity function is a sector of a circle. For $s < 0$ the singularity function curves more rapidly toward the optical axis, whereas for $s > 0$, the singularity function curves less rapidly toward the source. The horizontal difference between the spatial frequency at an angle $\phi$ and that at $\phi = 0$ is obtained from Eq. (20):

$$\Delta \alpha(\phi) = \alpha_0 - \alpha_s = (s - \frac{1}{2})\sigma^2/\Lambda.$$  

(21)

From this relationship we see that $s = \frac{1}{2}$ results in a singularity function that is a straight vertical line passing through $\alpha = -\lambda/\Lambda$. Papadakis gives some limits on the value of $s$ in terms of the elastic constants and argues that $s$ must $< \frac{1}{2}$. The values of $s$ as given by Papadakis and by Waterman range from $+0.38$ for KCl to $-5.23$ for Zn. Cohen observed that a crystal for which $s = \frac{1}{2}$ is one in which the acoustic beam divergence is zero. Such a crystal would produce a self-collimating acoustic beam, and the diffraction pattern would be identical to that produced by a 2-D rectangular aperture having a uniform phase weighting.

In the present work the magnitude of $\Delta \alpha(\phi)$ can be large if $s$ is highly negative, which is the case for TeO$_2$ operated in the slow-shear mode. Furthermore, $\Delta \alpha(\phi)$ gives a direct measure of $s$ from experimentally generated diffraction patterns as we shall show in the next section.

III. Experimental Results

Figure 2 shows the experimental setup used to generate the diffraction patterns. Light from a He–Ne laser is collimated so that the Bragg cell is illuminated at the Bragg angle. Lens L$_1$ produces the 2-D Fourier transform of the fully illuminated Bragg cell at plane $P_1$. Figure 5 shows the resulting diffraction pattern for a PbMoO$_4$ cell driven by a single frequency at 400 MHz. The intensity $I(\alpha,\beta)$ follows the singularity function whose coordinates are given by Eq. (20). The intensity weighting in the $\delta$ direction is $\sin^{2}(2\pi \delta/\Lambda)$, and the intensity weighting normal to the singularity function is $\sin^{2}(2\pi \alpha/\Lambda)$. An additional weighting in the horizontal direction is due to the Bragg angle mismatch conditions; it is not obvious unless the value of $s$ is highly negative. At $\beta = 0$ the singularity function occurs at $\alpha = -\lambda/\Lambda$ relative to the focal point of the undiffracted light, where $\lambda/\Lambda$ is twice the Bragg angle.
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The diffraction pattern more nearly approximates an orthogonal set of singularity functions from a straight line. Deviations of the singularity function from a straight line. 

Measuring the locus for each singularity and integrating (detecting) light in the vertical direction. Because two Bragg cells are used in the Bragg mode, it may not be possible to use a line illumination function instead of a straight line. The pattern for Bragg cells lies along a curved singularity function to be a circle as predicted by Eq. (10) or (20). Since the rate at which the singularity function deviates from a straight line is proportional to $s = -0.176$ for PbMoO$_4$ and $s = 0.274$ for TeO$_2$. Our measured data for $s$ are in reasonable agreement with those calculated from Eq. (22), given the degree of accuracy in measuring the $c_{ij}$. We also tested a Bragg cell fabricated from fused quartz, which is isotropic, and found the singularity function to be a circle as predicted by Eq. (10) or (20). Since the rate at which the singularity function deviates from a straight line is proportional to $s$, we find that the rate is lowest for TeO$_2$ and highest for PbMoO$_4$; the rate for fused quartz is nearly halfway between these two values.

The diffraction patterns produced by acoustooptic cells operated in the Bragg mode are similar to those obtained by Shaeffer and Bergmann for cells operated in the Raman-Nath mode. In the examples they give, as well as those illustrated in Refs. 21 and 22, the diffraction patterns are symmetric about the focal point of the undiffracted light because drive frequencies are low. These patterns are also generally more complicated because both shear and longitudinal waves propagate within the cell.

The significance of the fact that the diffraction pattern for Bragg cells lies along a curved singularity function instead of a straight line depends on the application. The Fourier transform of signals introduced by Bragg cells is used extensively in spectrum analysis and in spatial filtering applications. In these applications the Bragg cell is often illuminated by a line source generated by inserting a cylindrical lens between $L_1$ and the Bragg cell (see Fig. 2) as well as between the Bragg cell and lens $L_2$. In this fashion, a 1-D Fourier transform is generated with the line source being imaged in the orthogonal direction. In some configurations, however, it may not be possible to use a line illumination because two Bragg cells are used in series, or they are used in a Rayleigh interferometer wherein a single lens is used to ensure that the Fourier transforms overlap.

For such configurations we want to know the effect of integrating (detecting) light in the vertical direction. In Fig. 7 we see the results of integrating $I(\alpha, \beta)$ in the $\beta$ direction to the tenth zeros on either side of the horizontal axis. Since $\Delta \alpha$ as given by Eq. (21) gives the deviation of the singularity function from a straight line, we define a parameter $D = (1/2 - s)\Delta \alpha$; the integrated intensity is shown for $D$ equal to 0, 1/16, 1/32, and 1/64. The result for $D = 0$ represents the integrated intensity of the diffraction pattern of a hypothetical self-collimating Bragg cell ($s = 1/2$) and forms a basis for comparing the results for other values of $D$. We compare the results for $D = 1/64$ with the ideal case, since it shows the greatest departure from the ideal. First, the sidelobes are asymmetric, being higher in the direction of the optical axis, and the nulls are less well formed. Second, the main lobe width is 3% wider and is shifted toward the optical axis by 4° of the main lobe width.

In Table I we give the values of the elastic coefficients for PbMoO$_4$ and TeO$_2$ from which we calculate that $s = -0.176$ for PbMoO$_4$ and $s = 0.274$ for TeO$_2$. Our measured data for $s$ are in reasonable agreement with those calculated from Eq. (22), given the degree of accuracy in measuring the $c_{ij}$. We also tested a Bragg cell fabricated from fused quartz, which is isotropic, and found the singularity function to be a circle as predicted by Eq. (10) or (20). Since the rate at which the singularity function deviates from a straight line is proportional to $s$, we find that the rate is lowest for TeO$_2$ and highest for PbMoO$_4$; the rate for fused quartz is nearly halfway between these two values.

The diffraction patterns produced by acoustooptic cells operated in the Bragg mode are similar to those obtained by Shaeffer and Bergmann for cells operated in the Raman-Nath mode. In the examples they give, as well as those illustrated in Refs. 21 and 22, the diffraction patterns are symmetric about the focal point of the undiffracted light because drive frequencies are low. These patterns are also generally more complicated because both shear and longitudinal waves propagate within the cell.

The significance of the fact that the diffraction pattern for Bragg cells lies along a curved singularity function instead of a straight line depends on the application. The Fourier transform of signals introduced by Bragg cells is used extensively in spectrum analysis and in spatial filtering applications. In these applications the Bragg cell is often illuminated by a line source generated by inserting a cylindrical lens between $L_1$ and the Bragg cell (see Fig. 2) as well as between the Bragg cell and lens $L_2$. In this fashion, a 1-D Fourier transform is generated with the line source being imaged in the orthogonal direction. In some configurations, however, it may not be possible to use a line illumination because two Bragg cells are used in series, or they are used in a Rayleigh interferometer wherein a single lens is used to ensure that the Fourier transforms overlap. For such configurations we want to know the effect of integrating (detecting) light in the vertical direction.

In Fig. 7 we see the results of integrating $I(\alpha, \beta)$ in the $\beta$ direction to the tenth zeros on either side of the horizontal axis. Since $\Delta \alpha$ as given by Eq. (21) gives the deviation of the singularity function from a straight line, we define a parameter $D = (1/2 - s)\Delta \alpha$; the integrated intensity is shown for $D$ equal to 0, 1/16, 1/32, and 1/64. The result for $D = 0$ represents the integrated intensity of the diffraction pattern of a hypothetical self-collimating Bragg cell ($s = 1/2$) and forms a basis for comparing the results for other values of $D$. We compare the results for $D = 1/64$ with the ideal case, since it shows the greatest departure from the ideal. First, the sidelobes are asymmetric, being higher in the direction of the optical axis, and the nulls are less well formed. Second, the main lobe width is 3% wider and is shifted toward the optical axis by 4° of the main lobe width.

In Table I we give the values of the elastic coefficients for PbMoO$_4$ and TeO$_2$ from which we calculate that $s = -0.176$ for PbMoO$_4$ and $s = 0.274$ for TeO$_2$. Our measured data for $s$ are in reasonable agreement with those calculated from Eq. (22), given the degree of accuracy in measuring the $c_{ij}$. We also tested a Bragg cell fabricated from fused quartz, which is isotropic, and found the singularity function to be a circle as predicted by Eq. (10) or (20). Since the rate at which the singularity function deviates from a straight line is proportional to $s$, we find that the rate is lowest for TeO$_2$ and highest for PbMoO$_4$; the rate for fused quartz is nearly halfway between these two values.

The diffraction patterns produced by acoustooptic cells operated in the Bragg mode are similar to those obtained by Shaeffer and Bergmann for cells operated in the Raman-Nath mode. In the examples they give, as well as those illustrated in Refs. 21 and 22, the diffraction patterns are symmetric about the focal point of the undiffracted light because drive frequencies are low. These patterns are also generally more complicated because both shear and longitudinal waves propagate within the cell.

The significance of the fact that the diffraction pattern for Bragg cells lies along a curved singularity function instead of a straight line depends on the application. The Fourier transform of signals introduced by Bragg cells is used extensively in spectrum analysis and in spatial filtering applications. In these applications the Bragg cell is often illuminated by a line source generated by inserting a cylindrical lens between $L_1$ and the Bragg cell (see Fig. 2) as well as between the Bragg cell and lens $L_2$. In this fashion, a 1-D Fourier transform is generated with the line source being imaged in the orthogonal direction. In some configurations, however, it may not be possible to use a line illumination because two Bragg cells are used in series, or they are used in a Rayleigh interferometer wherein a single lens is used to ensure that the Fourier transforms overlap. For such configurations we want to know the effect of integrating (detecting) light in the vertical direction.
toward the optical axis, suggest that the Fourier transform should be truncated at the first zeros by the detector to avoid an increase in the sidelobe levels. The penalty for truncation is a loss of ~10% of the available optical power.

IV. Bragg Cell Illumination

In some applications, the Bragg cell is illuminated by a line source generated by the use of a cylindrical lens arrangement as described in Sec. III. We now compare the effects of 1-D illumination with that of 2-D illumination on the diffraction pattern. In this case, the diffraction pattern is understood to exist in the horizontal direction, whereas the light distribution in the vertical direction is the image of the line source.

We use the same model for acoustic wave propagation as shown in Fig. 2. We now cannot account for the finite height of the transducer through a multiplication of the singularity function by \( \text{sinc}(H/\lambda) \) in the Fourier plane; instead we must calculate the effect of the finite height of the transducer through a multiplication of the singularity function by \( \text{sinc}(H/\lambda) \) in the Fourier plane.

In Fig. 8 we show the results when \( I(\alpha, \beta) \) is integrated to the fifth zeros on either side of the horizontal axis. The same general features as described above are evident except that the degradation from the ideal is not as great. Experimental data obtained from a TeO2 cell operating at 290 MHz (equivalent to \( D = 1/32 \)) is also plotted in Fig. 9. Although the overall level of the sidelobes is higher for the experimental data due to scattered light, the general form of the data is in good agreement with the theory.

The best performance is obtained when we integrate only to the first zeros in the vertical direction. The results, shown in Fig. 10 for the sidelobes extending
transducer at the plane of the Bragg cell. The contribution from an elemental area of the transducer for the anisotropic case is obtained from Eq. (18):

\[ a(x,y) = \frac{1}{\sqrt{\Delta x}} \exp \left[ -j \frac{2\pi}{\lambda} \left( x + \frac{y^2}{2\lambda(1 - 2s)} \right) \right] \exp(-cx). \]

We convolve this function with \( \text{rect}(y/H) \) to obtain the total amplitude and phase function over the exit face of the Bragg cell. The convolution integral is then

\[ a(x,y) = \int_{-\infty}^{\infty} \frac{1}{\sqrt{\Delta x}} \exp \left[ -j \frac{\pi(y - u)^2}{\Delta x(1 - 2s)} \right] \text{rect}(u/H) du. \]

where we have neglected the attenuation factor \( e \).

As before, we assume that the width of the transducer along the optical axis is large so that its end effects are negligible. This assumption may seem less valid than before because the light is now focused within the cell. The transducer for the PbMoO₄ cell is 150 \( \mu \)m high and 600 \( \mu \)m wide. If a Gaussian beam is focused within the cell so that the beam waist height is \( \approx 40 \mu \)m, the beam waist does not grow by more than 4% at the entrance and exit faces of the cell. The line illumination is, therefore, more nearly equivalent to a collimated beam than it is to a convergent or divergent beam.

The \( \text{rect}(u/H) \) function in Eq. (23) can be removed by restricting the limits of integration to \( |u| \leq H/2 \) so that

\[ a(x,y) = \frac{1}{\sqrt{\Delta x}} \left[ C(1 - q/\Delta x) + jS(1 - q/\Delta x) \right] + \frac{1}{\sqrt{\Delta x}} \left[ C(1 + q/\Delta x) + jS(1 + q/\Delta x) \right], \]

where \( C(\cdot) \) and \( S(\cdot) \) are the Fresnel sine and cosine integrals, and \( q = H^2/2\lambda(1 - 2s)L \). The variables in Eq. (24) have been normalized so that \( |y| \leq 1 \) and \( 0 \leq x \leq 1 \); this result shows that the amplitude transmittance along the Bragg cell at any value of \( y \) is a combination of Fresnel integrals. The amplitude and phase along the horizontal axis \( (y = 0) \) are shown in Fig. 11 for a PbMoO₄ Bragg cell driven at 400 MHz with \( H = 150 \mu \)m and \( L = 2.6 \) mm. Since the Fresnel integrals are functions of \( \sqrt{1/x} \), both the amplitude and phase oscillate rapidly at small values of \( x \). The frequency of oscillation decreases as the distance from the transducer increases, and, for large values of \( x \), the amplitude decays slowly. The maximum dip in the amplitude occurs at \( x_0 \); from Eq. (24) we find that this dip occurs when the argument of the Fresnel integral is \( \approx 1.88 \). Therefore, we find that

\[ x_0 = \frac{H^2}{\sqrt{2} \lambda L(1 - 2s)}. \]

For an isotropic medium, this value of \( x_0 \) agrees reasonably well with that predicted by Ingenito and Cook who give a value of \( x_0 = H^2/8\lambda L \).

We now compute the Fourier transform of \( a(x,y) \) to obtain the diffraction pattern in the horizontal direction. For convenience, we normalize the spatial frequency so that \( \alpha_1 = (\alpha + \lambda/L)L/\lambda \):

\[ F(\alpha_1, y) = \int_{-\infty}^{\infty} a(x,y) \exp(-j2\pi\alpha_1 x) dx. \]

The final step is to integrate the intensity of the Fourier transform over \( y \) to obtain the diffraction pattern that will be measured by a photodetector. Figure 12 shows the normalized magnitude squared of \( F(\alpha_1) \) for PbMoO₄ as well as the diffraction pattern for the ideal case of a self-collimating material. We see that the central lobe is slightly broader due to a combination of the amplitude and phase weighting of \( a(x,y) \). The entire diffraction pattern is shifted by a small amount; from Fig. 11 we see that the linear component of the phase over the region \( 0.2 \leq x \leq 1 \) is \( \approx -0.5 \) rad so that the pattern should shift by nearly \( \pi/10 \) (i.e., \( \approx 10\% \) of the angular distance between adjacent nulls). In comparing the results in Fig. 12 with those in Fig. 7, we see that the sidelobes toward the optical axis are lower, instead of higher, than those due to a uniformly illuminated aperture. The use of line illumination, therefore, causes the sidelobe levels to be more nearly equal to those produced by a uniformly illuminated aperture.

From Eq. (24) and Fig. 11, we see that the amplitude transmittance fluctuates rapidly in the region \( x < x_0 \).
We might expect, therefore, that the Fourier transform would be more nearly ideal if we were to truncate the illumination so that this region does not contribute to the Fourier integral. We calculated the Fourier transform of \(a(x,0)\) only over the range \(-x_0 \leq x \leq 1\) and noted some differences in the structure of the sidelobes extending toward the optical axis. The major change is in the value of the second sidelobe and the depth of the second null in the Fourier transform. As we increased the range of \(y\) over which we integrate at the Fourier plane, we found the differences to diminish so that truncation of the oscillating portion of \(a(x,y)\) has less effect.

IV. Summary and Conclusions

The diffraction pattern of a uniformly illuminated Bragg cell lies along a singularity function that is determined by the phase velocity of the interaction material. For an isotropic material, this curve is a circle whose origin is at the focal point of the undiffracted beam and whose radius is twice the Bragg angle. For an anisotropic interaction medium we used Waterman's approximation to the phase velocity profile and found that the singularity function is a parabola having its vertex at twice the Bragg angle. Experimental measurements of \(s\) are in close agreement with those obtained from the elastic constants.

In signal processing applications where the Bragg cell must be uniformly illuminated, the curved singularity function causes the sidelobe levels in the direction of the source to increase when the diffraction pattern is integrated along a vertical line instead of along the locus of the curve. The severity of this problem can be reduced by restricting the region of integration in the vertical direction; the permissible region of integration is a function of \(\lambda, \Delta, \text{and} \ s\). Line illumination of the Bragg cell can be used to further reduce the deterioration of the diffraction pattern. Some residual aberrations still exist under these conditions, but their effects are small. A final technique for improving the diffraction pattern is to use an aperture stop to remove the contributions of rapid acoustic wavefront oscillations near the transducer.

I thank A. M. Bardos, M. L. Shah, and G. S. Moore for stimulating technical discussions and G. H. Thaker and M. A. Epstein for assistance with the computer programs. Special thanks to S. J. Adhav for assistance in the experimental work. This activity was performed under a grant from the U.S. Army Research Office.

Appendix

From Eq. (18) we have that the effective amplitude distribution at the Bragg cell is

\[
a(x,y) = \frac{1}{\sqrt{\pi}} \exp\left(-\frac{2\pi^2}{\lambda^2} (x + y)/(2x(1 - 2x)) \right) \exp(-x^2),
\]

and the region of integration is a wedge having its apex at \(x = 0\) so that \(0 \leq x \leq L\) and \(|y| \leq \phi_{0x}\), where \(\phi_{0x}\) determines the upper and lower boundaries of the wedge. We first perform the integration on \(y\):

\[
G(x,d) = \int_{-\infty}^{\infty} \exp[-i2\pi y/2\lambda x (1 - 2x)] \exp(-i2\pi d/\lambda) dy,
\]

which can be solved by using the relationship that

\[
\int \exp(-ct^2 - 2dtdc) = \frac{\sqrt{\pi}}{c} \exp(d^2/c) \times \text{erf}(ct - d/\sqrt{c}), \quad c > 0.
\]

If we make the associations and definitions that

\[
c = \pi/\lambda x (1 - 2x), \quad d = j\pi d/\lambda, \quad \epsilon = \pi/\lambda (1 - 2x),
\]

we have that

\[
G(x,d) = \frac{1}{\sqrt{\pi \lambda x}} \exp(d^2/c) \times \text{erf}(\phi_{0x} - d/\sqrt{c}) - \text{erf}(\phi_{0x} + d/\sqrt{c}) - \epsilon
\]

We now account for the finite transducer height \(H\) by multiplying \(G(x,d)\) by \(\sin(Hd/\lambda)\). The integration on \(x\) now becomes

\[
A(\alpha, \delta) = \frac{1}{\sqrt{\pi \lambda}} \int_0^\infty \text{erf}[\phi_{0x} - d/\sqrt{c}] \exp\left(-\frac{2\pi^2}{\lambda^2} (x + y)/(2x(1 - 2x)) \right) \exp(-x^2) dx
\]

minus a similar integral in which \(\phi_{0x}\) is replaced by \(-\phi_{0x}\). We can extend the upper limit to infinity if we multiply the integrand by \(\text{rect}(r/L - 1/2)\) and account for the finite limit through a convolution in \(x\) with \(\sin(L \alpha/\Lambda)\). We now use the relationship that

\[
\int_0^\infty \exp(-|t|) \text{erf}(\sqrt{t}) dt = \sqrt{\pi} \text{erf}(\sqrt{t}) + \text{Re}(t) > 0.
\]

The presence of the attenuation factor \(e\) ensures that \(\text{Re}(f + g) > 0\) so that Eq. (A4) is valid. We must exercise some care in applying Eq. (A4) in evaluating Eq. (A2) because the signs of the arguments of the error function change as a function of \(\beta\). Consider the interval for which \(|d/\sqrt{c}| \leq \phi_{0x} / c\); from Eq. (A1) we find that this corresponds to \(|\beta| \leq \phi_{0x} \lambda / (1 - 2x)\). For this range on \(\beta\), the sign of the argument of the second error function in Eq. (A2) is negative, and we can use the relationship that \(\text{erf}(-t) = -\text{erf}(t)\). We now make the associations that

\[
f = \frac{2\pi}{\lambda} (x + y)/(2x(1 - 2x)),
\]

\[
\gamma = \phi_{0x} - d/\sqrt{c},
\]

\[
\zeta = \phi_{0x} + d/\sqrt{c},
\]

where we use \(g_1\) in Eq. (A3) and \(g_2\) in the companion integral. We now have that

\[
A(\alpha, \delta) = \frac{\sqrt{\pi}}{\lambda} \left[ \frac{1}{\sqrt{\pi}} f + g_1 + \phi_{0x} \lambda / (1 - 2x) \right] - \frac{\sqrt{\pi}}{\lambda} \left[ \frac{1}{\sqrt{\pi}} f + g_2 + \phi_{0x} \lambda / (1 - 2x) \right].
\]

As explained in the text, we expect \(A(\alpha, \delta)\) to be a singularity function in \(\alpha\) and \(\delta\). Such a function is obtained in the limit as \(f\) tends toward zero. From Eqs. (A5) and (A1) we find that \(\epsilon = 0\) yields
in the limit as \( \epsilon \to 0 \). Letting \( \epsilon \to 0 \) is equivalent to the requirement that the acoustic attenuation be very small; in a practical sense, if \( \epsilon \) is small over the aperture length \( L \), use of the singularity function is valid. Equation (A6) now becomes

\[
A(\alpha, \beta) = i \frac{2}{\lambda} \text{sin}(H\beta/\lambda) \left[ \beta^2 - \frac{i\alpha + \lambda/\lambda}{(i\lambda/2 - s)} \right],
\]

(A8)

which must be convolved with \( \text{sin}(L\alpha/\lambda) \) to account for the finite length of the Bragg cell. The resulting intensity of the Fourier diffraction pattern is then

\[
I(\alpha, \beta) = \frac{1}{\lambda} \text{sin}^2 \left( \frac{L}{\lambda} f(\alpha, \beta) \right) \text{sin}^2 (H\beta/\lambda),
\]

(A9)

where \( f(\alpha, \beta) \) is the argument of the \( \delta \) function in Eq. (A8).

Equation (7) is an important result since it embodies many features of the diffraction pattern. First, it is the standard form of a parabola whose vertex is located at \( \alpha = -\lambda/\Lambda \). The position of the vertex is inversely related to the acoustic wavelength and directly related acoustic frequency. Second, the ratio of \( \lambda/\Lambda \) is twice the Bragg angle; that is, at any acoustic frequency \( \omega \), the angular displacement of \( f(\alpha, \beta) \) at \( \beta = 0 \) is at \( 2\theta_B \) with respect to the undiffracted light. If we had illuminated the cell at the Bragg angle with respect to the optical axis, which requires a factor \( \exp(-i2\pi\alpha x/\lambda) \) in the integrands of Eqs. (2) and (18) in the text, the undiffracted and diffracted light would propagate at angles of \( \pm\theta_B \) with respect to the normal to the Bragg cell. Third, the \textit{latus rectum} of the parabola is equal to \( \lambda/\Lambda(i\lambda/2 - s) \); the value of \( s \) then determines the degree of curvature of the diffraction pattern in the vicinity of \( \alpha = -\lambda/\Lambda \). Fourth, if \( s = 0 \), the crystal is isotropic so that the singularity equation becomes

\[
\beta^2 = \frac{2\alpha}{\lambda} \left( \alpha + \lambda/\Lambda \right),
\]

(A10)

which shows that the focus of the parabola is midway between the vertex and the axis defined by the undiffracted light.
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ABSTRACT

In some applications, the performance of multichannel Bragg cells is compromised by the spreading of the acoustic waves as they propagate; the spreading causes the signals in the channels to overlap. The overlapping can be significantly reduced by a spatial filter in a Fourier/image plane; the spatial filter is shown to be a cylindrical lens whose power is a function of the distance from the transducer. The effects of changes in the drive frequency as well as those of displacements of the filter are calculated. The reduction in the modulation transfer function as a function of propagation distance is calculated and some bounds on the time-bandwidth product and the number of channels are derived. In general, the overall performance can be improved by increasing the center frequency of the Bragg cell while keeping the bandwidth fixed.
1. **INTRODUCTION**

In some signal processing applications, multichannel Bragg cells are required to handle wideband parallel signals. One example is that of processing signals from a phased array antenna wherein we associate each channel of the Bragg cell with an antenna element. Multichannel Bragg cells were developed in the early 1960's by Lambert and his associates\(^1,2\), and cells with as many as 128 channels have been described\(^3\). As the channels become more densely packed, the transducer heights are reduced causing the acoustic energy to spread over larger angles as it propagates through the interaction material. The acoustic waves from adjacent channels therefore overlap after a short propagation distance so that the utility of the device may be less than that desired.

Experiments with a 128-channel Bragg cell constructed from SF-8 dense flint glass and with a 32-channel device constructed from TeO\(_2\) clearly show the acoustic spreading phenomena. In the high speed recording applications for which these devices were developed\(^3\), only the region near the transducer was used to modulate the light beam. We also noted, however, that even after the acoustic beams had overlapped completely, the diffracted light pattern could be separated into discrete channels to resemble the pattern produced near the transducer. This was accomplished by forming a Schlieren image at a plane displaced axially from that of the Bragg cell itself. This result, in turn, suggested that the acoustic spreading, in some sense, introduces the equivalent of a variable focusing power which is a linear function of the propagation distance. If this focusing action could be compensated so that, at some plane in an optical system, the diffracted light from each channel is confined to that channel, a more widely useful multichannel Bragg cell would result.

It is not sufficient, however, to confine the diffracted light to the channel without giving consideration to the impact that the compensation has on the modulation transfer function. As the acoustic energy propagates, the information diverges so that compensation causes it to be spread in the direction of propagation. The result is a loss in the modulation transfer function that is a function of the propagation distance. The desire to
confine the acoustic spreading must then be balanced by an acceptable loss in the modulation transfer function.

2. THEORY

The model that we use for analyzing the acoustic spreading is the same as that used before and is shown in Figure 1. An electrical signal drives a piezoelectric transducer having height $H$ and an interaction width $W$. The transducer launches an acoustic wave within the Bragg cell which changes the index of refraction; this, in turn, causes the phase of light from a coherent source to be modulated in space and time. If the drive signal is an RF signal at frequency $f_0$, the acoustic wavelength is $\lambda_0 = V/f_0$, where $V$ is the velocity of sound in the medium.

The acoustic wavefronts propagate in a fashion similar to optical wavefronts derived from a line source ($H \to 0$). If $W \gg H$, we can model the wavefronts as cylindrical sheets which, for an isotropic medium, spread at an angle $\pm \phi$ with respect to the $x$-axis. The degree to which acoustic spreading occurs is a function of the anisotropy of the medium, the acoustic wavelength and the transducer height.

The first step is to calculate the Fourier transform of a single channel Bragg cell driven as shown in Figure 1. We wish to derive the transform in the $y$-direction only, while we image the Bragg cell in the $x$-direction. We begin by considering the transducer to be a infinitesimal line source and account for its finite height by multiplying the Fourier transform by a sinc-function. The fourier integral to be solved is

$$G(x, \beta) = \frac{1}{\sqrt{\lambda \Lambda}} \int_{-\phi}^{\phi} \exp[-j2\pi x^2/2\Lambda x(1-2s)] \exp(-j2\pi \beta y/\lambda) dy,$$

where $\beta$ is the angular spatial frequency, $s$ is a parameter that characterizes the degree of anisotropy as given by the elastic constants, $\Lambda$ is the wavelength of the acoustic wave within the medium, and $\lambda$ is the wavelength of light. The region of integration is over a wedge whose apex is...
at $x = 0$ and $\theta_o$ is the angle at which the acoustic beam has its first nulls; this region contains most of the optical energy. The far field value of $\phi_o$ is

$$\phi_o = \Lambda (1-2s)/H.$$  \hfill (2)

In reference 4, we solved (1) in terms of error functions having complex valued arguments. An equivalent result that is somewhat simpler to derive and provides more physical insight can be obtained through the use of Fresnel integrals. We let

$$c = \frac{\pi}{\Lambda x (1-2s)}$$

$$d = \frac{\pi \beta}{\lambda}$$

so that

$$G(x, \beta) = \frac{1}{\sqrt{j\Lambda x}} \int_{\phi_o x}^{\phi_o x} \exp[-j(\gamma^2+2dy)] \, dy$$  \hfill (4)

By completing the square of the exponential and by changing variables, we obtain

$$G(x, \beta) = \frac{1}{\sqrt{j\Lambda x}} \exp(jd^2/c) \text{sinc}(\beta H/\lambda) \int_a^b \exp(-ju^2) \, du,$$  \hfill (5)

where $a = -\phi_o x \sqrt{c} + d/\sqrt{c}$, $b = \phi_o x \sqrt{c} + d/\sqrt{c}$, and $\text{sinc}(\beta H/\lambda)$ is the multiplicative factor needed to account for the finite height of the transducer. The integral is a Fresnel integral that further modifies the amplitude of $G(x, \beta)$. Depending on the values of the limits, this function may be nearly rectangular (similar to the near field diffraction pattern of a slit) or nearly a sinc-function (similar to the far field diffraction pattern of a slit). In all cases, the most rapid change in the value of the Fresnel integral occurs at those values of $\beta$ where either the upper or the lower limit is equal to zero. By using (3), we find that the Fresnel "window" has a nearly uniform value for

$$|\beta| \leq \phi_o \lambda/\Lambda (1-2s).$$  \hfill (6)
We substitute (2) into (6) and find that the Fresnel integral has a nearly uniform value for

$$|\beta| \leq \lambda/H,$$  

(7)

which is the same as the region occupied by the central lobe of the sinc$^2(\beta H/\lambda)$ weighting due to the finite transducer height. The Fresnel integral, then, has the effect of suppressing the sidelobes of the sinc$^2(\beta H/\lambda)$ function as well as producing some low modulation fringes in the central lobe. At small values of $x$, the Fresnel integral transitions into a broad Fraunhofer diffraction pattern of a narrow slit and has very little impact on the amplitude of $G(x, \beta)$.

If we denote the total amplitude weighting of $G(x, \beta)$ by $f(x, \beta)$, we have that

$$G(x, \beta) = f(x, \beta) \exp\left[j m \Lambda (1-2s) \beta^2 / \lambda^2 \right].$$  

(8)

We now concentrate on the phase part of $G(x, \beta)$. The key point is that the phase factor is quadratic in $\beta$ and linear in $x$. At the transducer, where $x = 0$, there is no optical power, whereas the optical power is greatest at $x = L$. If the optical power could be canceled, the inverse Fourier transform would confine the light to rectangular channels with no spreading into adjacent channels. In principle, the optical power can be compensated by a section of a conical lens whose power varies linearly from zero, at $x = 0$, to a value of $L \Lambda (1-2s)/\lambda F^2$ at $x = L$. An alternative method is to construct a holographic correcting element from one channel of the Bragg cell; such an element will then correct the acoustic spreading for all channels simultaneously in the same fashion as would a matched filter.

The use of a holographic element for compensating the acoustic spreading has been reported by Vodovatov, et al. The derivation given there for the value of $G(x, \beta)$ does not agree with (8), particularly with respect to the phase factor having quadratic dependence on $\beta$ and linear dependence on $x$. The result from (8), however, is consistent with the observation that the channels can be separated by focusing at a different
plane using auxiliary optics. As an aside, it is easy to show that the axial distance from the Bragg cell at which the channels become separated is equal to \( x(1-2s)A/\lambda \). Thus, the "focal line" has a slope of \((1-2s)A/\lambda\) with respect to the horizontal axis; for typical Bragg cell parameters, this slope corresponds to an angle of 88° to 89° which is nearly parallel to the optical axis.

We now consider some details relating to the construction of a holographic correcting element based on the result given by (8). This analysis provides some useful insights into the performance relationships of multi-channel Bragg cells. We construct the element by using a line reference source, as shown in Figure 2, that lies horizontally in the plane of the Bragg cell and is displaced vertically by a distance \( D \). The line source is produced by a cylindrical lens that collects part of the same collimated beam that illuminates the Bragg cell. A spherical-cylindrical lens combination then creates a Fourier transform in the vertical direction and an image in the horizontal direction. The figure also shows a second Fourier/imaging lens combination that will be used later to create a corrected image of the Bragg cell at the output plane. The reference beam is modulated by a device (not shown) so that it has the same temporal frequency as the light diffracted by the Bragg cell. The total light distribution in the Fourier plane is then

\[
A(x, \beta) = Re^{j2\pi BD/\lambda} + G(x, \beta). \tag{9}
\]

where \( R \) is the amplitude of the reference beam. This light distribution is square-law recorded on a photographic plate and the developed plate is replaced in the system. If we select the appropriate diffracted order at the output plane, the effective holographic transmittance function is

\[
H(x, \beta) = RG(x, \beta) \exp[j2\pi BD/\lambda]. \tag{10}
\]

The action of the holographic element is to correct, or conjugate, the cylindrical phase factor contained in \( G(x, \beta) \). We see from (8) that if the holographic element is constructed at an acoustic wavelength \( \lambda_0 \), there will be some residual aberrations as the drive frequency changes to produce a
different acoustic wavelength $\lambda$. We now examine the nature of this error as well as the effects of positioning errors of the hologram.

To simplify the notation, let $a = \pi(1-2s)\lambda^2/\lambda^2$ and we ignore any amplitude weighting terms as well as the linear exponential phase factor that merely causes an overall vertical displacement of the corrected image. Suppose that the holographic filter was made at an acoustic wavelength $\lambda_0$. If the operational wavelength is at some other value, aberrations will arise whose phase is proportional to $\exp[ja\beta^2x - j(a+a_0)\beta^2x]$, where $a_0$ is due to the value of $\lambda - \lambda_0$. We can also determine the effects of displacement of the filter in the $\beta$ and $x$ directions so that the residual phase error $\theta(x,\beta)$ becomes

$$\theta(x,\beta) = a\beta^2x - (a+a_0)(\beta+\beta_0)^2(x+x_0),$$

(11)

where $\beta_0$ and $x_0$ are the positional errors. Note that the principal terms in $a\beta^2x$ cancel so that, if we arrange the terms in descending powers of $\beta$, we have that

$$\theta(x,\beta) = a_0\beta^2 + a\beta^2x_0 + a_0\beta_0^2x_0$$

$$+ 2(a+a_0)\beta_0\beta x + 2(a+a_0)\beta_0\beta x_0$$

$$+ (a+a_0)\beta_0^2x + (a+a_0)\beta_0^2x_0.$$  

(12)

The first three terms of (12) are residual errors in correcting the cylindrical phase factor and lead to a defocusing of the output; the next two terms are linear in $\beta$, leading to a slight vertical displacement of the output; the last two terms are not functions of $\beta$ but one of them is linear in $x$ which can produce a horizontal shift in the output. These terms provide a convenient diagnostic tool for properly aligning the filter. Suppose that after the filter is placed in the system, we illuminate it with the channel driven at the same constructional acoustic wavelength. In this case, $a_0 = 0$ and the residual terms are
\[ \theta(x, \beta) \big|_{z=0} = a \beta^2 x \]

\[ + 2a \beta_0 \beta x + 2a \beta_0 \beta x_0 \]

\[ + a \beta^2 x + a \beta^2 x_0. \]

(13)

Since the effects of the first term (defocusing) may be difficult to detect, we first observe the point in the output for which \( x = 0 \). The two key terms remaining are \( 2a \beta_0 \beta x \) and \( a \beta^2 x_0 \). The first of these two terms will cause the output to shift up or down depending on the signs of \( \beta_0 \) and \( x_0 \). Set \( x_0 = 0 \) by noting when the output is symmetrically positioned about the image of the reference beam; the remaining terms are \( 2a \beta_0 \beta x \) and \( a \beta^2 x \). If we now focus at \( x = L \) to get maximum sensitivity, we can set \( \beta_0 = 0 \) by again causing symmetry in the vertical direction about the reference beam.

Since the filter is now properly positioned, all the error terms from (13) are equal to zero so that we can now examine the effects of a wavelength change \( (\beta_0 \neq 0) \). The only remaining term is then

\[ \theta(x, \beta) = \exp(ia_0 \beta^2 x), \]

a defocusing term which shows the degree to which the acoustic spreading has not been compensated. At \( x = 0 \), we see that this term has no effect on the output, whereas at \( x = L \) the phase is bounded by \( \pm a_0 \beta^2 L \). This suggests that we might be able to balance the aberration so that it has equal but opposite values at \( x = 0 \) and \( x = L \). This can be done by focusing the reference beam at that plane, axially displaced from the Bragg cell, where the self-focusing property of the diffracted light causes the channels to be fully separated. If we let \( x_1 \) be the corresponding horizontal distance at which the two beams are jointly focused, the residual phase, for \( \beta_0 = x_0 = 0 \), is given by

\[ \theta(x, \beta) = -a \beta^2 x_1 + a_0 \beta^2 x. \]

(14)

This procedure, in effect, provides a focusing bias term which offsets the bias in \( x \) (i.e., \( x \) is bounded by the range 0 to \( L \)). To balance the aberrations at the ends of the cell, we find that \( x_1 = (a_0/a)L/2 \), so that
\[ \theta(x, \beta) = \pm a_0 \beta \frac{x-L}{2} \]  

(15)

and the aberrations are properly balanced.

We now consider the optimum value of the acoustic wavelength to be used in constructing the holographic element. A Bragg cell is generally specified by its center frequency \( f_0 \) and a bandwidth \( \Delta f \). If \( f_1 = f_0 - \Delta f/2 \) and \( f_2 = f_0 + \Delta f/2 \), the Bragg cell is operated so that \( f_1 < 2f_3 \) to prevent intermodulation products. Since \( \Lambda \) is inversely proportional to \( f \), constructing the holographic filter at the center frequency does not equally divide the wavelength range. Instead, we construct the hologram so that

\[ \Lambda_o = V(f_2 + f_3) / 2f_3 f_1 \]  

(16)

This wavelength choice shows that the hologram tends to favor correction of the aberrations at the lower drive frequencies where the acoustic spreading is greatest.

We now compare the corrected wavefront aberration with the uncorrected wavefront. Without the holographic element, we have a maximum phase error equal to \( (a + a_0) \beta^2 L \), whereas the maximum error with correction is \( \pm a_0 \beta^2 L \). The ratio of \( |a_0| / (a + a_0) \) is equal to \( (1 - f_1 / f_3) / 2 \); for the worst case of an octave bandwidth, the ratio is 1/4. Therefore, the maximum phase error with correction is at least four times less than the worst case (at \( f_1 \)) without correction, and at least two times better than the best case (at \( f_3 \)) without correction. If the holographic element is constructed to balance the aberrations along the cell, the corrected wavefront is yet another factor of two better than the uncorrected case.

3. EXPERIMENTS

We constructed a holographic element from one channel of a 32-channel Bragg cell. This cell has a nominal bandwidth \( \Delta f = 80 \text{ MHz} \) at a center frequency \( f_0 = 135 \text{ MHz} \). The cell is fabricated from tellurium dioxide material having a longitudinal velocity of 4.2 Km/sec. The active length of
the crystal is $L = 6 \text{ mm}$ so that the time delay is $-1.5 \mu\text{sec}$ and the time-bandwidth product is $-120$. The transducers have heights equal to $100 \mu$ and they are placed on $250 \mu$ center spacings. The acoustic wavelength at the center frequency is $31 \mu$. This Bragg cell was originally designed and successfully used as a high-speed, multi-channel light modulator wherein only the region near the transducer was used. Since this cell produces a considerable amount of acoustic spreading, it represents a severe test of the ability of a holographic element to channelize the light over a significant amount of the horizontal aperture.

The light source is a $10 \text{ mw He-Ne laser}$ for which $\lambda = 632.8 \text{ nm}$. The holographic elements were constructed on SO-120 glass plates with a reference-to-signal beam ratio of unity near $\beta = 0$. After the plate was developed and replaced in the system, we positioned it by using the procedure outlined above to set $\beta_0$ and $x_0$ equal to zero. This was achieved by driving only the channel used to construct the hologram (see Figure 2), while observing the corrected image of the Bragg cell at the output plane.

Figure 3 shows the uncorrected and the corrected output when channels are driven at the frequency corresponding to $\Lambda_0$. Figure 3a shows the degree of acoustic spreading for the uncorrected case. Of the twelve channels available, we drove the top channel to illustrate how rapidly the acoustic energy spreads and the bottom four channels to illustrate how the beams overlap and add coherently. We see that the beams are well separated only in the region near the transducer as noted earlier. If we wish to process a significant amount of time history, we find that the beams begin to overlap at a position that is only $10\%$ of the available aperture. Figure 3b shows the corrected output; we see that there is very little evidence of beam spreading and that the light has been confined to within channel heights as determined by the transducers. The amount of beam spreading is a function of the drive frequency; it is greatest at the low frequency band edge (due to a large $\Lambda$) and least at the high frequency band edge (where $\Lambda$ is small). Furthermore, as shown by (12), the output is fully corrected only when $a_0 = \beta_0 = x_0 = 0$. If $\beta_0 = x_0 = 0$, the residual aberration is $\Theta(x, \beta) = 2a_0 \beta^2 x$, so that if we drive the Bragg cell at its lowest and highest frequencies, we can see the effects of the residual aberrations.
Figures 4a and 4b show the corrected output at the low and high drive frequencies. We see no appreciable change in the spreading due to the residual aberration as a function of drive frequency except at the lowest frequency. This was confirmed visually by sweeping the drive oscillator over the frequency band and noting very little change in the channel height which is most evident at $x = L$. The reason can be seen from the following arguments. The value of $\phi$ is given by (2) so that at $x = L$, the acoustic beam extends a distance $h$ above and below the center line of the channel:

$$h = A(1-2s)L/2H$$  \hspace{1cm} (17)

For the parameters of the TeO$_3$ Bragg cell ($s = 0.2$), we have that $h = 558\mu$ so that the main beam spreads through the adjacent channel and nearly to the center of the third channel away. This behavior is consistent with the results shown in Figure 3a. At the lowest frequency, the spreading at the end of the cell increases to $792\mu$, whereas at the highest frequency the spreading decreases to $432\mu$. The holographic element corrects the spreading completely at the midband frequency; at the high and low frequencies the spreading is that produced by an equivalent acoustic wavelength

$$A_0 = V[(f_2-f_1)/2f_1f_2]$$

When this value of wavelength is used in (17) the worst case spreading is reduced to $182\mu$. This degree of spreading extends approximately to the center line between transducers and is apparent only at the end of the Bragg cell remote from the transducer. If the correction were made so that the spreading is balanced at both $x = 0$ and $x = L$, the spreading would be further reduced by a factor of two.

4. THE MODULATION TRANSFER FUNCTION

We see, then, that the holographic element confines the diffracted light waves to channels as defined by the transducer height. The next issue is to determine the effect that this correction has on the modulation transfer function of the Bragg cell. We can estimate the degree of modulation transfer loss as a function of the propagation distance by considering the Poynting vector surface as a function of $x$. The acoustic energy propagating at an angle $\phi$ with respect to the $x$-axis (see Figure 5) travels at a velocity
Suppose that we were to drive the Bragg cell with an impulse function and observe the surface defining the acoustic energy at some time $t$. The acoustic energy will occupy a finite pulse width, centered on the curved line shown in Figure 5, consistent with the reciprocal bandwidth of the Bragg cell. The energy along the axis will have traveled a distance $x_3 = Vt$ whereas the energy at an angle $\phi$ will have traveled a distance $V_\phi t$. The horizontal projection of this distance is $x_1 = V_\phi t \cos \phi$:

$$x_3 = Vt(1 - \phi^2/2(1-2s)), \quad \text{(19)}$$

and the difference between $x_3$ and $x_1$ is

$$d_1 = Vt\phi^2/2(1-2s). \quad \text{(20)}$$

If we use (2) in (20), we have

$$d_1 = x\Lambda^2(1-2s)/2H^2. \quad \text{(21)}$$

The effect of imaging the Bragg cell in the horizontal direction while correcting for spreading in the vertical direction is to integrate the energy function in the vertical direction. We now need to form a basis for a reasonable estimate for the resulting pulse width.

The 3-dB bandwidth of the cell is $\Delta f$ so that, if there were no acoustic spreading, the equivalent rectangular pulse width $d_0$ would be $T_0 = 1/\Delta f = d_0/V$. This result is obtained by representing the MTF by $\text{sinc}(d_0(f-f_c)/V)$ where $f_c$ is the center frequency. The effect of integration in the vertical direction due to compensating the acoustic spreading is approximately $d_1/30$, obtained by numerical integration. The equivalent rectangular pulse width $d_2$ after correction is then

$$d_2 = \frac{V}{\Delta f} + \frac{x\Lambda^2(1-2s)}{60H^2} \quad \text{(22)}$$
The argument of the sinc-function representing the corrected MTF is then

\[ Z = d_z (f_f_0) / v \text{ or } \]

\[ Z = \frac{(f_f_0)}{\Delta f} \left[ 1 + \frac{x^2 (1 - 2s) N}{60 H^2} \right] \]  

(23)

where \( N = \Delta f T_0 \) is the time bandwidth product of the Bragg cell and \( x' = x/L \) is a normalized distance. For \( x' = 0 \), there is no loss in MTF; at \( x' = 1 \), there may be some loss in the MTF. For the parameters of the Bragg cell used in these experiments, the MTF is reduced by 0.8 dB at \( x' = 1 \) and by 0.4 dB at \( x' = 1/2 \).

We now calculate the number of channels that can be used, subject to the restriction that the main lobes of the far-field acoustic waves do not overlap. If the Bragg cell crystal is square, we have that \( L = (N - 1) k H + H = N_c k H \), where \( N_c \) is the number of channels and \( k H \) is the separation between transducers. The condition for avoiding overlap is to require that \( h, \) as given by (17), be less than or equal to \( k H / 2 \) as shown in Figure 5. By combining these relationships, we have that

\[ N_c \leq H / \Lambda_1 (1 - 2s), \]  

(24)

where \( \Lambda_1 = V/f_1 \) is the worst case wavelength. For the corrected case, we substitute the equivalent value of the acoustic wavelength which is

\[ \Lambda_c = V \Delta f / 2 f_1 f_2, \]  

(25)

so that

\[ N_c \leq \frac{2 f_2 f_1 H}{V \Delta f (1 - 2s)} \]  

(26)

The increase in the number of usable channels is then \( \Lambda_1 / \Lambda_c = 2 f_2 / \Delta f \), provided that \( N_c \) is not greater than \( L / H \). Since the minimum value of the transducer height may be set by other considerations, the value of \( N_c \) as given by (26) may not be achievable. For the parameters of the Bragg cell we used, the maximum value of \( N_c \) without correction is about 4; with
correction, $N_0$ is about 17. To achieve the full utility of the device, it is necessary to correct the spreading so that (15) is satisfied; in that case $N_0$ is equal to 34. Equation (26) then indicates how closely packed the channels can be without the residual aberrations causing the light to interact, while (23) indicates the loss in modulation transfer function. Experimental results confirm the analysis that the acoustic spreading can be successfully corrected without introducing an excessive loss in the MTF. We modulated the carrier with a 12.5 MHz square wave and measured the increase in the equivalent pulse width at the midpoint and at the two ends of the cell. The results were consistent with those predicted by the MTF as given by (23).

5. Summary and Conclusions

We have shown that the effects of acoustic spreading within the Bragg cell can be compensated in the sense that the diffracted light can be more nearly contained within channels as defined by the transducers. The results show that the best performance, both in terms of correcting for the acoustic spreading and limiting the loss in MTF, is obtained when we use a Bragg cell interaction medium that has a large value of $a$. A value of $a$ approaching 1/2 implies that the acoustic spreading is intrinsically small; such materials may not, however, have the characteristics required to achieve large bandwidths, high diffraction efficiencies or low attenuation per unit length. For a given interaction medium, the results show that the performance improves as the fractional bandwidth decreases. The correction for acoustic spreading can also be improved by a factor of two if the correction is optimized at the midpoint of the cell; this optimization does not, in general, affect the MTF.

The degree of correction required is application dependent. If each channel is driven by an independent wideband signal plus noise and we wish to correlate these signals with a reference signal in a time-integrating architecture, a high degree of correction is required. The reason is that we do not want the information in any one channel to spread into adjacent channels; there are other applications where the Bragg cell is used as a two-dimensional light modulator that also require a high degree of correction. In applications such as processing bistatic or monostatic radar
returns using a phased array antenna, the data in adjacent channels due to adjacent antenna elements generally does not change rapidly. Nevertheless, in high performance radars, where the return pulse must be processed through correlation, the performance may be improved by optically correcting for the acoustic spreading.

In both of the general applications cited above, a correlation operation is performed on the received time signal in a space-plane implementation. An alternative way to perform correlation is through frequency plane multiplication techniques wherein we create the two-dimensional Fourier transform of the multichannel Bragg cell and multiply it by the Fourier transform of the reference signal. If, for example, the reference function is time-invariant, the constructed matched filter will automatically incorporate the holographic correcting element that we have implemented. In many cases, however, the reference function must be programmable (i.e., it is time-variant) so that the multiplication technique is less attractive when applied to multichannel Bragg cells.

The notion of frequency plane processing also suggests applications such as emitter sorting. In this case, the two-dimensional Fourier transform of the multichannel Bragg cell produces an optical mapping of the microwave field. The frequency of a particular emitter is displayed along a frequency axis while the azimuth (or direction of arrival) is displayed along an azimuth axis. Results obtained without the use of the holographic correcting element show that the diffraction pattern is not an exactly orthogonal sinc-function; in the vertical direction the sinc-function follows the locus of a parabola having its foci at the optical axis. If the holographic correction element is used, the parabola becomes a straight line. Since the azimuth information does not map directly into the rectangular coordinates of the Fourier plane (i.e., the vertical displacement is proportional to \( \sin \theta \)), some post processing of the photodetector array output is needed to properly remap the azimuth information. This remapping could also include any geometric scaling needed to compensate for the effects of acoustic spreading.
The use of a holographic corrector plate for the acoustic spreading, as well as a broader understanding of the basic diffraction patterns, opens the way for new application of multichannel Bragg cells. As the bandwidths of communication and collection systems increase, the need for such devices will expand because they help utilize the full parallel processing capabilities of optical systems.

This work was supported by the U.S. Army Research Office.
REFERENCES


FIGURE CAPTION LIST

FIGURE 1. Model for Acoustic Spreading in a Bragg Cell.

FIGURE 2. Optical System for Constructing the Holographic Element and Correcting the Acoustic Spreading.

FIGURE 3. Multichannel Bragg Cell Diffraction Beams: (a) Uncorrected Case Showing Beam Overlap; (b) Corrected Beams at Optimum Acoustic Wavelength (123 MHz).

FIGURE 4. Corrected Beams Showing Energy Confinement: (a) Result for 175 MHz; (b) Result for 95 MHz.

FIGURE 5. Diagram Showing the Surface of Acoustic Energy and the Transducer Geometry.
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Adaptive optical processor
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The transversal filter is widely used in digital data processing. In this paper, we describe a method for using optically tapped, Bragg cell delay lines to implement a general adaptive linear prediction algorithm. Flexibility is achieved through changing the electronic signals. The implementation is in the Fourier domain so that the wide bandwidth of the Bragg cells can be fully used. A high dynamic range can be achieved because the system is interferometric and linear in light amplitude.

I. Introduction

In this paper we describe an adaptive optical processing technique wherein the processing operation is performed in the frequency domain. Adaptive filtering as implemented by linear prediction has been applied in several areas. A tutorial review of linear prediction has been given by Makhoul and a survey of its application to communications, including adaptive techniques, was given by Lucky. The early work by Lucky was on adaptive redundancy removal in data and adaptive equalization of digital communications systems to increase the rate of data transmission. Variations of these adaptive schemes, in which the system is equalized either by transmitting a training set or by operating on the data itself (decision directed), have been reported. Adaptive equalization significantly increases the allowable data rate over a filtered channel for a given bit error rate required at the output of a receiver.

Adaptive filtering has also been applied to antenna sidelobe weighting by Widrow et al. and others. Widrow et al. have also described adaptive noise cancellation techniques such as notch filtering for interference rejection, adaptive self-tuning for spectral line enhancement, and spectral analysis. Griffiths, in particular, has addressed the problem of estimating the instantaneous frequency contained in digital signals. The same basic algorithms are finding widespread application in speech processing and in combating intersymbol interference.

The wide range of applications of adaptive filtering is due partly to the flexibility of the transversal filter that is a basic element of all these schemes. A transversal filter consists of a tapped delay line that contains the discrete time-sampled values of a received signal. The outputs of each tap are weighted as determined by the processing operation and summed to provide an estimate of the signal. If the weights are selected to provide the best estimate of the received signal, the system is called a linear predictor or estimator. If the estimated signal is subtracted from the received signal and if the residual signal is used to control the tap weights, the system is an adaptive linear predictor. We would like to extend these processing algorithms to handle wide bandwidth signals.

An acoustooptic cell has wide bandwidth and behaves as a delay line which can be tapped optically; we describe here an optical processing architecture that can be used to implement operations similar to those cited. In Sec. II, we briefly review the basic theory of adaptive linear prediction and derive the equivalent frequency plane operator. We then describe the adaptive optical processing technique and relate its operation to those that have been implemented digitally. An important observation is that the optical system can operate with either analog (continuous-time) or sampled (discrete-time) signals with no change in the basic components in the system.

II. Adaptive Linear Prediction

We now describe the basic function of an adaptive linear predictor. A general version of the predictor for discrete-time signals is shown in Fig. 1. Let \( s(t) \) be the received signal that has been sampled at the proper rate. The delayed samples are multiplied by the weights \( c_j \), \( j = 1 \) to \( N \), to produce an estimate \( \hat{s}(t) \):

\[
\hat{s}(t) = \sum_{j=1}^{N} c_j s(t - jD),
\]

where \( D \) is the time delay of each element of the tapped...
delay line, and N is the number of delays. The optimum weights must be determined based on our criterion for how well the estimated signal \( \hat{s}(t) \) represents \( s(t) \). A commonly used criterion is to minimize the squared error of the residual signal \( z(t) = s(t) - \hat{s}(t) \).

Let \( E \) be the total energy of the residual signal:

\[
E = \sum_{j=1}^{N} \left(c_j(t) - \sum_{i=1}^{N} c_i(t - jD)\right)^2.
\]  

(2)

where the energy is summed over \( M \) samples. We minimize \( E \) with respect to a specific tap weight \( c_i \) through the derivative

\[
\frac{\partial E}{\partial c_i} = -2 \sum_{j=1}^{N} \left[c_j(t) - \sum_{i=1}^{N} c_i(t - jD)\right] s(t - iD).
\]  

(3)

If we set the derivative equal to zero, we find that the optimum fixed tap weights are given by the solutions to the \( N \) equations

\[
\sum_{j=1}^{N} c_j R[(t-j)D] = R(iD), \quad i = 1 \text{ to } N.
\]  

(4)

in which \( R(\cdot) \) can be thought of as the covariance matrix if the sum is over a set of sample values, or as the correlation function if the sum is over time.

In some applications, the characteristics of \( s(t) \) are such that we can improve the performance of the system by adapting the weights in time. If the rate of change is slow (i.e., the process is quasi-stationary), we can use the method of steepest descent\(^{19}\) to determine the direction in which we need to adjust the weights. From Eq. (3) we see that the value of the derivative can also be computed as

\[
\frac{\partial E}{\partial c_j} = -2 \sum_{i} s(t-iD) \hat{s}(t-jD), \quad j = 1 \text{ to } N.
\]  

(5)

We can calculate these derivatives if we multiply the residual signal by the delayed values of the received signal and use this signal to update the tap weights. This process is shown in Fig. 1, wherein the predicted signal \( \hat{s}(t) \) is subtracted from \( s(t) \), the residual \( z(t) \) is multiplied by a loop gain \( G \), and the residual signal is then multiplied by the delayed received signal at the output of each tap to provide the derivative for adjusting the tap weight as given by Eq. (5).

Rhodes\(^{18}\) described an optical implementation of the adaptive linear prediction filter shown in Fig. 1. The implementation was in the time domain using a combination of an electrooptic light modulator and an acoustooptic Bragg cell in a time-integrating architecture to form the product given in Eq. (5). The integration and the storage of the tap weights was performed by a liquid crystal spatial modulator; the spatial positions in the light modulator correspond to the time delays. A second Bragg cell was then used to perform the operation given by Eq. (1) and a photodetector provided the signal \( \hat{s}(t) \). This implementation has some disadvantages in that the full bandwidth of the Bragg cells is not used and the spatial modulator has limited dynamic range. The implementation can also be performed in the frequency domain to more fully utilize the available bandwidth. The main purpose of this paper is to develop such a technique; its advantages will become apparent later.

To cast the problem into frequency domain notation, we must first describe the adaptive linear predictor in terms of continuous-time variables. In the optical implementation, the delay line taps are not discrete, although the number of independent tap weights is determined by the time–bandwidth product of the Bragg cells. We begin by calculating the value of the tap weights. Let the \( j \)th weight at time \( t \) be the sum of its value at the previous update time \( t - \tau_1 \) and the value of the error derivative:

\[
c_j(t) = c_j(t - \tau_1) + G \int_{t - \tau_1}^{t} z(u)s(u-jD)du.
\]  

(6)

where \( T_1 \) is the integration time of the accumulator whose output provides the updated weight value. When the system reaches steady state, we find that \( c_j(t) = c_j(t - \tau_1) \), so that the value of the integral in Eq. (6) must be zero. Since the integral is the cross-correlation of the received signal and the residual signal, we have the physical insight that the system adapts its weights until the residual contains no components that are correlated with the input; this is sometimes called the correlation cancellation loop method for implementing adaptive filtering.\(^{14}\) This method for calculating the adaptive weights can be done in real time and saves the computational complexity of inverting the matrix formulation given by Eq. (4).

The passage to a continuous-time representation is fairly straightforward. We represent the delayed signal...
as \( s(t - \tau) \); it is multiplied by \( c(\tau) \) and integrated over the total time delay \( T \) of the delay line to give

\[
\delta(t) = \int_{-\tau}^{\tau} c(\tau)s(t - \tau)\,d\tau. \tag{7}
\]

The value of the continuous-weight function \( c(\tau) \) can be found by repeated application of Eq. (6) or directly by noting that

\[
c(\tau) = G \int_{-T_1}^{\tau} z(u)u(\tau - u)\,du. \tag{8}
\]

If the accumulator time window \( T_1 \) is sufficiently long relative to the variations in the statistics of the input signal, the weights are not a function of the present time \( t \). During the adaptation period, or during periods when the signal statistics change significantly, the weights are functions of both \( t \) and \( T \). We retain the implicit relationship of \( c(\tau) \) to time \( t \) as in Eq. (8) to aid in deriving the Fourier domain solution. We now substitute Eq. (8) into Eq. (7) to get

\[
\delta(t) = G \int_{-T_1}^{\tau} \int_{-T}^{T} z(u)u(\tau - u)s(t - \tau)\,du\,d\tau. \tag{9}
\]

After some changes of variables, we can express Eq. (9) as

\[
\delta(t) = G \int_{-T_1}^{\tau} \int_{-T}^{T} z(t + \tau)s(t + \tau + \tau)s(t + \tau)\,dq\,d\tau. \tag{10}
\]

To assist in solving Eq. (10), we need a definition for the instantaneous Fourier transform of a truncated continuous-time signal. We define

\[
F_T(\omega,t) = \int_{-T}^{T} f(u) \exp(-j\omega u)\,du, \tag{11}
\]

or, in an equivalent and sometimes useful form, we have

\[
\exp(j\omega t)F_T(\omega,t) = \int_{-\infty}^{\infty} \text{rect}\left(\frac{u + T/2}{T}\right) f(t + u) \exp(-j\omega u)\,du. \tag{12}
\]

We use the rectangular function and the inversion of Eq. (12) in Eq. (10) to get that

\[
\delta(t) = G \int_{-\infty}^{\infty} Z_T(\omega,t)s(\omega,t) \exp(j\omega t + q)\,d\omega \times s(t + \tau + \tau) \int_{-\infty}^{\infty} S_T(\xi,t) \exp[j(\xi t + \tau)]\,d\xi. \tag{13}
\]

or that

\[
\delta(t) = G \int_{-\infty}^{\infty} Z_T(\omega,t)S_T(\xi,t) \exp[j(\omega t + \xi t)] \times \int_{-\infty}^{\infty} s(\xi + q + \tau) \exp[j(\omega q + \xi)\tau]\,dq\,d\xi. \tag{14}
\]

We now perform the integration on \( \tau \), using a change of variables in which \( t + \tau + \tau = u \). Further, although the range of integration on \( \tau \) appears to be infinite, the rectangular functions must be used again to limit the range on \( u \) to the interval \( t + q - T \) to \( t + q + T \). The integral on \( u \) now becomes

\[
\int_{t+q-T}^{t+q+T} \exp[j\omega u] \,du \exp[-j(\xi t + q)] = S_T(\xi, t + q) \exp[-j(\xi t + q)]. \tag{15}
\]

by virtue of Eq. (11). If the statistics of \( s(t) \) are slowly varying relative to the total delay time represented by the taps, we have \( S_T(-\xi, t + q) \approx S_T(-\xi, t) \). Furthermore, we note from Eq. (11) that \( S_T(-\xi, t) = S_T(\xi, t) \) if the received signal is real. We can now combine Eq. (15) with Eq. (14) to get

\[
\delta(t) = G \int_{-\infty}^{\infty} Z_T(\omega,t)S_T(\xi,t) \exp[j(\omega t + \xi)] \times \int_{-\infty}^{\infty} \exp[-j(\xi t + q)]\,dq\,d\xi. \tag{16}
\]

The integral on \( q \) is bounded by the range \( 0 \leq q \leq T_1 \); we see that this integral has the form sinc[(\xi - \omega)T_1/2]. We note, however, that the definition of \( F_T(\omega,t) \) is such that it already contains the effects of convolution with a sinc function due to a time truncation. If \( T_1 \geq T \), the additional convolution in Eq. (16) will not affect the results and we can complete the integrations to get the final result:

\[
\delta(t) = G \int_{-\infty}^{\infty} Z_T(\omega,t)S_T(\omega,t) \exp[j(\omega t + \xi)] \times \int_{-\infty}^{\infty} \exp[-j(\omega t + \xi)]\,dq\,d\xi. \tag{17}
\]

If the received signal is bandlimited to a bandwidth \( W \), the limits in Eq. (17) are finite and restricted to the frequency range of the signal.

Equation (17) is the frequency domain representation of the estimated signal \( \delta(t) \). We carried out the derivation in some detail, because treating the limits of integration required considerable care throughout. Furthermore, the derivation gives some insight into how the result given by Eq. (17) can be implemented by the use of Bragg cells.

### III. Adaptive Optical Processor

If a Bragg cell is positioned so that its transducer is located on the optical axis, we can represent a signal traveling in the negative direction as \( f(t + x/u) \), where \( v \) is the acoustic velocity, and \( x \) is the spatial coordinate. Equation (10) suggests that we need to convolve three such functions whose values are shown in Fig. 2. The function \( z(t + q) \) can be produced by a Bragg cell whose transducer is located at the \( q = 0 \) axis, with the wave propagating in the negative \( x \) direction. The function \( s(t + \tau) \) can be produced by a Bragg cell whose transducer is located at the \( \tau = 0 \) axis, with the wave propagating in the negative \( \tau \) direction. The function \( s(t + q + \tau) \) must be multiplied by the other two functions. We see that if a third Bragg cell has its transducer located on the \( q = -\tau \) axis, with the wave propagating in the negative \( q + \tau \) direction, we have formed the appropriate products. The limits of integration are also shown in Fig. 2.

We now show how to implement these functions optically by first generating the product equivalent to \( z(t \tau + q)s(t + \tau) \). Consider the optical configuration shown in Fig. 3. This subsystem contains two orthogonally oriented Bragg cells in which the information contained in the first Bragg cell is multiplied by the information contained in the second. These two Bragg cells are then imaged onto a common plane \( P_n \), although in practice it is sufficient that the optical system perform the ap-
appropriate Fourier transform of the product of the signals contained in the Bragg cells. Each Bragg cell has a time delay \( T \) and a length \( L = vT \). The bandwidth of the Bragg cells is \( W \), so that the number of independent time delays is \( N = 2TW \). Both Bragg cells are positioned so that their transducers are located on the optical axis; this is done partly because it simplifies the mathematics and partly because it leads to some interesting physical interpretations of the results.

The first Bragg cell in plane \( P_1 \) is driven by the received signal \( s(t) \), which has been translated to a suitable center frequency \( \omega_c \). The undiffracted light is removed, and the Bragg cell is imaged onto plane \( P_3 \) so that the light distribution is uniform in the \( y \) direction. In the \( x \) direction we have

\[
a_1(x,t) = jm_1 \alpha P/L \, s(t + x/v) \exp[i\omega_c(t + x/v)],
\]

where \( m_1 \) is the modulation index of the first Bragg cell, \( P \) is the laser power, and \( \alpha \) is that fraction of the laser power that reaches plane \( P_1 \). This function is now multiplied by the transmittance of the second Bragg cell, which is

\[
a_2(y,t) = jm_2 \sqrt{\alpha P_0/L} \, z(t + y/v) \exp[i\omega_c(t + y/v)].
\]

where \( m_2 \), the modulation index of the second Bragg cell, is generally different from \( m_1 \), and \( \sigma_1 \) is the average signal power in the time interval \( T \).

We now arrange to take the 2-D Fourier transform of \( a_1(x,t)a_2(y,t) \) as shown in Fig. 4:

\[
A(p,q,t) = \int_{-L}^{L} \int_{-L}^{L} a_1(x,t)a_2(y,t) \exp[-j(px + qy)] \, dx \, dy.
\]

We want to show that \( A(p,q,t) \) is equivalent to the Fourier transform of the cross-correlation of \( z(t) \) and \( s(t) \). As shown by Eq. (20), the integral is separable in \( x \) and \( y \). We need to couple the time-delay arguments of \( a_1(x,t) \) and \( a_2(y,t) \) so that the cross-correlation is displayed as a function of space instead of time. One way to do this is to rotate the coordinate axes in plane \( P_3 \) followed by a 1-D Fourier transform. An alternative method is to perform the 2-D Fourier transform and to evaluate it along the line \( p = q \). This is equivalent to a rotation of the axes in the Fourier plane and using a narrow slit oriented along the \( q' = 0 \) axis, where \( p' \) and \( q' \) are the new coordinates. We then have \( p = q = p'/\sqrt{2} \), which we use in Eq. (20) along with the associations that \( \tau_z = x/v \), \( \tau_y = y/v \), and \( \omega = 2p'/\sqrt{2} \).

Equation (20) can now be written as

\[
A(\omega_1,\omega_2) = A_1 \int_{-\tau_1}^{\tau_1} \int_{-\tau_z}^{\tau_z} s(t + \tau_z) \, s(t + \tau_z) \exp[i\omega_1(t + \tau_z)] \\
\times \exp[i\omega_2(t - \tau_z)] \exp[-j\omega(\tau_z + \tau_z)l] \, d\tau_z.
\]

where \( A_1 = -m_1 m_2 \sqrt{\alpha P_0 \sigma_1^2 / L} \). We solve the integral on \( \tau_z \) first. We have

\[
A_1(\omega_1, \omega_2) = \int_{-\tau_z}^{\tau_z} \int_{-\tau_1}^{\tau_1} s(t + \tau_z) \exp[i\omega_1(t + \tau_z)] \exp[-j\omega(\tau_z + \tau_z)l] \, d\tau_z.
\]

Let \( t + \tau_z = u \), so that

\[
A_1(\omega_1, \omega_2) = \int_{-\tau_1}^{\tau_1} s(u) \exp[i\omega_1(u)] \exp[-j\omega(u)l] \exp[j\omega_2(u - \tau_z)] \, du.
\]

Given the definition of the instantaneous Fourier transform of a time function as in Eq. (11), we recognize that Eq. (22) can be expressed as

\[
A_1(\omega_1, \omega_2) = S_T(\omega - \omega_1) \exp[j\omega_1 l].
\]

In a similar fashion, we evaluate the integral on \( \tau_z \), and combine all factors to get
We see that the integral in Eq. 131) is exactly the one we

\[ \int B(w,t) \, \exp(j2\omega_t) \, d\omega. \]  

This result shows that the complex valued light am-

plitude along the line \( p = q \) in plane \( P_4 \) is the product

of the Fourier transforms of \( s(t) \) and \( z(t) \). By the use

of the convolution theorem, \( A(w,t) \) is also the Fourier

transform of the cross-correlation of \( s(t) \) and \( u(t) \) as desired.

We now want to multiply \( A(w,t) \) by a third function

associated with \( s(t + q + \tau) \) and integrate the product

over the frequency plane. This can be achieved inter-

ferometrically by using a third Bragg cell in a separate

path of the interferometer. Consider the optical system

shown in Fig. 5, which shows the second part of the in-

terferometer. Since the important part of \( A(p,q,t) \) lies

along the line \( p = q \) and is centered at \( p' = \sqrt{2}\omega/v \), we

orient the third Bragg cell at a 45° angle to the \( x' \) coordinate system of plane \( P_3 \). To preserve the fre-

quency scaling, the Fourier transform lens \( L_4 \) must have a

focal length a factor of \( \sqrt{2} \) longer than that of \( L_3 \). In

this path, we use a cylindrical lens to image the line il-

lumination of the Bragg cell at plane \( P_4 \) to conserve the

optical power.

The transducer of the Bragg cell is located at the

optical axis and is driven by \( s(t) \). If \( (1 - \alpha)P \) is the

fraction of the laser power available at plane \( P_3 \), the

effective amplitude of the signal at plane \( P_3 \) is

\[ b(x,t') = \frac{1}{\sqrt{(1 - \alpha)P/L}} \exp(j\omega_x t' + \frac{x}{\sqrt{2}}). \]  

where \( x' \) is the coordinate axis in plane \( P_3 \) that contains

the Bragg cell. The 1-D Fourier transform is now

\[ B(x',t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} s(t + \tau) \exp(j\omega x' + \frac{\tau}{\sqrt{2}}) \, d\tau, \]  

where \( B_1 = \frac{1}{\sqrt{2\pi}} \sqrt{(1 - \alpha)P/L} \). By following the same procedure as before, we

find that

\[ B(w,t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} s(t + \tau) \exp(j\omega x' + \frac{\tau}{\sqrt{2}}) \, d\tau. \]  

Suppose that we now place a single photodetector at

plane \( P_4 \) along the line \( p = q \), located so that its center

is at \( \omega_p \) and its physical extent corresponds to the range

\[ |\omega - \omega_p| \leq \frac{W}{2}. \]  

The photodetector current will be proportional to the intensity at plane \( P_4 \):

\[ i(t) = C \int_{-\omega_p}^{\omega_p} B(w,t) \, dw, \]  

where \( C \) is a constant that includes the photodetector

sensitivity \( S \), expressed in amps/watt as well as the

conversion factors necessary to cause Eq. (28) to be di-

mensionally correct. We have

\[ i(t) = |A(w,t)|^2 + |B(w,t)|^2 + 2\text{Re}[A(w,t)B^*(w,t)]. \]  

The photodetector current can, therefore, be separated

into three terms as given by Eqs. (28) and (29). From

Eqs. (24) and (27), we note that the first two terms are

not functions of time; they therefore contribute only to a

bias current. This statement is not strictly true, be-

cause \( S_T(w,t) \) and \( Z_T(w,t) \) are functions of time through

the definition of the instantaneous Fourier transform.

These functions are slowly varying, however, relative to

the variations in the third term and can be removed by

a bandpass filter after detection.

The main term of interest is the third term of Eq. (29)

which, when substituted into Eq. (28) with the results

of Eqs. (24) and (27), leads to

\[ i(t) = 2\text{Re}[A(w,t)B^*(w,t)] \]  

By a change of variables, we can write Eq. (30) as

\[ i(t) = 2\text{Re}[A(w,t)B^*(w,t)] \]  

We see that the integral in Eq. (31) is exactly the one we

wanted to evaluate [compare Eq. (17)]. The output
occupies bandwidth $W$ and is centered at $\omega_c$. By comparison, the first two terms of Eq. (28) have a bandwidth of $<1/T$ centered at $\omega = 0$. The third term can, therefore, be easily separated from the low-frequency terms. It turns out that $B(\omega X)$ is in phase quadrature with $A(\omega, t)$ as can be seen by considering the values of $A_1$ and $B_1$. The correct phase relationship can be obtained by introducing a $\pi/2$ phase shift in the carrier used to drive the third Bragg cell or by optically phase shifting the two beams in the interferometer.

The optical architecture described so far is characteristic of one in which we form an estimate $\hat{s}(t)$ at the present time $t$ from some past history of $s(t)$. We may also wish to introduce an additional time delay $\alpha$ to arrive at an estimate $\hat{s}(t - \alpha)$ or to predict the received signal at some time $t = \alpha + \tau$. Suppose that we geometrically move the third Bragg cell by an amount $x = u \alpha$ as shown in Fig. 6. The signal within the cell is now $s(t - \alpha + \tau) \exp[j\omega_c(t - \alpha + \tau)]$, and if we perform the Fourier transform as before, we arrive at the result

$$B(\omega X) = U B_1 S_T(\omega - X, t) \exp[j(\omega X - \alpha)]$$

which, in turn, leads to

$$s(t) = 2^2 A_1 B C \exp[j(\omega_c(t - \alpha))] \int_{-\omega_0^2}^{\omega_0^2} Z_T(\omega, t)|S_T(\omega, t)|^2 \times \exp[j(\omega X - \alpha)]d\omega$$

The output of the photodetector then becomes the estimate $\hat{s}(t - \alpha)$. If the Bragg cell is moved in the opposite direction, the sign of $\alpha$ is reversed and we have the prediction $\hat{s}(t + \alpha)$. The interesting interpretation of this result is that the system processes the received signal in such a way that the estimate (or prediction) occurs at the time value corresponding to the physical position $x = 0$. Thus, if the Bragg cell is moved so that the signal $s(t - \alpha)$ occurs at $x = 0$ (or $\alpha = 0$), the solution is one of estimation. If the Bragg cell is moved so that the entire cell is located in the negative $x$ plane, there is no received signal at $x = 0$, and the system predicts a signal $\hat{s}(t + \alpha)$ located at $x = 0$.

In many applications it is implicitly assumed that the estimate is at some fairly large value of $\alpha$ relative to $T$. For example, in the transversal filtering literature, the center tap is often set at the time delay $T/2$. Some physical phenomena such as channel distortion or intersymbol interference have an asymmetrical response, so that better results can be achieved by selecting the tap position to weight the tails of the response. In general, then, one Bragg cell may be more nearly centered on the optical axis; the mathematical analysis is thereby basically unaltered except for a residual time-delay factor in the output.

The frequency plane notation also provides a more direct insight to certain filtering operations. Let us consider, as an example, a filtering application in which we want to remove the effects of a strong narrowband signal that interferes with the information signal. From Fig. 1 we see that

$$z(t) = s(t) - \hat{s}(t)$$

so that, in the sense of the definition of the instantaneous Fourier transform, we also have

$$Z_F(\omega) = S_F(\omega) - S_T(\omega)$$

From Eq. (17) we use the result that $S_T(\omega) = |G|S_F(\omega)$, so that

$$Z_F(\omega) = \frac{S_F(\omega)}{1 + G|S_F(\omega)|^2}$$

It is tempting to define the transfer function for the system as $H(\omega) = Z_F(\omega)/S_T(\omega)$. In general, this is not a valid procedure because the system behaves in a nonlinear fashion during adaptation. Suppose, however, that the system has reached its steady-state condition and that the input signal statistics are not changing. Then we can say that

$$H(\omega) = \frac{Z_F(\omega)}{S_T(\omega)} = \frac{1}{1 + G|S_F(\omega)|^2}$$

We see that the overall transfer function is unity where the value of $G|S_F(\omega)|^2$ is small. The presence of strong signal components around, say, $\omega_0$, produces an inverse filter $H(\omega) \approx 1/G|S_F(\omega)|^2$, which suppresses the energy near $\omega_o$. In a general sense, we see that the equivalent filter adapts to whiten the input signal spectrum.

The adaptation time is dependent on the specific application, although it appears that most systems cited in the literature adapt within a time interval corresponding to 500–2000 data samples. The adaptation time is determined, in part, by the required values of $T$ and $T_1$; these values also influence noise in the tap weights and, therefore, the accuracy at convergence. The gain factor $G$ also affects both the rate of adaptation and the accuracy. Finally, the dynamic range of the photodetector determines the minimum increment.
by which the tap weights can be set. Generally, at least $10^2$ distinct levels provide adequate performance. How these various factors interrelate is highly dependent on the specific application.

IV. Summary and Conclusions

The adaptive optical processing technique described here has several important features. First, since it is the optical equivalent of an adaptive digital transversal filter, it affords a high degree of flexibility and is applicable to solving a wide range of problems. Second, implementing the process in the Fourier domain allows the use of the full wide bandwidth of Bragg cells. We can envision, for example, the processing of data in the 100–1000-MHz range. Third, the processing is done on the amplitude and not the intensity of the light, so that we do not need to introduce bias terms to generate both positive and negative weights. Because the system is interferometric in the temporal sense, the dynamic range is high and the system is insensitive to scattered light. By virtue of having a single photodetector and no requirement for an intermediate storage medium, both phase and amplitude errors are reduced.
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In my paper on adaptive optical processing, I was not consistent in drawing the axes for the figures to accurately represent the mathematical functions. If we replace the variable \( r \) by \(-r\) and change the limits of integration in Eq. (10), the net effect is to reverse the orientation of the horizontal Bragg cell in Fig. 3. The final results are not affected by this change.

Also, in evaluating Eq. (14), it is better to integrate \( s(t + q - r) \) over \( q \) and \( r \) simultaneously instead of sequentially. This procedure produces the same results without the sometimes restrictive assumption that \( S_T(-\xi, t + q) \approx S_T(-\xi, t) \).
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ABSTRACT

A frequency domain implementation of an optical transversal processor has been described previously. Since this system uses Bragg cells both as the delay line and as the accumulators which provide the tap weights, a key question is what effect the finite integration times have on the performance of the system. Computer programs were written to simulate an adaptive notch filtering application; the measure of performance is the correlation coefficient for the residual signal and the desired received signal. The correlation coefficient was increased significantly by tapering the accumulators so that the readaptation phenomena caused by large values leaving the accumulator are minimized. Several examples of the performance are given as a function of the number of taps, the length and degree of taper of the accumulator, the feedback gain and the number of iterations. The results show that a finite accumulator is not a serious drawback, particularly for those applications where the system must operate in a rapidly changing environment. The performance of the system then approaches that of one having an infinite accumulator with the gain adjusted to give equivalent tracking performance.
OPTICAL TRANSVERSAL PROCESSOR
FOR NOTCH FILTERING

1. INTRODUCTION

Adaptive filtering, using transversal tapped delay lines with feedback, has been applied to problems such as redundancy removal in data, reducing intersymbol interference through equalization, noise cancellation, self-tuning and speech processing. The data rate or the signal bandwidth is limited by the processing speeds of digital circuits; we wish to investigate the use of optical processing to extend the bandwidths of signals that can be processed.

An acousto-optic cell has a wide bandwidth and behaves as a delay line that can be tapped optically. Rhodes described an optical implementation of an adaptive linear prediction filter in the time-domain, using a combination of an electro-optic light modulator and an acousto-optic cell in a time-integrating architecture. VanderLugt described an implementation in the frequency-domain, using three Bragg cells in a space-integrating, interferometric architecture. The main purpose of this paper is to give the results of some computer simulations designed to study the effects of using an accumulator whose integration time is finite.

2. BACKGROUND

A general form of an adaptive linear predictor is shown in Figure 1. Let \( s(t) \) be a sampled signal that drives a delay line. The delayed samples are multiplied by the weights \( c_j \) to form an estimate \( \hat{s}(t) \) of the received signal. The optimum weights are determined by minimizing the mean square error in the residual signal \( \hat{z}(t) \) which leads to the relationship that
where $G$ is the gain in the feedback loop, $T_1$ is the integration time of the accumulator and $\tau$ represents the continuous-time equivalent of the discrete delay. If we let $T_0$ be the minimum discernible time delay in a Bragg cell, then $NT_0$ is the total delay time $T$ of the cell. The estimate of the received signal is

$$
\hat{s}(t) = \int_{t-T_1}^{t} c(\tau) s(t-\tau) d\tau.
$$

(2)

so that, by substituting (2) into (1), we have

$$
\hat{s}(t) = G \int_{t-T_1}^{t} \int_{t}^{T} z(u) s(u-\tau) s(t-\tau) du d\tau.
$$

(3)

By a change of variables we can rewrite (3) as

$$
\hat{s}(t) = G \int_{t}^{T} \int_{0}^{\tau-q} z(t+q) s(t+q-\tau) s(t-\tau) dq d\tau
$$

(4)

which, in turn, can be used to get the frequency domain representation

$$
\hat{s}(t) = G \int_{-\infty}^{\infty} Z_T(\omega, t) |S_T(\omega, t)|^2 e^{j\omega t} d\omega.
$$

(5)

where $S_T(\omega, t)$ and $Z_T(\omega, t)$ are the instantaneous Fourier transforms of the most recent $T$ seconds of the received signal and the residual signal.
There are several ways to configure an optical system, using three Bragg cells, to implement (4) or (5); one of these is given in Figure 2.

The functions $z(t)$ and $s(t)$ drive two Bragg cells in the directions shown. These two Bragg cells are mutually imaged onto plane $P_3$, with the diffracted light from the first Bragg cell passing through the second Bragg cell.

At plane $P_3$, we have the light distribution necessary to provide the tap weights. This can be more clearly seen from Figure 3a in which the tap weight plane has been rotated by 45 degrees for convenience. The numbers in each delay cell represent the successive time indices for the two functions.

If we integrate the light in the vertical direction, as shown by the dotted lines, we obtain the function $c(\tau)$. This function is then convolved with the received signal $s(t)$ which drives a third Bragg cell as we shall show shortly.

The number of tap weights available is equal to twice the time-bandwidth product of the Bragg cell (Figure 3a shows only a small number of taps). From the figure we see that the central tap weight is the sum of $N$ products whereas the end tap weights contain only one product. The end tap weights are therefore likely to be noisy and reduce the performance of the system. The number of taps required depends on the application. To reduce intersymbol interference, the number of taps required is determined by the extent of the channel impulse response which may be of the order of 10-20 symbol periods. For adaptive notch filtering, the number of taps required is determined by the number of frequencies that need to be removed simultaneously; we require at least two taps per frequency. For the notch filtering simulations reported here, approximately 50 taps were used for most of the tests.
If the time-bandwidth product of the Bragg cells is of the order of 1000-2000, the use of only 50 taps means that the triangular weighting of 
$c(t)$ is less significant, and we can truncate the region of integration to 
the rectangular window as shown in Figure 3b. Each of the 50 taps will then 
contain approximately 2000-4000 samples which represent the finite length of 
the accumulators in each of the correlation cancellation loops.

Figure 4 shows that part of the optical system which simultaneously 
integrates the light in the vertical direction and creates the Fourier 
transform of the tap weights in the horizontal direction. Along the 
horizontal axis the light distribution is proportional to $Z^T_T(\omega,t)S^T_T(\omega,t)$. 
The third Bragg cell (not shown here), is arranged so that $S^T_T(\omega,t)$ is added 
to $A(\omega,t)$ in an interferometer. The sum is then square law detected to 
provide the integrand of (5), and the output of a single element 
photodetector provides the estimate $\hat{s}(t)$.

The advantage of implementing the adaptive transversal processor in 
the Fourier domain are that the system is linear in amplitude so that no 
bias terms are needed. As a result, both positive and negative tap weights 
are generated, and the dynamic range is high. The full bandwidth of the 
Bragg cells can also be used. A potential disadvantage is the finite 
accumulators that may reduce the performance of the system. Our major 
interest is, therefore, to simulate the operation of the system under the 
constraint of using finite accumulators.

3. THE SIMULATIONS

We wrote a computer program to calculate the performance of the 
adaptive system. The application we chose to study is that of notch 
filtering in which the received signal consists of a wideband signal $\tilde{g}(t)$ 
and one or more cosine jammers:
The wideband signal is either a very long pseudo noise sequence or a Gaussian random signal; each signal has zero mean and unity variance \( \sigma^2 \).

The variance of the cosine jammer is \( \sigma^2_c = \sum_{j=1}^{M} A_j^2 / 2 \). The input signal-to-jammer ratio is then \( \text{SNR}_i = 10 \log(\sigma_i^2 / \sigma_c^2) = -10 \log(\sigma_c^2) \).

Figure 5 shows the spectrum \( |S(\omega)|^2 \) of the input signal when \( \text{SNR}_i = -18.5 \) dB for a system having 50 taps and a fairly short 500 sample accumulator. The spectrum was obtained by letting the system iterate for 2000 input data samples and then calculating a 1024 point discrete Fourier transform of the most recent data samples. The magnitude squared of the system transfer function \( |H(\omega)|^2 \) is also shown; it is a notch that has formed adaptively to cancel the cosine jammer at a frequency \( \omega_0 \). If we let \( T_0 \) be the time delay between taps, the frequency of the jammer shown is \( \omega_0 = 2\pi / 9T_0 \). The spectrum \( |Z(\omega)|^2 \) of the residual signal is also shown, multiplied by a factor of 0.05 for clarity. We see that the input and output spectra are similar except in the region \( \omega_0 \) where we see some evidence of the cosine jammer in the residual signal.

The presence of some jammer energy in the residual points out a fundamental difference between the frequency plane implementation of adaptive processing and a digital system where the accumulator can be made arbitrarily long. In a digital system, the tap weights converge, after some number of iterations, to stable values so that extremely deep nulls can be formed. In the initial stages of adaptation, the tap weights change toward
their final values at a rate determined primarily by the feedback gain and the jammer amplitude. In the latter stages of adaptation, the new contributions to the tap weights are small in magnitude and tend to alternate in sign. After convergence, we find that \( \hat{s}(t) \) is a good estimate of the amplitude and phase of the cosine jammer so that the null is very deep; the null remains deep until there is some change in the statistics of the received signal.

In the optical implementation, the tap weights rapidly assume values close to their final values and an increasingly deeper notch is formed at the jammer frequency. After the number of iterations corresponding to the accumulator length, however, the earliest values in the accumulator (which are large because they contribute most to initial adaptation) begin to leave the accumulator. The cosine component in the residual then increases momentarily because \( \hat{s}(t) \) is not as good an estimate of the jammer signal. The system then goes into a "readaptation" phase where the new contributions to the tap weights must offset the older contributions that are leaving the accumulator. This process repeats every \( MT_0 \) seconds, where \( M \) is the number of samples in the accumulator, but with successively less impact on the residual signal. After enough iterations, the system converges to a steady state where the jammer signal level in the residual is just enough to maintain the tap weights at a (nearly) fixed value over time.

The adaptation and readaptation can be seen from Figure 6, in which the upper trace is that of \( z(t) \) for the first 2000 data samples. We note that adaptation is relatively rapid; after about 50 data samples the residual signal is primarily composed of the wideband signal \( g(t) \). At the end of the 500\(^{th} \) data sample, the earliest tap weights are leaving the accumulator and the system "readapts" to the new conditions. Similar readaptations occur at
multiples of 500 data samples and the system performance is not optimum. In an effort to reduce the effects of readaptation, we used a taper on the accumulator so that the values in the accumulator are attenuated exponentially as they flow through. When we used an exponential taper for which the oldest accumulator values are reduced by a factor of one-half relative to their initial values, the residual signal took on the values shown in the lower trace. There is now little evidence of readaptation except for a very slight perturbation after 500 data samples. Note that in both cases $z(t)$ has a zero mean; we have added and subtracted a value of 20 to separate the two traces.

The basic cause of the readaptation is shown in Figure 7, in which the upper trace represents the values within the accumulator associated with the first tap during the first 500 iterations, using no taper. As described before, the earliest contribution to the tap weights are large (those values from 450 to 500) which drive the first tap weight to nearly its final value. Subsequent contributions are small and oscillate about zero (a value of 0.025 was added to the value to separate the two traces). The lower trace shows the results when an exponential taper whose final value is 0.5 is used. The initial contributions to the accumulator are large when they enter the accumulator, leading to rapid adaptation. After they have propagated to the end of the accumulator, their values have been reduced by 0.5 so that when they leave, their impact on $s(t)$ is not so severe. There is, therefore, less evidence of readaptation when the taper is used.

An exponential taper can be implemented optically by placing a mask at the plane where $z(t)$ and $s(t)$ are mutually imaged. The transmittance of the mask would be unity for small signal delays and decay exponentially to a final value of 50% transmittance at the end of the accumulators.
discussion to follow. \( D \) represents the final value for the exponential taper. Other tapering functions such as a Gaussian weighting may be equally effective, or it may be possible to implement the taper through variable illumination of the Bragg cells so that a separate mask may be necessary.

One question relates to whether \( D = 0.5 \) is optimum. Other questions relate to the optimum gain as a function of \( D \), the impact that the number of taps or the length of the accumulator have on the performance of the system, the depth of the notch and the output signal-to-noise ratio. To perform these tradeoffs we need a measure of performance. One measure is the degree of distortion between \( z(t) \) and \( g(t) \). Since the applications of adaptive notch filtering often require a subsequent correlation between \( z(t) \) and \( g(t) \) over some long time interval, a second measure is the correlation coefficient for the signals \( z(t) \) and \( g(t) \). As we now show, these two measures are related.

Consider the function

\[
y(t) = z(t) - g(t) \tag{7}
\]

having mean squared error

\[
\sigma_y^2 = E((z - g)^2) \tag{8}
\]

This function can be expanded to give

\[
\sigma_y^2 = \sigma_z^2 - 2\mu_{zg} + \sigma_g^2 \tag{11}
\]
where \( \mu_{zg} \) is the covariance of \( z(t) \) and \( g(t) \). We can normalize the covariance to get the correlation coefficient:

\[
\rho_{zg} = \frac{\sigma_z^2 \sigma_g^2 - \sigma_y^2}{\sigma_z^2 \sigma_g^2}.
\] (10)

If the residual signal is identical to \( g(t) \), the distortion is zero and the correlation coefficient is one. We shall use the correlation coefficient \( \rho \) as our measure of system performance.

The next result shows the sensitivity of the performance to the exponential taper parameter \( D \). Figure 8 shows the correlation coefficient plotted as a function of \( D \) for several values of the accumulator length \( M \) (expressed as the number of samples stored in the accumulator). The number of taps in this example is 50, and we calculated \( \rho \) from (10) over the last 1024 points, having let the system operate for 2000 iterations. We note that the performance improves, as expected, as \( M \) increases and that the performance is not a sensitive function of \( D \) except for \( D > 0.8 \) or \( D < 0.1 \). If \( D > 0.8 \), we have the readaptation phenomena described before. For \( D < 0.1 \), the exponential taper reduces the effective length of the accumulator so that a longer accumulator with a high degree of taper may yield a performance inferior to that of a shorter accumulator with less taper. In all cases shown, the optimum value of \( D \) is about 0.5 and this value has been used in most of the subsequent tests. It should be noted that, for these preliminary tests, both the accumulator length and the number of iterations are fairly small to conserve computer run time. The performance of the system improves as these two parameters increase as we shall show later; these truncated tests are designed to show the trends in performance.
Figure 9 shows the value of the correlation coefficient as a function of gain with the number of taps as a parameter. In this example, the accumulator length was set at \( M = 500 \), \( D = 0.5 \) and the number of iterations was 2000. We would expect that the gain should be inversely proportional to the number of taps because the tap weights, for an ideal system, should be \( c(\tau) = (2/T) \cos \omega_0 \tau \). The data from Figure 9 supports this result. The performance improves as the number of taps increases, but it should be noted that my simulations do not account for the triangular area of integration naturally imposed by the Bragg cells as shown in Figure 3a. In any event, the correlation loss for the case of \( N = 50 \) versus that of \( N = 200 \) is \(-0.59 \text{ dB} \) versus \(-0.5 \text{ dB} \) which is not a significant change. If the number of taps is at least 50, then, the system performance is quite good for notch filtering.

The depth of the notch cannot be accurately read from the graphs such as that given in Figure 5, partly because the period of the jammer is not a divisor of 1024 which is the sample index for the discrete Fourier transform used to calculate the steady state transfer function. The notch depth can be obtained by freezing the tap weights after adaptation and letting only the jammer signal continue. The notch depth is the ratio of the variance \( \sigma_z^2 \) of the residual, which is an attenuated replica of the jammer, to the variance \( \sigma_e^2 \) of the input jammer. For the example given in Figure 5, the notch depth by this method of calculation is \(-31.5 \text{ dB} \). In a similar fashion, the output signal-to-noise ratio can be estimated by the ratio of \( \sigma_s^2 / \sigma_z^2 \) after the weights are frozen. Table 1 gives the notch depth and output signal-to-noise ratio for a single jammer, with \( N = 48 \).
<table>
<thead>
<tr>
<th>$\text{SNR}_i$</th>
<th>$\sigma_z^2$</th>
<th>$\sigma_g^2$</th>
<th>$\text{SNR}_o$</th>
<th>Notch Depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>-19.9 dB</td>
<td>0.025</td>
<td>1</td>
<td>16.0 dB</td>
<td>-35.9 dB</td>
</tr>
<tr>
<td>-13.9 dB</td>
<td>0.003</td>
<td>1</td>
<td>25.6 dB</td>
<td>-39.5 dB</td>
</tr>
<tr>
<td>-7.9 dB</td>
<td>0.007</td>
<td>1</td>
<td>21.3 dB</td>
<td>-29.2 dB</td>
</tr>
<tr>
<td>-1.9 dB</td>
<td>0.008</td>
<td>1</td>
<td>20.8 dB</td>
<td>-22.7 dB</td>
</tr>
</tbody>
</table>
M = 4000, and D = 0.5. The gain was adjusted to produce the maximum correlation coefficient at the point where the tap weights were frozen for the strongest jammer. Since the tap weights were frozen after only 6000 iterations, the system has not yet reached its optimum steady state performance and the values given in Table 1 are understated somewhat. Since the residual must always contain a portion of the jammer energy, we see that the notch depth is a function of the input jammer power. As the input jammer level decreases, the notch depth decreases to allow the feedback loop to maintain the proper set of tap weights.

The results of the simulations can be compared with those obtained by digital systems having infinite accumulators. The most obvious difference is in the depth of the notch. Since the residual must contain some component of the jammer signal, the notch depth cannot exceed a given value. In passing, it is worth noting that if a separate noise signal were available, as in some of the applications noted by Widrow, et al., this restriction is removed and deeper notches could be obtained. Let us assume, then, that the component of the jammer in the residual is of the form \( B \cos(\omega_0 t + \phi) \) when the jammer is of the form \( A \cos \omega_0 t \). If the jammer and wideband signal \( g(t) \) are uncorrelated, the steady state transfer function for \( \omega \) near \( \omega_0 \) can be approximated by \( H(\omega) \), where

\[
H(\omega) = 1 - 2R \cos((\omega - \omega_0) NT_0 (1 + 4/N)/2) \text{sinc}((\omega - \omega_0) NT_0 /2)
\]

\[
+ R^2 \text{sinc}^2((\omega - \omega_0) NT_0 /2),
\]

where

\[
R = \frac{B \cos \theta}{C}
\]

\[
C = A(\omega - \omega_0) NT_0 /2 + M - 4
\]
and where $G$ is the feedback gain, $N$ is the number of taps of delay $T_0$, $M$ is the number of samples stored in the accumulator and $k$ is a factor which accounts for the taper along the accumulator. If the taper along the accumulator is severe, the output of the accumulator will be smaller ($k < 1$) than that for an untapered accumulator ($k = 1$). To achieve the same notch depth, the feedback gain needs to be increased somewhat to offset the effects of the taper.

If we use the value of $B$ in (11) and calculate the notch depth at $\omega = \omega_0$, we have that

$$|H(\omega_0)|^2 = \left[1 - \frac{kGA^2NM}{4+kGA^2NM}\right]^2$$

We note that the notch depth increases as the jammer amplitude $A$ increases to the point where the value of the jammer component $B$ in the residual have the value given by (12). From our simulations, however, we find that the length of the accumulator is the most important parameter for obtaining a very deep null. As the factor $kGA^2NM$ becomes very large relative to the factor $4$, the notch depth increases and we have that $B = 4/kGANM$. For an exponential taper in which $D = 0.5$, we find that $k = 0.49$; this value, along with the values of $G$, $A$, $N$ and $M$ from the simulation gives a calculated notch depth of $-35.4$ dB vs a depth of $-35$. dB as given by the data.

The half-power bandwidth can also be obtained from (11). If the value of $\Delta f$ is small compared to $f_0$, we can expand each term of (11) and arrive at the result that
Although the bandwidth is a function of the notch depth through the parameter $R$, we can simplify (14) for values of $R > 0.9$ (i.e., for notch depths more than 20 dB down) so that

$$\Delta f \approx \frac{1}{\frac{NT_0}{\sqrt{1+4/N}}}$$  \hspace{1cm} (15)$$

This result shows that the half-power bandwidth is primarily determined by the number of taps used. If $N$ is large compared to 4, the bandwidth is given by $\Delta f \approx 1/2NT_0$. The bandwidths as determined by the simulations agree closely with the values calculated from (15). Figure 10 shows the transfer function for both a finite (4000 samples) and infinite accumulator for a $N = 48$ tap situation. The half-power bandwidth is very nearly the same for the two cases, but the notch depth is about 6 dB greater for the infinite accumulator. The data was taken after 10,000 iterations; the notch depth for the infinite accumulator should continue to grow as the number of iterations increase, if we assume that the jammer and the signal are uncorrelated.

The adaptation time constant for low values of the gain, an infinite accumulator and uncorrelated input signal and noise, is given by

$$\tau_p = -1/\ln(1 - G\lambda)$$ \hspace{1cm} (16)$$
or
where $\tau_p$ is the adaptation time constant for the $p^{th}$ mode whose eigenvalue is $\lambda_p$. If the eigenvalues are not equal, the adaptation time constant does not have a unique value. A reasonable estimate can be made, however, by averaging the eigenvalues so that $\lambda_p$ is replaced by $\lambda_{ave}$.

Widrow, et al. introduced the concept of the degree of misadjustment of an adaptive system and related it to the adaptive time constant. This misadjustment is a measure, expressed as a percentage, of the actual mean square error between the output signal and the desired response to the mean square error based on the optimum Weiner solution. The misadjustment can be related to the adaptation constant $\tau_{ave}$ and the number of taps through

$$\Delta = \frac{N}{4} \tau_{ave}. \quad (18)$$

The misadjustment given by (18) originates from random noise in the tap weights due to the use of a noisy gradient instead of the true gradient in the adaptation process. The relationships in (16–18) are valid only when the adaptation process is slow; this generally implies that the gain is small. When the gain is small, a second type of misadjustment may arise due to nonstationary input statistics; this has been called the misadjustment due to lag. As noted by Widrow, the best performance is achieved by setting the gain so that the misadjustments due to gradient noise and lag are equal.
In terms of the notation used here, the total misadjustment can be represented by \( \Delta_t = (\sigma_z^2 - \sigma^2) / \sigma^2 \) since the jammer power should be completely removed in the optimum Weiner solution. As we have noted before, the finite length of the accumulator in the optical implementation requires that some jammer signal be present in the residual. The total misadjustment is, therefore, the sum of that due to gradient noise, lag, and jammer power. Further, as we see from Figure 9, the performance does not improve monotonically as the gain decreases, since the accumulators have finite length. As a result, the optimum gain is generally higher than that used if the accumulator were infinite so that the misadjustment is principally due to gradient noise and jammer power.

Since the gain is a function of the accumulator length, the value of the adaptation time constant as calculated from (16) or (17) tends to lead to erroneous results. A better procedure is to calculate the jammer power in the residual from (12) and to then calculate the misadjustment due to gradient noise from

\[
\Delta = \frac{\sigma_z^2 - B^2 / 2 - J^2}{\sigma^2} G
\]

(19)

The adaptation time constant can then be calculated from (18). As an example of this procedure, we use the results from the simulations given in Table 1. We found, at the end of 8000 iterations, that \( \sigma_z^2 = 1.12 \) and \( \sigma^2 = 1 \). The gain was \( G = 1.25(10^{-f}) \) so that, from (12), we find that \( B = 0.234 \). From (19), we find that the misadjustment due to gradient noise is then 0.0926 and, from (18), that the average time constant is \( \tau_{ave} = 130 \).
We now give an illustration of the adaptation time constant and determine how rapidly the system will readapt to a sudden change in jammer frequency. Figure 11 shows the values of $s(t)$ and $\hat{s}(t)$ in the region of an abrupt change in frequency from $\omega_0 = 2\pi/8T_o$ to $\omega_0 = 2\pi/12T_o$. The plot of $\hat{s}(t)$ is delayed by one sample value for clarity. The system was allowed to adapt to the first jammer for 8000 iterations so that $\hat{s}(t)$ is a good estimate of the jammer. At the 8001$^{st}$ iteration, we switched to the lower frequency, and we see that $\hat{s}(t)$ initially decays as the transient passes through the system. After 25 iterations it reaches its smallest amplitude; it then begins to increase in amplitude as well as adjusting its phase to the new jammer. Readaptation is nearly complete after about 130 iterations which is consistent with the calculation for the time constant.

Figure 12 shows how the notch changes its shape during the readaptation phase. Just before the frequency shift, we have a well formed notch at the initial frequency. Within five iterations of the change in frequency, we find that the notch depth is about -10 dB. The notch at the lower frequency has not yet begun to form because 5 iterations is less than one-half of a cycle of the new frequency. After 50 iterations, a notch is beginning to form at the new frequency; its depth is about the same as that at the initial frequency. After 125 iterations, a notch is reasonably well formed at the new frequency and, as the adaptation process continues, the notch depth will increase while the remnant notch at the initial frequency will continue to diminish.

The final example is that of suppressing two unequal jammers at different frequencies. In this case one jammer is at +20 dB relative to the signal and the second is at +10 dB. Figure 13 shows the two notches formed by a 48 tap, 4000 sample accumulator setup. The notch at the lower
frequency corresponds to the +10 dB jammer; we see that the notch is not as deep (≈ -20 dB) as is predicted by (13) and there is more evidence of jammer power in \(|Z(\omega)|^2\) at this frequency. Examination of \(z(t)\) shows that the adaptation constant (\(\tau_{ave} = 175\)) is primarily due to the strong jammer, with a secondary adaptation constant due to the weak jammer. The correlation coefficient is \(\rho = 0.93\).

4. SUMMARY AND CONCLUSIONS

The purpose of the simulations was to determine the effects of using finite accumulators as dictated by the finite time-bandwidth product of the Bragg cells. The measure of performance used throughout has been the correlation coefficient between the output signal and the transmitted signal. The effect of using a finite length accumulator is to reduce the correlation coefficient by \(\approx 0.5\) to 1.0 dB depending on the system parameters. Some degree of taper is needed on the accumulator to reduce the effects of readaptation. The amount of taper required increases as the frequency of the jammer increases. The natural attenuation, the frequency response and the method of illumination of the Bragg cells are possible ways to implement the taper. These methods have the advantage of increasing the apparent time-bandwidth product of the Bragg cell which help to improve the overall performance of the system.

The number of taps available is probably greater than that needed in many applications. We found that increasing the number of taps improves the performance but also increases the time necessary for the system to adapt to changes in the jammer frequency or amplitude. In contrast to a conventional system where the feedback gain can be set at a low value (at the expense of slower adaptation), the gain in the optical system must not be set too high because then the system will not be stable, or set too low because then the
tap weights will not be large enough to remove the jammer energy. The notch
deepth is not as great as when using infinite accumulators because some of
the jammer energy is needed in the residual signal to maintain the tap
weights. The null is sufficient, however, to improve the signal-to-jammer
ratio at the output so that a high value of the correlation coefficient is
obtained.
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simulation studies, and E.F. Smith and R.W. Boyd for their insights and
suggestions. This work was supported by the U.S. Army Research office.
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The diagram illustrates a setup involving a lens and a Fourier transform of tap weights. The expressions given are:

\[ A(\omega,t) \propto Z(\omega,t)S(\omega,t) \]

where \( Z(\omega,t) \) and \( S(\omega,t) \) are functions of frequency \( \omega \) and time \( t \).