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ABSTRACT

This technical report summarizes the image understanding and image processing research activities performed by the Image Processing Institute at the University of Southern California during the period of 1 April 1976 to September 30, 1976 under contract number F-33615-76-C-1203 with the Advanced Research Projects Agency Information Processing Techniques Office.

The research program has as its primary purpose the development of techniques and systems for processing, transmitting, and analyzing images and two dimensional data arrays. Four tasks are reported: Image Understanding Projects; Image Processing Projects; Smart Sensor Projects; Recent Ph.D. Dissertations. The Image Understanding project has concentrated on edge detectors, image segmentors, clustering techniques and higher level symbolic descriptors from segmented imagery. The Image Processing projects have concentrated on a posteriori restoration, degree of freedom analyses of imaging systems, phase coding for optical image processing and artificial stereo algorithms. The Smart Sensor projects include the development of adaptive CCD image processing chips and circuitry. The Ph.D. dissertations completed in this time period are abstracted in the next task.
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1. RESEARCH PROJECT OVERVIEW

This report describes the progress and results of the University of Southern California image understanding and image processing research study for the period 1 April 1976 to 30 September 1976. The research study has been subdivided into five projects:

Image Understanding Projects
Image Processing Projects
Smart Sensors Projects
Recent Ph.D. Dissertations
Publications

The image understanding projects involve research directed toward the goal of developing generalized processing systems capable of analyzing images and extracting salient information. Specific studies include feature extraction, symbolic description, interpretation, clustering techniques, edge detectors, segmentors, and systems analysis. The image processing projects include research on novel image coding techniques based upon results of the image understanding study, advanced image restoration methods, including a posteriori phase computation techniques, degree of freedom, modelling in support of image understanding, and studies of phase coding for optical filtering techniques and artificial stereo algorithms. The smart sensors projects comprise investigations of electronic and optical processing methods which can be integrated with imaging sensors to perform low level image enhancement and feature extraction within the sensor. An adaptive CCD processor has been developed for first stage image...
processing. The smart sensors research work is being performed by the Hughes Aircraft Company Research Laboratories in Malibu, California under subcontract to USC.

Section 2 of this report details the research effort on the image understanding projects. The image processing research activities are described in Section 3, and Section 4 covers the work on the smart sensors projects. Section 5 is a compendium of abstracts of recent Ph.D. dissertations covered under this past six month period and Section 6 is a list of publications by project members during the reporting period.
2. IMAGE UNDERSTANDING PROJECTS

The results of the image understanding projects described below are directed toward the eventual development of processing systems for generalized image analysis. Applications of such systems include photointerpretation, vehicle guidance, visual tracking, cartography, and many other areas of military interest.

Our research study is organized according to the structure of a conceptual image understanding system. This system consists of a feature extraction stage which detects and measures primitive features such as edges and texture regions from an input image. Next the primitive features are clustered into meaningful symbols such as object boundaries, segments of some common attribute, or basic shape structures. Such clustering then is used to completely segment the scene of interest. Finally image symbols are interpreted in terms of their semantic relationships to produce a concise quantitative description of the original image. Some extra-image knowledge base is assumed available for guidance of all elements of the image understanding system.

The philosophic approach to the study has been to bring together a research team skilled in digital signal processing and concepts of artificial intelligence. Although the research effort at USC involves all stages of the overall image understanding system, emphasis has been placed on the feature extraction, clustering, and symbolic description subsystem elements. Rapid progress is being made in these areas to assist the research in the higher stages of the image.
understanding system.
2.1 EVALUATION OF A SIMPLIFIED HUECKEL OPERATOR

Ramakant Nevatia

Introduction

An edge detector due to Hueckel \( <1,2> \) has been in wide use. Though no definitive studies have been made, its performance is considered to be superior to that of other edge detectors (e.g. see \( <3> \), see \( <4> \) for a contrary conclusion). However, computation required for a Hueckel edge detector is considerably larger than for other types of operators. The central part of the Hueckel edge detector involves approximation of a two dimensional image intensity pattern by expansion into a truncated Fourier series. Hero and Vassy described a method of simplifying the approximation by using fewer bases functions for expansion \( <5> \). In this report, we examine a generalization of this approach and effect on performance of the reduction in the number of bases functions. The main experimental conclusion is that such reduction in computation is achieved at a significant loss in performance, if the images in use are noisy.

Operation of the Hueckel Edge-Line Detector

The basic process of Hueckel edge operator consists of optimally fitting an ideal edge-line to the image intensity values in a small circular neighborhood. The ideal edge-line is determined by a 7-tuple of parameters, three parameters determining the brightness levels \( (d_-, t_- \text{ and } t_+) \), as shown in figure 1) and the other four parameters determine the position, orientation and the width of the line. The
Figure 1. Intensity profile of an ideal edge-line.
fitting process consists of determining the values of the seven parameters for a best fit with the image intensities. Ideally a tuple of parameters is to be computed such that

\[ N = \| I - S(\text{tuple}) \| \]  

(1)

is a minimum, where \( I \) is a vector representing image intensities and \( S \) is an ideal edge-line.

This minimization process is approximated by expansion of both the input image disk and the edge-line in an orthogonal Fourier series. Let \( a_i \) be the coefficients of expansion for the image and \( s_i \) be the coefficients for an ideal edge-line. The minimization of (1) is then approximated by choosing a tuple such that

\[ N = \sum_{i=0}^{8} (a_i - s_i)^2 \]  

(2)

is minimized. Hueckel gives arguments for the optimality of the chosen series \(<2>\). A crucial decision is to use only the first nine terms of expansion. Two reasons are given for the choice of this number:

(a) Higher order terms correspond to noise in the image and should be ignored.

(b) An analytical solution to the minimization problem is found using nine terms.

Decision as to the presence of an edge is based on the amplitude
of the computed step, as well as the degree of fit, determined by $N$ in eq. (1) above.

**Simplification of the Operator**

The computation of Hueckel operator can be reduced substantially if the number of terms used in the expansions above is reduced. An edge-line is completely specified by seven parameters. Further, absolute brightness level ($b_0$) is of little interest for edge computation; only six Fourier coefficients are needed to compute these parameters. Also, the problem of minimization in eq. (2) above reduces to that of determining six unknowns in six equations (details are in the Appendix).

Only four parameters (orientation, position and step size) are needed if only step edges are of interest. Mero and Vassey describe an approach to determining these parameters for a square region of the image [5]. They conclude that expansion in only two basis functions is needed to determine the orientation of the step. The position and step size are then determined by an approximation.

We have generalized the procedure to determine the four parameters for a step from four coefficients of expansion, used by Hueckel, for a circular neighborhood and determining the six parameters for a step-line from six coefficients of expansion.

In either case, as far as the truncated expansion is concerned, the signal can be fit perfectly with an ideal edge or an ideal edge-line. Thus, no minimization computation is necessary.
The important question is the effect of ignoring some terms in the orthogonal expansion of the signal. It is clear, that if the signal indeed consists of an ideal edge element, the fewer terms of expansion are sufficient to characterize the signal exactly. Results of experimental evaluation signals containing noise are presented next.

Experimental Results

The input for these experiments consists of a picture with two vertical edges; the intensity profile is as illustrated in figure 2. A varying amount of random, Gaussian noise is added to this image. Results are presented for three images, figures 3a, 4a and 5a, with step size to noise variance ratios of: 10, 4 and 2.

The three images were processed by three versions of the edge detector:

1. Original Hueckel edge detector (operator 1)
2. Edge line detector using six coefficients (operator 2)
3. Edge detector using four coefficients (operator 3)

Determining the presence of an edge requires the use of a threshold on the computed step amplitude. Use of a higher threshold will allow fewer noise edges but also lose some of the desired edges. For the results presented, the thresholds were determined for the best subjective performance. The differences in the performance of three operators are so marked that a more careful control of thresholds
Figure 2. Intensity profile of a test step (without noise)
Figure 3. Low noise image and detected edges
Figure 4. Medium noise image and detected edges
Figure 5. High noise image and detected edges
(e.g. by requiring the total number of detected edges to be the same) was not considered necessary.

Figures 3, 4 and 5 show the results of the three operators on three images. (The edge detector was applied every three pixels along every third row. Each application looks at a neighborhood approximately circular and eight pixels in diameter. There is considerable overlap of regions in two neighboring applications, resulting in multiple edges for the same step. The phenomenon is pronounced in figures 3, 4 and 5 for the right edge only, because of accidental placements.)

It is clear that the performance of operator 1 declines gradually with the increase in added noise. Operators 2 and 3 on the other hand, perform reasonably well for high signal to noise ratio, but very poorly for images with high noise. Further, the performance of operator 2, using more coefficients of expansion, is superior to that of operator 3. (In absence of any noise, all three operators perform perfectly.)

Similar results are obtained for detection of line edges (i.e. when the width of step is small, say two or three pixels wide).

Conclusions

The results shown above are somewhat surprising. It is tempting to think that as the ideal step is completely determined by four parameters, four bases vectors can be found to span the space of ideal step elements. Unfortunately, the space spanned by the ideal steps is
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not a complete space (the addition of two arbitrary steps is not another step). (For the special case of edges defined on a \(3 \times 3\) square neighborhood, a complete two dimensional sub-space spanned by the edges has been determined by Frei and Chen <6>).

It is concluded that the simplification of Hueckel edge detector, by ignoring some of the terms of Fourier expansion results in unacceptable loss in performance, if images are likely to be noisy. (Unfortunately, Hero and Vassey present no results on comparable images in their claim that the performance is not compromised.) Further, it raises questions as to the effect of using only nine terms in Hueckel's original operator and also the effects of similar approximations using other series for expansions, (e.g. see <7>).

Appendix: Details of approximations

Familiarity with references <1,2> is assumed here and the notation used therein is used here without much elaboration. The nine coefficients of expansion for an ideal edge-element are as follows:

\[
S_0 = (3\pi)^2 (32b - t_1 (16 - 21r_+ + 7r_- - 7r^3 - 7r_+^3 + 5r_+^7) + t_+ (16 - 21r_+ + 7r^3_+ - 7r_+^5 - 5r_+^7) / 56
\]  

(3)

\[
S_1 = \lambda_- r_- + \lambda_+ r_+
\]  

(4)

\[
S_2 = (\lambda_- + \lambda_+) c_x
\]  

(5)

\[
S_3 = (\lambda_- + \lambda_+) c_y
\]  

(6)
\[ s_4 = 2^k (\lambda_r - \lambda_t) (c_x^2 - c_y^2) \quad (7) \]
\[ s_5 = 8^k (\lambda_r - \lambda_t) c_x c_y \quad (8) \]
\[ s_6 = 5^k (\lambda_r^2 + \lambda_t^2) c_x \quad (9) \]
\[ s_7 = 5^k (\lambda_r^2 + \lambda_t^2) c_y \quad (10) \]
\[ s_8 = \lambda_r - (0.5 - 2.5r_0^2) + \lambda_t - (0.5 - 2.5r_0^2) \quad (11) \]

where \( r_-, r_+ \) stand for the positions of brightness transitions, \( b_-, t_+ \) and \( t_+ \) are as shown in figure 1, \( \lambda_+ = (3m)^{1/2} t_+ (1-r_0^2)^{1/2} / a \), and \( c_x \) and \( c_y \) are the direction cosines of the edge orientation (see <1> for details). Consider two cases separately:

1. **Step edges only:**

   The ideal edge-line can be converted to a step by setting \( t_+ = 0 \) (hence \( \lambda_t = 0 \)). We are now interested in determining \( \lambda_r \), \( c_x \) and \( c_y \). We need use only eqs. (4), (5) and (6) and hence need only three coefficients.

2. **Step and line edges:**

   Six parameters need to be determined now and we need six equations. Several subsets of the above nine equations will suffice. In particular, eqs. (4) through (9) are sufficient. The solution can proceed by determining \( c_x \) and \( c_y \) from eqs. (5) and
Parameters $\lambda_-, \lambda_+, \Gamma_-$ and $\Gamma_+$ can now be determined from four equations: (4), (5) or (6), (7) or (8), and (9) or (10). These equations can be solved in exactly the same way as in reference <1>, Appendix A. (Note that computation of $c_x$ and $c_y$ using all nine coefficients requires iterative solution of a fourth order polynomial.)
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2.2 APPENDING OF LINEAR EDGE SEGMENTS WHICH CONTAIN COMMON EDGE POINTS

Lee W. Martin

In an image, there are generally sub-areas which stand out from the background. They may be classifiable as straight lines, curves, boundaries, etc. and they may be given the attributes of a feature, i.e. something that can be used in describing the image scene, using a set of image pixels as a single element. That element, or feature, has a more global information content than the stem of the pixels because of a recognizable interpixel relationship. This report considers the appending of linear segments to create longer, and possibly more identifiable edge segments to be used as features.

Elongated edge segments generally correspond to areas or objects of interest in a scene, e.g. partial boundaries of objects, identifiable segments along an edge (perhaps functions, or particular occurrence of an edge pattern). As such this feature would be useful for stereo analysis (small angle stereo) or scene segmentation. In the latter determine areas of the image where further (second level) processing would be most fruitful, e.g. determine segment continuability criteria determined by the feature segment. In small
angle stereo analysis, features in a primary image will generally have
a high correspondence with a segment edge which lies on similar points
in the complement image, allowing identification of correspondent edge
segments. These elongated edge segments satisfy some criteria for
being selected as features as previously stated <1>. They have
(a) relative invariance under slightly dissimilar imaging conditions
and small perspective changes.
(b) reproducibility of the feature
(c) uniqueness, or at least the set of features which have common
attributes should be small, to be useful in complement image matching.
(d) correspondence with areas of interest in the image, e.g. object
boundaries.

Reference <1> describes the steps leading to the attainment of a
linear segment map. Basically a Hueckel <2> edge operator processes
the entire image returning an edge point map, which in turn is
processed to link edges within orientation and proximity constraints
<3>. At this point, edge segments which are continuous in the image
are broken into subsegments which lie along pre-selected orientations.
Generally, if the edge curve is smooth, edge points near the end of
linear segments will also occur in linear segments occurring in the
same, or adjacent angles. Thus we have "points of continuity" with
which we may link linear edge segments to create more general edge
segments of greater length.

The typical links possible are shown in figure 1. Segments are
classified as
(1a) Typical head appendage.

(1b) Typical connection, when H and T are in different PS's.

(1c) Typical case where H, T are in same PS. Then CS must be absorbed into S1.

Figure 1. Append Schematics
(1) previous segments (PS)
(2) candidate segments (CS).

The CS may be appended to any PS with a common edge point. Only the head (H) and/or the tail (T) of the CS may be in common with some PS. Each edge point in the set of edge points in the PS's (previously used edges, PUE) belongs to a unique PS, but may re-occur in some future CS. A PS contains
(1) the H of CS designated as S1,
(2) the T of CS as S2.

Notation HS2 implies the head of segment 2, i.e. the PS which contains T(of CS). D, (R), preceding a segment identifier implies possible disconnect subsegments, (possible remainder subsegment i.e. appended to CS). CS is appended to S1 (S2) if the length (CS) > length (DSI), I = 1, 2. Otherwise CS is identified as a new segment (given a new segment identifier number). All possible linkages were considered, as indicated in figure 1. The program to accomplish the inter-angle and intra-angle links is complete and approximately 95% debugged.

The preliminary results indicate a slight angular preference in the direction of the step angle (+cc, -c) if linking is not done over the full 360 range (because links can only be made to PS's which occur at previous step angles). All anticipated modes of linking have been accomplished with the desired results.

Upon completion of the programming effort the results will be applied to stereo pairs for evaluation.
The purpose of this investigation is to find the class of edge detectors that could find edges with greater resolution. One of the properties that could be looked into is the orientation of edges in the image. The pictures we are most concerned with are pictures of natural images, most of which contain structured objects like trucks and vehicles on a natural background. Figure 1 shows the picture of a tank with a background of marsh. This background, for our purposes of extracting only the tank, is considered noise. However, it should be noticed that this very background which we condemn to be noise actually contains considerable information in itself. Therefore, any
good edge operator that will pick up high resolution edges will detect both background and object. The problem facing all edge detectors is to be able to selectively discriminate edge points not of interest. For this, locally adaptive thresholding is considered.

An edge magnitude map and an edge orientation map is produced. Figure 2 shows the edge map thresholded so that the most significant 4000 edge points are displayed. In this example, the Kirsch operator is used. Based on the observation that edge points which do not belong to any structured object should have edge directions distributed randomly, the variance $\sigma^2$ of edge directions inside a 3 x 3 window is computed. The edge magnitude map $e(x, y)$ is then modified by the following relation

and the resulting modified edge map $e'(x, y)$ is thresholded to obtain figure 3.

Other information that could be obtained from the edge direction map is the continuity of edge directions. In figure 4, the edge map $e'(x, y)$ is thresholded, where $e'(x, y)$ is the modified version of the edge magnitude map $e(x, y)$ given by the relation

If the edge orientation at point $(x, y)$ is $O(x, y)$, and the orientation of the pixels at the front end and back end of $C(x, y)$ is $O(x_1, y_1)$ and $O(x_2, y_2)$, respectively, then
Figure 1. Tank on a noisy Background

Figure 2. Kirsch thresholded to display 4000 most significant

Figure 3. Kirsch with variance modifying function

Figure 4. Kirsch with continuity modifying function
Figures 5a, 5b, and 5c show the same three procedures applied to a noisy straight line edge and evaluated with Pratt's figure of merit \( F \). The original picture of the line has an \( S/N \) ratio of five defined in the convention given by the above figure of merit.

The original Kirsch output has a figure of merit \( F = 68\% \). The Kirsch output implemented with directional variance measure has \( F = 51\% \) and the Kirsch output implemented with continuity modifying function has \( F = 75\% \).

From figures 2, 3, and 4 it is obvious that the continuity and variance modifying functions create more background edges than the original edge magnitude map. However, figure 4 shows that more edges on the side of the tank were detected by the continuity modifying function while the other edges are more or less preserved. Figure 3 shows edges that have less random edge directions and therefore most detected edges appear as part of a chain of edge points. It is not exactly clear as to what extent the orientation information could contribute to detecting fine edges.
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Figure 5a. Kirsch output
\( F = 68\% \)

Figure 5b. Kirsch with variance modifying function
\( F = 0.51\% \)

Figure 5c. Kirsch with continuity modifying function
\( F = 75\% \)
The major portion of the effort during the period of this report has been directed at examination of scene features and their relationship to the overall clustering problem. The only intrinsic features of a pixel in a monochrome image are its position (x and y coordinates) and its brightness. All other features are of higher order, that is, they are based upon the relationship of the pixel to other pixels in the scene.

A number of different features were computed for overlapping blocks in an aerial photograph (see figure 1). As expected, the larger block sizes virtually destroy the scene detail. These features (see figures 2 through 6 for examples) were computed by averaging the value of the feature over the block.

A different approach was adopted for the tank scene (figure 7) and the armored personnel carrier scene (figure 8). In these scenes, features were computed for several block sizes centered on each pixel. While this approach requires more computation, the intrinsic resolution of the picture is maintained (see figures 9 through 22 for examples). Some of the features (mean, for example) still cause substantial blurring and loss of detail.
Figure 1. Aerial photograph original

Figure 2. Mean 8 x 8

Figure 3. Variance 8 x 8

Figure 4. Texture 8 x 8

Figure 5. Mode 8 x 8

Figure 6. Median 3 x 8
Figure 7. Tank original

Figure 8. APC original

Figure 9. Tank mean 7 x 7

Figure 10. Tank variance

Figure 11. Tank texture 7 x 7

Figure 12. Tank mode 7 x 7
Figure 13. Tank mode 15 x 15
Figure 14. Tank median 7 x 7

Figure 15. Tank median 15 x 15
Figure 16. APC mean 7 x 7

Figure 17. APC Variance 7 x 7
Figure 18. APC Texture 7 x 7
Some of the features are highly influenced by the value of a few pixels within the block. Examples of this are variance and texture (averaged modified Roberts Cross operator). These features always have large values at edge boundaries. Segmentations based on these features would therefore be expected to identify "edge" as a distinct region in the segmented image.

The median and mode features are formed by computing the gray scale histogram median and mode in a block centered on each pixel of the scene. These features (mode in particular) do not cause substantial degradation of the scene resolution. The median feature does cause some blurring while the mode feature fills in some concave areas and clips some highly convex areas. Nevertheless, features subjected to modal filtering are expected to substantially improve the classifier performance since they are based on the most frequently occurring values within the block centered on each pixel. Texture features having these properties are being investigated.

The activity in progress at present is concerned with feature thinning as a preprocess to clustering. The feature covariance matrix was computed and subjected to Karhunen-Loeve transformation. The resultant features are linear combinations of the original features and are statistically uncorrelated. The highly correlated set of original features will be replaced with an uncorrelated set that is substantially smaller. Reduction of the feature space dimension in this manner is expected to reduce the amount of computation required in the clustering algorithms.
The clustering phase of the scene segmentation is presently in a preliminary state. It is anticipated that the overall performance will not be highly dependent on the clustering algorithm chosen and the algorithm chosen will be one having computational efficiency. The procedure under consideration presently will proceed as follows (see figure 23):

1. Initial clustering with a few clusters will be performed using the thinned features computed previously.

2. The "quality" of the clustering will be computed by any of several methods presently under consideration.

3. The number of clusters will be increased (by one perhaps) and steps 1 and 2 repeated.

4. The process will end when the improvement of the cluster quality is less than a threshold.

It has been recognized that many of the linguistic or artificial intelligence methods at higher levels of the image understanding systems rely on preprocessing which produces closed, connected boundaries of the scene segments. The approach described here is based on the vector space model and uses communication theory methods to achieve segmentation. Because of that, a finite mis-classification probability will always exist. It is likely that a transitional procedure will be required to produce closed connected boundaries from the segmented scene before further processing can be performed.
Figure 23. Clustering Procedure
2.5 RECURSIVE ESTIMATION OF BOUNDARIES

Nasser E. Nahi and Simon Lopez Mora

The purpose of this research is to develop recursive algorithms for the estimation of boundaries of objects in noisy pictures, the available information being limited to the statistics of the object boundary, object and background.

The scanned picture in the absence of noise is represented by

\[ S(k) = \lambda(k)S_o(k) + (1 - \lambda(k))S_b(k) \tag{1} \]

for \( k = 1, \ldots, N \) where \( N \) is the number of lines in the picture, \( S_o \) and \( S_b \) denote the intensity values of object and background assumed to be sample functions of two statistically independent, cyclo-stationary random sequences whose first two moments are available, and \( \lambda \) is a binary valued function taking values of 1 or 0 corresponding to points of the image belonging to the object or the background, respectively. The domains of \( S_o, S_b \) and \( \lambda \) are the entire picture.

A set of observations

\[ y(k) = S(k) + V(k) \tag{2} \]

is assumed, with \( S(k) \) as defined in eq. (1) and \( V(k) \) representing a zero mean Gaussian white noise sequence of variance \( \sigma^2 \).

Let us assign to each \( k \) two variables \( w(k) \) and \( c(k) \) representing the width and the geometrical center (as measured from the midpoint on the image) of the object at the associated line. Hence
\[ w(k+1) = w(k) \quad (m-1)N+1 \leq k \leq mN-1 \]
\[ c(k+1) = c(k) \quad m = 1, \ldots, N \]  

(3)

Since the object width is a positive quantity and the object must be within the image, \( w(k) \) and \( c(k) \) satisfy
\[ w(k) \geq 0 \]
\[ w(k)/2 + |c(k)| \leq N/2 \]  

(4)

In terms of the widths and centers, the chosen representation for \( \lambda(k) \) is
\[
\lambda(k) = \begin{cases} 
1 & \text{for } (m-1)N+N/2 + c(k) - w(k)/2 \leq k \leq (m-1)N+N/2 + c(k) + w(k)/2 \\
0 & \text{else} 
\end{cases} 
\]  

(5)

The quantities \( w(k) \) and \( c(k) \) are random sequences with known first and second order statistics. Let
\[ w(k) = \tilde{w}(k) + \bar{w} \]
\[ c(k) = \tilde{c}(k) + \bar{c} \]  

(6)

where \( \bar{w} \) and \( \bar{c} \) are the mean values, respectively. As a first order approximation, the pair \( r(k) = [\tilde{w}(k) \, \tilde{c}(k)]' \) is assumed to represent a first order Markov sequence,
\[ r(k+1) = A_o(k) r(k) + B_o(k) u_o(k) \]  

(7)

where \( u_o(k) = [u_1 \, u_2]' \) is a zero mean white normal sequence with unit covariance, \( A_o(k) \) and \( B_o(k) \) are matrices of appropriate dimensions.

As a result of eq.(3)
\[ A_o(k) = I \quad \text{(identity matrix)} \]  

(8)
\[ B_o(k) = 0 \]

for all \( k \) except \( k = mN, \ m = 1, \ldots, N \).

By augmenting eq.(7) with dynamic equations representing the statistics of the object and background it is possible to state a nonlinear MMS estimation problem that can be solved by the method
introduced in <1>.

To illustrate the estimator performance a binary picture with an ellipse of unit luminance against a background of zero luminance has been used. The original observation has been corrupted by adding white Gaussian noise of standard deviation 0.5 (σ = 0.5 or ρ = 1.0) in the high signal-to-noise ratio case and noise of variance 4 (σ = 2.0 or ρ = 0.25) for the highly noisy case. Two different estimators were used: I) estimation of the boundaries when \( s_o(k) = 1 \) and \( s_b(k) = 0 \) in eq. (1), this condition singles out the boundary estimation itself, see figures 1b, 1c, 2b, and 2c. II) estimation of the boundary as well as the object intensity when the last one is assumed constant and only a priori information on its variance and mean is known, see figures 1d, 1e, 2d, and 2e. In either case a refinement of the estimator consisting of a detection test at the end of every line has been performed. As a result of this detection step, the estimate can be rejected in which case the estimator is initialized or accepted without change. The estimator detector form is referred to as the refined estimator.

The parameters chosen for these estimators were:

\[
N = 256 \quad \bar{W} = 57 \quad \bar{C} = 0
\]

Case I

\[
A_o(mN) = \begin{pmatrix} .926 & 0 \\ 0 & .97 \end{pmatrix} \quad B_o(mN) = \begin{pmatrix} 7.78 & 0 \\ 0 & 2.91 \end{pmatrix}
\]

Case II
Best Available Copy
Fig. 1. Estimated and original boundaries for known (b, c) and unknown (d, e) object luminance. 
\( \rho \) indicates signal-to-noise ratio.
Fig. 2. Estimated and original boundaries for known (b,c) and unknown (d,e) object luminance. ρ indicates signal-to-noise ratio.
Although the estimator procedure is applicable to non-binary pictures, the way to reduce the possible increase in computation is still under investigation.
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2.6 SHAPE ANALYSIS AND DESCRIPTION

Erica M. Rounds

This research is directed toward constructing region representations which are useful at the interpretation level. A good representation should be largely invariant with respect to location, orientation, and size to facilitate matching with object descriptions in the knowledge base. The process of extracting global features from region descriptions is called here "shape analysis."

Shape analysis can be considered as an intermediate level between the segmentor and the interpreter. Each of these levels deals with image descriptions on a conceptually different basis. For example,
regions of homogeneous properties extracted by the segmentor are
considered areas by the shape analyzer having geometrical
characteristics such as size, perimeter, and shape. On the
interpretation level these may correspond to object surfaces.
Likewise, global discontinuities in the contour may be associated with
vertices of a three-dimensional object.

The shape analyzer operates on the region description produced by
the segmentation level. Typically, this consists of the set of points
which constitutes the boundary of a region. More precisely, we define
the closed boundary of a simple region (no holes) to be a set of \( N \)
ordered grid points \( \{(x_k, y_k)\} \) such that \((x_{k-1}, y_{k-1})\) is adjacent to
\((x_k, y_k)\), \( 2 \leq k \leq N \), and \((x_N, y_N) = (x_1, y_1)\). Geometrically, the
sequence of points corresponds to a clockwise or counter-clockwise
traversal of the contour. Two points are said to be adjacent if they
are one grid cell apart in a horizontal, vertical, or diagonal
direction. Figure 1 shows the eight possible neighbors of a central
reference point together with their direction codes \(<2>\).

The region representation will be obtained by a sequence of
operations performed on the boundary data such as

1. gap filling,
2. local smoothing,
3. finding global extreme points,
4. fitting linear or curvilinear line segments between extreme
   points,
5. computing the centroid, area and perimeter of the region,
Figure 1. 8-neighborhood.
(6) computing the convex hull, and
(7) assigning the region to one of a set of standard shapes.

Operations (1) and (2) deal with local features of boundary segments. Gaps can be filled by computing the bias line segment between the two endpoints of a gap and digitizing the intermediate points on the line according to eight-connectedness. An operator for smoothing local extrema is presented in the next section of this report. Operations (3) and (4) seek to divide the closed boundary into meaningful segments. Just as intensity discontinuities are important in edge finding, so curvature discontinuities are significant in object contours (4). Fitting of curvilinear lines achieves information compression as well as facilitates manipulation at later stages. Operation (6) is useful in identifying concavities in the figure. These would be due to occluding objects. If the fitted lines of the contour are described relative to the centroid and the principal axes (1), then the representation will be location and rotation invariant. Size invariance can be achieved by normalizing contour segments with respect to area. Invariant properties will reduce the problem of assigning a standard shape to the region. Current research is devoted to (4), (6), and (7).

The operations described above are not only useful for processing boundary points obtained from the segmentor but also for data acquired by manual segmentation. We have developed a number of programs to hand-segment regions interactively from a displayed digital image. The purpose of this work is to construct object descriptions for the
knowledge base. Given the resolution of images it is often extremely
difficult to manually extract straight continuous boundary segments.

Later portions of this report present an algorithm for generating
figures or regions from their boundary coordinates.
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2.7 LOCAL SMOOTHING OF DIGITAL CONTOURS

Erica M. Rounds

In extracting shape features from region boundaries, a large
amount of information is contained in the global discontinuities of
curvature, i.e., at the extreme points where a significant change in
direction occurs. It is frequently desirable to perform a prior
smoothing operation on the boundary points to reduce the number of
small local extrema. These may be due to noise or to the particular
algorithms used at lower levels.

A very simple technique for smoothing is "Hysteresis smoothing" described by Mason and Clemens [1]. In this approach, x and y coordinates of the boundary points are treated separately. The smoothed curve essentially follows the digitized curve within a threshold of 2A, where A is a given constant. This has the effect of deleting local extrema of height ≤ 2A. Let \( y_{k+1} \) be the y-coordinate of the \((k+1)\)st data point, and let \( \bar{y}_k \) be its smoothed predecessor. Then \( \bar{y}_{k+1} \) is determined as follows:

(i) If \( y_{k+1} - A < \bar{y}_k < y_{k+1} + A \) then \( \bar{y}_{k+1} = \bar{y}_k \).
(ii) If \( y_{k+1} - A > \bar{y}_k \) then \( \bar{y}_{k+1} = \bar{y}_k - A \).
(iii) If \( \bar{y}_k > y_{k+1} + A \) then \( \bar{y}_{k+1} = \bar{y}_k + A \).

Figures 1a and 1b show the application of Hysteresis smoothing to a curve segment. The dashed line indicates the smoothed curve. Note that this scheme is sensitive to the spacing of data points. In figure 1b where the data points are one grid cell apart (of dimension A), the smoothed curve follows the original one more faithfully. Thus, hysteresis smoothing is sensitive to gaps in digitized curves. It is also highly dependent on the starting point. Since the smoothing process is influenced by the orientation of the boundary segments, it will distort symmetry inherent in the figure. Furthermore, for closed curves the smoothed version may not be closed. (For an example see figure 7a.)

Figure 2 shows a different type of smoothing operation called
Figure 1. Hysteresis smoothing

Figure 2. P-S pair smoothing
here "P-S pair smoothing," because it is based on the predecessor and successor points of the data point to be smoothed. We consider all possible P-S pairs in a 3 x 3 neighborhood of the reference point (using eight-neighborhood adjacency). There are a total of 64 such pairs, of which the eight pairs which reverse on themselves have been ignored. That is, we assume that the boundary encloses a region at least one cell wide. The remaining 56 pairs have been classified into six types as shown in figure 3. These types form a basic set from which all others can be obtained by the following operations:

- $e_1$: rotation by $90^\circ$,
- $e_2$: rotation by $45^\circ$, and
- $e_3$: reflection.

Computation of types is very efficient since for each type (excepting I and V) the distance $\alpha(P,S)$ between predecessor $P$ and successor $S$ has a unique value. Thus, at most two tests are necessary. The properties of the P-S types are summarized in table 1 of figure 4. Constant $A$ is the dimension of the grid cell.

The objective of the smoothing operation is to eliminate local sharp corners such as types II, IV, and V. For II and IV, the operation deletes the central reference point. In case of type V, the reference point is moved to create a type I P-S pair. Let $p_i = (x_i, y_i)$ denote the point to be smoothed, and let $p_{j-1} = (x_{j-1}, y_{j-1})$ be the smoothed predecessor of $p_i$.

Algorithm
Figure 3. Distinct P-S pairs.
<table>
<thead>
<tr>
<th>TYPE</th>
<th>d(P, S)</th>
<th>e₁</th>
<th>e₂</th>
<th>e₃</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>2A</td>
<td>X</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>II</td>
<td>(\sqrt{2}A)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>8</td>
</tr>
<tr>
<td>III</td>
<td>(\sqrt{5}A)</td>
<td>X</td>
<td>X</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td>IV</td>
<td>A</td>
<td>X</td>
<td>X</td>
<td></td>
<td>16</td>
</tr>
<tr>
<td>V</td>
<td>2A</td>
<td>X</td>
<td></td>
<td>X</td>
<td>8</td>
</tr>
<tr>
<td>VI</td>
<td>(2\sqrt{2}A)</td>
<td>X</td>
<td></td>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1

Figure 4. P.S Type Characteristics
(0) Initialize: Scan the data points until a point \( p_i \) is found such that \( p_i \) has type I, III, or IV. This is the first smoothed point \( p_{j-1} \). Set \( i \) to \( i+1 \).

(1) Compute \( a = a (p_j - p_{i+1}) \) and assign a type to \( p_i \).

(2) If type = I, III, or IV then \( p_i = p_j \). Go to (3). If type = II or IV then set \( i \) to \( i+1 \) and go to (1). (This checks the type of the new reference point before assigning the smoothed point.) If type = V then compute \( p_j \) such that \( p_j \) has type I. Go to (3).

(3) Set \( i \) to \( i+1 \), \( j \) to \( j+1 \) and continue with remaining data points at (1).

The performance of the algorithm is demonstrated on two digitized contours shown in figures 5a and 5b. Figures 6 and 7 compare the effects of hysteresis smoothing with P-S pair smoothing. In general, P-S pair smoothing tends to produce a curve which has a close resemblance to the original one. Since this method is not direction-dependent it will preserve symmetry. It is also insensitive to gaps in the boundary, since successive points separated by more than \( 2A \) are not changed. The choice of starting point (marked in figures 6 and 7 by X) assures that the algorithm will produce a closed contour.

This smoothing algorithm can serve as a preprocessor before applying more sophisticated techniques for curve fitting. Although the 3 x 3 neighborhood is usually not large enough to assess the global significance of some corners, it is felt that the economy of the algorithm outweighs these disadvantages. The large number of
Figure 5. Original data points of contour
Figure 6. Smoothed points of Figure 5. a.

(a) Hysteresis smoothing

(b) P-S pair smoothing
Figure 7. Smoothed points of Figure 5.b.
possible configurations which must be considered in a 5 x 5 or 7 x neighborhood would add considerable computational complexity without producing much better results.
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2.8 FIGURE CONSTRUCTION FROM ITS CONTOURS

Erica M. Rounds

A method is presented for constructing a planar, digitized figure from its closed boundary. This can be useful for extracting a desired region from a given scene once its boundary is determined. Another potential application is image synthesis where the image is constructed from various regions to which different intensity, color, or texture values have been assigned. Image synthesis could be a valuable tool for comparing the processed picture information with the original input scene.

In the following we assume a digitized contour using an eight-neighborhood adjacency and counter-clockwise traversal. The algorithm permits any number of "holes" in the interior of the figure region. Hole boundary lists are simply appended to the region.
boundary list. Figure 1 shows the boundary points for a region with two holes.

The algorithm consists of two steps. During the first step, each boundary point \((x_k, y_k)\) is assigned a type which is stored in a corresponding element \((i, j)\) of a picture matrix \(P\) having dimension \((y_{\text{max}} - y_{\text{min}} + 1) \times (x_{\text{max}} - x_{\text{min}} + 1)\). The type for \((x_k, y_k)\) is based on the "shape" of the line segment connecting points \((x_{k-1}, y_{k-1}), (x_k, y_k), (x_{k+1}, y_{k+1})\). Classification into types is straightforward since each type has a characteristic pattern. This is given by a vector of length 3 whose elements represent the number of neighbors above, on the same horizontal line, and below a given reference point in a 3 x 3 neighborhood. Figure 2 gives the pattern and typical line segments for each of the six types. Figure 3 shows the assignment of boundary types to the points in figure 1. Types 1 and 3 are local peaks (concave or convex), and types 2 and 4 are end segments of a horizontal line. The latter always occur in pairs, possibly separated by type 6 points.

Step 2 is described using figure 4. The interior of the region is indicated by hatching. Each row of \(P\) is scanned left to right and interior cells of the figure are filled in, i.e., corresponding elements of \(P\) are assigned a specified value. To determine the left and right end or a row of interior points, boundary points are examined as follows:

1. If the boundary point is approached from the exterior of the region, then
Figure 1. Contour points of regions with holes.
Figure 2. Classification of boundary types.
Figure 3. Assignment of boundary types.
Figure 4. Typical combinations of types.
(a) types 1 or 3 (figure 4f) and matched pairs of types 2 (figure 4a) are convex boundary segments which are ignored;
(b) type 5 (figure 4g) and unmatched pairs of 2 and 4 (figure 4c, the beginning of an interior row.

(2) If it is approached from the interior, then
(a) types 1 or 3 (figure 4e) and matched pairs of types 2 (figure 4b) are concave boundary segments which signify continuation of an interior row;
(b) type 5 (figure 4h) and unmatched pairs of 2 and 4 (figure 4d) the end of an interior row.

These cases are easily distinguished by using two parameters, one the interior/exterior condition and one for remembering whether horizontal boundary segment is scanned. Figure 5 shows the result applying step 2 to the boundary types in figure 3.

The preceding algorithm requires only the list of boundary coordinates. This could be the output of a region analyzer, computationally quite efficient since each boundary point is examined only once during each of the two steps. Storage requirements are minimal and are determined by the region size. The resulting boundary matrix can be mapped into any desired area for the purpose of synthesis.

The silhouette generator by Dudani [1] is similar in respects. It operates on a list of boundary points together with a list of predecessor/successor types (for a discussion of these...
Figure 5. Generated region.
section 2.6 of this report). The notion of a "region crossing point includes the above boundary type 5 as well as some other cases. The algorithm requires one additional step and cannot be used directly regions with holes.
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2.9 AERIAL PICTURE SYNTHESIS

Benham Ashjari

Image synthesis involves the derivation by computer of "basic information" from an image and applying it to recreate the picture from a set of available pictorial data bases.

The research currently being conducted involves digitized aerial photographs. In some cases, the synthesized version of a picture and the picture itself are close enough to describe various applications of image synthesis. In general, the synthesized picture has statistical and visual similarities to the original one. The "basic information" derived from the original image suffices to describe a form the synthesized version, and therefore this "basic information the information which represents the picture of interest and can stored or transmitted instead of the original picture. The techniq
involves segmenting an area into distinct sections by texture or features, and preserving only the outline of the sections. The displaced segments are then compared with a predetermined set of databases, and those most similar to the original sections are chosen for reproduction.

It can be shown that for transmission of the outline of a picture and synthesizing it at the receiving station we need 0.1 to 0.2% (1000:1 or 500:1) of the information bits that would be required to transmit a picture in the usual way.

**Aerial Photographic Data Base**

The data base used here is a set of 128x128 aerial pictures taken from a flight from Los Angeles to New York (see figure 3). There are nine distinct scenes in the data base:

1) Airport  
2) Cloud patterns  
3) Desert  
4) Farmland  
5) Forest  
6) Mountain  
7) Plains  
8) High density urban areas  
9) Water  

These scenes are chosen to be mutually exclusive (i.e. such that they do not have other types of texture or scenes in them). For
Figure 1. Original Picture

Figure 2. Segmented picture
Figure 3. Aerial data base used for synthesis of figure 1.
example, the urban area does not include a river passing through it.

Figure 3 shows some of the 128 x 128 data base pictures. Ideally we need 32 pictures of each aerial scene (for a 5 bit code), and this would make the total number in the aerial data base 288. However, we have a total of 91 now available.

**Statistical Analysis on the Data Base**

In order to have a measure of closeness between the data base pictures and the corresponding segmented area of the original picture, we need to set some mathematical criteria. A variety of measures have been considered for coarseness, dissimilarity, homogeneity, and orientation which all fit into the area of texture analysis.

**Gray-Level Co-occurrence Matrix**

Before analyzing different criteria, we need to discuss the concept of gray-level co-occurrence matrix. (In the literature this is sometimes referred to as the grey tone spatial dependence matrix <3>.)

Consider the (x,y) plane and a picture f(x,y) defined over this plane. Let $\Delta = (\Delta x, \Delta y)$ be a vector in the plane. We can compute the joint probability density of any pair of gray-levels separated by this vector $\Delta$. For the discrete case, $\Delta x, \Delta y$ are integers. By counting the number of times that each pair of gray levels occur at separation $\Delta$, we can form an array of $m \times m$, where $m$ is the number of gray levels present in the picture. In this case, we count pairs of gray levels at separation $\Delta$ or $-\Delta$ indifferently. Therefore a symmetric matrix
generated. For example, consider a 5 x 5 picture as the following:

\[
\begin{array}{ccccc}
1 & 1 & 2 & 2 & 3 \\
1 & 2 & 3 & 2 & 0 \\
0 & 1 & 0 & 0 & 3 \\
3 & 2 & 1 & 2 & 2 \\
2 & 3 & 2 & 1 & 0
\end{array}
\]

There are four gray levels 0, 1, 2, and 3 in the above picture. Let (Δx, Δy) = (1,0). This means the pairs of gray levels in the x (or -x) direction and with a distance 1 from each other are counted. For all possibilities the gray level co-occurrence matrix will be:

\[
\begin{array}{cccc}
0 & 1 & 2 & 3 \\
0 & 2 & 3 & 1 & 1 \\
1 & 3 & 2 & 5 & 0 \\
2 & 1 & 5 & 4 & 6 \\
3 & 1 & 0 & 6 & 0
\end{array}
\]

We generally consider the vectors to be: (1,0), (1,1), (0,1), (-1,1). This corresponds to the pairs of pixels with 0°, 45°, 90° and 135° from the x-axis. Therefore, there are four (m x m) matrices for each (n x n) sample window taken out of the data base (m is the number of gray levels, n is the number of pixels in one row of the window). At the moment n is chosen to be 32 and we scale the gray levels of the pictures to be 32 levels instead of the normal 256.

**Texture**

Texture analysis plays an important role in image synthesis. To be able to replace a part of the original picture which includes, for example, farmland, with one of the 32 types of farmland pictures in the data base, we have to compare the textures in these two scenes and pick the closest one.
If a texture is coarse, and \( \Delta \) is small compared to the sizes the texture elements, the pairs of points at separation \( \Delta \) show usually have similar gray levels. This means that the high values the matrix \( C_\Delta \) should be concentrated on or near its main diagonal. Conversely, for a fine texture, if \( \Delta \) is comparable to the texture element size, then the gray levels of points separated by \( \Delta \) should often be quite different, so that the values in \( C_\Delta \) should be spread out relatively uniformly. Thus a good way to analyze texture coarseness would be to compute, for various values of the magnitude \( \Delta \), some measure of the scatter of the \( C_\Delta \) values around the main diagonal. In what follows \( P(i, J) \) is the \((i, J)\)th element of the given matrix (which has size \( m \times m = 32 \)) divided by a normalizing factor which is equal to the sum of all of the matrix entries \( <4> \). \( P(i, J) \) actually a measure of joint probability density that the pairs of gray levels \((i, J)\)'s occur at pairs of points separated by \( \Delta = (\Delta x, \Delta y) \).

Measure of correlation:

\[
f_1 = \sum_{i=1}^{m} \sum_{J=1}^{m} i \cdot J \left( \frac{P(i, J)}{R} \right)
\]

\( f_1 \) is a measure of coarseness \(<2>\). \( f_1 \) can be normalized using mean and standard deviations associated with the marginal density functions \( f_{x(i, J)}/P, f_{y(i, J)}/R \).

Homogeneity measures:

\[
f_2 = \sum_{i=1}^{m} \sum_{J=1}^{m} \left( \frac{P(i, J)}{R} \right)^2
\]

(sum of squares of all matrix entries) \( f_2 \) is the angular second moment and is smallest when the \( P(i, J) \) are all as equal as possible. It
large when some values are high and others are low \(<3,4\>.

\[
f_3 = \sum_{i=1}^{m} \sum_{j=1}^{m} \frac{P(i,J)}{R} \log \left( \frac{P(i,J)}{R} \right)
\]

\(f_3\) is the entropy and is another measure of homogeneity in a picture. This measure is largest for equal \(P(i,J)\) and small when they are very unequal.

Other than the above, the radial distribution of Fourier Power Spectrum gives a measure of coarseness but was ruled out because it is believed to have a high computational cost and poor performance compared to the other textural features.

Orientation

Orientation is actually another measure of coarseness and it shows that a texture is coarser in one direction than another. Orientation is important in image synthesis because of the directionality of some natural patterns, e.g., mountains or man-made scenes such as urban areas or farmlands.

If a texture is directional then the degree of spread of the values about the main diagonal in \(C_\Delta\) should vary with the direction of \(\Delta\) (assuming that the \(\Delta\) magnitude is in the proper range). This texture directionality can be analyzed by comparing spread measure of \(C_\Delta\) for various directions of \(\Delta\) \(<4\>.

A measure for directionality has been considered to be the contrast:
This is essentially the moment of inertia of the matrix around its main diagonal; it is a measure of the degree of spread of the matrix values. It is expected to have the highest value at the direction perpendicular to the directionality of the texture.

Also the "angular" distribution of values of Fourier Power Spectrum is sensitive to the directionality of the texture in \( f \). It will have its high values concentrated around the perpendicular direction to the directionality of the texture. However, at this moment it is not being considered for our measurements.

**Feature Vectors**

A 32 x 32 window is taken from each data base picture and a gray level co-occurrence matrix is computed for each of the four directions 0°, 45°, 90° and 135°. \( f_1, f_2, f_3 \) and \( f_4 \) are computed for each matrix. There are, therefore, 16 numbers associated with each data base picture. These 16 numbers can be assumed to be the coordinates of a 16-dimensional vector. Therefore, there are 32 vectors for each class (scene) of data base \( \{ D_{i1}, D_{i2}, \ldots, D_{i32} \} \) and we have nine classes in the data base (1 ≤ \( i \) ≤ 9). These numbers will be saved on tape for future use.

**Segmentation**

The first stage in synthesizing a picture is delineating the distinct areas and sectioning them according to their texture and

\[
f_4 = \sum_{i=1}^{m} \sum_{J=1}^{m} (i-J)^2 \frac{P(i,J)}{R}
\]
features (see figures 1 and 2). (It should be mentioned that because of unavailability of a simple picture which could include various textures and scenes, the original data (figure 1) was composed such that it included various desirable pictorial data.)

Segmentation is achieved by using the track-ball on the digital interactive display (Aerojet) \(^\ast\) driven by the PDP 11/40. The locations of the pixels over which the track-ball passes is determined and stored in a 2000 x 2 array. The first column of the array corresponds to the row-locations and the second column of the array gives the column location of the pixels. The row and column location of each pixel is put in the array as the track-ball passes over them. They are the pixels which are located on the contours of segmented pictures. This 2000 x 2 array along with the description of what are inside the contours (mountain, forest, urban, etc.) are sent to the user's directory in a PDP K110 computer on the ARPANET.

The user can now start synthesis of the picture. The synthesis is done automatically. The user should answer some questions asked by the program on his terminal and the operator mounts the data base tape and the feature vectors tape.

Statistical Analysis on the Original Picture and Selection of Appropriate Data Base

\(^\ast\)An automatic segmentation routine based on pattern recognition techniques is being developed such that any picture may be segmented by computer rather than manually.
Once the different areas have been isolated (either manually or automatically), each must be matched against a wide selection of standard data bases. For example, there are 32 types of mountains in the data base. The mountainous area in the original picture must be replaced with the closest of these 32. For this purpose, we have to take a window out of the scene to be synthesized and compute the gray level co-occurrence matrix in four directions and basically do the same type of calculations as described earlier and come up with 11 numbers which constitute a feature vector \( Z \). Suppose the feature vector is from the mountain class. We have to compare each vector \( D_{\text{mountain1}}, D_{\text{mountain2}}, \ldots, D_{\text{mountain32}} \) with \( Z \) and pick the closest matching mountain.

No scheme has been developed yet for this purpose. However, the Fisher linear discriminant technique has been discussed in the literature and may be considered. We can use a voting scheme to determine the closest data base for a given measurement \( Z \).

**Synthesis**

The receiving computer has the following information: the segmentation grid and the data base numbers with their respective positions. Now the appropriate data base is selected for each section. If the computer finds the data base smaller than the space to fill, it automatically magnifies it 2x2, using an interpolative scheme (see figure 5).

The computer then matches the grid section to the data base cutting off marginal areas, and pieces all of the segments together. What results is a composite picture with great similarities to the original.

-72-
Because the project is at such an early stage, the automatic selection of data base by computer was not possible. The data bases in figures 4 and 5 are chosen by the user for illustrative purposes. The choices are according to visual similarities to the areas in the original picture.

The problem faced is that in a synthesized picture roads and rivers may appear discontinuous and only by extensive research in the future can we hope to overcome this problem.

Application

For any n x n picture the total number of points goes as \( n^2 \), while the number of points on the edges is proportional to n.

For transmission of a 256 x 256 picture which will have values from 0 to 255, there is a need for \( 256 \times 256 \times 8 = 524288 \) bits of information.

If this picture can be synthesized, the amount of information bits needed for transmission will be substantially reduced. This involves segmenting the picture to its differentiable areas, such as mountains, farmland, etc. This task is achieved by drawing a contour around each area. The result is a grid. For transmission of the location information of the contour points, on the grid, a great deal of advantage arises due to their connectivity. The beginning points of a contour requires 16 bits to specify its location. Then, through
Figure 4. Synthesized Picture of Figure 1

Figure 5. Synthesized with $2 \times 2$ magnification

The above figures (4 and 5) represent the simplest form of Image Synthesis for figure 1.
a chain coding process we can specify the second point of the contour according to its local difference with the first one and so on. We can approximate small variations on the contour with straight lines and therefore we have to code only the important turning points on the contour and with this procedure we probably need less than 60 points to be coded. Considering the average distance of two points to be 3 pixels, we need 8 bits for each of them, and we have 9 different scenes with at most 32 variations on each one in the database. This takes about 9 bits of information for each area and supposing there are 10 segmented areas on a picture; for transmitting the information, we need 586 bits which is between 0.1 to 0.2% of the information needed to transmit the entire original picture. This 95 to 99.9% saving has some applications. For example, in some cases the local relations and types of scenes in a picture are of concern not the actual picture. For this case, image synthesis shall be useful.

In some occasions that the actual data is needed in part of the picture, synthesis is detrimental for that part. For these occasions that part must be transmitted exactly and the rest can be synthesized. For example, in figure 1, the airport can be transmitted exactly and the rest of the picture can be synthesized.

In meteorological applications, original cloud patterns can be retained while the exposed surface features are synthesized. The synthesized picture will be an exact replica and there will still remain many cases in which the actual photographs are necessary.
these, image synthesis will never be useful. But for a great many uses, the time and cost saved in transmission of image data compensates for the loss of originality of the picture. The diagram shows various stages of synthesis and transmission.
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The above diagram shows various stages of synthesis and transmission.
Satisfactory segmentation of objects in a scene is a key part of most scene analysis systems. The strategies employed for segmentation vary along many dimensions, often determined by the particular domain of the problem. Here, we restrict to the class of problems where no prototype specific information about the scenes is available, i.e., the objects present are not restricted to a small set of objects, nor any information known about their spatial relationships.

Results for four scenes, shown in figure 1 are presented here. All four pictures contain only a few (incidentally only one each) objects of interest and the objects are large (occupy a significant proportion of the picture). The first three pictures are of military vehicles against a desert background. The chosen pictures represent perhaps the simplest class of pictures, useful for practical applications. Yet, by the current state of the art, segmentation of these pictures is a difficult task (at least, without using prior knowledge). The complicating factors are the presence of texture and lack of multi-sensory information, such as color or range.

Partial segmentation results using an edge based approach are presented here. Figures 2a through 2d show the edges detected in the corresponding pictures by the application of a Hueckel Edge Operator \cite{1}. The operator was applied at every second pixel to every other row. A small vector along the direction of the edge is displayed for each detected edge. Note that same thresholds were used for all four
Figure 1. Four selected scenes.
Figure 2. Edges detected in pictures of Figure 1.
pictures and no manual tuning for optimum edge detection was attempted.

The edge pictures contain a large number of edges belonging to the textured background but the objects are clearly visible to the human eye. It is hypothesized that edges belonging to objects (particularly man-made objects) tend to occur along elongate segments, whereas most background texture edges tend to be distributed randomly. An edge linking procedure that links edges with similar orientations in straight line segments along chosen directions has been described previously (2). Results of applying this linking procedure to edges shown in figure 2 are shown in figure 3. Here only those edge segments which contain at least seven edge elements are retained.

Of course, such linked edge segments do not constitute a complete segmentation of the scene. However, they offer promising starting points for further segmentation. The next step, for example, may be completion of the partial boundaries of the objects. For many applications, such as recognition, the partial boundaries may suffice in many cases. Research is in progress for further extending this approach.

Results shown here indicate that the techniques used are fairly successful in isolating extended edges of objects of interest. Many of the difficulties arise in the process of edge detection itself: Hueckel edge detector is unable to detect fine, high resolution edges because of the large size of the operator and also fails in presence
Figure 3. Linked edge segments from edges of Figure 2.
of fine texture. Local high resolution edge detectors, and a larger, texture edge operators may be used to supplement the edge detected by Hueckel operator.

A major motivation of presenting these intermediate results is to stimulate comparison of techniques used by various groups working the ARPA Image Understanding program. It is felt that the selected scenes are good test vehicles for segmentation techniques. (A large number of similar pictures is now available in the database prepared by USC.)

The picture used in figure 1d is a sub-picture of the house scene used in Ohlander's work at CMU <3>. Ohlander's technique relies on recursive segmentation based on histogramming of various image attributes. For the house scene, the most effective attributes seem to be those based on color, such as hue and saturation. Note that the results presented here make no use of color information at all. (Use of color in segmentation using techniques similar to those described here is discussed in <4>.)
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2.11 EDGE DETECTION THROUGH ORTHOGONAL TRANSFORMATION

Ikram E. Abdou

The problem of edge detection was discussed through many different approaches \cite{1}. However, so far, the application of orthogonal transformation in edge detection has not been given enough consideration. One of the few examples in this trend is the Hueckel operator \cite{2}. In Hueckel's work edge detection is based on fitting the intensities in a given region to an ideal edge element. The position and direction of this edge is obtained by minimizing the mean square error between the intensities of the region considered and those of the ideal edge. Computation is simplified by transforming into the Fourier domain and using only the first eight coefficients. A measure of the goodness of edge is computed and is used in accepting or refusing the edge. His work was extended to line detection in \cite{3}.

Although Hueckel's results are quite good, the operator has two disadvantages. First, it is time consuming and second, small edges cannot be detected in the relatively large block size used.
Another approach to the problem will be introduced here. In this approach a finite set of edges in a small block is considered. Corresponding Fourier coefficients are computed. Edge detection is implemented by comparing these coefficients to suitable thresholds.

The computation of Fourier coefficients is a simple problem, can be easily generalized to shifted or rotated edges. This is the case for the detection problem, where a statistical model is needed to obtain an optimum detection strategy. In fact the method described in [4] can be used in solving this problem.

The set of edges considered in this paper is shown in figure A function \( f(x,y) \) defined on an \( N \times N \) block has corresponding Fourier coefficients \( F(u,v) \) given by

\[
F(u,v) = \sum_{y=-N/2}^{N/2} \sum_{x=-N/2}^{N/2} f(x,y) W^{xu+yv} \tag{1}
\]

where

\[
W = \exp\left(-\frac{2\pi Y}{N}\right) \tag{2}
\]

In many cases closed forms for the Fourier coefficients can be derived. As an example, for the case of a horizontal edge given by

\[
f_H(x,y) = b \quad \text{for} \ y < 0 \tag{3a}
\]

\[
= b + \frac{h}{2} \quad \text{for} \ y = 0 \tag{3b}
\]

\[
= b + h \quad \text{for} \ y > 0 \tag{3c}
\]

The corresponding Fourier coefficients are

\[
\frac{1}{N^2} \text{ is dropped for simplification.}
\]
i) Horizontal (North, South)

ii) Vertical (East, West)

iii) π/4 (Southeast, Northwest)

iv) -π/4 (Northeast, Southwest)

Figure 1. Basic edge elements f(x, y) for h (positive, negative)
\[ F_{H}(0,0) = N^2(b + \frac{h}{2}) \]  \hspace{1cm} (4)

Otherwise

\[ F_{H}(o,v) = Nh - \frac{N+1}{2} \cdot \frac{v}{W^2} - W^v \]  \hspace{1cm} (5)

\[ F_{H}(u,v) = 0 \hspace{1cm} (\text{if } u \neq 0) \]  \hspace{1cm} (6)

Fourier coefficients are calculated for all the cases shown in figure 1. The results for \( N = 5 \) are shown in figure 2.

From these results it is obvious that the edge direction can be determined from the Fourier coefficients. This technique is used with the test image given in <5>. The Fourier coefficients corresponding to each block are compared to different thresholds to decide the presence or absence of an edge. The direction of the edge, if present, is also determined. Edge maps for \( \text{SNR} = 10 \) and 1 are shown in figures 3 and 4, respectively. In figures 3a and 4a only the information about edge location is used, while in figures 3b and 4b information about the edge direction is used to enhance the edge maps. In both cases the resulting edge maps show some degree of improvement over those obtained by the Sobel operator <5>.
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<table>
<thead>
<tr>
<th>i</th>
<th>ii</th>
<th>iii</th>
<th>iv</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.812 jh</td>
<td>0</td>
</tr>
<tr>
<td>1.82 jh</td>
<td>0</td>
<td>-2.63 jh</td>
<td>2.63 jh</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-2.63 jh</td>
<td>2.63 jh</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>-0.812 jh</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>3.44 jh</td>
<td>0</td>
</tr>
<tr>
<td>-7.69jh</td>
<td>0</td>
<td>4.25 jh</td>
<td>-4.25 jh</td>
</tr>
<tr>
<td>-4.25 jh</td>
<td>0</td>
<td>-3.44 jh</td>
<td></td>
</tr>
</tbody>
</table>

(i, ii, iii, iv) \(25(b + \frac{h}{2})\)

Figure 2. Fourier coefficients for a 5 x 5 block.

i) Horizontal
ii) Vertical
iii) \(\pi/4\)
iv) \(-\pi/4\)
Figure 3. Edge maps for SNR = 10.

Figure 4. Edge maps for SNR = 1.
2.12 STATISTICAL DESIGN OF EDGE DETECTORS

Ikram E. Ablou and William K. Pratt

A wide variety of edge detection methods have been devised [1-3]. Only recently has there been any attempt to devise a figure of merit for edge detector performance [4]. This report summarizes an ongoing effort to develop a statistical model for edge detection that can be used in the design and a priori evaluation of edge detectors [5].

Edge model: Figure 1 illustrates the basic model for a local ideal edge defined over a 3 x 3 block of pixels. These ideal edges are assumed to be subject to additive white Gaussian noise with standard deviation \( \sigma \). The probability density at each 3 x 3 point in an observation array is therefore a Gaussian density of the form

\[
G(a, \sigma) = \frac{1}{(2\pi\sigma^2)^{\frac{3}{2}}} \exp\left\{-\frac{(x-a)^2}{2\sigma^2}\right\}
\]

(1)

where \( x \) represents the observed pixel amplitude and \( a \) is its mean.
<table>
<thead>
<tr>
<th>Direction</th>
<th>North</th>
<th>South</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>h h h h</td>
<td>0 0 0 0</td>
</tr>
<tr>
<td></td>
<td>h/2 h/2 h/2</td>
<td>h/2 h/2 h/2</td>
</tr>
<tr>
<td></td>
<td>0 0 0 0</td>
<td>h h h h</td>
</tr>
<tr>
<td>Northeast</td>
<td>h/2 h h</td>
<td>Southwest</td>
</tr>
<tr>
<td></td>
<td>0 h/2 h</td>
<td>h/2 0 0</td>
</tr>
<tr>
<td></td>
<td>0 0 h/2</td>
<td>h h/2 0</td>
</tr>
<tr>
<td></td>
<td>0 h/2 h</td>
<td>h h h h/2</td>
</tr>
<tr>
<td>East</td>
<td>0 h/2 h</td>
<td>West</td>
</tr>
<tr>
<td></td>
<td>0 h/2 h</td>
<td>h h/2 0</td>
</tr>
<tr>
<td></td>
<td>0 h/2 h</td>
<td>h h h h/2</td>
</tr>
<tr>
<td>Southeast</td>
<td>0 0 h/2</td>
<td>Northwest</td>
</tr>
<tr>
<td></td>
<td>0 h/2 h</td>
<td>h h h/2</td>
</tr>
<tr>
<td></td>
<td>h/2 h h</td>
<td>h h/2 0</td>
</tr>
</tbody>
</table>

Figure 1. Ideal Basic Edges
value as specified by figure 1.

Linear Edge Detection: In a linear edge detector the observed pixel array \( F(j,k) \) is multiplied by an enhancement mask \( M(j,k) \) over a \( L \times L \) window to produce an edge gradient function

\[
G = \sum_{j=1}^{L} \sum_{k=1}^{L} F(j,k)M(j,k) \tag{2}
\]

Since the gradient operation is linear, the probability density of the gradient \( \rho(G) = \mathcal{N}(u, \sigma) \) will also be Gaussian with mean and standard deviation given by

\[
u = \sum_{j=1}^{3} \sum_{k=1}^{3} F(j,k)M(j,k) \tag{3a}
\]

\[
\sigma = \sigma \left[ \sum_{j=1}^{3} \sum_{k=1}^{3} M^2(j,k) \right] \frac{1}{2} \tag{3b}
\]

where the overbar indicates an ensemble average. Edge detection is performed by thresholding the magnitude of the edge gradient function \( G \) such that \( |G| \geq T \) implies the presence of an edge, and \( |G| < T \) implies the absence of an edge. The probability density of the gradient magnitude is

\[
p(|G|) = \Phi_G(u, \sigma) + \Phi_G(-u, \sigma) \tag{4}
\]

for \( G \geq 0 \).

The detection procedure outlined above is entirely analogous to signal detection in radar and communication systems. The performance of such systems is commonly measured in terms of the probability of detection when the signal is present, and the probability of false detection (false alarm) when no signal is present. Applying this
technique to edge detection, the probability of false detection is found to be

\[ P_F \int_T^\infty p(\lvert G \rvert \mid u=0) \, dx = 2 \text{erfc} \left[ \frac{T}{\sigma_E} \right] \]  

(5)

where \( \text{erfc} \) represents the complementary Gaussian error function. The probability of detection can be obtained by computing the probability of making a correct decision given the presence of the corresponding edge. If all edge orientations are equi-probable, the probability of detecting an edge of any orientation given that an edge is present is given by

\[ P_D = \int_T^\infty p(\lvert G \rvert \mid u=u) \, dx \]  

(6a)

which reduces to

\[ P_D = \text{erfc} \left[ \frac{T-u}{\sigma} \right] + \text{erfc} \left[ \frac{T+u}{\sigma} \right] \]  

(6b)

Equations (5) and (6) may be employed to determine the optimal threshold as a function of noise level to achieve a specified false detection probability or true detection probability.

**Nonlinear Edge Detection:** In a nonlinear edge detector the observed pixel array \( P(j,k) \) is combined in some nonlinear manner over an \( L \times L \) window to produce an edge gradient. Analysis is possible only if the form of the nonlinearity is specified. As an example of the statistical procedure consideration will be directed to the Sobel operator. With the Sobel operator the edge gradient is

\[ G = \left[ X^2 + Y^2 \right]^{\frac{1}{2}} \]  

(7)

where
\[ X = [F(1, 3) + 2F(2, 3) + F(3, 3)] - [F(1, 1) + 2F(2, 1) + F(3, 1)] \]  

(8a)

\[ Y = [F(1, 1) + 2F(1, 2) + F(1, 3)] - [F(3, 1) + 2F(3, 2) + F(3, 3)] \]  

(8b)

The probability densities of \( X \) and \( Y \) are given by the Gaussian densities

\[
p(X) = \mathcal{N}(u_X, \sqrt{T^2\sigma})
\]

(9a)

\[
p(Y) = \mathcal{N}(u_Y, \sqrt{T^2\sigma})
\]

(9b)

where \( u_X \) and \( u_Y \) are the means of \( X \) and \( Y \), respectively, for a particular edge orientation. The probability density of the edge gradient is then found to be

\[
p(G) = \frac{G}{12\sigma^2} \exp \left\{ -\left( \frac{G^2 + u^2}{24\sigma^2} \right) \right\} I_0 \left( \frac{Gu}{12\sigma^2} \right)
\]

(10)

where \( u = u_X + u_Y \) and \( I_0(\cdot) \) is the modified Bessel function of zero order.

With this statistical model the probability of false detection for no edge present is

\[
P_F = \exp \left\{ -\frac{T^2}{24\sigma^2} \right\}
\]

(11)

where \( T \) is the gradient edge threshold. The probability of detection becomes

\[
P_D = Q \left( \frac{\sqrt{3} h}{\sigma}, \frac{T}{\sqrt{12\sigma^2}} \right)
\]

(12)

where \( Q(a, b) \) is Marcum’s Q function <6>.

Conclusions: The statistical design procedure summarized in this report appears to hold promise for the design of edge detectors in the presence of noise. Further study is underway to evaluate the procedure.
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3. IMAGE PROCESSING PROJECTS

The image processing projects comprise an ongoing research activity directed toward image coding, image restoration, vision modelling, and the implementation of image processing systems. In image coding novel ideas based upon the results of the image understanding study are being explored as a means of achieving significantly higher compression ratios than obtainable by conventional coding methods. The image restoration studies are directed toward the solution of two major problems: blind restoration in which a priori information about image degradation is unavailable or incomplete; and constrained restoration which involves the use of luminance bounds and smoothness criteria to improved image restoration. Vision modelling research activities include the extension of previously developed models of the human visual system to encompass higher levels of visual perception in support of the image understanding program. Implementation studies are underway on techniques of nonlinear, two dimensional optical filtering which can be utilized as a form of sensor based image processing.
3.1 VARIABLE KNOT SPLINES AS AN IMAGE ANALYSIS TECHNIQUE

Dennis C. McCaughey

The degrees of freedom of an image or its information content is an important and frequently recurring subject in image processing. It is fundamental to the image coding problem and in other areas such as remote sensing. (Here remote sensing refers to underwater as well as RPV and satellite imaging.) In coding problems one is interested in the transmission of that information relevant to the users needs and in the elimination of irrelevant data, while in the remote sensing problem the image is to be obtained from samples of a corrupted version. In these areas the concern is the degrees of freedom of sampled images and in this context there have been several attempts at quantifying this notion of degrees of freedom.

With respect to the remote sensing problem, Twomey <1> has equated the degrees of freedom of samples output data with this number of non-zero eigenvalues of the gram-matrix of the linear system corrupting the original functions. This idea has been extended in two dimensions and applied to projection imaging systems with significant results by McCaughey and Andrews <2>. However, if the linear system corrupting the original function is unknown, as is the case in the blind deconvolution problem <3>, another approach is necessary. One such approach is to apply the singular value decomposition (SVD) algorithm <4> to the sampled image matrix whereupon the number of degrees of freedom can be equated with the number of effectively non-zero singular values.
Both of these methods deal with sampled versions of the image on some linear transformation of it, and are thus affected by the sampling method used. In the SVD case this is readily apparent by considering an image \( f(x, y) \) that can be written as the product of two functions \( f_1(x) \) and \( f_2(y) \) as \( f(x, y) = f_1(x) f_2(y) \). If this image is sampled on a Cartesian grid \((x_i, y_k)\), \(i = 1, 2, \ldots, N, \ k = 1, 2, \ldots, N\). The image matrix can be written as the outer product of the two vectors \([f_1(x_1) \ldots f_1(x_N)]\) and \([f_2(y_1) \ldots f_2(y_N)]\) which is a rank one matrix for all such separable images \( f \). The point is that the degrees of freedom should be a characteristic of the original image and reflected in the sampled image only by our inability to collect an uncountably infinite number of samples for application on a computer.

This brings up some conceptual difficulties since the number of degrees of freedom of a function defined on a continuum is countably infinite at best viz the space of all square integrable functions on \([-1, 1]\), \(L^2(-1, 1)\), where any \( f(x) \in L^2(-1, 1) \) can be written as

\[
f(x) = \sum_{i=1}^{\infty} f_i \varphi_i(x),
\]

\(\{\varphi\}\) being a complete orthonormal set and

\[
f_i = \int_{-1}^{1} f(x) \varphi_i(x) dx.
\]

Here to exactly specify \( f \) in an \(L^2\) sense a countably infinite set \(\{f_i\}\) is required. In general if we are willing to accept an approximation with some error say, \(\delta\), then there exists a number \( N(\delta, \varphi) \) which is a function of \(\delta\) and \(\{\varphi\}\), such that

\[
\left[ \int_{-1}^{1} \left| f(x) - \sum_{i=1}^{N} f_i \varphi_i(x) \right|^2 dx \right]^{\frac{1}{2}} < \delta.
\]

We could then define the degrees of freedom of that \( f \) at level \(\delta\), \(\text{DoF}_\delta\) as the inf \( N(\delta, \varphi) \). In this case where \( f \in L^2(-1, 1) \) for any complete \(\{\varphi\}\)
so that $\delta$ is a monotonically decreasing function of the number of basis functions used in the expansion. This property is of fundamental importance since without it, it would be impossible to compare two different orthonormal expansions for $f$. In what follows we will generalize this concept of epsilon degrees of freedom using one dimensional cases for simplicity and then extend the results to two dimensional expansions.

Let $f$ be an element of normed linear vector space $W$ with distance function $d$. Let $J$ be an approximation scheme where the estimate $\hat{f}$ of $f$ is given by

$$\hat{f} = \sum_{i=1}^{\eta} f_i \beta_i(x) = A_n.$$

Here $N(\delta, \beta, d)$ is dependent upon $\delta$, the sequence $\{\beta\}$ and the metric $(d_n)$. We further require the property that $\forall \delta > 0$ there exists $N(\delta, \beta, d)$ such that $\forall \delta \in N(\delta, \beta, d) \implies d_W(f, f') < \delta$. Further we require that $N(\delta, \beta, d_W)$ be a monotonically increasing function of the precision to which we are approximating $f$. The epsilon degrees of freedom with distance $d_W$, $\text{DoF}(d_W, \delta)$, can then be defined as follows:

$$\text{DoF}(d_W, \delta) = \inf_{\{\beta\}} N(\delta, \beta, d_W).$$

To find the set $\{\beta\}$ is, in general, far too much to hope for. However in the case where $W$ is taken to be the space of bandlimited $L^2$ functions observed over a finite subinterval of the real line, the distance $d_W$ being the $L^2$ metric, the result is known. Here for every $\delta$ the inf $\{N(\delta, \beta, d_W)\}$ was found by Landau and Pollack <5> to be achieved by the functions $\{\varphi\}$ which are related to the prolate spheroidal
waveforms and first described by Slepian and Pollack [6]. While this result is known, the determination and utilization of these waveforms for large space bandwidth problems has met with little success. Therefore to arrive at any meaningful and useful results we will have to restrict the search to functions that are computationally feasible and possess the approximating properties required. One such set is the set of polynomial splines \( S_{k,n} \) of degree \( k \) with \( n \) free knots and defined as follows

\[
S_{k,n} = \{ s(t) \mid \text{there exists } 0 = x_0 \leq x_1 \leq \ldots \leq x_{r+1} = 1 \text{ and integers } n_1, \ldots, n_r \\
\text{with } 1 \leq n_i \leq k+1 \text{ for each } i \text{ and } n = n_r \\
\text{such that } s(t) \in \mathcal{C}^{k-m_i} \text{ in each of the intervals } (x_i, x_{i+1}) \text{ while } s \in \mathcal{C}^{k-m_i} \text{ in an open neighborhood of } x_i, i = 0, \ldots, r \}.
\]

Here \( \mathcal{C}_k \) denotes the class of all polynomials of degree less than \( k \). \( S_{k,n} \) thus is the class of polynomial splines allowing multiplicities up to order \( k+1 \) at each knot and every \( s(t) \in S_{k,n} \) possess the representation

\[
s(t) = \sum_{i=0}^{k} a_i t^i + \sum_{i=0}^{n} \sum_{j=0}^{m_i} c_{ij} (t-x_i)^{n-j+1}
\]

where

\[
(x)^+_n = \begin{cases} x^n & x \geq 0 \\ 0 & x < 0 \end{cases}
\]

Clearly the method of fitting a different polynomial in different subintervals of \([0,1]\) as done by Pavlidis [7] can be classified as a polynomial spline with appropriate knot multiplicities at the
subinterval boundaries.

Polynomial splines are chosen due to their approximation properties and the fact that they possess a basis namely, the B-spline basis, that provides a local basis property thus allowing a rapid generation while the matrices involved in generating a B-spline fit to a function $f$ are well conditioned. With DeBoor's algorithm for computations using B-splines <8> no difficulties are encountered in handling multiple order knots. Hereafter we will consider a spline $s(t)$ of order $k$ with $n$ knots $s(t) \in S_{k,n}$ to be of the following form

$$s(t) = \sum_{i=1}^{n} b_i B_i^{(k)}(t)$$

where $B_i^{(k)}(t)$ is the $i$-th $k$ order B-spline basis function.

In one dimension the following $L^p$ approximation results are known <9>.

**Theorem 1:** Given $f$ defined on $[0,1]$ then there exists a best $L^p$ approximation of $f$ of the form

$$\sum_{i=1}^{n} b_i B_i^{(k)}(t).$$

**Theorem 2 (DeBoor unpublished):** Let $f$ and $n$ be fixed then if

$$\delta_k^2 = \int_0^1 |f(t) - \sum_{i=1}^{n} b_i B_i^{(k)}(t)|^2 \, dt \neq 0$$

where $\sum_{i=1}^{n} b_i B_i^{(k)}(t)$ is a best approximation of $f$ in $S_{k,n}$ then $\delta_{k+1} < \delta_k$. Thus we can create a sequence $\{s_i(t)\}$ of best approximating splines of order $k$ such that if $s_i(t) \in S_{k,n}$ and $s_{i+1}(t) \in S_{k,n+1}$ then $s_i(t)$ is better than $s_{i+1}(t)$ in the $L^2$ sense as $i$ goes to $\infty$. Thus polynomial splines possess the aforementioned approximating properties, and the degree of freedom at
level epsilon in the $L^2$ metric, $\text{DoF}(k, \beta, \| \cdot \|_2)$ will be taken as
\[
\text{DoF}(k, \beta, \| \cdot \|_2) = \min \{ n \mid s_i(t) \in S_{k,n} \text{ where } s_i(t) \text{ is a best } L^2 \text{ approximation to } f \in L^2([0,1]) \}.
\]

The degrees of freedom at level epsilon can be similarly defined in two dimensions if we do the following. Using the B-spline bases of order $k$ we can define the bilinear spline approximation $S_{k,n} f(x,y)$ to $f(x,y)$ as
\[
\hat{f}(x,y) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} b_{ij} B_i^{(k)}(x) B_j^{(k)}(y) = S_{k,n}f(x,y)
\]
where the knots have been defined on the Cartesian grid $(x_i, y_k)$ for $i = 1, 2, \ldots, n_x$, $k = 1, 2, \ldots, n_y$. The degrees of freedom can then be taken as:
\[
\text{DoF}(k, \beta, \| \cdot \|_2) = \min \{ n_x + n_y \mid S_{k,n} f(x,y) \text{ is a best } L^2 \text{ approximation to } f \in L^2([0,1]) \}.
\]

For our preliminary work we obtained the bicubic spline fits from the following equations
\[
\hat{f}(x_k, y_j) = \sum_{i=1}^{n_x} \sum_{j=1}^{n_y} w_{ij} B_i^{(3)}(x_k) B_j^{(3)}(y_j)
\]
where the knots are defined on the Cartesian grid $(x_i, y_j)$, $i = 1, 2, \ldots, n_x$, $j = 1, 2, \ldots, n_y$. The solution minimizing the residual,
\[
\sum_{ij} | f(x_i, y_j) - \hat{f}(x_i, y_j) |^2
\]
is given by
\[
[b_{ij}] = \left[ (B_x^{(3)})^T (B_x^{(3)}) \right]^{-1} (B_x^{(3)})^T [f] (B_y^{(3)})^T [b_{ij}] \left[ B_y^{(3)} \right] \left[ B_y^{(3)} \right]^T
\]
For each experiment $N$ was taken to be 128 so that the effects of the quadrature error implicit in this should not be a significant factor,
and the residual should be a good approximation to the $L^2$ error.

For our preliminary work we investigated the possibility of placing the knots for the $x$ and $y$ knot sets from projection of $f(xy)$ along the $y$ and $x$ data sets, respectively. To do this we borrowed an idea suggested by DeBoor [10] wherein he suggests placing the $i+1$-st knot with respect to the $i$-th knot for a $k$-degree spline according to the following

$$\int_{x_i}^{x_{i+1}} |f^{(k+1)}(x)|^{1/(k+1)} \, dx = \text{const}$$

where $f^{(i)}(x)$ indicates the $i$-th derivative of $f(x)$. To determine the $x$-knot set for a bicubic spline fit the knots were such that

$$\int_{x_i}^{x_{i+1}} \left| \frac{\partial}{\partial x} \right|^{4} \int_{-1}^{1} f(x,y)dy \right|^{1/4} \, dx$$

and similarly for the $y$ knot set. The results for a bicubic spline fit to $f(xy)=e^{-50(x^2+y^2)}$ with 10 knots determined in this manner for each of the $x$ and $y$ knot sets compared to 10 and 20 knots taken uniformly are shown in figures 1, 2, 3, and 4. The corresponding least squares residuals are tabulated in table 1. For the case of 10 knots the knot placements are shown for DeBoor's algorithm and for uniform knot placement in figures 5 and 6, respectively. It is quite evident in figure 5 that the knots have been concentrated near zero where the function is varying more than at the edges. From the results of table 1 it is clear that 10 knots placed according to the fourth partials of the projections is clearly better than the uniform case for both 10 and 20 knots. Figures 7, 8, and 9 show the results of a bicubic spline approximation to an actual image of an armored personnel carrier, for 40 uniform knots in each direction in figure 7 and for 40
Figure 1. Bicubic Spline Fit with 10 Knots in X and Y Directions Determined from 4th Partial of X and Y Projections
Figure 2. Bicubic Spline Fit with 10 Uniform Knots in X and Y Directions
Figure 3. Bicubic Spline Fit with 20 Uniform Knots in X and Y Directions
Figure 4. Perspective Plot of Original Function $e^{-50(x^2+y^2)}$
Table 1. Residual Sum of Squares for Knot Placement on
Function $e^{-50(x^2+y^2)}$
Figure 5. X Projection of $f(x, y)$ and Y-Knot Placement from 4th Partial Algorithm for 10 Knots (Y-Knot Placement Identical)
Figure 6. Y Projection and X-Knot Placement for 10 Uniform Knots (Y-Knot Placement Identical)
Figure 7. Bicubic Spline Approximation for APC with 40 Knots Uniformly Placed in X and Y Direction
Figure 8. Bicubic Spline Approximation for APC with 40 Knots in X and Y Directions Placed by 4th Differences on X and Y Projections
Figure 9. Original APC Image
knots placed according to the fourth difference of the projection data in figure 8. Figure 9 is the original. Table 2 contains the respective residuals. The respective knot placements along with the row and column projections are shown in figures 10 and 11.

Conclusions

In this paper the attempt has been to define the concept of an "epsilon degrees of freedom" of an image and to estimate that degrees of freedom by the number of variable knot bicubic splines necessary to approximate the image of an error level epsilon. Considerable success was achieved for the analytical image $e^{-50(x^2+y^2)}$ where 10 knots, each in the $x$ and $y$ directions were placed by an algorithm dependent on the fourth partials of the projection, and provided an error reduction of three orders of magnitude over the situation where each of the knot sets were uniformly spaced in the $x$ and $y$ directions. The error was such that 10 knots placed in the above manner provided an error lower than that achieved by placing 20 knots uniformly in the $x$ and $y$ directions. For an actual image the results were not so good - mainly a result of the difficulties in numerically obtaining the fourth derivatives. However, while the residual sum of squares is greater for the variable knot case than the uniform knot case more detail is perceptable in the variable knot bicubic spline approximation.

Splines were chosen as the expansion functions owing to their relatively attractive computation and properties and it is felt that with further research an efficient and accurate knot placement algorithm can be developed which would provide better results for real
### Table 2. Residual Sum of Squares for Knot Placement on APC Image

<table>
<thead>
<tr>
<th>NUMBER OF KNOTS</th>
<th>PLACEMENT MODE</th>
<th>RESIDUAL SUM OF SQUARES</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>UNIFORM</td>
<td>$1.539 \times 10^6$</td>
</tr>
<tr>
<td>40</td>
<td>4th DIFFERENCES</td>
<td>$1.037 \times 10^7$</td>
</tr>
</tbody>
</table>
Figure 10a. Knot Placement from 4th Differences on Column Projections, 40 Knots
Figure 10b. 40 Knots Placed Uniformly
Figure 11a. Knot Placement from 4th Differences on Row Projections, 40 Knots
Figure 11b. 40 Knots Placed Uniformly
images than would be obtained for uniform knot bispline approximations.
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3.2 A TECHNIQUE OF A POSTERIORI RESTORATION

John Morton

Introduction

This project involves the restoration of a blurred image without a priori knowledge of the point spread function (PSF) of the degrading system. That is, consider the model of the degrading system

\[ g(x, y) = \int \int h(h, y, x, \alpha, \beta) f(\alpha, \beta) d\alpha d\beta + n(x, y) \]

where \( g(x, y) \) is the degraded image, \( h(x, y, \alpha, \beta) \) is the system PSF, \( f(x, y) \) is the image, and \( n(x, y) \) is noise.
The majority of restoration techniques assume knowledge of \( h(x,y,a,\beta) \) and estimate \( f(x,y) \). Yet, in most cases one would not have knowledge of \( h(x,y,a,\beta) \). Thus, the technique under study estimates both \( h(x,y,a,\beta) \) and \( f(x,y) \) solely from \( g(x,y) \) while assuming the following:

1) the PSF is spatially invariant, i.e., \( h(x,y,a,\beta) = h(x-a,y-\beta) \),
2) the extent of the PSF is small compared to the extent of the image, and
3) the image is not so severely blurred such that one cannot tell the general class, for example, building, outdoor scene, etc., to which the blurred image belongs.

Consider the Fourier transform of \( h \)

\[
\mathcal{F}\{h\} = H(u,v)
\]

Note in general that \( H \) is complex and can be represented in magnitude phase form as

\[
H(u,v) = |H(u,v)| \exp(i\theta(u,v))
\]

Thus, if one knows \(|H(u,v)|\) and \( \theta(u,v) \), one in effect knows \( h(x,y) \) via the inverse Fourier transform relationship. Previous work in this area was termed "blind deconvolution" \( <1-4> \) and has had some moderate successes. The work of Cole \( <1> \) estimated \(|H(u,v)|\). Cannon \( <2-4> \) extended this work by estimating \(|H(u,v)|\) and estimating \( \theta(u,v) \) for a set of three common blurs. The estimate of \( \theta(u,v) \) was accomplished by assuming the blur was one of three possible blurs. Using a pattern recognition technique Cannon could discriminate between the three possible blurs and effectively estimate \( \theta(u,v) \). The present work does
not assume a finite set of possible blurs but will estimate \( \Theta(u,v) \) directly from \( g(x,y) \). The mathematics involved in the estimate of \( \Theta(u,v) \) is similar to the mathematics developed by Knox [5-6] for recovering astronomical images degraded by turbulence.

Schematically, the a posteriori restoration is presented in figure 1.

**Estimate of PSF Magnitude**

The estimate of \( |H(u,v)| \) will be essentially accomplished by the techniques developed by Cole <1> and Cannon <2>. For completeness, however, let us review the methods of estimation. For reasons of clarity and due to the progress of the work to date, only the noise-free case will be considered herein. By assumption

\[
g(x,y) = \int \int h(x-\alpha, y-\beta) f(x,y) = h(x,y) * f(x,y)
\]

where * denotes convolution.

If the blurred image \( g(x,y) \) is broken into smaller images \( g_i(x,y) \) such that the spatial extent of \( h(x,y) \) is less than the spatial extent of each \( g_i(x,y) \), then approximately

\[
g_i(x,y) \approx h(x,y) * f_i(x,y)
\]

In addition

\[
G_i(u,v) \approx H(u,v)F_i(u,v) \tag{1}
\]

where upper case letters denote Fourier transforms and specifically

\[
|G_i(u,v)| \approx |H(u,v)| |F_i(u,v)|.
\]
Figure 1. A posteriori restoration schematic.
Averaging over the ensemble of subimages where \( \langle \rangle \) denotes averaging over quantities indexed by \( i \),

\[
\langle |G_i(u,v)| \rangle \approx \langle |H(u,v)| |F_i(u,v)| \rangle \\
\approx |H(u,v)| \langle |F_i(u,v)| \rangle.
\]

For classes of images, for example, buildings, it was found \(<1>\) that \( \langle |F_i(u,v)| \rangle \) was very similar for different images of the given class. Thus, an estimate of \( |H(u,v)| \) is

\[
|H(u,v)| \approx \frac{\langle |G_i(u,v)| \rangle}{\langle |F_i(u,v)| \rangle}
\]

where \( \langle |F_i(u,v)| \rangle \) is performed on any image belonging to the same class or averaged over members of the same class.

Alternately, if one assumes stationarity,

\[
\hat{\phi}_g(u,v) = |H(u,v)|^2 \hat{\phi}_f(u,v)
\]

where \( \hat{\phi}_g, \hat{\phi}_f \) are the power spectra of \( g \) and \( f \), respectively. Similarly, it was found that \( \hat{\phi}_f(u,v) \) is very similar for different images of a given class. Thus, a second estimate of \( H(u,v) \) is

\[
|H(u,v)| \approx \left[ \frac{\hat{\phi}_g(u,v)}{\hat{\phi}_f(u,v)} \right]^{1/2}
\]

where \( \hat{\phi}_f \) is the power spectrum of an image belonging to the same class.

**Estimation of PSF Phase**

The estimate of \( \theta(u,v) \) proceeds as follows.

\[
j \hat{\phi}_i(u,v) \; j \hat{\theta}(u,v) \; j \hat{\varphi}_i(u,v)
\]

Let us consider the autocorrelation

\[
R_G(u,v,\Delta u,\Delta v) = \langle G_i(u,v) \; G_i^*(u+\Delta u, v+\Delta v) \rangle \quad (2)
\]
Substituting $G_i(u,v)$ from equation (1) into equation (2)

$$R_G(u,v,\Delta u, \Delta v) \approx <H(u,v)F_i(u,v)H^*(u+\Delta u, v+\Delta v)F^*_i(u+\Delta u, v+\Delta v)>$$

$$= H(u,v)H^*(u+\Delta u, v+\Delta v) < F_i(u,v)F^*_i(u+\Delta u, v+\Delta v)>$$

$$= H(u,v)H^*(u+\Delta u, v+\Delta v) R_F(u,v, \Delta u, \Delta v)$$

From equation (1)

$$|H(u,v)| |H^*(u+\Delta u, v+\Delta v)| \approx \frac{|R_G(u,v,\Delta u, \Delta v)|}{R_F(u,v, \Delta u, \Delta v)}$$

Combining equations (3) and (4) and rearranging results,

$$\theta(u,v) - \theta(u+\Delta u, v+\Delta v) \approx \frac{R_G(u,v, \Delta u, \Delta v)}{R_F(u,v, \Delta u, \Delta v)} \frac{|R_F(u,v, \Delta u, \Delta v)|}{|R_G(u,v, \Delta u, \Delta v)|}$$

and it follows that

$$\theta(u+\Delta u, v+\Delta v) \approx \theta(u,v) - \tan \left\{ \frac{R_G(u,v, \Delta u, \Delta v)}{|R_G(u,v, \Delta u, \Delta v)|} \right\}$$

Assuming one knows $R_G$ and $R_F$ and letting $\theta(0,0) = 0$, one may obtain $\theta(u,v)$ by the above recursive relationship. Note, however, that one can calculate $R$ from the degraded image but one does not know $R$ a priori. Thus to estimate $(u,v)$ one must estimate $R$. It has been assumed that the image is not so severely degraded that one cannot tell the general class to which it belongs. As a result, the estimate of $R$ will be calculated by using a similar clear image. Thus, the success of the phase estimation technique under study is contingent on the similarity of $R$ for different images within a given class.

Progress to Date
A series of computer programs which estimate both magnitude and phase of the PSF has been written. The programs are being run on test cases to ascertain whether or not the programs are error-free. The programs have not been tried on real images. In particular the important assumption of similarity of autocorrelation R for different images within the same class has not as yet been experimentally verified. This check will proceed as soon as reasonable certainty as to the correctness of the computer programs has been determined.

Although the tests to date are somewhat artificial, they reveal problem areas and illustrate the difficulty of obtaining a good check of the computer programs. For example, consider the following test case. The function

\[ f(x, y) = 200 e^{-8|x|-12|y|} \]

was calculated and stored on a file in standard eight bit/pixel image format. This simulated image was then convolved with a function \( h(x, y) \) and the result stored on another file in standard eight bit/pixel image format. Because the object of the test was to test the computer programs, the estimate of \( H(u, v) \) was then calculated using the known \( f(x, y) \) and as a consequence \( R \) was not estimated but was calculated from the known \( f(x, y) \).

Results along the \( u = 0 \) and \( v = 0 \) axis are shown in figures 2 and 3, respectively. The correct answers are

\[ H(u, 0) = \frac{\sin(5\pi u)}{5\pi u} \]

and

\[ H(0, v) = \frac{\sin(5\pi v)}{5\pi v} \]
Figure 2. Computer program check. The solid line is the known answer. The dots are the results obtained via the computer program.
Figure 3. Computer program check. The solid line is the known answer. The dots are the results obtained via the computer programs.
respectively. Note in both figures 2 and 3 that the estimated values are approximately correct and in general the error increases for increasing u and v. It is believed that the error is due to the estimation procedure and not the computer programs. Sources of error include the discretization of a continuous process, limitations inherent in using eight bit/pixel images, and inaccuracies in using the discrete Fourier transform to approximate the continuous Fourier transform.
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3.3 IMAGE PROCESSING BY TRANSFORMS OVER A FINITE FIELD USING THE OVERLAP-ADD SPECTRATING TECHNIQUE

Jin Soh

The fast Fourier transform (FFT) has been used to reduce the computational cost of convolution. Recent work has demonstrated that there are attractive analogies to the FFT in certain finite fields and rings. Transforms using these number theoretic concepts have been developed to compute convolutions without loss of information of sequences using the FFT algorithm. The transforms are defined on finite fields and rings of integers with the arithmetic carried out modulo an integer. Because of these characteristics they are ideally suited for digital computation by taking into account quantization of amplitude as well as time in their definitions. When the modulus is chosen as a Fermat number, transformation requires only on the order of \( N \log N \) additions and word shifts but no multiplications. In addition to being efficient, they have no roundoff errors and do not require storage of basis functions. There is a restriction on the length of sequences imposed by the word length and also there is a problem of overflow but methods for overcoming these are being
investigated. Comparison with FFT has shown a substantial improvement in efficiency and accuracy. Variations on the basic number theoretic transforms are also being developed.

It is the purpose of the on-going experiment to point out that the two-dimensional number theoretic transform may be defined as a simple extension of the one-dimensional number theoretic transform. For practical cases, two-dimensional finite impulse response filters involve impulse response of a lot fewer than ordinary picture size 256 x 256 or 512 x 512 in almost all cases. Since these number theoretic transforms have the difficulty that the word length required is proportional to the length of the sequence being convolved, it is conceivable that sectioning techniques may be of value when sequences must be convolved exactly, such as when multiplication is very costly, or when special-purpose hardware for modest length convolution is being considered. For the large picture mentioned above the convolution can be done by sectioning the picture by efficient overlap-add sectioning deleting and end effect. For \( y(n) = x(n) \ast h(n) \), we assume that \( x(n) \) is of long duration or that the number of samples representing \( x(n) \) exceeds the size of the \( h(n) \). Then, since the shift of the convolution \( y(n) \) is simply the sum of the shifts of the functions being convolved, no information is lost if we shift each sectioned function to the origin prior to convolution. As a result, it is necessary to decompose \( x(n) \) into sections and compute the discrete convolution as many smaller convolutions to avoid the problem of dynamic range of the number theoretic transform. At the same time, if \( N \) is small, then we would have the advantage that
considerable time saving could be achieved by using shorter sequences. Therefore it can be true that the use of number theoretic transform as a convolution tool may make it possible to have faster and more efficient picture processing.
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3.4 PHASE CODING FOR OPTICAL IMAGE PROCESSING

Chung-Kai Hseuh and Alexander A. Sawchuk

Many operations in digital image processing such as restoration, linear filtering and interpolation can be performed with analog optical systems. Research in these fields in the past has generally concentrated on coherent optical systems as opposed to incoherent
systems. With the use of general amplitude and phase optical elements, many useful image processing operations can be done very easily with analog incoherent systems. If general optical elements combining amplitude and phase variation can be made, the only major restriction on incoherent systems is that the impulse response must be non-negative.

A very useful function suitable for an incoherent optical processing system is a B-spline interpolator to give a continuous desampled output from the discrete spots on a CRT or other display system. Other useful operations include Wiener filters, high spatial frequency emphasis filters, edge or directionally sensitive filters, or restoration filters.

The filtering operation of the optical system can be described by a complex amplitude point-spread function $h(x)$ or non-negative intensity response equal to the magnitude-squared $|h(x)|^2$. In the frequency or pupil domain, omitting scaling factors for simplicity, the desired complex pupil function $H(f)$ is given by

$$H(f) = \mathcal{F}[h(x)]$$  \hspace{1cm} (1)

where $\mathcal{F}[\cdot]$ denotes the Fourier transform operation. The incoherent optical transfer function $\mathcal{V}(f)$ is then described by

$$\mathcal{V}(f) = H(f) * H(f) = \mathcal{F}[|h(x)|^2]$$  \hspace{1cm} (2)

using transform theory.

With these definitions, the problems and tradeoffs of optical processing can be defined. Given a desired $h(x)$ or $|h(x)|^2$, it has
been difficult to directly synthesize anything other than simple functions $H(f)$. With the development of some new techniques in complex computer hologram synthesis, it is hoped that this fundamental limitation can be overcome. One major approach that will be investigated is to use the precision plotting capabilities of a computer controlled microdensitometer to plot amplitude/phase masks directly. Even with improved capabilities of these areas, the problems of spatial frequency response and dynamic range of the hologram recording medium still exist, since desirable functions $|h(x)|^2$ generally have transforms which reach some of the extremes.

Here, there is fortunately a free variable which can be manipulated to alleviate some of these problems. This variable is the phase $\phi(x)$ of the impulse response which is entirely free. Thus, the major problem of incoherent processing is to choose a pupil function $H(f)$ which has low dynamic range in amplitude and phase, has low spatial frequency structure, making it easy to plot, and gives the desired intensity response $h(x)$ accurately. This type of problem is related to other problems in image processing and is referred to under the general name of "phase coding."

One possible approach is to obtain a constant amplitude $|H(f)|$ for the pupil filter. This eliminates the need for any amplitude variations. In digital holography the resulting pupil filter is called a kinoform. One approach to get the constant amplitude spectrum in the transform domain is to assume a phase diffuser, either random or deterministic, for the phase of $h(x)$. Another approach is to start with a random phase in the object domain and go through a
recursive searching routine to reduce the dynamic range, complexity, and object error. Although this numerical searching is a time-consuming process in general, it does show better results than using a diffuser alone. In the application of analog filtering, the hologram is computed only once and the computation time is no longer a serious problem as long as good impulse response has been plotted.

One phase coding method was first developed at IBM \(1\) for the coding of kinoforms. Kinoform errors due to truncation and quantization are discussed by Gallagher and Liu \(2\). In this method, the phases of object are assigned randomly and the object is then Fourier transformed. The transform is set to have a constant amplitude and is then inversely transformed. The resultant phase is used as the new phase for the object. This procedure is repeated until an error criterion is met.

Although this method generally gives good results, it has been found \(3\) that the error at some points fails to decrease, stabilizing at a high level. This prevents the error from being arbitrarily small. To overcome this deficiency, Fienup \(3\) adopts an Input-Output Approach, which allows the amplitude of the input as well as the phase to be modified. This gives better control of the reconstruction. In this model if certain output is used as input then the same output is obtained. Hence modification can be either added to the previous input or present output. We will refer to these two methods as Fienup I and Fienup II, respectively.
In general, the shape of the spectrum does not have to be flat. The problem then becomes: given the amplitudes of the object and transform, how do we find the corresponding phases? This problem has been studied by Gerchberg and Saxton and the method is essentially the same as the iterative method mentioned above except the amplitude of the transform is set to be the desired spectrum rather than a constant. Convergence of this method is also proved. This method has found applications in many fields such as microscopy and stellar interferometry.

The last method suggests a modification to the kinoform procedure. We can allow the amplitude of the transform to vary in such a way that the amplitude is still smooth enough to plot. Better results and faster convergence could be expected. Since the spectrum can always be expanded in a Fourier series, the sum of the first few large components can be chosen as the approximation of the spectrum. Here we can consider the first method as a special case in which only D.C. components are chosen. Note that Fienup's method cannot be applied in this general approach since Fienup's method is based on the assumption that the amplitude of the transform is constant. Further derivation is required in applying this method.

In evaluating the results, we need a good error criterion which can be used to modify the computing procedure or to terminate the procedure without human intervention. This error criterion has to be consistent with the human visual system. In general, this task is not possible and instead the mean squared amplitude error or the
root-mean squared intensity error $<\delta>$ is used. Since the actual quantity measured is the intensity of the image, the latter one might be a better criterion although it is larger in general. We can also argue that since human eyes are sensitive to relative intensity other than absolute intensity, it would be better to normalize the above quantities so that these quantities are not affected by the absolute intensity and, hopefully, the specific object used. The error criterion adopted in this study is the following for an $N \times N$ picture

$$E = \left[ \frac{\frac{1}{N^2} \sum_{M, N=0}^{N-1} (|\alpha_{mn}|^2 - \tau_{mn}^2)^2}{\tau_{\text{max}}^2} \right]^{\frac{1}{2}}$$

where $\alpha_{mn}$, $\tau_{mn}$ are the resultant image and the desired image, respectively, and

$$\tau_{\text{max}} = \max_{m, n} \tau_{mn}.$$  

One dimensional objects are used in the experiment for simplicity. Only one of them will be illustrated here. Figure 1 shows one line of a picture. This is a 256 point array imbedded in a 512 points array in order to smooth the transform and thus the kinoform. Figures 2, 3, and 4 show the resultant images and kinoforms after 34 iterations by the methods of Hirsch $<1>$, Pienup I and Pienup II $<4>$. Compared with figure 1, we found that Pienup II is slightly better but almost the same as the first method. Pienup I, however, gets nearly perfect reconstruction in the region of the object while more noise is introduced elsewhere. Since intensity is measured in practice, this noise in amplitude contributes less in intensity.

The corresponding errors evaluated by eq. (1) are given by

$$E_1 = .05222 \quad E_2 = .01297 \quad E_3 = .04449$$
Figure 1. One line of a picture with initial random phase.
Figure 2. Image and Kinoform by using Hirsch's method
Figure 3. Image and Kinoform by using Fienup I
Figure 4. Image and Kinoform by using Fienup II
This data is consistent with the results shown in figures 2 to 4. Modification of the amplitude of the transform has also been tried. A biased cosine function is chosen because it is similar to the spectrum. The result is in figure 5 with error $E_4 = 0.07162$. Although this result is even worse than the first method, it does not eliminate the possibility of using this method. Further Fourier analysis is required to determine the component to be picked and its corresponding phase. Perhaps more than one component is required to get better results. This technique remains to be studied systematically.

Experiments so far indicate that Fienup II is the best of the methods tried. However, the performance of different methods changes from one object to another and since other methods are still under test, it is too early to conclude which method is the best for particular response functions. Future work will include tests and analysis of the various techniques and application to two-dimensional problems.
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Figure 5. Image and Kinoform by using cosine function as the amplitude of the Kinoform
3.5 ARTIFICIAL STEREO ALGORITHMS

Alexander A. Sawchuk

In a previous report, the technique of artificially generating stereo image pairs was introduced [1]. The stereo information is obtained from various image features or combinations of features, including pixel brightness, edge information, texture, or multispectral data. The technique is being explored as an enhancement aid for the human observer whereby these features are mapped into the depth perception ability of the observer. It should be emphasized that the stereo pairs generated are not reality, and the resulting stereo pairs may only coincidentally resemble the true stereo.

This section describes some of the details of the algorithm used to obtain the stereo and outlines current applications and extensions under exploration. Figure 1 is a block diagram of the entire process. To generate the artificial stereo pictures, feature extraction such as described above is performed on a single-frame monocular picture.
Figure 1. Artificial stereo block diagram.
Linear smoothing with a moving average convolutional window is then performed to eliminate any noisy or jagged edges on shifted parts of the stereo picture pair. The averaging window is necessary to avoid severe shape distortions which would make visual registration of local features difficult. The local features such as objects, spots and lines must remain for any stereo to be perceived. Various window sizes have been tried, and it appears that the optimum may be weakly picture-dependent. A good choice for most situations, however, is one with 3 pixel horizontal averaging and 5 pixel vertical averaging. The horizontal averaging is kept small so that blurring is minimized, and the vertical averaging is present to eliminate the most objectionable vertical jagged lines in shifted pixels.

The next stage of the operation is the actual stereo pair generation. Any true stereo information externally supplied can be introduced here, and a gain control for the stereo effect is provided in the algorithm. The stereo effect is obtained by local edge shifting as shown in figure 2. The perceived stereo in the left eye is obtained by locally shifting pixels to the right. For the right eye, the shift is in the opposite direction. Figure 3 shows the details of the shifting procedure for each line of the image. The top graph represents the desired non-negative height information after smoothing as a function of position along the image line. The second graph of figure 3 represents the input-output position characteristics. The height data is added to the unit slope linear function shown as a dotted line. With no height information, the dotted line would be a mapping with no shift from input to output.
Stereo pair generation
left eye – right shift
height – non-negative

Figure 3. Shifting algorithm
The second graph is then made monotonic by a curve-following algorithm, as shown in the bottom graph of figure 3. In the input regions of zero slope, the pixels are obliterated by adjacent ones moved in. In regions of large positive slope, certain output areas may be missed and left blank. When this happens, pixels are moved in beginning from left to right, to fill in the blank areas. Thus, a local distortion takes place to create the local shifting. The directions for the right eye are simply opposite.

Future work on artificial stereo will concentrate on the case of different features and algorithm improvement. It has been recently found that the addition of a brightness histogram equalizing step in the block diagram of figure 1 just before the stereo pair generation gives a much better distribution of heights and a more pleasing stereo illusion.

Reference

This section presents the results of the industrial liaison between USCIPI and Hughes Research Laboratories. The objectives of the past year's subcontract were twofold: first, to develop real time nonlinear optical data processing elements and second, to develop a CCD chip for smart sensor image understanding signal processing. Both objectives have been met, in part, with quite exciting results promised in the latter project. All projects are reported herein. The construction of the CCD chip is on schedule with completion, test, and evaluation expected within six months.
4.1 MOTIVATION FOR AN ADAPTIVE CCD IMAGE PROCESSING CHIP

Harry C. Andrews

This document represents some ideas in motivational thought which may be of some use in expansion of the Image Understanding CCD charge couple device signal processing chip work. The chip which was suggested for implementation under the first year subcontract had the Sobel operator amongst four other different operations as possible signal processing techniques to be considered for implementation. The motivation for these five different signal processing techniques may not be evident to the CCD implementors and therefore this report is designed to describe the thought processes that went into the generation of the mathematical formulation for the function suggested for chip implementation. The five operations so suggested are listed below.

1. The Sobel operator
2. The Mean operator
3. The Unsharp Masking operator which is equal to the Sobel operator plus a weighting of the Mean operator
4. The Thresholded Mean or Adaptive Binarizing operator
5. The Adaptive Stretching operator

These five operations are described mathematically in the attached statement of work.

The Sobel operator is essentially a convolutional kernel designed to detect edges. The operator requires a 3 x 3 convolving matrix
which is designed to detect vertical edges and then designed to detect horizontal edges, the two outputs of the vertical and horizontal detectors then being combined by an absolute value operation to form the Sobel edge output. The absolute value operation is in lieu of a square rooting operation. This edge detector is a fairly useful one, requires only a small kernel; and in addition, contains nonlinear devices (i.e. the absolute value operations). The reason for selecting this edge operator is because of the nonlinearities involved as well as the possibilities for future implementation by looking at the ratio of the horizontal to the vertical edge energy. This will provide edge direction which also becomes a useful feature technique to be utilized in higher level image understanding operations. The Sobel operator can be viewed in image form and should provide a fairly clean edge detected image. References on this operation are readily available in the literature.

The mean operator is essentially nothing more than a low pass filter. A 3 x 3 matrix was suggested for implementation as a convolving kernel. The mean operator measures the average brightness in a 3 x 3 region surrounding the center pixel. This operator, as it stands alone, will tend to blur the image (remove high frequency noise as well as removing edge detail). The operator is suggested as possibly a signal processing low pass filter but more significantly as a switching signal to allow for adaptive signal processing in subsequent operations. Because the mean operator tends to track the low frequency variation in an image, it becomes very useful for discriminating between regions of high brightness and regions of large
shadow or low brightness.

The unsharp masking operator is suggested as one technique to utilize with the mean operator. One could envision a weighting of a percentage of the Sobel output with a percentage of the mean output, the sum of the two percentages equaling 100%. Therefore, one could range from a completely edge image to a completely low pass or blurred image by modifying this particular percentage weighting factor. If this percentage weighting factor were in fact defined or determined by some information content within the image, then this would provide an adaptive signal processing aid. However, even if the percentage weighting factors are maintained constant or fixed throughout the image, this technique still qualifies for that under the general category of unsharp masking. Unsharp masking is a technique utilized by the Associated Press in transmitting many of their images across telephone communication lines. Unsharp masking essentially forms a low pass version of an image, subtracts it from the original image, weighted by a certain percentage such that the resulting image has higher frequencies emphasized by virtue of the fact that the low pass or blurred portion is removed.

The fourth signal processing function suggested for implementation is that known as the threshold mean or the adaptive binarizer. This function has numerous applications in a bandwidth compression mode of operation. Essentially the function is the following: the mean operator determines the local area mean and based on the local area, sets the center pixel or pixel in the center of the
convolving kernel, to either completely on or completely off based upon whether that center pixel brightness is greater than or less than the mean average of its surrounds. This particular operation has the advantage of providing a binary video signal in the context of certain processes or has the advantage of providing binary adaptive thresholded signals as illustrated in adaptive binarization for fingerprint identification. The motivation in the latter application is in use of the a priori knowledge that the original fingerprint is best viewed under binary circumstances. However, latent fingerprints, when digitized, have a great many shades of gray and the adaptive binarizer has the property of tracking low frequency smudge contents and allowing edge and fingerprint information to be enhanced by subtracting off or essentially switching out the low frequency information. I might also suggest that another application for this particular operator is in the generation of binary video. As I understand it, in a lot of the Hughes Aircraft forward-looking infrared work, binary video becomes a very useful signal in two dimensions upon which to subsequently correlate. This particular type of binarization is adaptive in the sense that the local mean is detected by the mean operator and then controls binarization by tracking that mean in the bright region by rising high, and in low regions by lowering the amplitude values. The possible drawback of this particular binarizing filter lies in the fact that the filter is only 3 x 3 in extent. Possibly, the 5 x 5 and even 10 x 10 adaptive binarizing filters might be more useful. This would require a larger array on the chip but possibly because all of the weights are
identical this is not too unfeasible a prospect.

The fifth and final application of the signal processing chip is that known as an adaptive stretching operator. Essentially this operation is also triggered based upon a decision by the local area mean detector. This operation is hypothesized by virtue of the fact that in regions that are fairly dark one would like to stretch the dark or low amplitude brightness values, and in regions that are fairly bright one would like to stretch the large or high amplitude brightness value. Therefore, this particular operation, known as adaptive stretching, is one in which the mean signal is tested against a constant half amplitude or half dynamic range brightness value. If in fact, the local area mean is greater than half amplitude brightness on the average, then the center pixel is stretched in the bright region. If in fact, the local area mean is less than half amplitude of the dynamic range possible, then the center pixel is stretched in the low brightness region. This operation will have the effect of adaptively selecting, based upon bright regions or dark regions, and stretching the appropriate pixel value such that in dark regions, low amplitudes are enhanced and in bright regions, high amplitudes are enhanced.

In concluding this report and in considering the signal processing applications for the chip that has been proposed for development, one point I think is important to be made clear. Whether the actual signal processes that have been described become useful in an image understanding or higher level image processing environment,
and whether the processed images themselves are pictorially and
cosmetically more pleasing or not, is really not the point of the
development of the chip under consideration. Rather, the selected
five functions that have been suggested, themselves represent a large
variety and great breadth of signal processing operations that
conceivably could become quite useful on the front end of a sensor
device. Therefore, it is possible that all the implementations will
require larger kernel arrays or modifications of the signal processing
operation described thus far. However, the important thing to
emphasize is the fact that if these signal processing operations can
indeed be implemented, and with the linear and nonlinear implications
of the implementations so described, such implementation is a success
even if the applications results are not striking and I feel that
success in itself will motivate further investigation.

Appendix

I. There shall be two 3 x 3 convolving kernels on a chip.
   kernel 1 shall be the Sobel operator, f
   kernel 2 shall be the mean operator, f

II. There shall be various combinations of the outputs of the above
    kernels. These shall form five different output lines, and therefore
    output images.

    1. Sobel operator = edge detection = f_s(j,k)
    2. mean operator = low pass filter = f_m(j,k)
    3. Sobel + a mean = unsharp masking = f_u(j,k)
4. Threshold mean = adaptive binarizer = \( f_u(j, k) \)

5. Function memory switch = adaptive stretching = \( f_b(j, k) \)

III. For every single image tested, there will be five images generated. The test procedure shall be either in real time TV or via digital eight bits 512 x 512 magnetic tape imagery.

Mathematically Defined Functions

1. \( f_s(j, k) = \frac{1}{8} \left\{ f(j-1, k-1) + 2f(j, k-1) + f(j+1, k-1) \\
                                 - f(j-1, k+1) - 2f(j, k+1) - f(j+1, k+1) \\
                                 + f(j+1, k-1) + 2f(j+1, k) + f(j+1, k+1) \\
                                 - f(j-1, k-1) - 2f(j-1, k) - f(j-1, k+1) \right\} \)

2. \( f_m(j, k) = \frac{1}{9} \left\{ f(j-1, k-1) + f(j, k-1) + f(j, k+1) + f(j+1, k-1) \\
                                 + f(j+1, k) + f(j+1, k+1) + f(j+1, k-1) \right\} \)

3. \( f_u(j, k) = (1-\alpha) f_s(j, k) + \alpha f_m(j, k) \quad 0 \leq \alpha \leq 1 \)

4. \( f_b(j, k) = \begin{cases} r & f_m(j, k) \leq f(j, k) \\ 0 & f_m(j, k) > f(j, k) \end{cases} \)
5. $f_a(j, k) = \begin{cases} 
2 \min \{ f(j, k) - \frac{r}{2}, f_m(j, k) \} & f_m(j, k) \leq \frac{r}{2} \\
2 \max \{ f(j, k) - \frac{r}{2}, 0 \} & f_m(j, k) > \frac{r}{2}
\end{cases}$

$f(j, k) =$ center pixel in 3 x 3 array to be processed

\[ f_s(j, k) = \left[ \left| (a + 2b + c) - (g + 2h + i) \right| + \left| (c + 2f + i) - (a + 2d + g) \right| \right]^{1/8} \]

output is center position given by $f_s(j, k)$

i. e. $f_s(j, k) = \left[ \left| (f(j-1, k+1) + 2f(j, k-1) + f(j+1, k-1)) - (f(j-1, k+1) + 2f(j, k+1) + f(j+1, k+1)) \right| 
+ \left| (f(j+1, k-1) + 2f(j+1, k) + f(j+1, k+1)) - (f(j-1, k-1) + 2f(j-1, k) + f(j-1, k+1)) \right| \right]^{1/8}$

\[ \text{mean operator} = \text{low pass filter} \]

\[ \begin{bmatrix} a & b & c \\ d & e & f \\ g & h & i \end{bmatrix} = \frac{1}{9} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} \]
\[ f(j, k) = \frac{1}{9} (a+b+c+d+e+f+g+h+i) \]

output is center position given by \( f_m(j, k) \)

\[
f_m(j, k) = \left[ f(j-1, k-1) + f(j-1, k) + f(j-1, k+1) + 
            f(j, k-1) + f(j, k) + f(j, k+1) + 
            f(j+1, k-1) + f(j+1, k) + f(j+1, k+1) \right] \frac{1}{9}
\]

Sobel + a mean = unsharp masking

\[ f_u(j, k) = (1 - \alpha)f_5(j, k) + \alpha f_m(j, k) \]
make \( \alpha \) adjustable \( 0 \leq \alpha \leq 1 \)

Threshold mean = adaptive binarizer

\[ f_b(j, k) = \begin{cases} 
  r & f_m(j, k) < f(j, k) \\
  0 & f_m(j, k) > f(j, k) 
\end{cases} \]
output = \( 2 \) Min \( f(j, k), \frac{r}{2} \)

function memory switch = adaptive stretching

\[ \text{output} = 2 \ \text{Max}(f(j, k) - \frac{r}{2}), 0 \]
input \( f(j, k) \)
\[ r = \text{input dynamic range} \]
\[ \frac{r}{2} = \text{half input dynamic range} \]

The above transfer curves are to be switched between \( - \) depending on whether

\[ \frac{1}{9} \begin{bmatrix} 1 & 1 & 1 \\ 1 & 1 & 1 \\ 1 & 1 & 1 \end{bmatrix} = f_m(j,k) \]

is greater or less than \( \frac{r}{2} \). The center pixel is to be the input

\[
\begin{cases}
2\min(f(j,k), \frac{r}{2}) & f_m(j,k) < \frac{r}{2} \\
2\max(f(j,k), \frac{r}{2}, 0) & f_m(j,k) \geq \frac{r}{2}
\end{cases}
\]

4.2 CCD IMAGE PROCESSING CIRCUITRY

Graham Nudd

During the past year we have investigated the possibility of performing the following five algorithms with CCD/MOS integrated circuitry:

1. Chirp transformation
2. Robert's cross
3. Sobel operator
4. Hueckel operator
5. Histogram operation.

We have developed circuit concepts for each of the above (apart from the Hueckel operator) and include here block schematics together with a brief functional description. Details of the circuit design and layout are in general omitted, and only factors which directly affect the overall concept such as speed, dynamic range, etc. are discussed. We have also initiated work on the detailed design and layout of two
Figure 1. Total Configuration
test circuits, one of which (the Sobel operator) is currently being fabricated. Details of these are also included.

At the present time we have concentrated our efforts on charge transfer technology and compatible MOS circuitry, because of its inherently low power-delay product $10^{-2}$ pJ (versus 50 pJ for typical bipolar) and its application to both image detection and processing. This will be particularly advantageous for the development of "Smart Sensors." A concept of an integrated detector and pre-processor is shown in figure 1. Here a CCD imaging array is shown as detecting the image and creating charge carriers which are then clocked through a matrix of CCD/MOS processing circuits, (which might, for example, perform a two dimension convolution of the Sobel type) and the processed data stored in a CCD analog store.

**Chirp Transformation**

A one dimensional CCD implemented chirp transform has been described in the literature <1>. Factors affecting the accuracy and speed of this process are described in the previous semi-annual report. The major issues are in the area of (a) integrating the peripheral circuitry such as clocking circuits and input/output devices on the chip, (b) providing integrated accurate (26 bit) multipliers. Both these areas are being pursued by other contractors, and hence we have devoted little effort in this area. The major impact Hughes Research Laboratories could have in this area is to employ its high resolution electron beam exposure techniques to fabricate a high resolution (28 bits) CCD multiplying digital te
Figure 1. Concept of integrated CCD preprocessor.
analog converter as previously discussed. Two dimensional Fourier Transform performed by concatenation of two one dimension transforms requires a permuting memory to transform the data. Work in this area is currently being sponsored by the Naval Undersea Center.

Robert's Cross Operator

A circuit which will perform the Robert's cross operator is shown schematically in figure 2. As shown it consists of two parallel CCD channels into which adjacent rows of picture elements are fed. The inputs (not shown in figure 2) might typically consist of the Tompsett surface potential equilibration circuits or the CCD circuit might also be used as the sensor. The charge corresponding to the four adjacent pixels (a through d) used in the Robert's cross are simultaneously sensed by floating gate electrodes. These outputs are used to drive a nonlinear CCD circuit which performs the magnitude operation \(|a-d| + |b-c|\), required for the Robert's cross operation.

A schematic of the circuit is shown in figure 3. The two signals corresponding to pixels "a" and "d" are connected to parallel gates, as shown, and create potential wells beneath the oxide proportional to their magnitude. The source diffusions are then pulsed such that charge flows across the barrier and into both wells. For surface channel devices the surface potential \( \phi_s \) can be written as

\[
\phi_s = V_o + V - \sqrt{V_o^2 + 2VV_o} \tag{1}
\]

where \( V = V_g - V_{FB} - Q/\text{Co} \).
Figure 2. Circuit concept for Robert's cross operator.
Figure 3. Schematic of nonlinear GCD circuit to evaluate $|a-d|$. 
\[ V_o = \frac{eq N_D}{C_o^2} \]

and

\[ V_g = \text{applied gate voltage} \]

\[ Q = \text{charge under the gate} \]

\[ C_o = \text{oxide capacitance} \]

When charge flows the surface potential is uniform and hence the charge stored is proportional to the applied voltage \((Q = C_o V_g)\). For the case shown in figure 3 where \(|d| > |a|\) a charge proportional to \((d-a)\) will be stored in the left half of the circuit. When the well shown has been filled excess charge will flow to the drain. Should \(|a| > |d|\) a charge proportional to \((a-d)\) would collect in the right side of the circuit. In either case after the source voltage is lowered charge proportional to \(|a-d|\) is dumped into the central bucket as shown. An identical circuit is used to form \(|b-c|\) and the full output \(|a-d| + |b-c|\) can then be sensed. The output circuit is shown as a simple source follower and reset but techniques such as correlated double sampling can be used, if necessary, to reduce noise.

**Sobel Operator**

The Sobel operator operates on a 3 x 3 array of pixels as shown in figure 4 and forms the output

\[
f_s(jk) = \frac{1}{8} \left( |f(j-1, k+1) + 2f(j, k-1) + f(j+1, k-1) - f(j-1, k+1) + 2f(j, k+1) + f(j+1, k+1)| \right.
\]

\[
+ |f(j+1, k-1) + 2f(j+1, k) + f(j+1, k+1) - f(j-1, k-1) + 2f(j-1, k) + f(j-1, k+1)| \right)
\]
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(b) WEIGHTED SUMMATION TECHNIQUE REQUIRED FOR SOBEL OPERATOR

Figure 4. Weighting technique for Sobel Operator.
Two basic operations are involved (a) nondestructive charge tapping and weighting and (b) magnitude operation and summation similar to that described for the Robert's cross:

(a) The weighted summation can be performed by varying the area of the sensing gates as shown in figure 4. Here three parallel analog CCD registers are shown receiving charge from three adjacent rows of the picture, and the gates sense an output proportional to their area. For clarity only the storage gates are shown and the clocking lines are omitted.

(b) The magnitude operation can be achieved by a number of techniques similar to that described for the Robert's cross and the summation by charge merging.

Hueckel Operation

During the course of this study we have spent some time investigating the Hueckel operator. Our general conclusions are that analog CCD processing cannot directly be exploited to perform this algorithm in its present form, and we have therefore not developed circuit concepts for this at this time.

Histogram Operation

A block schematic of the circuit elements required to perform a real-time histogram are shown in figure 5. In principle, the input data is used to set up a potential barrier $V_b$ at the surface of the CCD and a linear current source is used to accumulate charge adjacent
Figure 5. Block schematic of histogram circuit.
to this barrier. When the charge stored is sufficient to overcome current flows thereby converting amplitude to time delay. The charge crossing the $Q_b$ triggers a pulse shaping network which feeds data into an analog store thus forming the histogram. The circuit which provides the linear current source is shown in figure 6a. Here the first stage of the CCD acts as a virtual drain and the current is self-regulating via the feedback path around the amplifier. The charge stored after time $t$ is

$$Q(t) = \frac{V_o}{R} t$$

For an input signal $V_s$ causing a barrier $Q_b$ charge flows when $Q(t) = C_0 x V_s$ or at time $t = \frac{(V_s/V_o)}{(C_0 R)}$. If the shift register is clocked at $f_c$ an output signal appears after $n$ clock cycles where

$$n = \frac{f_c C_o R}{V_o} V_s$$

This data, after some pulse shaping, is fed into a serially accessed digital CCD register prior to parallel readout into an analog store as shown in figure 7. The accuracy of the circuit is determined primarily by the noise in the input circuit and error accumulating in the analog store. The equivalent noise charge in the input circuit is $\sqrt{KTC}$ which for $15 x 50 (\mu m)^2$ gate size will be approximately 150 electrons. For 8 bit quantization the charge storage must therefore be in excess of $80 x 10^3$ electrons, which implies a gate voltage swing of >1 V. Since the current from the input circuit shown in figure 6a will be of the order of $10^{-9}$ A the pixel data rate is limited to $f_s = 100$ kHz, requiring the amplifier to settle in approximately $4 x 10^{-8}$ seconds. Discrete devices are currently available at these rates in which case the digital CCD register would be required to
Figure 6. Circuit elements required for histogram circuit.
Figure 7. Digital CCD register and analog store.
operate at approximately 25 MHz, which is about the present state of
the art. Data from this register is shifted out in parallel to the
analog store (figure 7) which accepts data at the pixels rate,
100 kHz. The total storage time is practically limited to about 0.1
seconds by dark current, limiting the operation to a total of about
4 samples.

The pulse-shaping circuit illustrated in figure 6b and 6c must be
included to provide a logical one to the input of the digital shift
register. As shown, the circuit is based on digital refresh described
by Kosnacky and Carnes (5). After charge flows over the barrier \( b \), a
string of logical ones with charge equivalent to approximately \( 10^5 \)
electrons will flow. The circuit uses floating gate sensors to
provide a single pulse output coincident with the start of this
string. When data under gates D and E are both "zeros" the refresh
circuit will create potential wells under both gates A and B. This
will cause data to flow to drain C. When the input data changes (from
zero to one) the potential well under gate B disappears and the charge
drawn from the source is clocked through to F prior to entering the
CCD digital delay. When both D and E are "ones" the potential under
gate A rises and no charge flows thus providing a single data output
at a time equivalent to the start of current flow. A cross section of
one of the gate interconnects is shown in figure 6c together with the
time constants involved. Present photolithographic techniques
indicate that this circuit will operate with delays of less than a few
nanoseconds.
Test Circuits

To emphasize that the signal processing operations described here can indeed be implemented on single small chips using CCD/MOS circuitry, we are presently supporting, with our own internal research funds, the development of test circuits.

Sobel Operator

As shown in figure 8, the CCD Sobel operator consists of a two dimensional CCD filter, CCD absolute value circuits and a charge summer. The input format is three parallel or demultiplexed channels of neighboring scan lines on the image plane. The sampled analog charges of a $3 \times 3$ detector submatrix are nondestructively transferred, sensed, added, and subtracted in a mask-programmed CCD. The outputs of the two dimensional CCD filter are then fed into the CCD absolute value circuits where charges corresponding to the input magnitudes are generated. The final output is the charge sum of the absolute values and can be converted into voltage forms for further processing.

The above described CCD Sobel operator has been designed on a single small chip which might easily be integrated with a focal plane detector array, thus forming an integrated sensor-processor chip which might have an exciting and important impact on future image processing systems. This circuit is currently being fabricated and we anticipate operating devices in several months.

Test Circuit II
Figure 8. Schematic of Sobel Operator.
Five basic algorithms are addressed in the second test circuit:

1. Low pass filtering
2. Sobel edge detection
3. Unsharp masking
4. Adaptive stretching
5. Binarizing

A block schematic of the algorithm is shown in figure 9a together with the five separate outputs. It is designed to operate on a subarray of 3 x 3 adjacent picture elements, and a simplified circuit concept is illustrated in figure 9b. A brief description of each circuit component is given below.

**Low Pass Filtering**

The low pass filtering operation is achieved by the parallel connection of nine adjacent floating gates as illustrated at the left of figure 10. Here three parallel CCD channels are shown, through which three adjacent lines of data are fed (as for the Sobel operator). For simplicity the transfer gates and clocking and circuitry are omitted. The weighted outputs are connected to a single output line which drives a source follower shown. The load is a variable conductance consisting of a FET with variable gate voltage providing an output

\[
 f_m(j, k) = \frac{c}{9} \left| f(j - 1, k - 1) + f(j - 1, k) + f(j - 1, k + 1) \\
 + f(j, k - 1) + f(j, k) + f(j, k + 1) \\
 + f(j + 1, k - 1) + f(j + 1, k) + f(j + 1, k + 1) \right|
\]

The tapping technique is nondestructive and thus, after sensing, the
Figure 9(a). Block schematic for test Circuit II.
Figure 9(b). Circuit concept for test Circuit II.
Figure 10. Weighting required for test Circuit II.
charge is clocked through to the Sobel operator.

**Sobel Operator**

The weighting required for the Sobel operator \( f_s(j,k) \) is shown on the right of figure 10 (again the transfer gates and clocking circuitry are omitted for clarity). It is essentially identical to that described under Test circuit I. However, the input charge will be clocked directly from the low pass filter as shown and the output will be fed to the charge summing circuitry shown in figure 11.

**Unsharp Masking**

The unsharp masking output \( f_u(j,k) = f_s(j,k) \cdot \alpha f_m(j,k) \) is formed by the charge summing circuit shown in figure 11. Here charge corresponding to the low pass filter and the Sobel operator are clocked under a single storage gate as shown to form \( f_u(j,k) \). Three stages of CCD delay are shown in the output path from the low pass filter to equalize the charge delay prior to summation.

**Adaptive Stretching**

The unsharp masking output is further clocked through the CCD to a barrier \( (\Phi_b) \) which is controlled by an externally applied voltage. If the signal charge \( Q_{um} \) is less than \( \Phi_b/C_{ox} \) the charge is collected on the output drain. Charge equivalent to \( Q_{um} - \Phi_b/C_{ox} \) is clocked over the barrier to the remaining circuit. The effect of this is to apply a threshold prior to a variable gain output connected to the adaptive stretching pad shown.
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Figure 11. Illustration of layout for unsharp masking and adaptive stretching.
Adaptive Binarizer

The binarized circuit illustrated in figure 12 is based on the regenerative charge comparator techniques used in CCD digital memories. It consists of a cross coupled flip flop. Charge entering from the Unsharp Masking operator and the center picture element are sensed at output 01 and 02, respectively. The voltage difference between the two nodes will cause differences in the conductivities of transistors T1 and T2 which act as loads for the cross coupled flip flop. When $\phi_d$ is pulsed the gate voltages on T3 and T4 therefore differ, resulting in a further current imbalance which rapidly shuts one transistor off while driving the other to saturation. The resulting zero or one is taken out through load devices (not shown).

Future Plans

Work on the above test circuits will continue. It is anticipated that test devices for Circuit I will be available by year end, when testing will commence. We have devised a test plan which will use an IMAI 8080 microprocessor to access U.S.C. data tapes and also drive the CCD circuits. A block schematic is shown in figure 13. After processing the supplied data will be displayed as shown and also supplied on magnetic tape to U.S.C.

Because of the wide variety of linear and nonlinear operations involved in Circuit II we consider that a demonstration of the feasibility of this circuit is most important and we have large impact in the community. We therefore propose that this circuit be developed
Figure 12. Concept of binarizer.
Figure 13. Schematic of test setup.
as part of the next phase of this program.
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4.3 REAL TIME NONLINEAR OPTICAL DATA PROCESSING

J.L. Erickson, A. Au and J. Grinberg

During the past year we have been using the hybrid field effect liquid crystal light valve (LCLV) as an incoherent-to-coherent interface in optical data processing (CDP) experiments.
Simultaneously, the LCLV has functioned as the thresholding/saturating (clipper) device required in order to achieve nonlinear ODP functions as reported by S.R. Dashiell and A.A. Sawchuk (Optical Communications, 15, 66-69, 1975).

The structure and operation of the hybrid field effect LCLV are described in detail in "A New Real-Time Noncoherent to Coherent Light Image Converter - the Hybrid Field Effect Liquid Crystal Light Valve," J. Grinberg, et. al., Optical Engineering, 14:3, 217-225, May/June, 1975. This device was developed for linear OPD applications, and so is not optimized for the nonlinear ODP process.

Our approach has been to study the characteristics of the LCLV in a level slicing experiment. Level slicing is a difficult nonlinear ODP function to implement because it requires a very high gamma response, rapidly saturating clipper. This is a useful approach, because the results can be easily interpreted in terms of the device characteristics.

The experimental setup uses the coherent optical data processing system shown in figure 1 with variable definitions. The projection light is derived from a mercury arc lamp and filtered at a center wavelength of 5250 angstroms. The coherent light source is a 50 mW He-Ne laser. The densitometry curve for the light valve operating at 4.0 volts RMS at 2 KHz was measured and plotted in figure 2. Maximum gamma was 2.1.

Figure 3 is the transfer function achieved in a level slicing
Figure 1. Experimental Setup
Figure 2. Densitometry Curve $V = 4.0$ volts rms at 2 KHz.
experiment. The input transparency is sampled by a 12 cycles/mm Ronchi grating. The density levels of the grating are .21 ND and .68 ND. Although the light valve's gamma is too low to achieve an ideal level slice, the filtered first order intensity increases to a peak where the input intensity at high gamma has maximum modulation. Beyond the peak the first order output intensity decreases as the modulation decreases at high intensities. Figure 4 shows the level slicing function with the light valve operating at 5.8 v/cls RMS at 6 KHz.

We studied the LCLV characteristics that impact level slicing performance. The results can be understood with reference to figure 5, which shows an idealized input/output relationship for the LCLV ODP system. The LCLV has a threshold incoherent input intensity I below which the coherent output intensity is determined only by the quality of the optics. For input intensities above I_T, the output increases linearly. When the input reaches a maximum intensity I_M, the output saturates and remains constant for larger input intensities.

When the LCV input is a gray scale transparency in contact with the grating of the level slicing experiments, the output will be modulated by the grating for transparency transmission coefficients T_T such that

\[ I_T < T_T^{T_{\text{max}}} I_L \]

and

\[ T_T^{T_{\text{min}}} I_L < I_M \]

where \( T_{\text{max}} \) and \( T_{\text{min}} \) are the high and low transmission coefficients of
Figure 4. Level Slicing I/O Characteristic for $V = 5.8$ volt rms at S.KHz
Figure 5. Idealized LCLV I/O Characteristic
the grating and \( I_L \) is the incident lamp intensity. Replacing the inequalities by equalities, the gray scale (density) range that appears as a single "sliced" level is

\[ \Delta D_S = \log \frac{I_M}{I_T} \text{max} = \log \frac{I_T}{I_T} \text{min} \]

The total number of levels that can be independently sliced out depends on the maximum lamp intensity, \( I_{L\text{max}} \). The transparency density range covered is

\[ D_{\text{total}} = \log \frac{I_{L\text{max}}}{I_M} \]

and the number of levels, \( n \), is

\[ n = \frac{D_{\text{total}}}{\Delta D_S} \]

These equations can be expressed in terms of quantities that are characteristic of the system components as follows. The differential density of the grating is

\[ \Delta D_G = \log \frac{I_{L\text{max}}}{I_{\text{min}}} \]

The device "density" range is

\[ \Delta D_D = \log \frac{I_M}{I_T} \]

which is, in a photographic analogy, the number of "log exposure" units required to go from threshold to saturation. The lamp "density" is

\[ D_L = \log \frac{I_{L\text{max}}}{I_M} \]

i.e., the number of saturation "log exposure" units available from the lamp. Finally, the basic grating density is

\[ D_G = -\log I_{\text{min}} \]

With these definitions, we have

\[ \Delta D_S = \Delta D_D + \Delta D_G \]
for the width of the slice, and
\[ D_{\text{total}} = D_L - D_C \]
for the total density range that can be sliced. The number of level slices in this range is
\[ n = \frac{D_L - D_C}{\Delta D_D + \Delta D_G}. \]

Therefore, in this simple picture, the number of level slices can be maximized by using a low density grating with a small density step, a bright lamp and a LCLV with a small \( \Delta D_D \), i.e., a small \( I_M/L_T \). To some extent, the system can be improved by increasing the device threshold, \( I_T \), if the intensity range \( I_M - I_T \) is constant. However, this also increases \( I_M \) and therefore decreases the available density range \( D_{\text{total}} \).

The threshold intensity, \( I_T \), is determined primarily by the "switching ratio" of the LCLV photoconductor (see earlier LCLV reference). For linear operation, a low threshold is desired, and consequently a low switching ratio is used. This is the type of device used in our preliminary experiments.

A higher switching ratio is obtained with a thicker CdS photoconductor layer in the LCLV. Such devices are now being fabricated and an improvement from ~1 level to 3-5 levels is indicated. Thus far we have not been able to obtain a thick film device for the nonlinear ODP experiments, though attempts are continuing.

Work is also underway (on another program) to develop silicon
photoconductor LCLVs. The silicon characteristics indicate that up to 10 levels could be isolated with the same equipment and a silicon LCLV. It is unlikely, however, that a silicon device will be available for tests.

The most lucrative device modification is to find liquid crystal materials that give a smaller $I_M - I_T$. This would reduce $\Delta P_D$ and increase $D_L$, both of which would increase the number of levels $n$. There is a good probability that addition of some cholesteric liquid crystal to the device mixture would provide some improvement in $I_M$. However, the required liquid crystal chemistry is non-trivial and experiments of this kind are beyond the scope of the current program.

We are in the process of making some noise measurements on the LCLV, but the results are preliminary and will not be reported here.
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5.1 NONLINEAR OPTICAL IMAGE PROCESSING WITH HALFTONE SCREENS

Stephen P. Dashiell

Coherent optical systems are of interest in image or data processing because of their ability to rapidly handle large bandwidth data in parallel. They have been restricted to performing linear operations such as Fourier transformation and convolution, due to the inherent linear nature of an optical system at low power levels. In this dissertation, the combination of a nonlinear halftoning step followed by band-pass spatial filtering to yield a specific nonlinear intensity transfer function is explored.

A general analysis of the problem assuming infinite copy film gamma and saturation density is made. A constructive algorithm for designing a halftone cell shape and selecting the diffraction order to yield very general types of nonmonotonic nonlinearities is presented. Numerous examples of the synthesis procedure are given.

The design of nonmonotonic halftone cells which allow a nonmonotonic nonlinearity with an arbitrary number of changes of sign in slope to be obtained in the first diffraction order is considered. An iterative algorithm suitable for computer implementation, and numerous examples of halftone cells designed with this algorithm are given.

The effects of allowing the film gamma and saturation density to become finite are analyzed, and a technique for compensating a priori for some of the resulting degradations is given.
Experimental results with general halftone screens made on a plotting flatbed microdensitometer are presented. Logarithmic, exponential, and level slice characteristics have been achieved with monotonic cells. Intensity notch filter and quantization characteristics have been achieved with nonmonotonic cells. Other generalizations of the technique are discussed, including the possibility of real-time nonlinear processing with optical input transducers.

5.2 ESTIMATION AND DETECTION OF IMAGES DEGRADED BY FILM-GRAIN NOISE

Firouz Naderi

Film-grain noise is a term describing the intrinsic noise produced by a photographic emulsion during the process of recording an image on film. Although film-grain noise is recently been considered within the field of image processing, the nature of the noise is still somewhat misunderstood.

One goal of this study has been to use the theoretical and experimental results on film characteristics obtained by photographic scientists in order to define film-grain noise within the context of estimation theory. A detailed model for the overall photographic imaging system is presented. There are linear blurring effects at the initial and the final segments of this model to account for various optical and chemical degradations. The middle segment of the model represents signal dependence effects of film-grain noise and includes...
a nonlinear noise term. The accuracy of this model is tested by simulating images according to it and comparing the results to images of similar targets that were actually recorded on film. These comparisons point out that the model is a good representation of the photographic imaging system.

The restoration of images degraded by film-grain noise is considered in two different contexts—estimation theory and detection theory. Under the topic of estimation, a discrete Wiener filter is developed which explicitly allows for the signal-dependence of the noise. The filter adaptively alters its characteristics based on non-stationary first order statistics of an image. This filter is shown to have an advantage over the conventional Wiener filter.

In the case of extremely low contrast images digitized by a very small aperture, film-grain noise is so severe that conventional statistical restoration techniques have little effect. For use in this situation, a heuristic algorithm is developed which incorporates some of the vision properties of the human observer. Bayesian detection theory is used to justify the procedure and to provide some insight into its use. This algorithm also explicitly includes the signal dependence on the noise and has the capability of greatly outperforming the human observer in locating objects corrupted by very severe noise.

Experimental results for modeling, the adaptive estimation filter and the Bayesian detection algorithm are presented.
5.3 IMAGE RESTORATION BY SPLINE FUNCTIONS

Mohammad J. Peyrovian

Spline functions, because of their highly desirable interpolating and approximating characteristics, are used as a potential alternative to the conventional pulse approximation method in digital image processing. For uniformly spaced knots, a class of spline functions called B-splines has the useful properties of shift invariance, positiveness, convolutional property and local basis property. These properties are exploited in image processing for linear incoherent imaging systems.

The problem of image degradation in a linear imaging system is described by a superposition integral. For simulation of degradation and restoration by means of a digital computer, the continuous imaging model must be discretized. Thus, a theoretical and experimental study of quadrature formulae, particularly monospline and best quadrature formulae in the sense of Sard, is presented. It is shown that a good choice of degree for a monospline highly depends on the frequency content of the integrand, and in most cases, a cubic monospline generates less error than the pulse approximation method and Newton-Cotes quadrature formulae.

In space-invariant imaging systems, the object and point-spread function are represented by B-splines of degrees m and n. Exploiting the convolutional property, the deterministic part of the blurred
image is a spline function of degree $m+n+1$. A minimum norm principle leading to pseudo-inversion is used for the restoration of space variant degradations and underdetermined and overdetermined models. Space-variant point-spread functions that describe astigmatism and curvature of field are derived and coordinate transformations are applied to reduce the dimensionality. The singular-value-decomposition technique is used for solution of the simplified equations.

For noisy blurred images, a controllable smoothing criteria based on the locally variable statistics and minimization of the second derivative is defined, and the corresponding filter, applicable to both space-variant and space-invariant degradations, is obtained. The parameters of the filter determine the local smoothing window and overall extent of smoothing, and thus the trade-off between resolution and smoothing is controllable in a spatially nonstationary manner. Since the matrices of this filter are banded circulant or Toeplitz, efficient algorithms are used for matrix manipulations.

5.4 INTERFRAME CODING OF DIGITAL IMAGES USING TRANSFORM AND HYBRID TRANSFORM/PREDICTIVE TECHNIQUES

John A. Roese

In the design of digital image coding systems, the principal objective is to achieve high quality receiver image reconstructions with a minimum number of transmitted code bits. Bit rate reductions
are achieved by exploiting statistical redundancies within an image. This is combined by transmission of only those portions of the mathematical image representation which the human observer is most sensitive to. This dissertation describes research intended to extend current image coding techniques to the coding of sequences of digital images transmitted over a digital communications channel. The emphasis is directed towards definition of an image coding system that exploits temporal as well as spatial image redundancies.

A primary objective of this investigation is to develop a class of interframe hybrid transform/predictive coders having near optimum levels of performance. The interframe hybrid coder implementations considered employ two-dimensional unitary transforms in the spatial domain coupled with first-order DPCM predictive coding in the temporal domain. Based on a statistical image representation, a model is developed for the hybrid coder transform coefficient temporal difference variance matrix. With this model, theoretical MSE performance levels for the hybrid coder with zonal coding are determined as a function of spatial subblock size.

Implementations of the interframe hybrid coder using discrete cosine and Fourier transforms are experimentally evaluated. High quality image reconstruction are demonstrated for reductions of 32:1 in average pixel bit rate. Operational considerations investigated for the hybrid interframe coder include initial conditions, spatial and temporal adaptation, reinitialization, and total transmission bit rate. Also, sensitivity of the interframe hybrid coder to channel...
error is studied.

Comparisons are drawn between hybrid transform/predictive and three-dimensional transform interframe coders. Theoretical zonal sampling and zonal coding MSE performance for three-dimensional cosine transform coders are evaluated for different frame storage requirements and spatial subblock sizes.

A tabular summary of experimental performance and system design parameters for the main classes of interframe coders is presented.
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