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**ABSTRACT:**
The results of three LASNEX simulations of Argon seeded DT filled microballoon implosions in which the details of the hot electron preheat have been varied are post analyzed with a full collisional radiative model. The resulting simulated spectra are compared. A similar calculation is performed on a pure argon microballoon implosion. Some features of the average atom model used by LASNEX are compared to those calculated by the collisional radiative model.
I. INTRODUCTION

In a previous NRL Memorandum Report Number 4565, a physics program to predict the K-shell spectral output from CO$_2$ driven, argon/DT filled microballoons was described. LASNEX hydrodynamics data giving the Lagrangian coordinates, temperature, density, and charge state of the argon/DT region were used as input to a detailed collisional-radiative (CR) model of argon. This model was used in conjunction with a set of 8 Stark profiles that could be calculated as functions of temperature and density for the $L_\alpha$, $L_\beta$, $L_\gamma$, and $L_\delta$ - like lines in Ar XVII and Ar XVIII. One objective of the program this year was to determine how accurately the experimental line spectra obtained in a number of argon/DT microballoon experiments at Los Alamos National Laboratory could be replicated. In the process, several issues had to be addressed. For example, improvements were made in the Stark profile calculations to include effects such as fine structure, ion motion, and electron cloud correlations. The effect of different implosion dynamics, due to different amounts of suprathermal electron preheat, on the computed spectrum and calorimetry was investigated. Diagnostic problems in using time integrated spectra to infer plasma conditions were also explored through the comparison of power spectra at the times of peak temperature, density, and emission against the time integrated spectra. Some further comparisons of the average ion method used in LASNEX with the results of the CR calculations were also made. Finally, a post-analysis of a microballoon implosion containing 47 ngm of a pure argon fill was carried out in order to illustrate the large contrasts in ionization and emission behavior that are expected to occur between pure and mixed argon fill cases.

The main purpose of this final report is to present the results of the argon K-series emission spectrum calculations obtained by analyzing three LASNEX tapes that are labeled NRL 21, 22, and 23 respectively in all of the following figures. It is our understanding that the differences in the three LASNEX simulations are primarily due to different assumptions on hot electron production and resulting fuel pre-heat. In all cases, however, it is assumed that the hot electrons have been thermalized (at least in the fuel region) by the time the CRE simulation is begun. The report is divided into three parts. In the first part, identical sets of results...
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that are derived from processing the three tapes over the same time interval are presented. The time interval was chosen to overlap with all three emission pulses encompassing the line spectrum of interest, in the 3.0 keV to 4.1 keV region. In the second part, some comparisons of average ion with the CR population and electron densities are made. In the third part we present some preliminary calculations based on a LASNEX simulation of an implosion of a microballoon filled with pure argon.

Since we are only trying to synthesize the K-shell spectrum, the CRE model has structure (excited states) only in the hydrogen-like, helium-like and lithium-like stages of the argon ions. The structure is indicated in Figure 1. Note that there are excited states up to n=10 in the hydrogen-like and helium-like stages and up to n=6 in the lithium-like stage. The five doubly excited states were not adequate, as yet, to calculate the satellites to H-L_\alpha and He-L_\alpha, in the CR model used; thus, they were ignored in these calculations.

II. Argon/DT Post-Analysis

A visualization of the implosion dynamics in the argon/DT region, which consisted of 11 hydrodynamic cells, can be obtained from graphs of each of these cell’s radius, electron temperature, and argon ion density as a function of time. The radii of the 11 cells used in the calculations are plotted in Figs. 2, 12, and 22 for NRL 21, NRL 22, and NRL 23 respectively. The electron temperatures are shown in Figs. 3, 13 and 23. The cell radii, the electron temperature, the electron density, and Z, which is the average charge state in each cell, are direct outputs of the LASNEX simulation. From these quantities the argon ion density is calculated from

\[ N_{AR} = \frac{N_e}{(2\,z + 1)} \]

where z = 50 is the (molecular) ratio of DT to argon in the microballoon. The argon number density is shown in Figs. 4, 14 and 24.

To verify that the time from 0.55 to 1.2 nsec contains all the K-shell radiation, we plot the total of all line plus continuum radiation as predicted by the CRE model using the structure of Fig. 1. These results as well as the contribution in various spectral bands that sum up to the total
emission are plotted in Figs. 6, 16 and 26. One can clearly see that the
K-shell emission (hv > 3KeV) is well bounded by these times. These
implosion and calorimetry figures show that implosions NRL 21 and NRL 22
are quite similar, but that time resolved calorimeter measurements could
distinguish the important difference in timing of the NRL 23 implosion from
NRL 21 and 22.

The opacity of a line depends on the line profile. The first four
resonance line profiles of the hydrogen-and helium-like stages are obtained
from detailed Stark profiles calculations. The profiles of all other lines
are approximated by Voigt profiles. In addition to the Stark profile the
H-L and He-L lines were convolved with a Gaussian whose width is the sum
of the Doppler and an equivalent ion dynamic width, and in the case of
H-L includes the fine structure splitting.* The other Stark profiles
should be convolved with similar Doppler Gaussians, but the lines are so
wide that the convolution adds or modifies little. The total opacity at
line center of the H-L and He-L lines is shown on Figs. 5, 15 and 25.
It is evident that opacity is significant for the two resonance lines,
H-L and He-L. Thus we see from these figures that opacity will play an
important role in determining both the degree of CRE excitation in the
argon, and the shape of its K-series emission spectrum.

A common feature of each of these LASNEX simulations is that the time
of "peak temperature"** precede the time of "peak compression". Although
emission is a nonlinear function of both temperature and density, it
follows that the time of peak emission falls between that of peak
temperature and density. We have made plots of the instantaneously emitted

* Adding a fine structure contribution to the width of a line as a
Gaussian convolution is acceptable if there is some other source of
broadening that is larger than the fine structure splitting in order to
remove the details of the fine structure from the composite profiles.
In the case of H-L, only the source broadening is large enough to
justify this convolution treatment.

**All of the LASNEX simulations show a shock penetrating the plasma well
before the time of the main compression. The temperature associated
with this shock sometimes exceeds that of the main compression, however
the density at this early time is so low that there is little radiation
generated by this early shock. Thus we pick the second or main heating
pulse as the "peak temperature".
power spectra at the times of peak temperature, peak emission and peak compression in each of the three cases. These are shown in Figs. 7-9, 17-19 and 27-29. In addition we have calculated the time integrated spectra which are shown in Figs. 10, 20 and 30. For comparison we have plotted, in Figs. 11, 21 and 31, the time integrated spectrum without the source broadening. Comparing the time integrated spectra without instrumental and source broadening (Figs. 11, 21 and 31) to the corresponding broadened spectra (Figs. 10, 20 and 30) one can see that extremely narrow and intense intercombination line has been lowered (widened out) to a degree which makes it look much more normal when compared to the He-Lα line. One further notes that the detailed structure of the Stark profiles of He-Lβ, Lγ, and Lδ, and of the H-Lβ have been completely smeared out.

The spectral plots are scaled such that if one ignores the numbers along the ordinate they can be interpreted as relative intensity plots. If one overlays Figs. 10 and 20, one finds that the helium-like lines match surprisingly well while a small difference in the hydrogen-like lines is evident. Since the hydrogen-like lines on NRL 22 are stronger one can say 22 is a hotter implosion than 21. (It would be more correct to state that the temperature and density profiles overlap more on one shot than another rather than call one hotter than the other.) Comparison of the scale on the ordinate confirms this conclusion. Overlaying Figs. 20 and 30 (i.e. NRL 22 and 23) is even more interesting since now an interpretation as relative intensities reveals no significant difference yet the scale on the ordinate shows that 22 radiates almost 80% more than NRL 23. Since the line ratios are approximately the same it follows that calorimetry must be used to distinguish the implosions, i.e. Absolute measures of the line intensities and time resolved measures of the emission pulse width and peak.

A density diagnostic is provided by the comparison of Stark widths. The opacity of He-Lα, the fine structure splitting of H-Lα, the overlap of H-Lβ and He-Lδ, all render these lines undesirable as density diagnostics. The He-Lβ and Lγ remain as candidates with Lβ being preferable since it has no unshifted component and it is generally a strong line in the spectrum. If one compares the width (full width at half intensity) of the He Lβ on Figs. 8, 9 and 10 one finds that the width at time of peak compression is about 33% larger than at peak emission or than in the time
Integrated spectrum. Thus a density determination from time integrated spectra would underestimate the true peak density by about 20%. Similar conclusions would be reached from analysis of NRL 22 or NRL 23. This discrepancy is a general feature of implosions with a significant time difference between the temperature and density maxima.

A broadband spectrum from NRL 23 is plotted in Fig. 32. On the same figure the blackbody spectrum for a plasma at the temperature of the outside cell is also plotted. Except for some of the lines, the actual spectrum is several orders of magnitude below the blackbody.

III. Excitation/Ionization Comparisons

In NRL Memorandum Report 45651 we calculated the \( n=1 \) (\( n=2 \)) occupation in CRE as a function of time in the implosion; that is, the mean number of bound electrons per nucleus with principal quantum number = 1 (2). The details of the transformation from the CRE microstate populations to the average atom (AA) macro-occupation used in the LASNEX calculation was given in that report, and will not be repeated here. The important point is that a comparison of \( n=1 \) and \( n=2 \) occupation numbers derived from the CRE results to those calculated by the LASNEX AA subroutine showed some important differences. Was that an isolated case or are such differences typical? To address this question we again calculated the CRE \( n=1 \) and \( n=2 \) occupation numbers for the NRL 21, 22 and 23 LASNEX simulations and plotted the results along with those obtained from the LASNEX calculation. These are shown in Figs. 33-38. For the \( n=1 \) case differences in excess of 30% persist. While for \( n=2 \), even larger differences persist.

Further evidence of differences are provided by Figs. 39-41 where a comparison of electron densities (due to the argon ionization) as calculated by the AA and CRE methods are shown.

The quantity plotted is

\[
100 \frac{|n_e^{\text{AA}} - n_e^{\text{CRE}}|}{n_e^{\text{CRE}} - 2n_1}
\]

The most striking feature of these plots is that the difference in electron density grows systematically with time. One further notes that the difference is largest in the outside cell. The outside cell is the
coolest, has the highest density, and since it has a photon flux only from one side, it is also the cell most affected by the asymmetric nature of the radiative energy intensity pattern.

To check the CRE calculation for convergence we made a well converged calculation starting rather late in the implosion and taking a large number very small time steps. The electron density and population results were identical to those of the full calculation, from which we conclude that the CRE calculation was essentially free from (lack of) convergence problems. The LASNEX calculation are time dependent while the CRE assumes adiabatically changing steady states. Since the difference is largest for the outside cell, which, as we already noted, is coolest, then recombination processes are dominant. The ground state 3-body recombination coefficients for \( \text{H} + \text{He} \), \( \text{He} + \text{Li} \), \( \text{Li} + \text{Be} \) and \( \text{Be} + \text{B} \) are all of the order of \( 10^{-37} \). Thus

\[
\frac{dN_i}{dt} = N_i n_e^2 10^{-37} f_c \quad \text{or}
\]

\[
\tau = \frac{N_i}{\frac{dN_i}{dt}} = \frac{f_c}{n_e^2 10^{-37}} \]

and since \( n_e \sim 3 \times 10^{23} \), \( \tau = 10^{-10} f_c \) sec., where \( f_c \) is a factor that describes the relative importance of direct to cascade (through excited states) recombination processes. For these implosions, \( f_c = 10^{-2} \); that is, the population density in any one of these ionization stages e-folds in 1 psec. Examination of these number densities show that for times up to a nanosecond in the implosions the ground state number densities in the outside cell do not change faster than this time scale, thus for times up to a nanosecond no large error has been committed by invoking the steady state approximation. Even after 1 nsec the error is not apt to be as large as the differences shown in Fig. 39-41. We note that the CRE model was developed to study K-shell radiation. Thus, as we have already stated, the model has structure only in the hydrogen, helium, and lithium-like stages. It follows that the model is accurate only over a limited temperature range, which is itself density dependent, i.e., when L-shell occupation below lithium-like argon is negligible.
IV. Pure Argon Post-Analysis

In this section we present the results of some preliminary calculations on a pure argon filled microballoon implosion containing 47 ngm of argon. Since there is no DT α (the DT to argon ratio) is zero. By comparing Fig. 44 to Fig. 24 we see that the peak ion density of the pure argon implosion is comparable to the peak total ion density of NRL 23. Comparing Figs. 42 and 44 to 22 and 24 one can see that the pure argon implosion arrived at peak density a bit sooner and stayed near peak density longer than the argon + DT (NRL 23) case. A first glance at Fig. 43 would indicate that the pure argon implosion achieves a peak temperature comparable to that of the argon + DT (NRL 23), however, when Fig. 43 is overlaid on Fig. 44 one sees that the peak temperature occurred so early in the implosion that the density at that time was quite low. Thus the effective peak temperature of the pure argon implosion is seen to be much lower, of the order of 500 eV. This misstiming of the temperature and density maxima will be manifest several times in the discussion of the radiation emitted by the pure argon implosion. The optical depth of several K lines is shown in Fig. 45. The increased number of argon ions results in an increased optical depth, except for that of Ar XVIII late in the implosion. Since the temperature at this time is low the abundance of Ar XVIII is low and thus the optical depth of hydrogen like lines is also low. The radiation emitted in two bands is plotted in Fig. 46. Since the pure argon implosion has more argon ions one would expect it to radiate more than the argon + DT (NRL 23). This expectation is fulfilled in the case of the 1-3 KeV band. On the other hand, it is this prodigious radiation which cools the pure argon plasma and thus insures that (relatively) little radiation is emitted in the 3-4 KeV band. The time integrated spectrum is shown in Fig. 47 while the instantaneous spectrum at the time of true peak temperature is shown in Fig. 48. Note that, for the pure argon calculations, the model has been improved to allow calculation of the satellites to the H-Lα line, and the instrumental and source broadening has been reduced to 4 mA. A comparison of the ground state populations as calculated in CRE and LTE for both pure argon and argon + DT for the conditions in the inner and outer 11s are shown in Figs. 49-52. It is clear that LTE is an adequate description only late in the implosions.
V. Summary and Conclusions

The differences in initial and suprathermal dynamic conditions that were used to generate the three LASNEX runs were not made known to us. However, post-analysis of the LASNEX tapes has shown that the implosion dynamics of the argon/DT region for tapes, NRL 21 and NRL 22, are nearly identical; NRL 22 was a slightly hotter, denser compression. The qualitative differences between the NRL 23 compression and NRL 21 and 22 were significantly greater, although a comparison of cell temperature and density trajectories shows that all three implosions reached relatively the same peaks in temperature and densities - the main difference between NRL 23 and NRL 21 and 22 was that the heating and compression process was faster.

Remarkably, when all LASNEX tapes were processed in identically the same way, they all produced qualitatively the same time-integrated line spectrum - the major difference between them was quantitative, i.e. there were important differences in the calorimetry and less strongly in the spectroscopy per se. NRL 22, being the hottest, densest, and a relatively slow compression, produced the most intense K-shell emission. NRL 23, being a rapid compression, produced the narrowest emission pulse and the least intense spectrum. There are in each of the three cases, however, discernible and, no doubt, measurable differences in the H-L_α to He-L_α line ratio. The important conclusion to be drawn in the post-analysis of these cases is that to have meaningful comparisons between LASNEX simulations and experiment, it is necessary to make simultaneous time-resolved, broad and narrow band, calorimetry as well as time-integrated spectral measurements.

Comparisons were also made between the argon electron and ion population densities obtained in the LASNEX calculations and in the detailed CRE calculations. Generally speaking the two calculations agreed fairly well. However, it was noted that the difference between the two computed electron densities tended to grow systematically with time so that this difference was largest at the end of each calculation. The reason for such behavior in the two calculations is not known, although it was
verified in one case, that in the CRE calculation, the ionization state computed in the time evolving calculation at one point late in time could be reproduced in a time independent, well converged snapshot calculation.
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<table>
<thead>
<tr>
<th>Ar XVII</th>
<th>Ar XVI</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 10</td>
<td>1s2p^2 2D</td>
</tr>
<tr>
<td>n = 9</td>
<td>1s2p^2 2D</td>
</tr>
<tr>
<td>n = 8</td>
<td>2s2p^2 1P</td>
</tr>
<tr>
<td>n = 7</td>
<td>2s2p^2 1P</td>
</tr>
<tr>
<td>n = 6</td>
<td>2s2p^2 3P</td>
</tr>
<tr>
<td>n = 5</td>
<td>2s2p^2 3P</td>
</tr>
<tr>
<td>n = 4</td>
<td>n = 6</td>
</tr>
<tr>
<td>n = 3</td>
<td>n = 5</td>
</tr>
<tr>
<td>n = 2</td>
<td>1s^2 2S</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ar XVIII</th>
</tr>
</thead>
<tbody>
<tr>
<td>n = 8</td>
</tr>
<tr>
<td>n = 7</td>
</tr>
<tr>
<td>n = 6</td>
</tr>
<tr>
<td>n = 5</td>
</tr>
<tr>
<td>n = 4</td>
</tr>
<tr>
<td>n = 3 (singlet)</td>
</tr>
<tr>
<td>n = 3 (triplet)</td>
</tr>
<tr>
<td>1s2p 1P</td>
</tr>
<tr>
<td>1s2s 1S</td>
</tr>
<tr>
<td>1s2p 3P</td>
</tr>
<tr>
<td>1s2s 3S</td>
</tr>
<tr>
<td>1s2 1S</td>
</tr>
</tbody>
</table>

Fig. 1 Energy level diagram for the excited states included in the model.
Fig. 2 Radius of cell centers vs time for NRL 21.
Fig. 3 Electron temperature vs time for NRL 21.
Fig. 4 Argon number density vs time for NRL 21.
Fig. 5 Line opacity vs time for NRL 21.
Fig. 6 Radiative energy in various spectral bands vs time for NRL 21.
Fig. 7 Spectrum at time of peak temperature including source broadening for NRL 21.
Fig. 8 Spectrum at time of peak emission including source broadening for NRL 21.
Fig. 9 Spectrum at time of peak compression including source broadening for NRL 21.
Fig. 10 Time integrated spectrum, including source broadening for NRL 21.
Fig. 11 Time integrated spectrum, not including source broadening for NRL 21.
Fig. 12 Radius of cell centers vs time for NRL 22.
Fig. 13 Electron temperature vs time for NRL 22.
Fig. 14 Argon number density vs time for NRL 22.
Fig. 15 Line opacity vs time for NRL 22.
Fig. 16  Radiative energy in various spectral bands vs time for NRL 22.
Fig. 17 Spectrum at time of peak temperature including source broadening for NRL 22.
Fig. 18 Spectrum at time of peak emission including source broadening for NRL 22.
Fig. 19  Spectrum at time of peak compression including source broadening for NRL 22.
Fig. 20 Time integrated spectrum, including source broadening for NRL 22.
Fig. 21 Time integrated spectrum, not including source broadening for NRL 22.
Fig. 22 Radius of cell centers vs time for NRL 23.
Fig. 23 Electron temperature vs time for NRL 23.
Fig. 24 Argon number density vs time for NRL 23.
Fig. 25 Line opacity vs time for NRL 23.
Fig. 26 Radiative energy in various spectral bands vs time for NRL 23.
Fig. 27 Spectrum at time of peak temperature including source broadening for NRL 23.
Fig. 28  Spectrum at time of peak emission including source broadening for NRL 23.
Fig. 29 Spectrum at time of peak compression including source broadening for NRL 23.
Fig. 30 Time integrated spectrum, including source broadening for NRL 23.
Fig. 31 Time integrated spectrum, not including source broadening for NRL 23.
Fig. 32 Broadband spectrum for NRL 23 for the time of peak emission. Also plotted is the blackbody spectrum corresponding to the temperature of the outside cell.
Fig. 33 Occupation of the $n = 1$ orbital vs time for NRL 21. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom model.
Fig. 34 Occupation of the $n = 2$ orbital vs time, for NRL 21. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom model.
Fig. 35 Difference in the (Argon contribution to the) electron number density, for NRL 21, as calculated by the Collisional-Radiative and Average Atom models.
Fig. 36 Occupation of the n = 1 orbital vs time, for NRL 22. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom model.
Fig. 37 Occupation of the $n = 2$ orbital vs time, for NRL 22. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom model.
Fig. 38 Difference in the (Argon contribution to the) electron number density, for NRL 22, as calculated by the Collisional-Radiative and Average Atom models.
Fig. 39 Occupation of the \( n = 1 \) orbital time for NRL 23. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom model.
Fig. 40 Occupation of the \( n = 2 \) orbital vs time, for NRL 23. The lines correspond to the values calculated by the Collisional-Radiative model, the points to values calculated by the Average Atom Model.
Fig. 41 Difference in the (Argon contribution to the) electron number density, for NRL 23, as calculated by the Collisional-Radiative and Average Atom models.
Fig. 42 Radius of cell center vs time for pure argon LASNEX simulation.
Fig. 43 Electron temperature vs time for pure argon LASNEX simulation.
Fig. 44 Ion number density vs time for pure argon LASNEX simulation.
Fig. 45 Line opacities vs time for the pure argon calculation.
Fig. 46 Radiative energy in the 1-3 keV and 3-4 keV bands. Comparison between the pure argon case and NRL 23.
Fig. 47 Time integrated spectrum for the pure argon calculation.
Fig. 48 Spectrum at 730 psec from the pure argon calculation.
Fig. 49 Comparison of CRE to LTE ground state number densities vs time for the pure argon calculation in the inner cell.
Fig. 50 Comparison of CRE to LTE ground state number densities vs time for NRL 23 in the inner cell.
Fig. 51 Comparison of CRE to LTE ground state number densities vs time for the pure argon calculation in the outer cell.
Fig. 52 Comparison of CRE to LTE ground state number densities versus time for NRL 23 in the outer cell.